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A hypothetical smuggling of material suitable for a nuclear weapon is
known as a threat scenario. There is a considerable effort by the U.S. gov-
ernment to reduce this threat by placing radiation detectors at key interdic-
tion points around the world. These detectors provide deterrence and defense
against smuggling attempts by scanning vehicles, ships, and pedestrians for
threat objects. Formulating deployment strategies for these detectors within
the global transportation network requires an understanding of the complex
interactions between the attributes of a smuggler and the detection systems.
These strategies are rooted in the continued development of novel detection
systems and alarm algorithms. Radiation transport simulation provides a
means for characterizing detection system response to threat scenarios. How-
ever, this task is computationally expensive with existing radiation transport

codes. Furthermore, the degrees of freedom in smuggler and threat scenario

vi



attributes create a large, constantly evolving problem space. Previous re-
search has demonstrated that decomposing the scenario into independently
simulated components using Green’s functions can simulate photon detector
signals with coarse energy resolution. This dissertation presents a general
form of this approach, applicable to a wide range of threat scenarios through
physics enhancements and numerical treatments for high energy resolution
photon transport, neutron transport, and time dependent transport. While
each Green’s function implicitly captures the full transport phase-space within
each component, these new methods ensure that this information is preserved
between components. As a result, detector signals produced from full forward
transport simulations can be replicated within 20% while requiring multiple
orders of magnitude less computation time. This capability is presented as a
general threat scenario simulation platform which can efficiently model a large

problem space while preserving the full radiation transport phase-space.
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Chapter 1

Introduction

1.1 Non-Proliferation

Non-proliferation is the prevention of the spread of nuclear material and
technology, especially that which is necessary to produce nuclear weapons. The
physical protection and accounting standards of such material are the primary
defense mechanisms. As part of a layered global security strategy, the Depart-
ment of Energy’s National Nuclear Security Agency introduced the Second
Line of Defense (SLD) program in 1998 which originally focused on placing
radiation detection equipment at key border crossings, seaports, and airports
in Russia and other former Soviet Union states. To date, the program has
installed detectors at 221 sites in Russia [1]. It has since expanded beyond
Russia, installing equipment at 94 sites in countries beyond the former So-
viet Union, and with the Megaports Initiative, radiation detectors have been
installed at 30 large volume seaports around the world. In 2006, the Depart-
ment of Homeland Security (DHS) announced the Secure Freight Initiative,
which works with SLD to screen cargo destined for the United States either
domestically or internationally [2]. Under this combined effort, DHS now op-
erates over 825 radiation detection systems at U.S. ports [3]. This concerted

effort among agencies highlights the importance of combatting the smuggling



of nuclear weapons or materials.

1.2 Motivation

In this context, a threat scenario is defined as a hypothesized smuggling
of a nuclear weapon or the special nuclear material (SNM) required to con-
struct such a weapon. This is further defined by the smuggler’s attributes such
as transportation methods, movement strategies, and attempts to defeat de-
tection equipment. Modeling threat scenarios requires assumptions regarding
the smugglers’ knowledge. One one extreme, assuming smugglers are unaware
of radiation and detectors is unrealistic. However, it is also highly improbable
that smugglers have obtained detailed knowledge regarding how detectors may
respond to their smuggling attempts, as even the interdictors may be unaware
of such information. Modeling threat scenarios thus requires either a compro-
mise between the uninformed and omniscient smuggler, or more preferably,

the ability to design a network based on a range of smuggler attributes.

Smuggler attributes and behavior are constantly evolving in response
to non-proliferation strategies. For example, if a smuggler is aware of the pres-
ence of an improved detector along his transportation path, he could employ
various shielding techniques, based on his expertise and the level of network
transparency, to make the SNM less visible to the radiation detectors. A static
range of attributes would not capture this phenomenon. Thus, the ability to
dynamically alter smuggler attributes based on continually updated defense

strategies is also important for a well-rounded network design.



There are three major categories of detection systems currently used:
passive, active, and imaging. Passive systems are the simplest of the three,
consisting of one or more radiation detectors. They detect the natural radia-
tion constantly emitted from SNM. Active detection utilizes an external source
of radiation, such as bremsstrahlung from a linear accelerator, to bombard the
SNM and produce secondary radiation which is detectable and indicative of its
presence. Imaging systems are similar to active detection in that they require
an external radiation source; however, instead of inducing secondary radia-
tion, they rely on radiography or computed tomography to generate an image
of the target. Passive systems are the most common due to their relative low
cost and portability. However, active and imaging systems can usually detect

smaller amounts or highly shielded SNM.

Alarm algorithms seek to differentiate natural background radiation
from potential threats based on a complex detector signal. This interpretation
produces detection probabilities (DP) and ultimately determines the detector’s
performance. Model data or observations from deployed detectors are used to
develop algorithms by extracting additional information from the signal or by
recognizing statistically significant patterns. A major challenge to many algo-
rithms is false alarms resulting from naturally occurring radioactive material
(NORM) such as fertilizer and bananas. Because detectors must scan a large
volume of traffic, and secondary screening is costly, sensitivity to legitimate
alarms is limited by forcing higher alarm thresholds to accommodate NORM.

Conditioning algorithms to identify detector signal abnormalities indicative of



NORM reduces the false alarm probability (FAP). Similarly, by conditioning
algorithms to search for characteristic SNM signatures based on a spanning

set of threat scenarios, the DP is increased.

Detector signals can be a strong function of observable scenario param-
eters such as the detector stand-off distance, local environment, and vehicle
type. If this information is utilized to produce an estimate of the signal, then
the sensitivity of the alarm algorithm may be customized to the specific con-
ditions for each interrogation. Applying this approach requires a tool capable
of real-time scenario modeling or a large database of precomputed scenarios.
Because of the enormous problem space, the latter solution is unattractive.
Scanning real-time data such as cargo manifests and vehicle position provides
algorithms with a baseline comparison for benign scenarios, increasing sensi-

tivity to abnormalities such as SNM presence.

While developing novel radiation detection systems and alarm algo-
rithms are crucial components to a defense strategy, it is also important to
understand how to deploy such devices on a transportation network. Because
non-proliferation programs operate on a finite budget, the cost of detection
equipment may determine the quantity to deploy on the network. With the
deployment of multiple detection systems on a transportation network, a smug-
gler has the option of multiple paths on this network. In contrast to the DP
at a single detector, the chance of interdicting the smuggler somewhere on the
network is known as the macroscopic detection probability (MDP). The DP,

which is highly dependent on smuggler attributes, drives detector placement



and can influence smuggler behavior on the network. Therefore, the DP and
MDP are intimately related and modeling this connection is crucial for an ac-
curate MDP estimate. However, determining the DP and MDP independently
is computationally intensive with current techniques, making a direct coupling

between the two techniques incompatible.

Modeling a spanning set of threat scenarios provides a basis on which
robust network deployment strategies may be tested. Doing so in reasonable
time requires an approach which is computationally efficient. In addition, a DP
determination method which is both computationally efficient and can account
for a wide range of scenarios is necessary for conditioning alarm algorithms

and for a real-time scenario-customized algorithm.

1.3 Approach

The range of smuggler attributes and the sensitive nature of SNM
presents a problem not easily studied on a purely experimental basis. However,
with modern computers, studying the fundamental difference between SNM
and benign material, radiation, can be accomplished at the computational
level. Whether induced or passively emitted, radiation transport through
matter has been studied extensively both computationally and experimentally.
Multiple radiation transport codes exist to model this behavior. However, even
with modern supercomputers this process can be time-consuming, making the

study of multiple threat scenarios and detections systems difficult.

There are essentially two parts to the dilemma of modeling radiation



transport in threat scenarios. First, the computational effort is considerable.
Second, the uncertainty, quantity, and variety of smuggler attributes creates an
enormous problem space which is difficult to define. In other words, there is a
computational problem, and a combinatoric problem. One solution is to define
a subset of the problem space as characteristic scenarios, or a combination of
attributes which are representative of all threat scenarios, thus greatly reduc-
ing the problem space. Another approach expedites the radiation transport
algorithms by simplification, such as reducing the problem to one-dimension,
thus solving the computational problem. Each of these two paradigms solve
one of the problems, which is sufficient for some studies, but not for network
interdiction modeling, alarm algorithm research, or real-time scenario model-
ing. For these applications, both problems need to be addressed. Preserving
as many smuggler attributes as possible is critical in maintaining the complex
interactions between threat scenarios and detection systems. It is equally im-
portant to preserve the physics of the radiation transport to accurately predict

DPs.

To rapidly and accurately model threat scenarios, the approach of de-
composition is presented. Decomposition involves separating the scenario into
components based on logical or physical boundaries. For example, an SNM
source with shielding may be decomposed into the SNM alone, and the shield-
ing separately. This is accomplished through the use of Green’s functions,
and offers many benefits, the strongest of which is the mitigation of the com-

binatoric problem. For this argument, assume estimates of the number of



threat scenario attributes and their perturbations are available; together these
define the problem space. Furthermore, for simplicity, assume that each at-
tribute requires the same number of perturbations. Letting n be the number
of attributes and m the number of perturbations, then using a brute-force
approach, sampling the entire problem space would require n™ simulations.
With decomposition, each attribute is treated independently and therefore
only n x m simulations are required, but the computational effort for each
decomposed problem is significantly higher than under the brute-force ap-
proach. Therefore, for a small number of attributes and perturbations, direct
simulation methods are preferable. However, as the number of attributes and
perturbations grow, the decomposition method requires geometrically fewer
simulations than the direct method, granting the ability the simulate a span-
ning set of threat scenarios within reasonable computation time. This ability
makes the novel application of Green’s functions ideal for dynamic problem
spaces where attributes and perturbations may be added or removed as more

information becomes available.

With decomposition, components may be added or modified as detector
systems or alarm algorithms evolve. Previous work has proven the feasibility of
this method for photons passively emitted from SNM using coarse energy reso-
lution Green’s functions, which is suitable for many detector systems currently
deployed [4]. With newer systems, equipped with higher energy resolution de-
tectors, it is necessary to increase the energy resolution of these functions.

This dissertation presents a method to overcome this burden and implement



photon energy resolution on the order of 1 keV. In addition to higher energy
resolution detectors, neutron detectors are installed to detect fission neutrons
from SNM. While the method of decomposition is still valid, neutron trans-
port is fundamentally different from photon transport, thus requiring a new
approach to account for albedo effects. Also, neutrons exist within the sce-
nario for a measurable length of time, a phenomenon of which some alarm
algorithms take advantage. New methods to use decomposition and Green’s
functions with time-dependent neutron transport are presented. Methods are
also developed to maintain the full phase-space of the radiation transport at
the component interfaces, and to parameterize each submodel with respect to

details such as geometric dimensions and material composition.

The components of high energy resolution, neutron transport, and time
dependence are crucial for a comprehensive threat scenario analysis tool. To
this end, this research presents the theory and methods which satisfy these
requirements, as well as an implementation in the form a usable software pack-
age. Together with previous work, this software introduces the novel ability to
rapidly analyze a spanning set of threat scenarios, provides a new platform for
designing and testing detection equipment and alarm algorithms, allows real-
time modeling of threat scenarios, and presents a tool to the threat reduction

community to develop robust detection networks for national security.



Chapter 2

Literature Review

2.1 Detection Systems

Radiation portal monitors (RPM) are the most common radiation de-
tection systems in place today. They are checkpoint gateways for vehicles,
cargoes, or pedestrians, and are equipped with radiation detectors, comput-
ers to analyze the detector data, and usually staff to respond to alarms. An

example of a pedestrian and vehicle RPM is shown in Figure 2.1.

(a) Pedestrian RPM [5] (b) Vehicle RPM [6]

Figure 2.1: Radiation Portal Monitor Examples

The performance of an RPM is usually defined by some minimal de-
tectable level of activity of nuclear material. Because of the stochastic nature

of radioactive decay, there is always some error associated with the detector



signal, quantified with counting statistics. From a detector signal, one may
apply an alarm algorithm to determine the detection probability (DP). By
placing the DP within a confidence interval (e.g. 95% DP), a lower limit
of detection may be defined for some benchmark cases. Thus, minimal de-
tectable activity and DP are interchangeable performance tests for RPMs. As
previously mentioned, the three major types of detection systems used today
are passive, active, and imaging. This research focuses on passive and active

systems.

2.2 Passive Detection

Passive systems attempt to detect the constant emission of photons
and neutrons from SNM due to gamma decay and spontaneous fission. A com-
mon photon detector is polyvinyltoluene (PVT), a plastic scintillating material
which is formed into large flat panels. The dimensions of PVT panels vary
depending on the application and manufacturer, but are approximately 1.5 m
long, 0.5 m wide, and a 3 cm deep [7] [8]. Because of their low cost compared
to other photon detectors [9] and large surface area, these panels are ideal for
creating detector arrays as each subtends a large solid angle. However, the
energy resolution of PVT is very poor, ranging between 15% and 50% at 20
keV [10] [7] [11], leaving the energy spectrum devoid of photopeaks. There-
fore, these detectors are used primarily for gross count alarm algorithms which

integrate over the entire spectrum.

Gross count algorithms struggle to discriminate NORM cargos from
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SNM and are therefore prone to high false alarm rates. To address this is-
sue, the DHS introduced the Advanced Spectroscopic Portal (ASP) require-
ments in 2004 [12] which requires detectors capable of gamma spectroscopy
and NORM discrimination. Gamma spectroscopy can identify gamma decay
energies unique to SNM, but requires a higher energy resolution detector than
PVT. Although there are many different detectors that meet this need, two
commonly addressed detector materials are sodium iodide (Nal) and high pu-
rity germanium (HPGe). Their energy resolutions are approximately 7% at
662 keV and 0.2% at 1 MeV, respectively [13]. While HPGe can resolve 1 keV
differences in gamma photopeaks, the maximum size available is 9 ¢cm in di-
ameter and requires cooling from a large liquid nitrogen dewar which must be
replaced weekly [14]. Nal does not require external cooling and can be grown
in a variety of crystal sizes, anywhere from a few centimeters in diameter and
length up to 10 cm in diameter and 1 m in length [14] [10] [15], but its energy
resolution is poorer than HPGe. While there are a variety of other detector
materials under development, such as cadmium zinc telluride (CZT), PVT,
Nal, and HPGe detectors are representative of the range of energy resolutions

available.

To subtend a solid angle comparable to PVT panels, Nal and HPGe
detectors may be placed in an array, usually enclosed in a flat structure re-
sembling a PVT panel. Steel or lead shielding reduces the gamma background
from terrestrial radionuclides. In some designs, collimator plates are placed on

the sides of the detector to provide additional spatial and temporal resolution
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[16]. The orientation, placement, and number of panels varies depending on

the manufacturer.

Unlike photon detectors, neutron detectors have limited energy reso-
lution capabilities. Neutrons are detected indirectly through nuclear inter-
actions, such as a capture reaction in a tube filled with a boron-fluoride or
helium-3 gas. During a capture reaction, recoiling nuclei ionize the gas in the
tube, which produces a count in the detector. Because capture reactions are
highly probable at thermal energies, these tubes are usually surrounded by
a hydrogenous thermalization medium such as plastic. Helium-3 is the most
prevalent gas used today [14] [9], and is the primary neutron detector consid-
ered in this research. Tubes are manufactured in a variety of sizes, but can be
up to a 7 cm in diameter and 100 cm in length. Like photon detectors, they
may be placed in an array to increase the solid angle and absolute detection

efficiency.

Solid-state and glass fiber neutron detectors are less common, but are
under consideration for use in RPMs. Solid state detectors are constructed
by layering semiconductors with neutron absorbers such as boron-10. The
semiconductor detects the directly ionizing secondary radiation emitted by the
absorber, such as the alpha particle from the 1°B(n,«)7Li reaction. Traditional
planar geometry designs have limited intrinsic efficiency as the thickness of the
absorber determines both the alpha penetration depth and neutron absorption
probability, which are competing effects. As manufacturing processes improve,

three-dimensional fins or pins of semiconductors layered with absorbers can
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increase this efficiency [17]. Glass scintillating fibers doped with lithium-6
show considerable promise as a replacement for helium-3 tubes [18]. These
fibers may be made into a variety of geometries and in large sizes, but struggle

to discriminate gamma rays from neutrons as well as helium-3 tubes.

2.3 Active Detection

Active detection utilizes an external source of radiation to induce sec-
ondary radiation within SNM. This secondary radiation is characteristic of
SNM, and is detected by the passive detection technology outlined in the pre-
vious section. Two commonly studied interrogation particles are photons and

neutrons.

Interrogation photons are usually produced by accelerating electrons
and directing them onto a high-7Z target to produce bremsstrahlung or by
accelerating protons into nuclei to produce discrete gamma energies [19] [20].
Photon energies range from 6 MeV to 15 MeV [20]. These high energies are re-
quired as the photofission reaction energy threshold is about 6 MeV; photofis-
sion becomes most probable around 14 MeV [21]. In addition, high energy
photons are able to penetrate through shielding material. However, they also
produce neutrons in common materials from direct photonuclear interactions,
producing significant noise in the detector signal. Direct photoneutrons and
prompt neutrons from photofission are emitted within the same time scale.
Delayed neutrons from fission are emitted for a measurable length of time

after the fission event. Taking advantage of this difference, many active in-
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terrogation schemes use a pulsed source, and detect a time-dependent signal
following the pulse to search for delayed neutrons. Typical collection times
are on the order of hundreds of microseconds to a few milliseconds [22]. Some

systems also employ photon detectors to collect fission gammas [19].

Neutron beams are usually produced by accelerating deuterons into
tritium (DT), deuterons into deuterons (DD), or protons into lithium-7, pro-
ducing 14 MeV, 1-8 MeV, and 60 keV neutrons, respectively [19] [20] [23]. The
concept is similar to photon beam sources in that the neutron beam is pulsed,
inducing fissions in the SNM, and a time-dependent neutron signal is collected
after the pulse. Thermalized neutrons from the beam exist for a length of time
comparable to the delayed neutrons produced from the SNM, giving rise to
an algorithm family known as Differential Die Away Analysis (DDAA). After
a neutron pulse, a neutron detector collects a time-dependent signal which
has an exponentially decaying or die-away behavior. Without SNM present
the detector observes a die-away time as source neutrons are thermalized. If
a fissionable source such as SNM is present, additional prompt neutrons are
created as well as delayed neutrons, effectively lengthening the die-away time.
A comparison of the two cases reveals a differential neutron count rate profile

in time.

2.4 Existing Threat Scenario Simulation Tools

The core of threat scenario modeling is radiation transport simulation.

Recently, a few software packages designed specifically to model radiation
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transport in threat scenarios have emerged. This document briefly reviews
the most well known radiation transport codes and a few threat reduction

codes.

2.5 Radiation Transport Codes

The Boltzmann transport equation governs the transport of neutral
particles such as photons and neutrons through matter. Implementations of its
numerical solution fall into two broad categories: stochastic and deterministic.
Stochastic, also known as Monte Carlo, radiation transport codes may solve
the integral Boltzmann equation by direct Monte Carlo integration techniques,
or more commonly by analog transport. Analog transport randomly samples
probability density functions (PDFs) taken from the transport process, such as
cross-sections, to generate random walks of particles. The particles’ individual
contributions to some measurement, such as a flux or current, are tracked to

produce estimates of the mean and variance.

Monte Carlo N-Particle (MCNP) and Monte Carlo N-Particle eXtended
(MCNPX) are two stochastic radiation transport packages developed by Los
Alamos National Laboratory [24] [25]. They allow the use of general three-
dimensional geometries created by the boolean combination of quadric sur-
faces, general sources specified by PDFs, and the estimation of a variety of
quantities such as the flux, energy deposition, and detector pulse height spec-
tra. MCNP transports photons, neutrons, and electrons while MCNPX addi-

tionally transports over 40 different particles including protons, muons, and
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heavy ions. These codes have been applied to a wide range of applications
including reactor physics, medical physics and threat reduction. There are
many other Monte Carlo based transport codes such as COG and Geant [26]
[27]. Most are capable of general geometries, sources, and estimation of a vari-
ety of quantities. The most significant differences are available particle types,
cross-section data, physics models, and variance reduction techniques. Most
Monte Carlo codes are applicable to threat scenarios as studies are usually
limited to photons and neutrons. However, experimental detection techniques

such as proton interrogation require additional capabilities.

Deterministic transport codes solve the Boltzmann equation by dis-
cretizing the phase-space and either approximating derivatives using finite dif-
ferencing schemes or solving the weak form of the equation by integrating over
finite elements. This produces a system of equations which is solvable exactly
and approximates the Boltzmann equation. Codes that accomplish this task
include Atilla, DANTSYS, PARTISN, and Newt [28] [29] [30] [31]. Determin-
istic codes are typically faster than stochastic codes, especially for problems
with highly attenuating materials. However, generating energy group cross-
sections and establishing mesh convergence requires additional computation
time. These codes are usually limited to transporting neutral particles, and
cannot produce pulse height spectra in detectors. Hence, the particle flux re-
sulting from a deterministic analysis is often coupled to a Monte Carlo code

to produce detector spectra.

While either radiation transport paradigm may be utilized to model

16



threat scenarios, the large three-dimensional geometries encountered make
Monte Carlo methods more attractive. Furthermore, the extensive capabil-
ities, widespread use in literature, and documentation of MCNP /X make it an
ideal software package. However, like any transport code, MCNP /X does not
overcome the computational burden associated with the large threat scenario

problem space.

2.6 Threat Reduction Codes

Threat reduction software customizes radiation transport analysis for
threat scenario modeling. For example, SWORD allows users to graphically
construct geometries and utilize pre-built geometries and sources to generate
scenarios for MCNPX and Geant [32]. It produces plots of detector spectra
and particle tracks for debugging. A similar but more specialized interface is
TR-X, an unpublished code developed at Los Alamos National Laboratory.
TR-X imports geometry templates in a graphical interface to build threat
scenarios. It also manages the simulation of the scenario through MCNPX, and
produces detector plots and detection probabilities. These software packages
focus on modeling a single threat scenario to a high degree of fidelity, and like
the radiation transport codes they execute, do not solve the computational

problem.

RADSAT is a collaborative effort between Sandia National Laboratory
and Pacific Northwest National Laboratory to utilize Atilla, a deterministic

code, for the bulk of the problem geometry and couple the results to a Monte
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Carlo code such as MCNP to produce a detector response [33]. Features in
Atilla such as unstructured meshing, first-scattered-distributed source, and
last-collided flux, greatly reduce the computation time. In the benchmark
cases published, RADSAT produced results comparable to a full MCNP cal-
culation within one to two orders less time, however there is some discrepancy
in the detector spectra as Atilla uses a multi-group calculation. While RAD-
SAT reduces the computation time compared to a MCNP calculation, the time
required remains substantial, and it does not address the large problem space

at hand.

A simplified approach to threat scenarios is encapsulated in the LOST
software package developed by Pacific Northwest National Laboratory [34].
LOST is designed to simulate a search for radioactive material in a nuisance
source environment. Large volumes of NORM such as terrestrial radiation,
and NORM cargos are reduced to surface sources in pre-generated calcula-
tions. These surface sources are then ray-traced to a searching instrument,
such as a detector. Compared to Geant, the ray-tracing in LOST reduces com-
putation time by an order of magnitude or more. However, the benchmark
calculation published required approximately an hour of computation time.
There has also been some work to generate surface sources based on single ra-
dionuclides, allowing a superposition approach to be implemented [35]. Using
these surface sources, pre-generated detector response functions, and LOST,
a statistical sampling of various NORM cargos is used to characterize false

alarms at detectors. This methodology addresses the computational problem
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by introducing ray-tracing, and the combinatoric problem by pre-generating

surface sources and detector responses.

GADRAS is a one-dimensional transport code developed at Sandia Na-
tional Laboratory. This code utilizes deterministic codes such as ONEDANT
(now incorporated in DANTSYS) in combination with ray-tracing to model
one-dimensional problems and offers an extensive radiation detector response
function library [36]. From a graphical interface users may construct geome-
tries and solve the problem quickly. However, the geometry must be well
represented in one-dimension. The computation time for GADRAS is negli-
gible, but because the consequences of simplifying complex three-dimensional
threat scenarios to one-dimension is not well understood, its ability to model

the entire problem space is limited.

An exhaustive comparison of the mentioned software packages is beyond
the scope of this research. However, it is sufficient to note that while all can
address threat scenario modeling to some degree, they fall short of addressing
both the computational burden and large problem space associated with the
scenarios. Decomposition and parameterization of threat scenarios solves both

problems in a novel fashion.

2.7 Previous Model Development

The success of decomposition hinges on the ability to treat the radiation
transport in each attribute independently. This does not require that the

attributes actually be independent, which can be hindered by phenomena such
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as albedo effects, but just that treatments are available to account for these
effects. One method to accomplish decomposition is through the use of Green’s
functions which are best described within the context of radiation transport
theory. Let (7, E, Q) be the angular particle flux at d37 about 7 with kinetic
energy between E and E + dFE traveling in direction d$) about € in units of
[cm=2-eV ! -str~!-s7!]. For brevity, let A represent the phase-space of this flux
(ie. (7 E,Q) = 1(\), d\ = d*F dE dS2). The Green’s function G satisfies

the differential equation
HGX\N)=0(A— X)), (2.1)

where ¢ is the Dirac delta function, and H is the transport operator to the

time-independent Boltzmann equation in a non-multiplying medium,
H=|Q-V+o0,F E)] - /dE’/dQ’as(F,E — E.Q-Q), (2.2)

where the del operator is \Y, (unitless), o, is the macroscopic total attenuation
cross section in [em™!], and o, is the macroscopic differential scattering cross
section in [em™!-eV~'-str!]. Given a fixed source ¢ [cm™3-eV ' -str=!-s71],

the particle flux may be solved for using the Green’s function,

v = [ NG X)), (2.3)

Because the flux may be determined for any source using a Green’s function,
this method may be applied to scenario decomposition. Consider a SNM mass

surrounded by shielding. Disregarding the shielding, the flux within the SNM
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is

PN = /dXGsnm()\; Ng(N), (2.4)
where G*™ is the Green’s function for the SNM in [cm~2-eV ! .str~!-s7!], for
some source ¢ [em™3-eV~!.str~!-s7!]. By generating another Green’s function

for the shielding, the flux within the shielding is computed by integrating the

Green’s function and SNM flux over the surface of the SNM sphere,

PP (N) = / > /oo dE'/ s /oo dt’ GO N) (1/v(EN) ™ ()
o ’ " i (2.5)
where v(E’) is the velocity of the particles at energy E’, G*M4 is the Green’s
function for the shield in [cm™2 - eV ™" - str' - s7!], and Iy is the physi-
cal boundary of the SNM and the interface between the SNM and shielding.

Combining Eqs. 2.4 and 2.5 results in

shld )\ _ d3—v’ > dEl dQ/ > d / Gshld )\7 )\/ 1 El
() / / / / ¢ GO ) (1/0(E)
/ G (V: Ao)g(Mo), (2.6)

thus computing the flux within the shielding for any source ¢ within the SNM.
This forward approach applies Green’s functions sequentially in the order that
a particle may experience in its lifetime. This ignores albedo effects, thus
assuming the radiation transport in the shielding and SNM are independent.
This assumption is relaxed in Chapter 3, which discusses its impact on neu-
trons and treatments for them. This simple example may be extended to

include many different scenario attributes by applying additional Green’s func-
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tions, each encapsulating the physics of the radiation transport in a reusable

form.

The previous example utilized Green’s functions which compute the
flux at any phase-space within each attribute with respect to any source. If
the physical interfaces between attributes are well-defined, and the flux is
uniform over the interface, then the fluxes and Green’s functions may be in-
tegrated over spatial variables. Furthermore, often the angular distribution
at the interfaces follows a cosine or cosine-squared distribution, and so the
explicit angular dependence may be integrated out of the Green’s functions.
Finally, if there is no time dependence, by integrating the fluxes and Green’s
functions over spatial, angular, and temporal variables, they are reduced to
spectra and energy transformations, respectively. In addition, using energy
groups instead of a continuous energy treatment, the Green’s functions may

RMXN

be re-cast as matrices G — R € , and Eq. 2.6 transforms into a series

of matrix multiplications,
q/ — Rshld Rsnm q, (27)

where g € RV*! and ' € RM*! are column vectors representing the energy
spectrum within the SNM and at the surface of the shield, respectively. Be-
cause Eq. 2.7 is just a series of matrix multiplications, the computation time

required is negligible compared to the radiation transport simulation.

In many situations, it is desirable to continuously vary a threat scenario

attribute. However, even with decomposition, the Green’s functions for each
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attribute is unique to the materials and geometry used in the simulation. As an
example, a shielding Green’s function is valid for a specific shielding material
and geometry, but in modeling many different threat scenarios the shielding
thickness may be variable. By applying interpolation or perturbation schemes
to an appropriate set of shielding geometries, a continuous sampling of thick-
nesses is achieved. Techniques such as calculating the solid angle subtended by
a detector, for example, may also be applied to these Green’s functions. Here,
the manipulation of a pre-generated set of Green’s functions is referred to as
parameterization, and is a valuable tool in reducing the number of Green’s

functions required to span the problem space.

The method of decomposition and parameterization was applied to the
land-based threat scenario in which the smuggler attempts to conceal shielded
SNM in a truck-trailer at a RPM. The radiation transport was simulated for
passively-emitted photons only. The threat scenario is decomposed into four
major attributes: SNM, shielding, surrounding cargo, and detector. Addi-
tionally, terrestrial background radiation is considered as a separate attribute.
The radiation transport code MCNPX, a Monte Carlo based code, is used to
compute the Green’s functions [25]. The following sections describe the radia-
tion transport simulations done for each attribute, the assumptions that went

into the models, and how the attributes interact with each other.
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2.7.1 Special Nuclear Material

The isotopic composition and mass of SNM may vary greatly based on
the source of the material and degree of enrichment. Thus, parameterizing
with respect to isotopes and mass are important features. Another important
feature of SNM is the geometry. For this demonstration, a simple spherical

shape is assumed.

Parameterizing with respect to isotopics is accomplished with superpo-
sition. Because the photon cross sections of isotopes are identical, the radiation
transport through a sphere is unaffected by which isotopes are present. By
separately simulating spheres composed of each individual isotope’s emission
rate and spectrum, and superimposing the results, the SNM source term is

pre-computed as

@™ = R™™ q, (2.8)

using the notation from Eq. 2.7 and assigning a subscript ¢ representing each
isotope. Thus, by using unique isotope signatures in the simulation, there is no
explicit Green’s function for the SNM sphere, but instead a new source term
which represents the gamma emission rate and spectrum leaving the sphere.

The total SNM source term is a weighted sum of the individual isotopic results,
qsnm _ Z wiqinm7 (29)

where w; is the weight fraction of the i** isotope.

If the gamma spectrum exiting a sphere of weapons-grade plutonium

(WGPu), aged 20 years, is computed for masses of 1 g, 10 g, 100 g, 1 kg,
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and 10 kg, there is an overall mass effect of increasing photon emission rate
from the sphere. The 10 kg mass is utilized only to demonstrate a point; the
criticality concerns with such a large mass of WGPu would obviously make the
existence of such a configuration unlikely. If the exiting spectra are normalized
by the respective total photon emission rate, this yields the probability, p that
a photon born within the sphere escapes, which is entirely determined by the
self-shielding effect. However, if these probabilities are scaled by the respective
volume to surface area ratios, the difference is resolved for masses greater than
1 kg. This is due to a saturation layer achieved in masses greater than 1 kg;
that is, beyond 1 kg, photons born within an outer spherical shell of constant

thickness which dominate the signal.

This scaled probability spectrum may be unscaled for any mass greater
than 1 kg by multiplying by the surface area to volume ratio, and also by
the total gamma emission rate. If this scaled probability is computed for
each individual isotope, by superposition and scaling it becomes possible to
compute the exiting spectrum for any combination of isotopes for any mass

greater than 1 kg.

2.7.2 Shielding

The shielding configuration is an important decision variable made by
the smuggler. It determines the transparency of SNM to detectors. For a
demonstration of this method with passive photons, lead is chosen as the sole

shielding material. For simplicity it is assumed that the shielding geometry is
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a spherical shell completely surrounding the SNM.

Interpolation is employed to parameterize the shield with respect to
radial thickness. To avoid multiple simulations, a shield of thickness 20 c¢m is
partitioned into 100 layers with the photon current tallied at each layer. Fur-
thermore, a particle accounting method called surface flagging in MCNPX was
utilized to flag photons which have reached a certain radial distance through
the shield. The current tallies may then subtract particles which have traveled
beyond their radial distance, creating the overall effect of replicating a vacuum

boundary condition at each layer.

2.7.3 Vehicle

Enumerating all types of cargo in truck-trailers is a daunting task.
When considering all combinations and arrangements of these, the task is
nearly impossible. Furthermore, the benefit in simulating a large array of
highly-detailed cargo arrangements is unclear. Instead, three homogeneous
cargoes are chosen as representative of all cargo types, a low-Z, mid-Z, and
high-Z, where Z represents the average atomic number of the cargo. An ex-
ample of a low-Z cargo is something hydrogenous such as a paper, where as
a high-Z cargo may be largely composed of iron such as machine parts. As a
surrogate for different cargo configurations, a solid angle streaming fraction is

introduced, which is discussed later.

Vehicles are not stationary at RPMs. They slowly drive through at

approximately five miles-per-hour. Thus, the cargo attribute is slightly dif-
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ferent because of the time-dependent relationship between the detector and
truck. Furthermore, the smuggler may place the SNM at one or multiple
variable locations within the cargo. Instead of directly simulating the time-
dependent truck positions and all possible SNM locations, the adjoint method

is employed. The adjoint problem is solved via the adjoint transport operator,
H = |=Q -V +0,(7, E)] — /dE’/dQ’as(F, E—E.Q-Q), (210

which shares the same notation seen in Eq. 2.2. The adjoint solution T

satisfies

Hiyt = g, (2.11)

where ¢ is the adjoint source which in this case is the flux at the detector lo-
cation. A physical interpretation of the adjoint flux is an importance function,
or how likely particles at a certain phase-space in the problem are to con-
tribute to the detector. If the adjoint solution is not available, but a relative
importance function is, this may be used to compute the flux as a function of
different source positions, without re-solving the transport problem for each
source. Given a Green’s function for a forward problem with a source fixed at
70, G(F; Ey,Tp), it may be weighted by the relative importance map to yield

a cargo Green’s function dependent on source position 7,

¥ 5
G(E; By, 7) = G(E; Ey, ) (%) , (2.12)

where T(Ey, 71) /1T (Ey, 7) is the relative importance function. The utility in

using the relative adjoint arises when a code such as MCNPX does not offer
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any direct adjoint solution. Instead, weight windows may serve as an estimate
of the relative importance. Furthermore, the truck-trailer is made infinite in
the direction of the RPM lane. This removes the need for multiple detector
locations to simulate different positions in time as the SNM may just be moved

incrementally through the semi-infinite truck-trailer.

To simulate streaming pathways, the cargo Green’s function is modified
by a fractional solid angle. Let €2 be the solid angle subtended by the detector
and fq be the fraction of the solid angle which is unimpeded by any material,

then the cargo Green’s function becomes

— Q car =
G (B; Bo, 7' fo) < fo— + (1= fo) G (E; Eo, 7). (2.13)

2.7.4 Detector

The most prevalent type of detector in current RPMs is PVT; although
the geometry of PVT detectors vary between manufacturers. To avoid gen-
erating a Green’s function for every detector size of interest, multiple one-
dimensional Green’s functions for the detector material are averaged. The
averaging is based on rays drawn from the source point through the detector
volume. The rays create () chord lengths of length ¢,, which are used to choose
which one-dimensional thicknesses to average. The detector Green’s function

is given by the average of these one-dimensional chords,
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GIY(E; Ey) = % > G(E; Ey, ty). (2.14)
q€Q

2.7.5 Background Radiation

If the venue is assumed to be a road on which the RPM is installed,
then the primary source of photons will be from the soil and the concrete.
However, the concentration of these radionuclides can vary greatly based on
geographic location and different construction materials. Therefore, having the
ability to alter these concentrations is crucial. By calculating the photon flux
at the ground surface from the uranium, thorium, and potassium separately
in the soil and concrete separately, the results from each may be weighted and

superimposed for any location or building material.

A cylinder composed of soil that is 5 m tall with 10 m radius and
a 30 cm top-layer of concrete is used as the ground source. The fluence at
the ground surface is tallied yielding ¢k /dk.s; Guc/Pus and Gune/din.s, the
fluence in [em™2] from each radioactive source in the concrete/soil assuming
unit activity in the volume. Let gk /qk s, Gu.c/Gu.s» and @i/ qn,s be the specific
activity of the radionuclides in the concrete/soil in [y-s7!-g™!]. Given the mass

of the concrete and soil as M, and Mj in [g], the total flux at the surface, ¢ is

¢ - Mc(Qk,c¢k,c + Qu,c¢u,c + qth,c¢th,c) + Ms(Qk,s¢k,s + Qu,s¢u,s + ch,s¢th,s) (215)

This flux is used as a disk source; and, in conjunction with the same detector

response described in the previous section, the disk source is used to generate
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the background for the detector.

As vehicles drive through the RPM, they partially shield the detectors
from the terrestrial radiation, thus reducing the detector signal. This effect is
known as baseline suppression. Its effect on detector performance is discussed
further in Section 2.7.7. Instead of directly simulating this phenomenon, it is
assumed that all truck-trailers suppress the background by the same profile
outlined in reference [37], in which actual vehicle baseline suppression data is

averaged.

2.7.6 Integration of Submodels

Although all of the attributes described here have a host of variables
with which they are parameterized, after manipulation the Green’s functions
may be used as transformation matrices. Using the notation for response
matrices outlined previously, for a given time interval the signal at a detector

is expected to be

C = Rdot Rcar Rshld qsnm’ (216)

where C is a column vector representing the detector spectrum in [counts|. If
multiple SNM sources are present, their contributions to the detector signal
may be summed. This operation is repeated for each time interval to produce

time and energy dependent spectra for each detector present.
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2.7.7 Alarm Algorithms

The detector signal is interpreted into a detection probability using
alarm algorithms. Considering photons, for which terrestrial radionuclides
provide a constant background, algorithms compare the signal at the detector
to the expected background. This is the expected and not the actual back-
ground as detectors cannot decompose the signal or distinguish the source of
the photons during a vehicle scan. Employing multiple detectors, Compton

cameras, or energy discrimination can provide partial discrimination.

The simplest test for the presence of SNM is a comparison of the total
number of counts collected in a given time interval to the expected background
in the same length of time. This is known as a gross count (GC) or K-sigma
test. Because there is statistical and systematic fluctuations in the detector
signal, the background and source signal distributions always overlap to some
degree. The acceptable false alarm probability (FAP) defines a threshold based
on this overlap. This threshold, ¢, can be put in terms of the number, K, of

standard deviations, o, from the expected value of the background, b,
t:b—l-KO'b. (2.17)

In actual operations, if the counts at the detector during a scan exceed this
threshold, an alarm is activated. The probability that it exceeds the threshold
is calculated by integrating the normal distributions, taking the form of an

error function. Let s be the signal mean and o, the standard deviation in the
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signal, then the detection probability (DP) is given by

1 1 t—s
= — — —erf . 2.18
P72 (ﬁa) (218)

There are variations to this methodology, such as energy windowing,
which employs ratios of different energy segments in the detector spectrum
instead of using the entire spectrum. These segments or windows may be very
coarse, with just a few windows covering the entire spectrum, or very fine

which is useful for gamma spectroscopy.

2.7.8 Implementation

The data for the attributes and their parameterizations are imple-
mented in the C++ code XPASS (eXpedited Parametric Analysis of Smuggling
Scenarios), which uses a coarse fourteen energy group structure ranging from
1 keV to 3.2 MeV. This program optimizes the use of response functions such
that only the time-dependent ones are parameterized multiple times. In ad-
dition, a gross-count and energy-window alarm algorithm are applied to the
detector spectra to produce detection probabilities. A typical run time for this
program is on the order of one second, depending on the number of sources

and detectors.

The implementation of XPASS demonstrates the viability of the theory
and method outlined here. Despite a coarse energy group structure, the results
from XPASS compared well to a high-fidelity benchmark study which used full-

forward calculations in MCNP in combination with empirical detector response
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functions. However, this demonstration focused on photons alone, and better
detector technologies are implemented into RPMs, the abilities of this tool is

extended to meet these needs.
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Chapter 3

Methodology

The implementation of parameterization and decomposition demon-
strated the ability of the method to quickly analyze threat scenarios for passive
photon detection. However, the fourteen energy group structure for photons
limits the application to photon detector with poor energy resolution. With
the deployment and testing of more advanced detection systems, a high resolu-
tion energy group structure is required to accurately model their capabilities.
Neutron detectors are deployed in conjunction with advanced photon detec-
tors to increase sensitivity to SNM. Neutron Green’s functions are required to
model the transport through each submodel. In addition, the neutron Green’s
functions must have time dependent capabilities. This chapter describes the

methods to provide these capabilities.

Many radiation transport software packages are capable of providing
transport data for response functions. Much of this theory is based on the
assumption that the Monte Carlo radiation transport package MCNPX [25]
is available. However, if another radiation software package is capable of pro-
viding the same data required by these methods, it may serve an equivalent

role.
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3.1 High Energy Resolution for Photons

While PVT detectors are prevalent in deployed RPMs, higher energy
resolution detectors are becoming more common. Because PVT resolution is
as low as 50% at 20 keV [11], fourteen energy groups over the range 1 keV to 3.2
MeV is sufficient to capture the gradients in PVT detector spectra. High purity
germanium (HPGe) detectors have photopeak FWHM values ranging from 800
eV at 122 keV to 2.3 keV at 1.33 MeV [13]. Thus, modeling such detectors
requires energy resolution on the order of 1 keV. To allow the Green’s functions
to be applicable to a wide range of detection technologies, including high
energy active interrogation, the range of photon energies is 1 keV to 100 MeV.
However, discrete photon energies above a few MeV are rare. For example,
94% of the ten most probable gamma decay energies for all radionuclides in
the Evaluated Nuclear Structure Data File (ENSDF) lie below 2 MeV, and
98% below 3 MeV [38]. Although nuclear resonance fluorescense (NRF) active
detection technologies produce gamma rays typically in the range 3 MeV to
10 MeV [39], these discrete energies are not as closely spaced as gamma decay

energies.

To avoid a 1x 10° energy group structure (100 MeV x 1000 bins/MeV),
the 1 keV bin width is progressively widened with increasing energy. This
dynamic resolution is summarized in Table 3.1. This scheme uses very fine
energy bins in the low energy range, which is useful for identifying gamma
decay lines. As the energy increases, discrete photon energies become uncom-

mon above 3 MeV and very rare beyond 10 MeV; thus, a progressively coarser
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resolution is used for higher energies up to 100 MeV. This scheme results in
8831 energy bins over the entire range. The full listing of these energy bins
are in Appendix A. While this resolution allows detectors such as HPGe to be
accurately modeled, it also introduces computational challenges to response

functions or transformation matrices.

Energy Energy Bins
Range per MeV
1 keV - 3 MeV 1024
3 MeV - 6 MeV 512
6 MeV - 10 MeV 256
10 MeV - 20 MeV 64
20 MeV - 100 MeV 32

Table 3.1: Energy Resolution for Photons

The dimensions of a transformation matrix R € RM*" need not be
the same. Let E, € RM™ be the vector of energy groups represent the outgoing
energies and E; € RY represent the incoming or source energies. If M < N
(decrease in resolution), information is lost as energy groups are coalesced. If
M > N (increase in resolution), no information is lost, spectral transforma-
tions within the model may be more accurately modeled, but information from
previous submodels is not increased. For example, a discrete gamma line pro-
duced in a previous submodel which is captured in a coarse incoming energy
bin will retain its coarseness in the outgoing energy structure even if this struc-
ture is finer. However, if this gamma is produced within the submodel, the

finer outgoing energy structure would be useful. Therefore, unless it is known
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that a submodel adds or removes significant spectral information, a constant
energy structure (E, = E;,M = N) is assumed. However, energy-symmetry
requires a relatively large amount of data from simulations. For instance, in
a traditional simulation, one may query for an energy dependent flux with N
energy bins, resulting in /N data points. To construct an energy-symmetric re-
sponse function, it is necessary to know both the source energy and resultant
flux energy, requiring at least N? data points. For 14 energy groups this is a
feasible 196 data points; for 8831 groups, this results in 7.8 x 10® data points,
or approximately 0.5 Gigabytes of double-precision floating point data. The
data storage requirement for thousands of these matrices alone is impractical.
In addition, computing such a large amount of data would require an enormous

computational effort, subverting one of the major benefits of this method.

To circumvent the direct computation of each transformation matrix, it
is possible to generate them from energy-asymmetric transformations via inter-
polation. Energy-asymmetric transformations are those which have a coarser
incoming energy resolution than the outgoing energies. By sampling a limited
number of source energies, the number of data points is reduced drastically.
However, to reconstruct an energy-symmetric transformation, an interpolation

scheme on the source energy is required to reconstruct the fine-group structure.

3.1.1 Source Energy Interpolation

Interpolating between source energies requires identification of source-

energy-dependent features in the results and methods to estimate those fea-
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tures for an interpolated result. As an example, consider an isotropic point
source of photons at the center of a 2 mm sphere of lead. Choosing two source
energies at 500 keV and 1 MeV, the energy dependent currents integrated over
the surface of the sphere are shown in Figure 3.1. The characteristic features of
these curves are a peak corresponding to the uncollided photons, x-ray peaks
at lower energies, a bremsstrahlung continuum, a Compton continuum, and
a sharp decline in the Compton continuum at the energy corresponding to a
backscattered photon of source energy. Aside from the x-ray peaks, the lo-
cation of these features in the energy dimension are dependent on the source

energy.
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Figure 3.1: Current Integrated over Lead Sphere from 500 keV and 1 MeV
Point Source

It is possible to estimate the integrated current exiting the same sphere

from a different source energy by interpolating between the known 500 keV
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and 1 MeV source energies. However, if a simple direct interpolation is used,
the results would be inaccurate due to source-energy-dependent features such
as the uncollided peak. To preserve these features, the energy dimension must
be shifted or transformed to match the predicted features of the new source en-
ergy. Transformation requires that the characteristic features of the spectrum

be decomposed based on the physical processes which produced them.
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Figure 3.2: Spectral Components of Current Leaving Lead Sphere from 1 MeV
Point Source

Let the two simulated source energies be S4 and S [MeV], the inter-
polated source energy be Sc [MeV], the simulated currents integrated over
the submodel interface be T4 € RM and Ty € RY [y-s71], and the energy
bin structure for each be E4 € RM and Ep € R™ [MeV] which need not be
identical. An arbitrary energy bin structure Ec € R [MeV] is chosen for

the interpolated result Te € R [y-s71]. The spectra may be decomposed
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by two methods covered here. Using the MCNPX tally tagging feature, the
current may be flagged by the origin of the photon such as uncollided, x-ray,
and bremsstrahlung as illustrated in Figure 3.2. This is the most direct and
accurate method for decomposition. In some submodels, the use of tally tag-
ging is not feasible. For these simulations, the results are decomposed via
post-processing. The first step in this process is the identification and removal
of any peaks in the spectrum resulting from discrete energy processes. This al-
ways includes the energy bin which contains the uncollided component. If the
source energy is greater than two electron rest masses (the threshold for pair
production), the peak at 511 keV resulting from positron-electron annihilation
is included. Lastly, if any x-ray peaks in the material are known a priori, they
are included. After identification, the values of the spectrum at these energies
are removed from the total and treated separately. After peak identification

and removal, the spectrum is split at the source backscatter energy Ej, given

by Eq. 3.1 [40].
E

ByE)= —~
o(E) 14 2E/mgc?’

(3.1)

where E is the initial source energy in [MeV], and m.c? is the rest mass of an
electron (0.511 MeV). After splitting the spectrum, the lower portion is taken
as the bremsstrahlung component, and the upper portion as the Compton

continuum.

Peak Interpolation

Once the spectra are decomposed using tally tagging or post-processing,
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the discrete peaks are interpolated logarithmically using the source energies

as the basis. The logarithmic interpolation function Z is given by

Tr—x
Z(%%ayhxzaw) = exp {ln(?ﬂ) +In (@) : } ) (3-2)
Y1) T2 — X1

where (z1,y1) and (x9,ys) are the known independent and dependent data
point pairs and x is the unknown independent variable. A logarithmic in-
terpolation scheme is chosen to model the exponential nature of cross-section
data as a function of energy. Higher order interpolation schemes may be
employed Using this interpolation scheme, each discrete peak is given by
Z(Sc,Sa,Tci, Sp, Tpj), where ¢, j are the bins containing the discrete peak

values for the known source energies S, and Sp.

Continuum Interpolation

The Compton continuum current and bremsstrahlung current are di-
vided by their bin widths making the units [y-s™'-MeV~!] and are linearly

transformed with,
K, — B

(E+Ey), (3.3)

where E is the energy vector of interest, F; and FE, are the original start
and end point energies, and F| and E} are the new start and end point
energies. The division by bin width is necessary to assure smooth contin-
uums when uneven bin widths are employed. If tally tagging is available,
the bremsstrahlung start point energy is unchanged at zero, the endpoint is

changed to the new source energy. The Compton continuum start point is
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changed to the new source backscatter energy, while the endpoint is moved
to the new source energy. If the results are instead decomposed via post pro-
cessing, the bremsstrahlung start point is unchanged, and the end point is
moved to the new source backscatter energy. The Compton continuum start
point is moved to the new source backscatter energy and the end point moved
to the new source energy. For example, for source energy Sy, to transform
the continuous components to match the features from source energy S¢, the

transformation ranges are summarized in Table 3.2.

Tally Tagging Post-Process Decomp.
Brems. Compton Brems. Compton
Original (0,S4) (0,Eu(Sa)),(Ep(Sa),Sa) (0,E(S4)) (Ep(Sa),Sa)

Transformed (0,S¢) (0, Ep(Sc)),(Ex(Sc),Sc) (0, Ey(Se))  (Ep(Sc), Sc)

Table 3.2: Example Energy Transformation Range

After transformation, a weighted bin logarithmic interpolation scheme

is employed. The interpolated current T is given by
Tey=Z(Sc,Sa,pay, Se,ppy) VIeEL, (3.4)

where Z is the interpolation function given by Eq. 3.2, and p4; and pp,; are

weighted sums of the currents given by

I
DAl = E wa,;Ta;

=1

J
PB = ZwB,jTB,j- (3.5)

=7

42



The weights w4 ; and wp ; are the widths of the transformed energy bins of
E, and Ep which are coincident with Eq; in [MeV]. The weights are energy
widths because the currents are in units of [y-s7'-MeV~!]. This weighted
scheme accounts for gradients in T 4, and T g within the energy bin of interest
Ec;. As a simple example, if E4 = Ep = E¢ and there is no transformation,
then I = J =1, wa; = w1 = E4,, and ps; and pp; reduce to the original
values of the current for that energy bin. By placing the continuums on a
per MeV basis and using the weights as energy-widths, this scheme features

consistent results even for irregular energy bin spacing.

After the discrete peaks are interpolated and continuous components
are transformed and interpolated, they are summed together to produce an
estimate for a current from source energy So. For example, considering the
current leaving a 2 mm lead sphere from 500 keV and 1 MeV point sources in
units of [#-particle™!], by following the interpolation algorithm outlined here
to estimate the current from a 750 keV source, the resulting spectrum is shown
in Figure 3.3(a) and 3.3(b) along with the results from a direct simulation using
both tally tagging and the post-processing decomposition methods. For either
decomposition method, the error in the estimate is less than 20% for all energy
bins except those close to the Compton backscatter energy, where they can
be as high as 50% due to the sharp jump seen in the Compton component at
those energies. However even with a coarse 500 keV spacing between source
points, the overall spectral shape is preserved. Each of the components from

the tally tagging simulation and interpolation are summed and compared in

43



Table 3.3. Even though the highest error is 13% for the X-ray component, it
should be noted that the spacing between source points is exaggerated in this

example and an implementation would have much smaller spacing.
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Figure 3.3: Interpolated Current at 750 keV Compared to Current from Sim-
ulation

Current [#-particle™!]
500 keV 1 MeV 750 keV 750 keV  Error
(MCNPX) (MCNPX) (MCNPX) (Interp.)  [%]

Uncollided 0.719 0.861 0.821 0.787 4

Bremsstrahlung 3.6x1073  6.7x107% 5.1x1073 52x1073 0.6
Scatter 72x1072  7.6x107% 7.8x1072 7.9x107%2 0.8
X-ray 1.0x107? 3.8x107% 5.6x1073 6.3x1073 13

Table 3.3: Components of Interpolated Current using Tally Tagging at 750
keV Compared to Direct MCNPX Simulation

This example interpolated between 500 keV and 1 MeV source ener-
gies to estimate the spectrum from a 750 keV source. At these energies, the

bremsstrahlung component is small compared to the Compton continuum. At
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higher photon energies, such as the current leaving a 2 mm sphere of lead from
a 20 MeV point source as shown in Figure 3.4, the opposite is true. However,
the same decomposition and interpolation algorithm used for lower source en-
ergies still holds. For example, if 10 MeV and 20 MeV are simulated and
interpolated to estimate the current leaving the sphere for a 15 MeV source,
the results are compared to a direct 15 MeV source simulation in Figure 3.5.
This result demonstrates the interpolation algorithm is valid with higher en-

ergy sources as well.
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Figure 3.4: Spectral Components of Current Leaving Lead Sphere from 20
MeV Point Source

Thus far, the interpolation of source energies has focused on the cur-
rent exiting a model, or the energy escaping. For detector response functions,
the results estimate the energy captured within the model, which has different

source-energy-dependent features. For example, consider a 1 MeV beam inci-
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Figure 3.5: Interpolated Current at 15 MeV Compared to Current from Sim-
ulation

dent upon a 2 x 2 x 5 cm HPGe crystal in a vacuum. The resulting detector
signal is shown in Figure 3.6. The signal shown represents an ideal detector
as no Gaussian energy broadening is applied. Some features characteristic of
gamma, spectroscopy are labeled such as the photopeak and Compton edge.
Missing from the spectrum are a backscatter peak and X-ray lines, which are

actually phenomena from materials surrounding the detector.

Because tally tagging is not possible with a pulse-height tally in MC-
NPX, the results must be post processed for decomposition. Similar to before,
any discrete peaks are first removed. This includes the photopeak, annihilation
peaks, and any escape peaks. The spectrum is split at the Compton edge, and
linearly transformed to match the Compton edge of the desired source energy.

If this decomposition and transformation is applied to a 500 keV beam and
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the 1 MeV beam, and the results are interpolated to estimate the signal from
a 750 keV beam, the resulting signal is shown in Figure 3.7 in comparison with
a direct simulation of a 750 keV beam. Errors are less than 10% for the entire

spectrum.
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Figure 3.6: HPGe Detector Signal from a 1 MeV Beam Source

This interpolation algorithm allows a limited number of source energies
to be simulated and then interpolated to estimate results from source energies
not simulated. This is required for constructing energy-symmetric transforma-
tion matrices from energy-asymmetric ones. For instance, if E, € R is the
energy bins used for a result such as a current leaving a sphere, and E; € RV
are the limited source points sampled, then these results may be used directly
to construct the transformation matrix A € RM™*¥ . As previously discussed,
having M > N is undesirable. This is solved by setting E, = E,, and plac-

ing the known source points within E.. This leaves the expanded matrix
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Figure 3.7: Interpolated Detector Signal at 750 keV Compared to Simulation

A’ € RM*M Jacking columns of data corresponding to the results from source
energies not sampled. By utilizing this interpolation method, the columns of
data may be estimated, forming an energy-symmetric transformation matrix.
Thus, a high level of energy resolution is achieved for the Green’s functions in

a computationally tractable manner.

Simulated radiation transport results are complex functions of material
cross-section data. Source points should be sampled at intervals which effec-
tively capture the gradients in cross-section data. As shown in Figure 3.8, the
total attenuation coefficient for a variety of elements follows the same general
trend. At low energies (1 keV to ~300 keV), photoelectric absorption creates
steep gradients and resonances corresponding to electron shell energies. At
higher energies above 300 keV, the gradient in the cross section is lessened.

Therefore the source energy point should be closely spaced at low energies and
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progressively widened at higher energies.
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Figure 3.8: Total Attenuation Coefficient for Common Elements

If the source energy structure is in Table 3.4 is used, it results in 67
points. The exception to this regular interval of source energies is around the
pair production threshold at 1.022 MeV, where source energies are sampled
around this threshold to avoid erroneous annihilation peaks during interpola-
tion. Compared to a direct computation of transformations (7.8 x 108 data
points), this limited source energy sampling reduces the number of data points
by over two orders of magnitude (5.9 x 10° data points). A full listing of these

source energies are in Appendix A.

Because the error incurred with this source energy structure is depen-
dent on material cross sections, an exhaustive estimate of the error for all mod-
els is infeasible. Instead, the ability of this interpolation method to estimate

results at the logarithmic midpoints of this energy structure, where the error
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Energy Energy Interval

Range Between Points
1 keV - 100 keV 10 keV
100 keV - 3 MeV 100 keV T
3 MeV - 10 MeV 1 MeV
10 MeV - 100 MeV 5 MeV

T except around 1.022 MeV

Table 3.4: Source Energy Points for Photons

should be the largest, is examined for two different models. The first model is
a 1 kg sphere of uranium. The current integrated over the surface the sphere
from a uniform volumetric source is simulated with MCNPX at the source
points in Table 3.4, as well as their logarithmic midpoints. The ability of the
interpolation method to estimate the results at these midpoints is compared
to the simulated results. The simulated and estimated spectra are summed
component-wise and the fractional difference between them computed. The
summed components and fractional difference as a function of midpoint source
energy are plotted in Figure 3.9. The statistical error is plotted for both data
sets, although for the majority of the data points they are too small to dis-
tinguish. For the majority of interpolated points, the difference is less than
10%. The primary exception to this is the estimated source energy at 141
keV, which is within the uranium K-shell photoelectric absorption resonance,
and at lower energies close to 10 keV near the L-shell resonance. Therefore,
because the material cross section is non-monotonic in these intervals, the in-

terpolation scheme produces significant error. In Figure 3.9(d), the error at
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the pair-production threshold 1.022 MeV is also large as the difference in the
current between source points spans multiple orders of magnitude. However,
as demonstrated by the total in Figure 3.9(f), the annihilation contribution is
negligible and its contribution to the overall error as well. Therefore, in gen-
eral the interpolation method with this source point structure can estimate the
integrated current to within 10%, except near cross-section resonances where

the error can be significant.

Because the detector signal interpolation is an inherently different pro-
cess, the error from source energy interpolation of the detector signal is also
examined. The second model is a 5x5x5 cm HPGe detector in vacuum. Us-
ing the same midpoint source energies as before, the total estimated detector
signal as a function of source energy is compared to the detector signal as com-
puted by MCNPX in Figure 3.10 along with the fractional difference between
the two. For all source energies, the error is much less than 10%, with the

highest error being 3% at 141 keV.

The source energy interpolation scheme is utilized by all submodels to
reduce the number of source points sampled from simulations. In addition,
each submodel employs additional parameterization models to decrease the
amount of data queried from simulations. The following sections describe

these parameterizations.
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Figure 3.9: Interpolated Current at Midpoint Source Energies Compared to

MCNPX Simulations
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Figure 3.10: Interpolated Detector Signal at Midpoint Source Energies Com-
pared to MCNPX Simulations

3.1.2 Special Nuclear Material

As previously demonstrated, the current leaving an SNM sphere of 1 kg
has reached a saturation point in the spectrum and is only dependent on the
surface area to volume ratio. However, unlike previous work which generated
SNM Green’s functions with respect to individual isotopes of uranium and plu-
tonium at different ages, these simulations are done with respect to uniform
volumetric sources at each source energy. The source energies are determined
by inputing the initial isotopic mixture and age to the RadSrc software pack-
age [41] which yields q, the vector of gamma and bremsstrahlung source of
photons in [y-s7!-g7!]. The transformation data for the SNM, R*™ (unitless
probability) is produced by the source energy interpolation algorithm on cur-

rent data. Applying this to a source of photons within the sphere q [y-s™-g™!]
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and scaling by surface areas, volumes, and mass, yields the current of photons
leaving the SNM g®™™ [y-s7!]. Because the energy structure of any response
matrix R does not necessarily match that of a source vector q, a mapping be-
tween energy groups must be employed. Let E,(R) and E;(R) be the outgoing
and incoming energy bins of response R, respectively, and E(q) be the energy
bins of vector q. A mapping matrix I(E; — Ey) € RM*Y (unitless) is created
which maps energy structure E; € RY onto E, € R, assuming uniformity

within each energy bin. The matrix I reduces to the identity matrix when

E, = E,. Therefore, the current integrated over the SNM sphere g*™™ [y-s™!]
is
snm v S snm snm
a™" = me R (E(q) = Ei(R™))q, (3.6)
S Vo

where E;(R™™) is the incoming energy bins for response R™™, E(q) is the
energy bins for source q, Sp/Vj is the initial surface area to volume ratio for
the 1 kg mass used in the simulations, V/S is the volume to surface area ratio

for the desired mass, and m is the mass of the SNM in grams.

3.1.3 Shielding

The shielding is a spherical shell completely surrounding the SNM
sphere. Two different shielding types are considered: lead and 10 % borated
polyethylene (BPE). Multiple thicknesses of each shield are simulated. The
thickness intervals and maximum thickness of the shield are functions of the
source energy. The intervals are uncollided half-value-layers (HVL), where each

additional interval halves the uncollided radiation. The maximum thickness is
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taken to be 100 HVLs, which is an attenuation factor of 1/2!% = 7.9x1073!. If
a thickness beyond the maximum is specified, that source energy’s contribution
is assumed to be negligible and is set to zero. The spacing of the thickness in-
tervals at the HVL also effectively captures the gradient in attenuation making

interpolation between intervals more accurate.

Because the mass and volume of the SNM is variable, the inner and
outer radii of the shielding are variable. The inner radius also affects the an-
gular distributions of photons entering the shielding. To avoid simulating the
combination of shielding thicknesses with SNM radii and angular distributions,
the geometry is modeled as a point source in the center of spherical layers of
lead shielding, and the results are modified by two approximations to correct

for varying SNM radii and angular distributions.

Angular Distribution Approximation

The SNM and shielding geometry is illustrated in Figure 3.11. Because
of symmetry, the angular distribution of the current on the surface of the
SNM is only a function of angle § € [0,7/2] from the SNM normal n. Let
p € [0, 1] be the cosine of this angle (1 = cos ). For many surface sources, the
angular distribution follows some power n of a cosine distribution, p(u)du =

(n+ 1)p"du.

The angular distribution of the photons on the surface of the SNM
sphere is a function of source and outgoing energies. For example, consider

Figure 3.12 which plots the normalized angular distribution on the surface of a
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Figure 3.11: SNM and Shielding Angular Distribution

2 kg sphere of metal plutonium for various monoenergetic sources distributed
uniformly within the volume. In the same figure a cosine and cosine-squared
distribution are plotted for comparison. For a cosine distribution (n = 1), this
corresponds to an isotropic radiation field, which occurs when the sphere is
optically thick and reduces to a surface source. A cosine-squared distribution
(n = 2) corresponds to a sphere void of material and is more forward directed.
Therefore, the cosine and cosine-squared distributions bound all possible an-

gular distributions for a uniform source in a spherical geometry.

From Figure 3.12, the angular distribution becomes more forward di-
rected at higher source energies. This effect is not due to uncollided radiation,
but rather the outgoing energies. As an illustration of how the distribution is
a function of the outgoing energies, Figure 3.13 plots the scattered and uncol-
lided radiation components from the same scenario. The scattered radiation
in Figure 3.13(a) is more forward directed than the uncollided component in
Figure 3.13(b), therefore the angular distribution is a function of both source

and outgoing energies.

To reduce the dimensionality of the combinations of angles, source en-
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Figure 3.12: Angular Distribution from Plutonium Metal Sphere
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Figure 3.13: Components of Angular Distribution from Plutonium Metal
Sphere
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ergies, and outgoing energies, a cosine function may be fitted to the data to
estimate the power n of the cosine distribution. This is achieved by fitting the
data with the function f(u) = (n+ 1)u™, where n is the free parameter. Be-
cause n is bounded between 1 and 2, this non-linear function can be fit with
just a few iterations using the Gauss-Newton algorithm. If this is done for
the same plutonium metal sphere and the various components of the angular
distribution, Figure 3.14 displays the trend in cosine power as a function of

source energy. Electrons are explicitly tracked in this simulation.

As expected, the uncollided component follows the inverse of the total
cross-section as shown in Figure 3.8. The X-ray and annihilation components
are approximately constant, as x-ray and annihilation photons are isotrop-
ically emitted and independent of source energy. The angular distribution
of scattered photons are highly anisotropic with increasing energy, becoming
more forwarded directed. Because these glancing collisions do not appreciably
change the initial direction or energy of the source photon, the scattered com-
ponent essentially replicates the angular distribution expected from a sphere
void of material. Similarly, the average angle of a bremsstrahlung photon is
more forward directed with increasing energy; thus, it follows the same trend

as the scattering component.

The cosine power is computed based on 50 energy groups from 1 keV to
100 MeV for both source and tally energies for a 1 kg sphere of uranium metal,
and is pictured as a surface in Figure 3.15(a). The surface is generally smooth

with peaks and valleys near the photoelectric resonance energies. Based on the
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