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Abstract 

 

A comparative analysis of semantic frames and constructions in the 

English and German translations of Le Petit Prince  

 

Ji Hyun Ahn, MA 

The University of Texas at Austin, 2021 

 

Supervisor:  Hans C. Boas 

 

The goal of my Masterôs Report is to gain a better understanding of how the 

semantics of the frames are realized syntactically by applying the theories of Frame 

Semantics and Construction Grammar to parallel texts. The report seeks answers to the 

following research questions. First, do the English and German translations of the same 

source text evoke ñmaximally comparable framesò (Ļulo 2013: 142)? Second, to what 

degree is the assignment of semantic frames realized with different morpho-syntactic 

constructions?  

Chapter 1 introduces the topic of the report and the research questions. In Chapter 

2, I review prior research on multilingual lexical databases using semantic frames, text 

analysis and translations through semantic frames and constructions, FrameNet, and the 

Berkeley constructicon (a repository of grammatical constructions). In Chapter 3, I 

introduce my methodology for annotation and analysis as well as my data. In addition to 

the phrase type construction layers and the frame layers developed by Ziem et al. (2014), 

my annotations consist of the lemma layer, part of speech layer, and layers for other 
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grammatical/schematic constructions including word order construction, tense 

constructions, number constructions, subject-predicate agreement constructions, and 

subject-auxiliary-inversion constructions. The data in my Masterôs Report consists of five 

pairs of English and German sentences translated from the French source Le Petit Prince. 

In Chapter 4, I provide annotations of each of the five sentences from the English 

translation and the German translation, using annotations I created with Microsoft Excel 

spreadsheets. After I provide the annotation of the first English sentence, I provide a 

prose description followed by the annotation of the German translation and its prose 

description. Then, I discuss similarities and differences in how the semantic frames are 

evoked by different LUs and to what degree the realizations of constructions diverge 

between the two sentences. Chapter 5 summarizes my results and discusses future 

research on the topic. 
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1. Introduction  

Construction Grammar (CxG) is a theory, which in principle aims to account for each 

individual language as an inventory of constructions. Recent research in CxG highlights 

the validity of employing CxG also across different languages (Boas 2020: 17). In this 

approach, semantic frames are used as interlingual representations to identify translation 

equivalents (Boas 2005a; 2009b). A semantic frame can be defined as a background of 

knowledge or a scenario in which a sense of word occurs and its definition and further 

explanation is provided in Section 2.1 of Chapter 2. Combining CxG and its sister theory 

Frame Semantics, this report develops a comparative analysis of the syntactic realizations 

of the same semantics in the English and German translations of the same French source 

text, Le Petit Prince. The goal of this report is to gain a better understanding of how the 

semantics of the frames are realized syntactically by applying the frameworks of CxG 

and Frame Semantics to the parallel translations. I therefore aim to answer the following 

research questions. 

First, do the English and German translations of the source text in French exhibit 

ñmaximally comparable framesò (Ļulo 2013: 142)? According to Ļulo (2013: 142), the 

frame in the source language and the frame in the target language are maximally 

comparable, when the two frames refer to conceptually similar scenarios, sharing core 

properties and the label of the frame is shared or translation equivalents of each other. 

The first research question is interesting to study, because each pair of the parallel 

sentences is supposed to express the same idea, which is what the source text in French 

expresses. Nonetheless, because individual languages prefer different lexicalized and/or 

grammaticalized ways of expressing the same idea, the two parallel sentences can diverge 

in terms of which frames are evoked, FE configurations, and the manner of an 

interleaving of different frames.  

My second research question seeks to determine how divergent the realization of 

constructions of the translation equivalents assigned to the same semantic frame is. In 

other words: Is such a frame assignment realized with a different syntactic frame, 
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different grammatical properties, different word order, and/or different parts of speech? 

This research question is worth exploring, because semantic frames are interlingual 

representations, which are not tied to any particular language, but constructions have 

been argued to be language-specific (see Croft 2001). In other words, English and 

German, despite being closely related languages, have different word order constructions 

and different idiomatic constructions including fixed sets of grammatical properties such 

as type of object (direct object, prepositional object, etc.) and part of speech, all of which 

can be language-specific.  

This report is structured as follows. First, in Chapter 2, I present a literature 

review on (1) using semantic frames as interlingual representations and identifying 

translation equivalents, (2) constructions-and-frames analyses of translations, and (3) 

FrameNet and the constructicon. Next, in Chapter 3, I explain the methodology of my 

study, which is modeled on Ziem et al. (2014). In Chapter 4 I present the comparative 

analysis. First, I describe in prose how the sentences in English and German are 

annotated using semantic frames and constructions. Then, I analyze to what degree the 

semantic frames are comparable, and/or if there are frame mismatches between the two 

translations. Also, I analyze in what ways the syntactic realizations of the semantics 

represented in the two parallel texts are different from each other. 
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2. Literature Review 

2.1. CONSTRUCTION GRAMMAR AND FRAME SEMANTICS /FRAME NET: BACKGROUND  

The theory of Construction Grammar aims to account for language in its entirety, by 

building an inventory of constructions of an individual language (Boas 2020: 17). Here I 

rely on the definition of ñconstructionò provided by Goldberg (2006a: 4): ñC is a 

CONSTRUCTION iff def C is a form-meaning pair < Fi, Si> such that some aspect of Fi or 

some aspect of Si is not strictly predictable from Côs component parts or from other 

previously established constructions.ò Simply put, a construction in Construction 

Grammar is a form-meaning pair, and the properties of the form or the meaning are not 

entirely predictable (Goldberg 2006a: 4). This definition is illustrated in the following 

figure (Croft 2001: 18 in Boas 2010: 3). 

 

Figure 2.1. ñThe symbolic structure of a constructionò (Croft 2001: 18 in Boas 2010: 3) 

As conventionalized, learned pairings of form and meaning, constructions are 

perceived as the basic units of language in Construction Grammar, constituting the 

various levels of language from morphemes and lexemes to idioms, argument structures, 

and levels beyond the sentence (Goldberg 2006a: 4). Examples of constructions with 

different levels of size and abstraction are provided in the following table (Boas in press: 

12; Goldberg 2006b). 
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Subject-predicate agreement NP VP-s (e.g. Kim walks) 

Imperative VP! (e.g. Go home!, Buy that book!) 

Passive Subj AUX VPP (PPby) (e.g. The chocolate was eaten by 

the neighbors) 

Ditransitive e.g. Subj V Obj1 Obj2 (e.g. Lena baked Sophia a pizza) 

Covariational Conditional e.g. The Xer the Yer (e.g. the more you run the fitter you 

get)  

Idiom (partially filled) e.g. let_alone construction (e.g. Pat doesnôt like cake, let 

alone brownies)  

Idiom (filled) e.g. hit the road, a penny for your thoughts 

Complex word (partially 

filled) 

e.g. [N-s] (for regular verbs) 

word e.g. pizza, to walk, icy, but 

morpheme e.g. un-, -able, -ment 

Table 2.1. constructions of different sizes and levels of abstraction 

Table 2.1 shows only the form side of the constructions (Boas in press: 13). The meaning 

side of the constructions may be accounted for by semantic frames in Frame Semantics, a 

sister-theory of Construction Grammar. For example, the word construction pizza evokes 

the frame Ingestion  (Boas in press: 13). 

I now turn to a sister-theory of Construction Grammar, namely Frame Semantics 

and the English FrameNet database (henceforth FrameNet), which is built based on the 

theory of Frame Semantics.1 Frame Semantics (Fillmore 1982) represents the meaning of 

a word in terms of a semantic frame, which is a background of knowledge or a scenario 

in which it occurs, and in relation to its Frame Elements (henceforth FEs), which are 

participants in the frame and are defined as ñsituation-specific semantic rolesò (Boas 

2009b: 68; Lyngfelt 2018: 9).2 For instance, the meaning of the English noun transaction 

 
1 Throughout this report, I will refer to the English FrameNet database developed in Berkeley as 

FrameNet. There are FrameNet databases for various languages other than English (for instance, German 

FrameNet projects including SALSA (http://www.coli.uni-saarland.de/projects/salsa/) and Spanish 

FrameNet, Barcelona (http://spanishfn.org/)). Also, there are domain-specific multilingual lexical databases 

based on Frame Semantics such as the Kicktionary (Schmidt 2009) for the language of soccer. When I 

mention FrameNet databases other than the English FrameNet from Berkeley, I will specify those databases 

with the respective names other than the generic term FrameNet. 
2 In this report, names of frames are in the font Courier New. Names of FEs are in Times New Roman, in 

small caps with the first letter capitalized. 

http://www.coli.uni-saarland.de/projects/salsa/
http://spanishfn.org/
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can be understood in the frame Commercial_transaction , where the FEs BUYER 

and SELLER exchange the FEs MONEY and GOODS.3 The basic unit of description in 

Frame Semantics is a ñlexical unitò (henceforth LU), which is defined as ña word in one 

of its sensesò (Boas 2009b: 69). Describing LUs via the semantic frame illustrates how 

the different FEs can be served by words with different parts of speech and grammatical 

functions (Boas 2009b: 69), as in the following example.  

 

(2.1)  His $20 transaction with Amazon.com for a new TV had been very smooth 

(FrameNet frame Commercial_transaction ).4  

 

In (2.1), the FE BUYER is realized by his, a determiner; the FE MONEY is realized by $20, 

an adjective; the FE SELLER is realized as with Amazon.com, a prepositional phrase; and 

the FE GOODS is realized syntactically by for a new TV, which is also a prepositional 

phrase.5 

As a result of applying Frame Semantics to lexicography, FrameNet was launched 

as a lexical database of English LUs at the International Computer Science Institute in 

Berkeley, California (Boas 2009b: 70; Lyngfelt 2018: 10). FrameNet consists of frame 

descriptions for English LUs together with frame definitions and FE definitions and 

lexical entries for each word evoking the frame. A lexical entry of a LU consists of three 

main components: (i) The FE Table listing all the FEs of the frame and FE annotations of 

corpus sentences extracted from the British National Corpus, (ii) The Realization Table, 

which provides definition of the LU and the syntactic realizations of FEs, and (iii) The 

 
3 The frame definition of Commercial_transaction and the core FEs are taken from the Berkeley 

FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Commercial_transaction 

(accessed on February 22, 2021). 
4 The example is taken from the frame definition of Commercial_transaction  on the Berkeley 

FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Commercial_transaction 

(accessed on February 22, 2021). 
5 There is another perspective in linguistics, which categorizes a word such as his as a possessive adjective 

rather than a determiner. See Fox (2005: 168) and LaTerza (2015) for details.  

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Commercial_transaction
https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Commercial_transaction
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Valence Table, which demonstrates the valence patterns of each LU, namely ñthe various 

combinations of FEs and their syntactic realizations which might be present in a given 

sentenceò (Fillmore, Johnson & Petruck 2003: 330; Boas 2009b: 71). FrameNet is 

distinguished from other conventional dictionaries and thesauri in that the structuring 

devices it utilizes, namely semantic frames, are units larger than words (Boas 2009b: 71-

72). With this overview of the theories of Construction Grammar and Frame Semantics 

and of the background of FrameNet in mind, in the following sections of Chapter 2, I 

summarize prior research that is relevant for this report.  

 

2.2. BOAS (2010)  

Boas (2010) intends to show how grammatical constructions can be utilized for cross-

linguistic analysis. To achieve this goal, Boas (2010) proposes a methodology of utilizing 

grammatical constructions for cross-linguistic analysis by adopting the framework of 

CxG (Fillmore & Kay 1993; Goldberg 1995) and Frame Semantics (Fillmore 1982; 

1985). Boasô (2010: 2, 5) research questions include the following: Can Bill Croftôs 

(2001: 3-4) argument that all grammatical constructions are language-specific be verified, 

hence the attempt to generalize the findings from cross-linguistic analysis via 

grammatical constructions to all languages does not work (Croft 2001: 283)? If it is 

difficult to conduct contrastive linguistic studies at the constructional level, how can one 

systematically analyze equivalent constructions among related languages? 

 Boas (2010: 4) introduces Croftôs (2001: 61, 363) argument from Radical 

Construction Grammar that grammatical constructions are in and of themselves specific 

to individual languages and that semantic properties instead of morphosyntactic ones can 

be linguistic universals. Croft (2001: 363) argues that cross-linguistic generalizations 

should be made as to ñhow (linguistic) function is encoded in linguistic formò and that 

cross-linguistic generalizations should be organized in terms of universal conceptual 

space (Croft 2001: 313, 317 in Boas 2010: 5-6). To illustrate his point, Croft (2001: 311) 

compares voice constructions in twenty-nine typologically diverse languages. Although 
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Boas (2010: 5) acknowledges the significance of Croftôs (2001) early attempt at cross-

linguistic generalizations in CxG, Boas (2010: 6) points out that Croftôs (2001) analyses 

are not fine-grained enough and that the size of the data is not sufficient. To overcome 

this issue, Boas (2010: 6-7) proposes an alternative approach to cross-linguistic 

generalizations in CxG. 

Boas (2010: 7) proposes a modified bottom-up methodology of contrasting 

constructions only between pairs of languages. Boasô account (2010) differs from Croftôs 

in that it does not make generalizations across a typologically broader range of languages. 

Boas employs Croftôs notions of conceptual space and syntactic space, but does not go as 

far as claiming to identify universal conceptual space until all human languages are 

analyzed (Boas 2010: 7). This approach also borrows ideas from Frame Semantics (Boas 

2010: 8-9). Also, Boas (2010: 8) points out that FrameNet data (see Fillmore et al. 2003; 

Boas 2005b) is helpful not only because it allows for a fine-grained semantic analysis, 

but it is also especially suitable for cross-linguistic comparisons, because it captures the 

syntactic properties of languages by looking at how semantic properties are realized in 

the syntactic representations and such ñmapping of meaning to form ï using semantic 

frames ï can be employedò cross-linguistically (Boas 2010: 8-9).  

Boasô (2002; 2010) model uses semantic frames as a primary tool for cross-

linguistic constructional analysis. To illustrate the model, Boas (2010: 9-10) builds on his 

earlier research (Boas 2002), an application of Frame Semantics to cross-linguistic 

analysis, as in bilingual lexicography, which includes grammatical as well as lexical 

information. Comparing English and German verbs evoking the frame 

Communication_statement  Boas (2010: 9) shows that German translation 

equivalents vary for each of the three perspectives on the frame Communication  

evoked by the verb announce. For instance, when one of the senses of the verb announce, 

where the FEs SPEAKER and MESSAGE are realized by the syntactic frame 

[NP.Ext_NP.Obj], where the FE SPEAKER is syntactically realized as an [NP.Ext] and the 

FE MESSAGE is realized as an [NP.Obj], the German translation equivalents are 

bekanntgeben, bekanntmachen, ankündigen, and anzeigen, and each German verb is 
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realized in its own syntactic frame (Boas 2002: 1370). Boas (2010: 9) emphasizes that the 

choice of a grammatical construction occurring with announce depends on which 

meaning and/or perspective to express and he therefore argues that semantic frames can 

capture cross-linguistic similarities and differences at the syntactic and semantic level 

(Boas 2010: 9-10). 

The use of semantic frames for analyzing syntactic representations across 

languages has two advantages, according to Boas (2010: 10-11): (i) Structuring the 

lexicon around semantic frames allows for a systematic analysis and comparison of LUs 

and syntactic realizations of semantic frames, which makes it possible to refine Croftôs 

(2001) concept of conceptual space. (ii ) Cross-linguistic generalizations based on 

semantic frames contributes to building an inventory of constructions for individual 

languages, which is in line with Croft (2001). In the example in the previous paragraph, 

each syntactic frame that expresses a frame-semantic meaning of a LU presents a specific 

perspective on the frame Communication  and can be considered a grammatical 

construction (Boas 2010: 11). Consider now Ļulo (2013), who studies a similar topic of 

cross-linguistic analysis between a pair of languages, but uses a different approach. 

 

2.3. ĻULO (2013)  

Ļulo (2013) aims to introduce a more translation-oriented approach to cross-linguistic 

comparison of constructions, which he terms ñconstructions-and-frames analysis.ò6 To 

achieve this, Ļulo (2013: 141-142) highlights ñthe primacy of the frame hypothesis,ò 

which means that ideally the frame in the original text should be preserved in its 

translation into a different language. Then, Ļulo (2013) demonstrates how a choice of a 

 
6 Ļulo (2013: 146) claims that his approach is more translation-oriented than other contrastive work based 

on the theories of Frame Semantics and CxG including Croft (2001), the papers in Boas (2010) (See section 

2.2 in this report), Schmidt (2009), and FrameNet databases for other languages than English such as 

SALSA for German and FrameNet Spanish, Barcelona. Ļulo (2013: 146) claims that his work truly 

translational as opposed to other work in that he considers ñthe interplay of various factors leading to 

shiftsò including source language status. Ļulo (2013: 146-147) presupposes that source language is on 

superior status, hence target language (translation) has to preserve the meaning (and the frame and the 

function of the construction) in the source language as much as possible. 
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grammatical construction to preserve the pragmatic function in the source language can 

cause frame divergences, when a similar grammatical construction is absent or unusual in 

the target language. 

First, Ļulo (2013: 142) shows how a frame in the source language and a 

corresponding frame in the target language need to be maximally comparable, which has 

two implications. First, the two frames should refer to conceptually similar scenarios 

which share core properties, for example arrive and ankommen being maximally 

comparable. Second, the label for the two frames should either be the same or be 

translation equivalents, for example, the frame label Arriving  can be shared by both 

arrive and ankommen, or arrive can use the frame label Arriving  and ankommen can 

use the frame label Ankommen as the German translation equivalent (Ļulo 2013: 142).  

Despite the primacy of frame hypothesis, frame divergences between the original and the 

translation occur due to causes including cultural differences, typological differences, and 

constructional mismatches. Among the causes of an overriding of the primacy of frame 

hypothesis, constructional mismatches refer to mismatches between the source and the 

target languages as to what constructions are used in each language (Ļulo 2013: 143). 

Ļulo (2013) suggests that constructional mismatches may cause an overriding of the 

primacy of the frame hypothesis for instance, in order to preserve the function of the 

construction. To illustrate his point that constructional mismatches lead to a translator 

choosing an equivalent construction serving a similar function in the target language, 

Ļulo (2013: 151-156) analyzes how the function of topicalization constructions is 

preserved through different constructions in the translations from English to German and 

vice versa. The function of the topicalization construction is to put a sentential element 

into the topic position, which in English and German is typically the sentence-initial 

position (Ļulo 2013: 151).  
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(2.2)  a. Source Lang.: Tray 1 [é] holds up to 125 sheets [é] 

b. Target Lang.: In Fach 1 können  bis zu 125 Blatt Papier eingelegt werden [é] 

    into tray 1 can 3.PL  up to 125 sheets paper inserted  be 

c. Lit. ñUp to 125 sheets paper can be inserted into tray 1ò (Ļulo 2013: 143, 152) 

 

Whereas English allows for an unagentive subject construction, which is schematized as 

<SUBJUNAGENTIVE> <VFIN> <_OBJ*>, where an unagentive subject such as Tray 1 is put 

into the sentence-initial position of (2.2a), it is unusual for German to take an unagentive 

subject (Ļulo 2013: 152). Due to an absence of the unagentive subject construction in the 

target language, German, a translator may choose to utilize a construction serving a 

similar pragmatic function, the function of the topicalization function, which is to put the 

topic of the sentence in the sentence-initial position. Hence, a constructional shift takes 

place in (2.2b), where ñthe sentence initial position of the unagentive role fillerò is shifted 

from a subject to a prepositional object as in in Fach 1 (óinto tray 1ô) (Ļulo 2013: 153). 

(2.2b) also instantiates the object topicalization construction. The object topicalization 

construction is formalized as <_OBJ><VFIN><SUBJ><_*>, where any kind of object 

including a prepositional object such as in Fach 1 (óinto tray 1ô) in (2.2b) is placed in the 

sentence-initial position, the topic position (Ļulo 2013: 154). Using other data sets, Ļulo 

(2013: 154-156) demonstrates how another constructional mismatch takes place between 

German and English, as German utilizes the object topicalization construction, whereas 

English does not allow for such a grammatical function order. 

According to Ļulo (2013: 153), such a shift in the constructions may cause a 

frame divergence between the two languages. In the source (2.2a), the LU hold evokes 

the frame Containing , with tray 1 being the FE CONTAINER and up to 125 sheets 

being the FE CONTENT (Ļulo 2013: 153). In contrast, in the translation in (2.2b), it is the 

frame Filling  that is evoked by the LU eingelegt (óinsertedô), taking in Fach 1 (óinto 

tray 1ô) as the FE GOAL and bis zu 125 Blatt Papier (óup to 125 sheets paperô) as the FE 

THEME (Ļulo 2013: 153). Therefore, a frame divergence is shown to occur despite the 

primacy of frame hypothesis.  
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I now turn to Lyngfelt (2018), who discusses the constructicon, a practical 

instantiation of the idea of language as an inventory of constructions, which is developed 

through constructicography, a combination of CxG and lexicography. Lyngfelt (2018) is 

similar to Ļulo (2013) in that constructions are a crucial theoretical concept in both 

papers. However, Lyngfelt (2018) differs from Ļulo (2013) in that it focuses on CxG 

rather than Frame Semantics, while Ļulo (2013) integrates CxG and Frame Semantics. 

 

2.4. LYNGFELT (2018) 

Lyngfelt (2018: 5) points out that constructions are in principle specific to individual 

languages. Thus, when it comes to studying cross-linguistic variability and generalization 

in CxG, instead of attempting to identify universals generalized across different 

languages by using the same category, e.g., passive, a CxG approach attempts to find 

similarities and differences exhibited by ñthe closest corresponding constructionsò in 

different languages, e.g., passive constructions or their translation equivalents in other 

languages (Lyngfelt 2018: 5).  

Lyngfelt (2018: 7) proposes that a set or sets of networks constituting the 

constructicon, a repository of constructions, are best characterized in terms of inheritance 

networks, where the inheriting construction is called the child and the superordinate 

construction from which the child inherits properties is called the parent. Types of the 

inheritance relations include instantiation, where the child is a specific instance of the 

parent (Lyngfelt 2018: 7). Another type is found in subpart links, which relate to multiple 

inheritance where a construction inherits properties from various constructions (Lyngfelt 

2018: 7). Multiple inheritance occurs across several generations of constructions, where 

the child inherits properties not only from the parent but also from the grandparent 

(Lyngfelt 2018: 8). For instance, the Donôt worry construction instantiates the parent 

construction Donôt X which instantiates the grandparent constructions such as the 

imperative clause construction and the main clause construction (Lyngfelt 2018: 8).  
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 According to Lyngfelt (2018: 9), relations between frames and constructions can 

be modeled using the principles of Frame Semantics (Fillmore 1982). In this view, not 

only lexical constructions, but also many phrasal constructions may evoke frames. 

According to Lyngfelt, this close relationship between constructions and frames led to the 

development of the English FrameNet constructicon in Berkeley, the first constructicon. 

Lyngfelt (2018: 10) points out that this close connection between constructions and 

frames does not necessarily mean that the notion of constructicon relies on FrameNet or 

Frame Semantics alone, but the connection between constructicon and (lexical) FrameNet 

can be traced back to how the constructicon grew out of the FrameNet database (see 

Fillmore et al. 2012; Boas 2017). The idea of a constructicon as an extension of lexical 

FrameNet can be traced back to Fillmore (2008a), who defines constructicon as a 

descriptive resource of constructions that may be characterized in terms of 

constructicography (Lyngfelt 2018: 2).  

Constructicography combines insights from CxG and lexicography (Lyngfelt 

2018: 1-2, 11). Lyngfelt (2018: 8) emphasizes that CxG rejects a modular approach to 

language and posits that linguistic generalizations fall somewhere on the lexicon-syntax 

continuum. Thus, one of the main challenges for constructicography is to accommodate 

two different approaches to analyzing language, lexicography and syntax (Lyngfelt 2018: 

11-12). According to Lyngfelt (2018: 13), the constructicon presents data in construction 

entries that take the format of description and use of simple language rather than 

technical, formalized meta-language. Another main challenge for constructicography is to 

find a way to accommodate grammatical representations while keeping the format of 

description (Lyngfelt 2018: 13).  

These challenges lead Lyngfelt (2018: 13) to another challenge for 

constructicography, namely how to address the question of how one should compare 

constructions across languages (see also Croft 2001; Boas 2010). In such contrastive 

work, use of a meta-language becomes necessary for identifying the closest constructions 

among different languages and to overcome differences among the languages (Lyngfelt 

2018: 13). In the next section, I turn to Lee-Goldman & Petruck (2018), who discuss the 
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FrameNet constructicon in greater detail. In Chapter 4 below, I show how construction 

entries from the constructicon license the sentences to account for the syntactic and 

semantic analysis of English and German sentences. 

 

2.5. LEE-GOLDMAN &  PETRUCK (2018)  

The goal of Lee-Goldman & Petruck (2018) is to introduce the readers to the FrameNet 

Constructicon.7 They first explain the background of the Beyond the Core (BTC) project, 

which aims to combine constructional information with FrameNet as a lexicographic 

resource (Lee-Goldman & Petruck 2018: 20). After a brief overview of the theory of CxG 

and the organizing principles of FrameNet, Lee-Goldman & Petruck (2018) demonstrate 

a thorough analysis of the be_recip construction and provide annotated examples from 

corpus data that exemplify the be_recip construction. 

 Lee-Goldman & Petruck (2018) provide definitions of the FrameNet 

Constructicon terminology, some of which I outline as follows. First, a construct is 

defined as ña linguistic form that instantiates one or more constructions,ò e.g., a sentence 

which instantiates the let_alone construction (Lee-Goldman & Petruck 2018: 25). The 

form side of a construct is called a constructional form and the meaning side a 

constructional meaning (Lee-Goldman & Petruck 2018: 26). A construct may be 

understood to be similar to ña particular realization of a valence pattern of a LU in a 

particular sentenceò (Lee-Goldman & Petruck 2018: 36). Next, a Construction-evoking-

Element (henceforth CEE) is defined as ñlexical material that is central to, or that cues 

the existence of, a particular construction, e.g., way in the way constructionò (Lee-

Goldman & Petruck 2018: 26). A CEE is analogous to a LU or a Frame-evoking Element 

(Lee-Goldman & Petruck 2018: 36; Petruck & Ziem 2014). A Construction Element 

(henceforth CE) is defined as ña constituent part of a constructionò (Lee-Goldman & 

Petruck 2018: 26). A CE is analogous to a FE (Lee-Goldman & Petruck 2018: 36). 

 
7 Lee-Goldman & Petruck (2018) is a chapter in the volume, Constructicography: Constructicon 

development across languages to which Lyngfelt (2018) is the introduction, clarifying the definition of 

constructicon consistent in the entire volume as in Section 2.4 of this report.  
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Lastly, a constructicographic annotation is in parallel to a lexicographic annotation (Lee-

Goldman & Petruck 2018: 36). 

 Among different types of constructions including (i) schematic/grammatical 

constructions, (ii) lexically specific constructions, (iii) frame-evoking constructions, e.g. 

the way construction (Lee-Goldman & Petruck 2018: 32), and (iv) constructions without 

meaning, the be_recip construction is identified as a frame-evoking construction, 

according to Lee-Goldman & Petruck (2018).8 As a form-meaning pairing, the be_recip 

construction evokes the frame Reciprocality  in FrameNet. Therefore, according to 

Lee-Goldman & Petruck (2018: 33), the CEs of the be_recip construction are realizations 

of the FEs of the frame Reciprocality  as follows: the CE INDIVIDUAL _1 is a 

realization of the FE PROTAGONIST_1, the CE INDIVIDUAL _2 is the FE PROTAGONIST_2, 

the CE INDIVIDUALS  corresponds to the FE PROTAGONISTS, and the CE HEAD_NOUN is 

what Lee-Goldman & Petruck (2018: 33) refer to as ñan implicit FE of 

Reciprocality ,ò as the CE HEAD_NOUN specifies the type of reciprocal relationship, 

for example, a friendship relationship. In addition to the evoked frame and the CEs, Lee-

Goldman & Petruckôs (2018: 32) definition of the be_recip construction also includes the 

general definition of the be_recip construction, none for CEEs and the constructôs 

properties as in nominal predicate, because the construction licenses plural nouns such as 

friends and college roommates directly.  

Having defined the be_recip construction, Lee-Goldman & Petruck (2018: 33-34) 

provide sample annotations analogous to frame semantic annotations of a LU. A 

constructicographic annotation consists of the following constituents: (i) the construct, 

(ii) the CEE (if any), (iii) the CEs (if any), (iv) (important) external segments impacting 

the construction such as support verbs and copula verbs, and (v) grammatical function 

and phrase type information (on separate layers) (Lee-Goldman & Petruck 2018: 33). 

 
8 One of Lee-Goldman & Petruckôs (2018: 34) example sentences illustrating the be_recip construction is 

as follows: ñSally used to be good mates with Zaria, didnôt she?ò Lee-Goldman & Petruck (2018: 34) 

annotates the sentence as follows: The construct span is good mates, taking mates as the CE HEAD_NOUN 

and Sally is the CE INDIVIDUAL _1 and with Zaria the CE INDIVIDUAL _2. 
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One of the sample constructicographic annotations of the be_recip construction in Lee-

Goldman & Petruck (2018: 34) is as follows: 

 

Figure 2.2. One of the sample annotations of the be_recip construction 

In Figure 2.2 ñMiddlesbrough and District Harriersò is the CE INDIVIDUAL _1, ñwith the 

councilò is the CE INDIVIDUAL _2, ñareò is a copular verb, and ñco-organizersò is the CE 

HEAD_NOUN and the construct span at the same time. 

 

2.6. SUMMARY  

I now discuss some similarities and differences among the works I have reviewed so far. 

First, Boas (2010) and Ļulo (2013) both argue for employing the meaning as the core 

medium for cross-linguistic analysis and emphasize the importance of identifying how 

the mapping from meaning to form is encoded via semantic frames. Boas (2010) 

proposes that semantic frames should be employed as an interlingual representation 

between different languages. The difference between Ļulo (2013) and Boas (2010) 

relates to Ļuloôs (2013) more translation-oriented approach and focus on preserving the 

meaning expressed in the source language when translating it into the target language by 

prioritizing a preservation of the pragmatic function of construction over a preservation 

of the semantic frame. Lyngfelt (2018) and Lee-Goldman & Petruck (2018) both show 

how construction entries of FrmaeNet-Constructicon license semantic and syntactic 

analysis of sentences. Further, all four of Boas (2010), Ļulo (2013), Lyngfelt (2018), and 

Lee-Goldman & Petruck (2018) base their discussions on FrameNet using English 

frames.  

With this overview of the literature in hand, the following sections of my report 

introduce the methodology underlying my comparative analysis of English and German 
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translations of the French text Le Petit Prince. Then, I will compare in detail the 

similarities and differences between the English and German texts, with special attention 

on the question of how the two texts employ semantic frames and constructions. 
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3. Methodology 

My methodology is modeled on Ziem et al. (2014).9  I adopt their methodology, because 

it builds on the concept of the FrameNet-Constructicon (Fillmore, Lee-Goldman & 

Rhomieux 2012), which enables ña more comprehensive and thorough description and 

analysis ofò different types of lexical and grammatical ñknowledge relevant for the 

comprehension of textsò (Ziem et al. 2014: 329).10 In Section 3.1, I summarize Ziem et 

al.ôs (2014) approach to analyzing the first sentence of a news report text by combining 

two compatible usage-based models, CxG (Goldberg 1995; 2006b) and the FrameNet-

Constructicon (Fillmore, Lee-Goldman & Rhomieux 2012).11 Section 3.2 gives an 

overview of the data that form the basis of this report. 

 

3.1. ZIEM ET AL . (2014)  

Ziem et al. (2014) propose to use grammatical/schematic constructions and semantic 

frames to analyze texts. In doing so, they take the view of the FrameNet-Constructicon, 

which aims to compile a repository of all constructions of English. This approach is 

different from other syntactic theories, because it uses principles of CxG to compile 

construction entries, which are then used to license sentences (together with other 

construction entries and FrameNet-style lexical entries). Ziem et al. (2014: 298) point out 

that their focus is not on capturing the grammatical constructions themselves, but instead 

on exploring the concrete contributions of the grammatical constructions to an 

understanding of words and sentences constituting a text. 

 
9 All of the English translations in my citations of Ziem et al. (2014), which is originally in German are my 

own. For direct quotations, I provide a footnote with the German original in italics and my English 

translation in parentheses. 
10 mit dem Konzept eines FrameNet-Konstruktikons ñeine umfassendere und vollständigere Beschreibung 

und Erklärungò (a more comprehensive and thorough description and analysis) ñdes verstehensrelevanten 

Wissensò (of the knowledge relevant for the comprehension) anzubieten. 
11 In addition to the first sentence of the news report text, in Ziem et al. (2014: 311-314) the headline, the 

second, and the third sentence of the news report text are also annotated and analyzed. However, in my 

report, I summarize their analysis of the first sentence only, because their analysis of their first sentence is 

the most relevant and yields the most insights for my own analysis.  
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Ziem et al. (2014) show how a lexicographically-oriented FrameNet-style 

analysis can form the basis for a corresponding analysis of more abstract syntactic 

constructions. This strategy, according to Ziem et al. (2014: 306), makes it possible to 

account for linguistic structures that are both regular and compositional (such as more 

abstract grammatical/schematic constructions), while at the same time analyzing ñthe 

meaning of complex linguistic units that cannot be compositionally explained.ò12 They 

base their proposal on Fillmore, Lee-Goldman & Rhomieux (2012: 312).  

[T]here remain many sentences whose semantic and syntactic organization cannot 

be fully explained in terms of the kinds of structures recognized in FNôs 

annotation database, or simple conjoinings or embeddings of these, and that is 

where the new research on grammatical constructions comes in. (Fillmore, Lee-

Goldman & Rhomieux 2012: 312 in Ziem et al. 2014: 306) 

Based on the idea that LUs and grammatical/schematic constructions share common 

features, following the argument of Fillmore, Lee-Goldman & Rhomieux (2012: 317-

324), Ziem et al. (2014: 307-308) explain the mechanisms of full-text annotation using 

semantic frames and constructions. According to Ziem et al. (2014: 308), frames can 

appear on two levels, the level of CEs and the level of constructions. Likewise, the 

annotation method of Ziem et al. (2014) consists of two levels, as follows. 

 

 
12 Sobald ñdie Bedeutung(en) komplexer sprachlicher Einheitenò (the meaning of complex linguistic 

units) ñnicht kompositionell erklärt werden könnenò (cannot be compositionally explained) 
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Figure 3.1. Annotation of the first sentence (Ziem et al. 2014: 314) 

The annotations in Ziem et al. (2014) consist of two levels. The first level relates to the 

automatic identification of phrase types using the SALTO annotation tool, as in NP, VP, 

and CAP (Coordinating Adjective Phrase), etc. (Ziem et al. 2014: 314). For instance, on 

the first level of the annotation in Figure 3.1, the LUs, das Meer and wunderbarer, 

verrückter und besonderer Lebewesen are identified as NPs (Ziem et al. 2014: 314). Also, 

the NP wunderbarer, verrückter und besonderer Lebewesen includes the CAP 

(Coordinated Adjective Phrase) wunderbarer, verrückter und besonderer (Ziem et al. 

2014: 314-315). The second level of annotation contains manual annotations of the 

evoked frames and how their FEs are realized syntactically (Ziem et al. 2014: 315). For 

example, on the second level of the annotation in Figure 3.1, the semantic frames evoked 

by each LU are as follows: the frame Natural_features  is evoked by Meer, the 

frame Abounding_with  is evoked by voller, the frame Desirability  is evoked by 

wunderbarer, the frame Idiosyncrasy  is evoked by verrückter und besonderer, and 

the frame Biological_Entity  is evoked by Lebewesen (Ziem et al. 2014: 315).  
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I now show how Ziem et al. (2014) analyze the sentence in Figure 3.1 utilizing 

frames and constructions. The authors point out that a phrase structure by itself does not 

express the meaning of a phrase. Consider the sentence in Figure 3.1, which contains two 

NPs, whose form side is fully regular in and of itself as a NP, but the meaning side needs 

to be filled in by the frames evoked by each LU, because the phrase structure of a NP 

itself does not express any meaning (Ziem et al. 2014: 315). In contrast, another phrase 

type construction, which licenses the first sentence, CAP does not express a meaning by 

itself, but gives a direction as to how to comprehend the sentence. CAP as a type of a 

coordinating construction coordinates three adjectives, wunderbarer, verrückter and 

besonderer and mandates that the meanings of the three adjectives should be understood 

in coordination with each other compositionally, so that they together modify the head of 

the NP (Ziem et al. 2014: 315). 

The second point in analyzing the sentence in Figure 3.1 is the interleaving 

(Verschränkung) of different frames, which refers to a phenomenon where ñsome frames 

are conducive to the closer identification of a FE of another frameò (Ziem et al. 2014: 

315-316). For example, in Figure 3.1 the LU Meer, which evokes the frame 

Natural_features , also serves as the FE LOCATION of the frame 

Abounding_with  (Ziem et al. 2014: 316). Also, the LU Lebewesen, which evokes the 

frame Biological_Entity , serves as the FE THEME of the frame 

Abounding_with , at the same time as the FE ENTITY  of the frame Idiosyncrasy  

and as the FE EVALUEE of the frame Desirability  (Ziem et al. 2014: 316). The 

interleaving of various frames in the first sentence illustrates how frame structures can be 

interleaved in a recursive way (Ziem et al. 2014: 316). 

My own annotations in Chapter 4 of this report adopts key insights from Ziem et 

al. (2014). However, I make the following modifications to Ziem et al.ôs approach 

(2014). First, the annotation of sentences in Section 4 is performed entirely manually, 

using Microsoft Excel spreadsheets, whereas the annotation scheme in Ziem et al. (2014) 

includes automated annotation using the annotation tool SALTO (Burchardt et al. 2006). 

I also annotate and discuss a greater variety of grammatical/schematic constructions than 
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found in Ziem et al. (2014). In the annotations of Ziem et al. (2014), part of speech and 

phrase type, which are automatically identified by SALTO are included as 

grammatical/schematic constructions. The authors mention that they do annotate 

grammatical/schematic constructions such as part of speech, phrase structures, 

grammatical functions, and information structures, but do not analyze them in detail. I 

will offer more details in my own analysis of the English and German texts in Chapter 4.  

I now discuss the data for my report. 

 

3.2. DATA  

To compare how semantics and syntax are realized across a pair of languages, I chose 

translation equivalent sentences from the parallel translations of a text in a third language 

(the source language). Since I do not speak French, I do not refer back to the original 

source text in French, but rely on two translations of the source text. The data consisting 

of two translations of the same source text in a third language serves the purpose of 

conducting a parallel study better than a data set consisting of the source text and its 

translation. According to Ohara (2020: 11), applying the frames-and-constructions 

analysis methodology to two or more translations of the same source text would be ideal 

to align functions of constructions across languages. Comparing the source text with its 

translation into another language is less ideal than comparing two translations of the same 

source text in terms of alignment of constructions (Ohara 2020: 11). My data are from the 

English and German translations of the same source text, Le Petit Prince, which is in 

French. Specifically, I annotate, describe, and analyze the constructions and semantic 

frames identified with five sentences from Chapter 7 of the English translation, The Little 

Prince and the five equivalent sentences from the German translation, Der kleine Prinz. 

English and German should instead exhibit an equal status as translations of the original 

text in a third language, namely French. In other words, both English and German 

translations of Le Petit Prince are supposed to express the same meaning as the source 
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sentences in Le Petit Prince. According to Ļulo (2013: 142), such a premise is supported 

by the translation models in Kußmaul (2010) and Vannerem & Snell-Hornby (1986).  

I chose Le Petit Prince as the source text for three reasons. The first reason relates 

to the availability of translations of Le Petit Prince. Le Petit Prince is a widely read 

classics and has been translated into various languages including English and German. In 

addition, because Le Petit Prince has been translated into various languages, there is an 

increased potential of comparing frames and constructions across a greater variety of 

languages to contribute to building the FrameNet-Constructicon and testing its validity. 

As a native speaker of Korean, I hope to expand this research to comparatively analyzing 

frames and constructions in the Korean translation of Le Petit Prince. The third reason 

why I chose Le Petit Prince as the text has to do with the nature of its language and the 

narrative that can effectively demonstrate the text analysis using frames and 

constructions. As a childrenôs book, Le Petit Prince consists of sentences that are written 

in simple language without domain-specific jargons. Also, the excerpt I draw my data 

from, the five pairs of sentences from chapter 7 do not contain culture-specific scenarios. 

To apply the methodology of Ziem et al (2014) and FrameNet Full Text Index 

(https://framenet.icsi.berkeley.edu/fndrupal/fulltextIndex) to analyzing which frames are 

evoked with what manners of interleaving and how they are realized syntactically in each 

sentence, it was appropriate to select sentences consisting of words which do evoke 

semantic frames available on FrameNet.  

 When analyzing the parallel English and German texts in the next chapter, I 

follow the same procedure for each pair of sentences (English-German). First, I present 

my annotation of an English sentence. Next, I describe the annotation of the English 

sentence in prose, and then I present my annotation of the German counterpart sentence, 

together with a prose description of the German sentence. After providing my prose 

descriptions of my annotations of the English-German sentence pair, I make a 

comparison with a focus on constructions and semantic frames to determine how English 

and German realize the semantics and syntax in similar and/or different ways. As to the 

semantic frames, I utilize the frames available in FrameNet to analyze the sentences in 

https://framenet.icsi.berkeley.edu/fndrupal/fulltextIndex
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both English and German, based on the idea from Boas (2009b, 2010) that semantic 

frames are interlingual representations, which can be made available for cross-linguistic 

analysis beyond English. 
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4. Analysis 

4.1 INTRODUCTION  

In this chapter, I provide a visualized annotation and a prose description of each of the 

English and German sentences from Le Petit Prince. After describing each annotation in 

prose, I compare the English and German counterparts with a focus on semantic frames 

and constructions. The five pairs of English and German sentences that I analyze are as 

follows: 

 

(4.1) a. He was really very angry.  

 b. Er war wirklich sehr verärgert  

(óHe was really very upset.ô) 

(4.2) a. He tossed his golden curls in the breeze. 

b. Er schüttelte seine goldenen Locken im Wind  

(óHe shook his golden curls in the wind.ô) 

(4.3) a. I know a planet where there is a certain red-faced gentleman. 

b. Ich kenne einen Planeten, auf dem ein Herr mit einem roten Gesicht wohnte.  

(óI know a planet on which a gentleman with a red face lived.ô) 

(4.4) a. He has never smelled a flower. 

b. Noch nie hatte er an einer Blume gerochen.  

(óNever had he sniffed at a flower yet.ô) 

(4.5) a. He has never looked at a star. 

 b. Noch nie hatte er einen Stern gesehen.  

(óNever had he observed a star yet.ô) 

 

I now start by providing the annotation and prose description of the first English 

sentence. 
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4.2 ANNOTATION OF THE FIRST ENGLISH AND GERMAN SENTENCES 

 

Figure 4.1. Annotation of Sentence 1 of the English translation 

The first English sentence is ñhe was really very upset.ò In the visualized annotation of 

each sentence, I place the annotated sentence at the very bottom of each figure, in a way 
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similar to the annotations of Ziem et al. (2014). At the very bottom in Figure 4.1 is the 

word layer where the annotated sentence He was really very angry is split into each word 

constituting the sentence, as in he, was, really, very, and angry, each of which takes up its 

own cell. Above the word layer is the first layer of the annotation, the lemma layer, 

which identifies the lemma construction of each word. In Figure 4.1, the lemma of the 

word he is annotated as he, was as its infinitive form be, really as really, very as very, and 

angry as angry.  

Right above the lemma layer is the part-of-speech (POS) layer, which represents 

the part of speech of each word in the sentence. In Figure 4.1, the part of speech of he is 

identified as a pronoun, hence it is annotated as a Pron, was as a verb (V), really and very 

as Advs standing for adverbs, and angry as an adjective (Adj).13 Above the POS layer 

are the frame layers, which are used to identify the semantic frames evoked by a 

sentenceôs individual LUs. In Figure 4.1, the first frame layer identifies the frame 

Emotion_Directed , which is evoked by the adjective angry. FrameNet defines the 

frame Emotion_Directed  as follows: ñThe adjectives and nouns in this frame 

describe an EXPERIENCER who is feeling a particular emotional response to a STIMULUS 

or about a TOPIC. There can also be a CIRCUMSTANCES under which the response occurs 

or a REASON that the STIMULUS evokes the particular response in the EXPERIENCER.ò14 

FrameNet defines the FEs of the frame Emotion_Directed  as follows: The core FE 

EXPERIENCER indicates the person who ñexperiences or feels the emotions.ò15 The core 

FE STIMULUS refers to ñthe person, event, or state of affairs that evokes the emotional 

responseò on the EXPERIENCERôs end. The core FE TOPIC ñindicates a range of possible 

 
13 After this English Sentence 1, my prose descriptions deal with the frame layer(s) and the Phrasal Cx 

layers of the annotation of each sentence. However, if there is new information worth describing on the 

other layers including the Subject-predicate agreement Cx layer, Tense Cx layer, and Case Cx layers, those 

layers will be described in addition to the frame layer(s) and the Phrasal Cx layers.  
14 The frame definition of Emotion_directed  is taken from the Berkeley FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed (accessed on 

January 31, 2021). 
15 All of the definitions and examples of FEs in this paragraph are taken from the Berkeley FN website at 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed (accessed on 

January 24, 2021). 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed
https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed
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STIMULUSò and ñthe general area in which the emotion occurs.ò The last core FE 

explicitly mentioned in the frame definition, the FE REASON, corresponds to ñthe 

explanation for why the STIMULUS evokes a certain emotional response.ò Finally, the 

only non-core FE explicitly included in the frame definition, the FE CIRCUMSTANCES, 

refers to ñthe condition(s) under which the STIMULUS evokes its response.ò16 On the first 

frame layer in Figure 4.1, angry, the LU evoking the frame Emotion_Directed  and 

the FEs of the frame Emotion_Directed are highlighted in the same color, namely 

pale orange. The word he is annotated as the core FE EXPERIENCER and the words really 

and very are annotated as non-core FEs DEGREE. The word was is an auxiliary verb, so it 

is not annotated with any label on the frame layer. 

Above the first frame layer is another frame layer, which shows how another 

semantic frame is evoked by a LU, more specifically the frame Degree , which is 

evoked by the LU very. The frame definition of Degree  is as follows: ñLUs in this 

frame modify a gradable attribute and describe intensities at the extreme positions on a 

scale."17 The only FE of the frame, according to FrameNet, is the core FE 

GRADABLE_ATTRIBUTE such as brave, simple, vicious, red, etc. There is no explicit 

definition of the core FE GRADABLE_ATTRIBUTE provided. The FE 

GRADABLE_ATTRIBUTE can be interpreted as an attribute such as brave, simple, vicious, 

and red mentioned in the examples in the above frame definition of FrameNet. Such a 

GRADABLE_ATTRIBUTE can be modified by the frame-evoking LU, to what degree or of 

what intensity the attribute is realized. In this sentence, the word angry serves as the core 

FE GRADABLE_ATTRIBUTE of the frame Degree . Very, the LU evoking the frame 

Degree , and angry, the word functioning as the FE GRADABLE_ATTRIBUTE of the frame 

Degree  are highlighted in the same color, pale green.  

 
16 A non-core FE relevant in Figure 4.1, despite not being explicitly mentioned in the frame definition is 

the FE DEGREE, which the Berkeley FrameNet defines as ñthe degree to which the EXPERIENCER feels the 

emotionò (https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed 

accessed on January 31, 2021). 
17 The frame definition of Degree  is taken from the Berkeley FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Degree (accessed on January 31, 

2021). 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Emotion_directed
https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Degree
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Above the two frame layers the various Phrasal Cx layers are found. The first 

Phrasal Cx layer in Figure 4.1 represents what phrase type construction each word 

realizes in the annotated sentence, based on the POS layer. On the first Phrasal Cx layer 

in Figure 4.1, he is identified as a NP (noun phrase), was as a VP (verb phrase), really as 

an ADVP (adverbial phrase), very as an ADVP (adverbial phrase), and angry as an ADJP 

(adjectival phrase). The word he is labeled as a NP (noun phrase), because he is 

annotated as a pronoun (Pron) on the POS layer. Was is labeled as a verb (V) on the POS 

layer and since a verb by itself can constitute a VP (verb phrase), it is annotated as a VP 

on the first Phrasal Cx layer. The two adverbs really and very are both annotated as Advs 

on the POS layer; hence they are labeled as ADVP constructions on the first Phrasal Cx 

layer. Finally, angry, which is identified as an adjective (Adj) on the POS layer, is 

labeled as an ADJP construction on the first Phrasal Cx layer. 

Connecting the POS layer and the first Phrasal Cx layer, the subsequent Phrasal 

Cx layers right above the first Phrasal Cx layer create a syntactic structure, as follows: 

For the representation of phrase type constructions of the same category as on the first 

Phrasal Cx layer, the cells are left blank on the Phrasal Cx layers above the very first 

Phrasal Cx layer. In other words, only new information about phrase type constructions is 

annotated on the next Phrasal Cx layers above. 

In Figure 4.1, the second Phrasal Cx layer above the first one labels the phrase 

really, very as a single adverbial phrase (ADVP). This is what the representation of an 

adverbial modification construction in English, where one adverb modifies another 

adverb, looks like in this multi-layered annotation system.  

In Figure 4.1, it is the adverb really, which modifies another adverb very. 

Because the adverb very is modified by really, the new adverbial phrase with very as its 

head is labeled as an ADVP on the second Phrasal Cx layer. In my multi-layered 

annotation, the Phrasal Cx layers are placed higher than the frame layers to make sure 

that information about what word functions as what type of FE(s) and/or frame-evoking 

LU(s) for what frame are annotated accurately for each word, before each phrase type is 

visually grouped together in the syntactic structure on the Phrasal Cx layers. For 
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example, according to FrameNet, the adverb very is a LU evoking the frame Degree , 

but really in the sense of truly is not. Neither really nor truly evokes any semantic frame 

available on FrameNet. Because really and very have to be annotated differently with 

regards to the frame Degree , the frame layers in Figure 4.1 have to be annotated before 

the Phrasal Cx layers present the phrase type annotations in the form of a syntactic 

structure. 

Next, on the third Phrasal Cx layer in Figure 4.1, really, very angry is labelled as 

an ADJP, a single adjectival phrase headed by the adjective angry. As can be seen in 

Figure 4.1, the adverbial phrase really, very modifies the adjective angry. On the fourth 

Phrasal Cx layer in Figure 4.1, the ADJP really, very angry, together with the verb (was) 

forms a VP headed by the verb was. One can see that the NP he and the VP was really, 

very angry together constitute one sentence at the top of the syntactic structure. 

Above the last Phrasal Cx layer is the Subject-predicate agreement Cx layer. The 

Subject-predicate agreement Cx layer represents the subject and the predicate of the 

annotated sentence. The form side of the Subject CE of the Subject-predicate agreement 

Cx is a NP (Lee-Goldman & Petruck 2018: 26). On this point the Subject-predicate 

agreement Cx layer employs the information from the first Phrasal Cx layer as to which 

word is the NP. In Figure 4.1, he is labeled as a NP on the first Phrasal Cx layer and as 

the Subject on the Subject-predicate agreement Cx layer. The predicate on the Subject-

predicate agreement Cx layer is labeled as a VP. In Figure 4.1, was is labeled as the 

Predicate (VP) on the Subject-predicate agreement Cx layer. 

The layers above the Subject-predicate agreement Cx layer may differ for each 

annotated sentence, because specific kinds of schematic/grammatical constructions may 

vary in their syntactic realizations. In Figure 4.1, the Past tense Cx layer is found as a 

kind of tense construction above the Subject-predicate agreement Cx layer, because the 

tense of the VP is marked as past tense. The word was is annotated as Past tense of ñbeò 

on the Past tense Cx layer. Next, in Figure 4.1, on the additional layer above the Past 

tense Cx layer is a Case Cx. Because he is labeled as a Pron on the POS layer and it is 

only nouns which take case, the Case cx layer is the additional schematic/grammatical 
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construction information provided in Figure 4.1. As a Pron, NP, and subject (NP), he is 

annotated as nominative on the Case Cx layer. 

 The interpretation of Figure 4.1 is as follows: First, a coordinating construction 

realized by the (coordinated) ADVP (really, very) indicates that the two adverbs should 

be interpreted together to be modifying the adjective angry, the head of the ADJP really, 

very angry. The ADVP really, very in Figure 4.1, which I would like to label as a 

Coordinated Adverbial Phrase analogous to the concept Coordinated Adjective Phrase in 

Ziem et al. (2014: 315) coordinates the two adverbs really and very. Coordinating 

constructions belong to the category of ñconstructions without meaningò (Ziem et al. 

2014: 315), which do not have any independent meaning by themselves, but which 

specify how adjectives in the coordinated adjective phrase should be interpreted together, 

as modifying the head of the noun phrase (Ziem et al. 2014: 315). Such a meaning 

created by a coordinating construction that really and very are interpreted together as a 

single adverbial phrase modifying the adjective angry is an instantiation of the adverbial 

modification construction in English where one adverb modifies another adverb, which is 

in Figure 4.1, really modifying very. 

 The second point regarding the interpretation of the sentence in Figure 4.1 relates 

to the interleaving (Verschränkung) of different frames where frames instantiate FEs of 

other frames (Ziem et al. 2014: 312-316). In Figure 4.1, the LU angry not only evokes the 

frame Emotion_Directed , but it also serves as the core FE GRADABLE_ATTRIBUTE 

for the frame Degree . Similarly, the LU very evokes the frame Degree , and at the 

same time functions as the non-core FE DEGREE of the frame Emotion_Directed .  

The first German sentence is annotated in Figure 4.2. 
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Figure 4.2. Annotation of Sentence 1 of the German translation 

The first German sentence is ñEr war wirklich sehr verärgert (óHe was really very 

upset.ô).ò Placed right above the POS layer in Figure 4.2 are the two frame layers. The 

first frame layer shows the frame Emotion_Directed  that is evoked by the adjective 
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verärgert (óupsetô).18 For the frame definition and the FE definitions of the frame 

Emotion_Directed , the reader is referred back to the description of the first frame 

layer in Figure 4.1 representing the annotation of the English Sentence 1 above.   

The frame-evoking LU verärgert (óupsetô) (and the frameôs FEs) on the first 

frame layer in Figure 4.2 are highlighted in pale orange, the same color as in the frame 

Emotion_Directed  in Figure 4.1 above. The German pronoun er (óheô) is annotated 

as the FE EXPERIENCER. Next, the German third-person, singular, past-tense inflected 

verb war (ówasô) is an auxiliary verb in the past tense. Since it is not a FE of the frame it 

does not appear with any label on the frame layer. The German adverbs wirklich 

(óreallyô) and sehr (óveryô) are both identified as the non-core FEs DEGREE of the frame. 

Finally, the adjective verärgert (óupsetô) is labelled as the LU evoking the frame 

Emotion_Directed . 

 One layer above in Figure 4.2 is the second frame layer, namely the frame Degree 

layer. This layer illustrates how the frame Degree  is evoked by the adverb sehr (óveryô). 

As to the frame definition and the FE definitions of the frame Degree , please refer back 

to the description of the frame Degree layer in Figure 4.1 above. In Figure 4.2, the frame-

evoking LU and the FEs are colored in pale green, the same color as the frame Degree 

layer in Figure 4.1. On the frame Degree layer, the adverb sehr (óveryô) is identified as 

the frame-evoking LU. The adjective verärgert (óupsetô) is annotated as the core FE 

GRADABLE_ATTRIBUTE. 

 Moving above the frame layers, I arrive at the Phrasal Cx layers in the upper 

section of Figure 4.2. On the first Phrasal Cx layer, I draw the information about part of 

 
18 Depending on which English word one identifies as the translation equivalent of the German LU, one 

may get different results as to which frame is evoked by the same German LU. For instance, if one selects 

óirritatedô or óannoyedô as the English translation equivalent of the German word verärgert, then one could 

say it is rather the frame Annoyance  than the frame Emotion_Directed  that is evoked by the LU 

verärgert. However, I chose the English translation equivalent of each German word in the data from 

among the English translations provided in the online German-English dictionaries dict.cc 

(https://www.dict.cc/) and Leo (https://dict.leo.org/englisch-deutsch/), considering the form of the German 

word and the sense used within the particular sentence I am annotating.  

Also, I restrict my analyses and discussion of the data to sentence-level annotation. It is important to keep 

in mind that the broader context beyond the sentence level might lead to different interpretations.  

https://www.dict.cc/
https://dict.leo.org/englisch-deutsch/
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speech of each word from the POS layer in the lower part of Figure 4.2. On the first 

Phrasal Cx layer, I identify er (óheô) as a NP, war (ówasô) as a part of the VP, wirklich 

(óreallyô) and sehr (óveryô) as adverbs of the ADVPs, and verärgert (óupsetô) as an 

adjective in the ADJP. On the second Phrasal Cx layer in Figure 4.2, the adverbs wirklich 

(óreallyô) and sehr (óveryô) are merged into a single ADVP as a result of the syntactic 

realization of the Adverbial Modification construction, where the adverb wirklich 

(óreallyô) modifies the other adverb sehr (óveryô). 

On the third Phrasal Cx layer in Figure 4.2, the ADVP headed by the adverb sehr 

(óveryô), which is modified by wirklich (óreallyô), is shown to modify the ADJP 

consisting of the adjective verärgert (óupsetô). Lastly, on the fourth Phrasal Cx layer, the 

ADJP headed by verärgert (óupsetô) modifies the VP constituted by war (ówasô). As a 

result, there are only two phrases left in the final stage of the syntactic structure of the 

sentence as in the NP er (óheô), and the VP war wirklich sehr verärgert (ówas really very 

upsetô). At the very top of the syntactic structure in Figure 4.2, the label S stands for the 

entire sentence consisting of the NP er (óheô) and the VP war wirklich sehr verärgert 

(ówas really very upsetô).  

I now present a comparative analysis of the first English and German sentences. 

 

4.3 COMPARISON OF THE FIRST ENGLISH AND GERMAN SENTENCES 

The first similarity between the two sentences is found in the types of frames evoked and 

how the semantics of the frame are realized by the FE configurations. First, in both 

sentences the frames Emotion_Directed  and Degree  are evoked. In the first 

English sentence, the frame Emotion_Directed  is evoked by the English LU angry. 

In the first German sentence, the same frame is evoked by the German LU verärgert 

(óupsetô).  

Also, the FE configurations of the frame Emotion_Directed  in both first 

sentences in English and German are the same. In the first English sentence, in the frame 

Emotion_Directed , the adjective angry, the head of the ADJP which is the verbal 
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complement of the predicate, is the frame-evoking LU. The core FE EXPERIENCER is 

realized by the English LU he, which is a NP constituting the entire sentence in the 

phrase type construction (Phrasal Cx in Figure 4.1) and as the subject of the entire 

sentence in the subject-predicate agreement construction (Subject-predicate agreement 

Cx in Figure 4.1). Two non-core FEs DEGREE are realized by the English LUs really and 

very, which constitute the ADVP modifying the frame-evoking LU angry. The English 

LUs really and very instantiate the adverbial modification construction, where the adverb 

really modifies the other adverb very. In the first German sentence, the frame-evoking 

LU is verärgert (óupsetô), the German translation equivalent of the English LU angry and 

is likewise the head of the ADJP that is the verbal complement of the predicate of the 

sentence. The core FE EXPERIENCER is realized by the German LU er (óheô), also the 

German translation equivalent of he and er (óheô) constitutes the NP in the phrase type 

construction and the subject in the subject-predicate agreement construction. The 

adverbial modification construction is also realized by the FEs DEGREE in the first 

German sentence by the German translation equivalents of really and very, namely 

wirklich (óreallyô) and sehr (óveryô).  

In addition, the frame Degree  is evoked by the English LU very and the 

German LU sehr (óveryô), which are translation equivalents. Both frame-evoking LUs 

very and sehr (óveryô) are the head of the ADVP, which modifies the adjective in the 

respective sentence, angry and verärgert (óupsetô), which is the head of the ADJP, the 

verbal complement of the predicate in the respective sentences. The adjectives angry and 

verärgert (óupsetô) are modified by the frame-evoking LUs very and sehr (óveryô), which 

serve as the core FE GRADABLE_ATTRIBUTE in the frame Degree . 

Another similarity between the first English and German sentences lies in the 

interleaving of the frame Emotion_Directed  and the frame Degree . The frame-

evoking LUs of the frame Emotion_Directed  in the respective sentences, namely 

the English LU angry and the German LU verärgert (óupsetô) serve as a FE of the other 

frame in the respective sentences, namely the core FE GRADABLE_ATTRIBUTE of the 

frame Degree . Also, the frame-evoking LU of the frame Degree  in each sentence, 
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namely the English LU very and the German LU sehr (óveryô) serves as the FE DEGREE 

in the frame Emotion_Directed  in each sentence.  

In both sentences, the adverbial modification construction mandates that the 

order of the CEs, the adverbs, need to occur in a specific order so that really, the 

modifying adverb appears before very (the modified adverb) in the English sentence and 

wirklich (óreallyô in the sense of ótrulyô) before sehr (óveryô) in the German sentence. The 

modified adverbs in the realization of the adverbial modification construction, namely the 

head of the ADVP in both sentences, very and sehr (óveryô) are the frame-evoking LUs of 

the frame Degree  in both sentences, which take the frame-evoking LUs of the frame 

Emotion_Directed  as the FE GRADABLE_ATTRIBUTE in the frame Degree .  

The question of why really and wirklich (óreallyô) cannot serve as the frame-

evoking LU of the frame Degree , which take the adjective angry and verärgert (óupsetô) 

as the FE GRADABLE_ATTRIBUTE, can be raised here. A search in FrameNet lists the 

frame Degree  as evoked by the English LU very, but not by the English LUs really and 

truly. I would argue that the adverbial modification construction giving the LU very a 

status of the head of the ADVP modifying the adjective which denotes a gradable 

attribute contributes to very instead of really evoking the frame Degree . Both English 

and German prefer to put very and sehr (óveryô) after really and wirklich (óreallyô) as in 

really very and wirklich sehr (óreally veryô) to emphasize the high degree of an attribute 

or high intensity, but not the other way around. 
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4.4 ANNOTATION OF THE SECOND ENGLISH AND GERMAN SENTENCES 

 

Figure 4.3. Annotation of Sentence 2 of the English translation 
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The second English sentence is ñHe tossed his golden curls in the breeze.ò The first frame 

layer in Figure 4.3, namely the frame Body_movement layer, which is located right 

above the POS layer, shows how the frame Body_movement  is evoked by the LU 

tossed. FrameNet defines the frame Body_movement  as follows:  

This frame contains words for motions or actions an AGENT performs using some 

part of his/her body. Most words that evoke this frame have a specific motion of a 

specific BODY_PART associated with them, but a few are more general (e.g. 

move.v). A number of words in this frame occur as blends with Communication, 

in which the action has an ADDRESSEE. For example, Pat NODDED AT KIM . 

These examples differ from Communication.Gesture in that no specific message 

need be expressed, as in She NODDED to him to sit down. Since this frame 

involves a particular type of motion, it contains the frame elements SOURCE, 

PATH, GOAL and AREA, which originate in the motion frame. All of these frame 

elements are generally expressed in PP Complements. The boy SWUNG his legs 

FROM UNDER THE TABLE.19  

According to FrameNet, the core FE AGENT ñuses some part of his/her body to perform 

the actionò and ñoccurs as the External Argument.ò20 The core FE BODY_PART is defined 

as follows: 

With some verbs in this frame, the BODY_PART involved in the action is  

specified by the meaning of the verb and cannot be expressed separately. For  

example, Pat YAWNED (*his mouth). With others, the BODY_PART is specified  

by the verb but can optionally be expressed separately, although its presence is  

generally redundant, as in Pat NODDED (HIS HEAD). A few verbs have a default  

BODY_PART which need not be expressed, but can be overridden by the  

expression of some other BODY_PART. Pat WAVED (HIS ARMS). (The objectless  

version of the sentence, Pat waved, is a blend with communication.) The  

remainder of the verbs require a BODY_PART to be expressed in a separate  

constituent: Pat ROLLED HIS EYES. BODY_PART generally occurs as the direct  

object. 

The definitions of some non-core FEs of the frame Body_movement  are provided in 

the footnote below, because the FEs, despite being non-core FEs, are either relevant to 

the annotation of Figure 4.3 or part of the frame definition of the frame 

 
19 The FrameNet definition of the frame Body_movement  is taken from the Berkeley FrameNet website 

retrieved at: https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Body_movement 

(accessed on April 22, 2021). 
20 All the definitions of the FEs of the frame Body_ movement  are taken from the Berkeley FrameNet 

website at https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Body_movement 

(accessed on April 22, 2021). 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Body_movement
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Body_movement .21 On the frame Body_movement layer in Figure 4.3, the frame-

evoking LU and the FEs of the frame Body_movement  are highlighted in the same pale 

pink color. The word he is labelled as the core FE AGENT. The phrase his golden curls is 

annotated as the core FE BODY_PART. The phrase in the breeze is labelled as the non-core 

FE PLACE.   

Right on top of the frame Body_movement layer are the two other frame layers, 

namely the frame Hair_configuration 1 layer and the frame Hair_configuration 2 layer, 

which illustrate how the frame Hair_configuration  is evoked by curls and golden 

as the respective frame-evoking LUs. The frame Hair_configuration  is defined by 

FrameNet as follows: 

Temporary or permanent Styles and Configurations of Hair as well as its inherent 

Nature. Note that Attachment and Body Part will generally be incorporated in the 

lexical meanings. Subregions (e.g. roots, ends) are often not specified, and 

sometimes incorporated (e.g. in óbangsô).22 

The core FE CONFIGURATION is defined as ñtemporary Configurations of hair (e.g., braid, 

bun, ponytail)ò which refer to ñsomething done to the hair merely by movement.ò23 The 

core FE HAIR is ñthe hair itself.ò The core FE HAIR_PROPERTY is defined as follows: ñA 

property of the hair (e.g. curly, fine, brown). This acts much like "DESCRIPTOR" in the 

 
21 The non-core FE PLACE, which is defined as ñthe location within which the movement of a BODY_PART 

takes place,ò is one of the FEs served by a word in Figure 4.3. The other FE definitions below, namely FE 

ADDRESSEE, FE SOURCE, FE PATH, FE GOAL, and FE AREA are of the non-core FEs appearing in the frame 

definition of the frame Body_movement . The non-core FE ADDRESSEE ñonly occurs in the Body-

movement  frame in sentences which are blends with Communication.ò The non-core FE SOURCE ñis the 

place from which the BODY_PART is moved.ò The non-core FE PATH ñidentifies the trajectory of motion of 

the BODY_PART without specifying a start or end point.ò The non-core FE GOAL refers to ñany expression 

that identifies the endpoint of movement.ò The non-core FE AREA ñidentifies any expression describing a 

region in which the motion takes place when the motion is understood to be irregular and not to consist of a 

single linear path. (This FE should be contrasted with PLACE.) 

22 The FrameNet definition of the frame Hair_configuration  is from the Berkeley FrameNet 

website at https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Hair_configuration 

(accessed on January 28, 2021)  
23 The FE definitions of the frame Hair_configuration  for describing the annotation of the English 

sentence 1 are taken from the Berkeley FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Hair_configuration (accessed on 

January 24, 2021). 

https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Hair_configuration
https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Hair_configuration
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frame Observable_bodyparts . Colors, styles, natural properties are described by 

this FE.ò Finally, the core FE POSSESSOR indicates ñthe Possessor of the body part.ò  

First, the frame Hair_configuration 1 layer in Figure 4.3 shows a scenario where 

the word curls evokes the frame Hair_configuration . On the frame 

Hair_configuration 1 layer in Figure 4.3, the frame-evoking LU curls and the FEs are 

highlighted in pale green. On the frame Hair_configuration 1 layer, the word his is 

labelled as the FE POSSESSOR. The word golden is annotated as the FE HAIR_PROPERTY, 

because golden is a type of (hair) color, which is described by the FE HAIR_PROPERTY, 

according to the FrameNet definition. On this frame Hair_configuration 1 layer in Figure 

4.3, the word curls is labelled in a tripartite annotation system: curls is annotated not only 

as a frame-evoking LU, but also as the core FE HAIR and the core FE CONFIGURATION.24 

The label of the FE HAIR on this layer illustrates the case where curls serves as the core 

FE HAIR and the frame-evoking LU at the same time, when the word golden functions as 

the core FE HAIR_PROPERTY. In addition, the annotation of the FE CONFIGURATION for 

the word curls on this layer shows the scenario where curls functions as the core FE 

CONFIGURATION and the frame-evoking LU at the same time, while the word golden 

serves as the core FE HAIR_PROPERTY. 

Next, the frame Hair_configuration 2 layer right above the frame 

Hair_configuration 1 layer in Figure 4.3 demonstrates a scenario where golden is the LU 

evoking the frame Hair_configuration . On this frame Hair_configuration 2 layer, 

the frame-evoking LU golden and the FEs are highlighted in pale blue. On this layer, too, 

his is annotated as the FE POSSESSOR. On this layer, the annotation of the word curls 

shows the FE HAIR only, without including the FE CONFIGURATION. The reason behind 

annotating curls only as the FE HAIR is that the table ñFEs and Their Syntactic 

Realizationsò in the lexical entry of golden.a evoking the frame 

 
24 The table named ñFEs and Their Syntactic Realizationsò in the lexical entry of curl n. evoking the frame 

Hair_configuration  at 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry (accessed on January 24, 

2021) annotates curls as both the FE Hair and the FE CONFIGURATION in a sentence where curls appears 

with golden as the FE HAIR_PROPERTY and in sentences where an adjective of hair color such as gold, 

blond, and grey is the FE HAIR_PROPERTY. 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry
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Hair_configuration  indicates the FE HAIR as the only FE realized with the word 

golden in this frame.25 Specific examples include combinations of golden and the FE 

HAIR analogous to that of golden curls in Figure 4.3 as in ñthe golden curly hairò and 

ñthe golden locks,ò where the words curly hair and locks are both annotated as the FE 

HAIR, but not as the FE CONFIGURATION.  

On top of the frame Hair_configuration 2 layer four Phrasal Cx layers are found, 

which represent the phrase type constructions in a similar way to the representation found 

in a syntactic tree. The first Phrasal Cx layer is located right above the frame 

Hair_configuration 2 layer. The first Phrasal Cx layer shows what phrase type 

construction each word in Figure 4.3 is, based on what part of speech each word is, from 

the POS layer. The word he is annotated as a NP (noun phrase), because he is identified 

as a pronoun on the POS layer and a pronoun itself may constitute a NP. The word tossed 

is labelled as a VP, because tossed is annotated as a V on the POS layer. The word his is 

annotated as a DP (determiner phrase), because his is identified as a determiner on the 

POS layer. The word golden is labelled as an ADJP (adjectival phrase), given that golden 

is an Adj (adjective) on the POS layer. The word curls is a NP, based on the annotation of 

curls as a N on the POS layer. The word in is labelled as a PP, because in is a Prep on the 

POS layer and a single preposition can form a PP. The word the is annotated as a DP, 

because the is identified as a Det on the POS layer. Lastly, breeze is labelled as a NP on 

the first Phrasal Cx layer, now that breeze is a N on the POS layer and similarly to a 

pronoun and a determiner, a single noun suffices to form a NP.  

Above the first Phrasal Cx layer is the second Phrasal Cx layer in Figure 4.3, 

which illustrates the making of two NPs. On the second Phrasal Cx layer in Figure 4.3, 

the DP his modifies the NP curls. The ADJP golden also modifies the NP curls. 

Therefore, the DP his and the ADJP golden are joined onto the NP curls, bringing about 

the single NP his golden curls on the second Phrasal Cx layer. Another annotation on the 

 
25 The table is available in the lexical entry of golden.a at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2631.xml?mode=lexentry (accessed on January 24, 

2021).  

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2631.xml?mode=lexentry
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second Phrasal Cx layer is labelling the breeze as a single NP, which is a result of the DP 

the as a determiner adjoining onto a NP constituted by a noun breeze. The single NP 

annotated on the second Phrasal Cx layer for the breeze takes the noun breeze as its head. 

Going up one layer, on the third Phrasal Cx layer, a PP as a label for the phrase 

in the breeze is observed. The PP is realized on the third Phrasal Cx layer, as the PP takes 

the PP in as its head, which is modified by the NP the breeze from the second Phrasal Cx 

layer. On the fourth Phrasal Cx layer in Figure 4.3 are the labels NP and VP constituting 

the whole sentence labelled as a S at the very top of the syntactic structure in Figure 4.3. 

He is annotated as a NP on the fourth Phrasal Cx layer. The VP tossed his golden curls in 

the breeze on this layer consists of the VP tossed with the NP his golden curls and the PP 

in the breeze from the Phrasal Cx layers located at the lower part of the syntactic 

structure in Figure 4.3. The VP tossed his golden curls in the breeze on this fourth 

Phrasal Cx layer is headed by the VP whose head is the verb tossed. 

At the upper part of Figure 4.3, on the Case Cx layer in Figure 4.3, accusative is 

the label for the NP his golden curls. The NP his golden curls is annotated as accusative, 

because his golden curls is a NP and the direct object of the VP tossed. At the very top of 

Figure 4.3 is the Number Cx layer. On the Number Cx layer in Figure 4.3, the word curls 

is annotated as a Plural (plural noun), because curls is the plural form of the singular 

noun curl. Number is another noun feature in English.  

I now turn to the annotation of the second German sentence. 
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Figure 4.4. Annotation of Sentence 2 of the German translation 
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The second German sentence is ñEr schüttelte seine goldenen Locken im Wind (óHe 

shook his golden curls in the windô).ò Above the POS layer in Figure 4.4 are three frame 

layers. The first is the frame Body_movement layer, which shows how the frame 

Body_movement  is evoked by the LU schüttelte (óshookô). For the frame definition of 

Body_movement  refer back to the prose description of Figure 4.3. The frame 

Body_movement layer in Figure 4.4 is highlighted in pale pink, the same color as the 

frame Body_movement layer in Figure 4.3 for the English counterpart. On the frame 

Body_movement layer in Figure 4.4, the word er (óheô) is labelled as the core FE AGENT. 

The word schüttelte (óshookô), an inflected form of the verb schütteln (óto shakeô), is 

annotated as the LU evoking the frame Body_movement . The German LU schüttelte 

(óshookô) evokes the frame Body_movement , the same frame evoked by the English 

LU toss. The phrase seine goldenen Locken (óhis golden curlsô) is labelled as the core FE 

BODY_PART and the phrase im Wind (óin the windô) is annotated as the non-core FE 

PLACE.  

Above the first frame layer are two other frame layers, namely the frame 

Hair_configuration 1 layer and the frame Hair_configuration 2 layer. The two frame 

layers for the frame Hair_configuration  show how the frame 

Hair_configuration  is evoked by two different words, respectively, in a recursive 

way. For the frame definition and the FE definitions of the frame 

Hair_configuration , see the prose description of Figure 4.3 above, which 

discusses the annotation of the English counterpart of the sentence in Figure 4.4. 

The frame Hair_configuration 1 layer illustrates how the frame 

Hair_configuration  is evoked by the LU Locken (ócurlsô). The frame 

Hair_configuration 1 layer is highlighted in pale green, the same color as its English 

counterpart in Figure 4.3. On the frame Hair_configuration 1 layer in Figure 4.4, the 

word schüttelte (óshookô) is annotated as a Governor, because shake is one of the 
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Governors of the LU curl.n according to the lexical entry of curl.n in FrameNet.26 In a 

frame, a governor identifies ña word that is used in a prototypical way with a dependent, 

but without any unusual meaning or any supplying of an FE to its dependent (e.g. wear 

boots)ò (Petruck & Ellsworth 2016: 75). Next, on the same frame Hair_configuration 1 

layer, the word seine (óhisô) is labelled as the FE POSSESSOR. The word goldenen 

(ógoldenô) is annotated as the FE HAIR_PROPERTY. Locken (ócurlsô) is annotated in three 

different ways: as the frame-evoking LU, the FE HAIR, and the FE CONFIGURATION. This 

multiple annotation of Locken (ócurlsô) is supported by the information in the lexical 

entry of the frame-evoking LU curl.n in FrameNet. The criterion by which I selected the 

following examples from the lexical entry of curl.n is that the FEs HAIR_PROPERTY, 

HAIR, and POSSESSOR are combined in a way similar to that in Figure 4.4 in terms of 

form and meaning.27 In the annotated examples below, the FE POSSESSOR is highlighted 

in red, the FE HAIR_PROPERTY is in yellow, the FE HAIR is in dark green, and the FE 

CONFIGURATION is in brown. Verbs in boldface are Governors. 

 

(4.6) She ran a hand fractiously through the bright tumble of her chestnut CURLS. 

           CURLS 

(4.7) Rain broke on the points of the spears,  

crawled glistening in the tribesmenôs cropped black CURLS ;  

       CURLS 

(4.8) She shook her dark CURLS woefully. 

       CURLS  

(4.9) She was also a delight to behold with her golden CURLS, and the two formed a 

real picture in the garden.      CURLS 

 

 
26 The lexical entry of the LU curl.n evoking the frame Hair_configuration  is retrieved from 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry (accessed on January 28, 

2021). 
27 All  annotated sentences in (4.6) ï 4.11) are from the lexical entry of the word curl.n from 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry (accessed on January 28, 

2021). 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry
https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2604.xml?mode=lexentry
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(4.10) Isobel Thompson took off her scarf and ruffled  her grey CURLS 

            CURLS 

(4.11) Sarah shook her red CURLS and leaned across the table. 

       CURLS 

 

In (4.6) ï (4.11), the annotations of her chestnut curls, the tribesmenôs cropped black 

curls, her dark curls, her golden curls, her grey curls, and her red curls, the word curls is 

annotated as both the FE HAIR and the FE CONFIGURATION, while at the same time 

serving as the LU evoking the frame Hair_configuration . 

 The last frame layer in Figure 4.4 above, the frame Hair_configuration 2 layer 

shows how the same frame Hair_configuration  is evoked by goldenen (ógoldenô). 

The frame Hair_configuration 2 layer in Figure 4.4 is highlighted in pale blue, the same 

way as the English counterpart in Figure 4.3 above. The frame Hair_configuration 2 layer 

labels the word seine (óhisô) as the FE POSSESSOR, goldenen (ógoldenô) as the frame-

evoking LU, and Locken (ócurlsô) as the FE HAIR. These annotations are based on the 

following annotated examples from FrameNet lexical entry of the LU golden.28 In the 

annotated examples, golden is highlighted in black as the frame-evoking LU of the frame 

Hair_configuration . FE HAIR is highlighted in dark green. 

 

(4.12) Each had long hair which flowed in a GOLDEN mane down her back; and despite 

the difference in age, they were of similar height. 

(4.13) She shook her head to rearrange her disarrayed hair; the GOLDEN tresses 

tumbling about her face and shoulders in glorious abandon made her look doubly 

desirable. 

(4.14) You had GOLDEN hair and wide blue eyes, 

 
28 The annotated examples are from the lexical entry of the LU golden evoking the frame 

Hair_configuration  on the Berkeley FrameNet website at: 

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2631.xml?mode=lexentry (accessed on January 28, 

2021).  

https://framenet2.icsi.berkeley.edu/fnReports/data/lu/lu2631.xml?mode=lexentry
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(4.15) Throughout his performance, Mr. Baker allowed a carefully oiled strand of hair to 

fall over his forehead, clearly an attempt to steal the crown from the famous 

GOLDEN locks which thrilled successive Tory conferences. 

(4.16) It was reported to him that Lizzyôs hair was still GOLDEN, but his MSS book 

stank; it had to be disinfected and was eventually burned.  

 

In the above examples, nouns similar to Locken (ócurlsô) in terms of meaning, for 

instance mane in (4.12), tresses in (4.13), hair in (4.14), locks in (4.15), and Lizzyôs hair 

in (4.16) are labelled as the FE HAIR. Accordingly, on the frame Hair_configuration 2 

layer in Figure 4.4, goldenen (ógoldenô) is annotated as the frame-evoking LU and 

Locken (ócurlsô) is labelled as the FE HAIR. 

Above the frame layers in Figure 4.4 are the Phrasal Cx layers, which together 

represent the syntactic structure of the sentence. The first Phrasal Cx layer shows the 

word er (óheô) as a NP, schüttelte (óshookô) as a VP, seine (óhisô) as a DP, goldenen 

(ógoldenô) as an ADJP, Locken (ócurlsô) as a NP, im (óin theô) as a PP, and Wind (ówindô) 

as a NP. On the second Phrasal Cx layer is the label NP for seine goldenen Locken (óhis 

golden curlsô) and PP for im (óin theô). The NP seine goldenen Locken (óhis golden curlsô) 

is formed as a result of the DP seine (óhisô) and the ADJP goldenen (ógoldenô) joining 

with the NP Locken (ócurlsô), namely the head of the NP seine goldenen Locken (óhis 

golden curlsô). The DP seine (óhisô) is a possessive adjective, which serves as a 

determiner of the NP Locken (ócurlsô) and the ADJP goldenen (ógoldenô) modifies the NP 

Locken (ócurlsô).  

The PP im Wind (óin the windô) consists of the PP im (óin theô) and the NP Wind 

(ówindô).29 Finally, on the fourth Phrasal Cx layer, the label NP subsumes er (óheô), and 

the VP consists of schüttelte seine goldenen Locken im Wind (óshook his golden curls in 

the windô). Together, the NP er (óheô) and the VP schüttelte seine goldenen Locken im 

 
29 Im is a contracted form of in (óinô) and dem (ótheô dative), where dem serves as the determiner of the 

noun Wind (ówindô). Because of the contraction I represented the entire contracted form as the preposition.  
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Wind (óshook his golden curls in the windô) constitute the entire sentence, which is 

labeled as the S at the very top of the syntactic structure in Figure 4.4.  

The Case Cx layer in Figure 4.4 does the same job as in the Case Cx layers in the 

preceding figures, namely labelling which case each word in the annotated sentence 

takes. The NP er (óheô) is annotated as a nominative, because er (óheô) in Figure 4.4 

functions as the subject of the sentence. The NP Locken (ócurlsô) is accusative, because 

the NP seine goldenen Locken (óhis golden curlsô) functions as the direct object of the VP 

headed by schüttelte (óshookô). It is noteworthy that the DP seine (óhisô) and the ADJP 

goldenen (ógoldenô) are also annotated with accusative, because in German determiners 

and adjectives are also inflected for case and number. The PP im (óin theô) and the NP 

Wind (ówindô) are both labelled as dative. It is the preposition in (óinô), namely the head 

of the PP im (óin theô), that requires the following determiner der (ótheô) and noun Wind 

(ówindô) to take the dative case. I would interpret the PP im Wind (óin the windô) as a 

prepositional adjunct rather than a prepositional object. Im Wind (óin the windô) is an 

adjunct, because the preposition in (óinô), although it does require the modified noun to 

take the dative case for a static verb rather than a motion verb, is not ñdependent on the 

verb,ò schütteln (óshakeô). In other words, the preposition in (óinô) is not required to occur 

together with the verb schütteln (óshakeô) (see Fox 2005: 258-259). 

At the very top of Figure 4.4 is the Number Cx layer, which annotates words 

instantiating the Plural CE. On the Number Cx layer, the words seine (óhisô) and 

goldenen (ógoldenô) are annotated as Plural, in the same way Locken (ócurlsô) is labelled 

as Plural. As discussed in the previous paragraph regarding the Case Cx layer, the ending 

of the determiner seine (óhisô) and the adjective ending of goldenen (ógoldenô) marks the 

number of the noun that the determiner and the adjective specify and modify. In Figure 

4.4, the determiner seine (óhisô) specifies the plural noun Locken (ócurlsô) and the 

adjective goldenen (ógoldenô) modifies Locken, hence, seine (óhisô) and goldenen 

(ógoldenô) also occur with plural endings.  

I now compare the second English and German sentences. 
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4.5 COMPARISON OF THE SECOND ENGLISH AND GERMAN SENTENCES 

One similarity between the second English and German sentences lies in the frame 

Body_movement  evoked in both sentences. In the second English sentence, the English 

LU toss evokes the frame Body_movement  and in the German counterpart, the German 

LU schütteln (óshakeô) evokes the same frame. Also, the frame is evoked with the same 

FE configurations. The core FE AGENT is served by the subject of each sentence, he and 

er (óheô) and the core FE BODY_PART is realized by the direct object of each sentence, his 

golden curls and seine goldenen Locken (óhis golden curlsô). The prepositional adjunct of 

each sentence, in the breeze and im Wind (óin the windô) realizes the non-core FE PLACE.  

Another similarity between the second English and German sentences has to do 

with the frame Hair_configuration , which is also evoked in both sentences. An 

interleaving within a single frame can be observed in the realization of the frame 

Hair_configuration  in both sentences. In the first possible scenario where the 

English LU curls evokes the frame Hair_configuration  (see the frame 

Hair_configuration 1 layer in Figure 4.3), golden, the adjective modifying the noun curls 

is realized as the FE HAIR_PROPERTY, and the frame-evoking LU curls may serve as 

another FE, FE HAIR or FE CONFIGURATION. The determiner his is realized as the FE 

POSSESSOR. In the German sentence, the FE configuration of the first possible scenario of 

the frame Hair_configuration  is the same to that in English, except that the 

German verb schütteltn (óshakeô) serves as the Governor in the frame, whereas its English 

counterpart toss does not, according to the respective lexical entries.  

In the second possible scenario of evoking the frame Hair_configuration  

(see the frame Hair_configuration 2 layer in Figure 4.3), the LU golden evokes the frame 

Hair_configuration  and the noun modified by the frame-evoking LU, curls 

serves as the FE HAIR. The determiner modifying the noun, his is again realized as the FE 

POSSESSOR. The German sentence shares the FE configuration of the second possible 

scenario of the frame Hair_configuration  as in goldenen (ógoldenô) as the frame-

evoking LU, Locken (ócurlsô) as the FE HAIR, and seine (óhisô) as the FE POSSESSOR. This 

illustrates an interleaving within a single frame across two possible scenarios of frame 
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evocations. In each sentence, golden and goldenen (ógoldenô) are realized as the FEs 

HAIR_PROPERTY, when curls and Locken (ócurlsô), which are nouns modified by golden 

and goldenen (ógoldenô), respectively, are LUs evoking the frame 

Hair_configuration . Yet what served as a FE of the frame, golden or goldenen 

(ógoldenô), may also evoke the frame Hair_configuration  in another possible 

scenario, and in that alternative scenario, what was the frame-evoking LU in the earlier 

scenario, curls or Locken (ócurlsô) becomes a FE of the frame Hair_configuration , 

specifically the FE HAIR. 

 Another difference between the second English and German sentences lies in the 

number and types of case markers and plurals markers realizing the case construction and 

the number construction. As to the case construction, in the English sentence, accusative 

case is assigned to the NP his golden curls, the direct object of the predicate but such 

information about case is not marked by a separate lexical property. English has a 

relatively impoverished case system, compared to German, and has very few case 

markers. Accordingly, the constituents of the NP his golden curls in the English sentence 

are not inflected to agree with its accusative case. As to the number construction, curls is 

realized as a plural noun licensed by the number construction, and the English plural 

ending -s being added to the singular noun curl is the result of nominal inflection to agree 

with the plural number of the word curls. In contrast to English, German does mark case 

and number by inflectional morphemes including adjective endings, articles, and plural 

noun morpheme. In the German sentence, accusative case and plural number are realized 

in all three constituents of the NP, namely seine (óhisô), goldenen (ógoldenô), and Locken 

(ócurlsô), which are marked by the adjective ending -e of seine (óhisô), -en of goldenen 

(ógoldenô) and licensed by the form of plural accusative nominal inflection as in Locken 

(ócurlsô). Also, whereas the case construction in the English sentence does not license a 

dative case for the PP in the breeze or any of its constituents, the case construction in the 

German sentence licenses a dative case for im (óin theô) and Wind (ówindô), respectively. 

The German preposition in takes a dative prepositional object when the object refers to a 



 50 

static location and it is the definite determiner dem (ótheô) contracted in im (óin theô) that 

marks the dative case realized in the dative prepositional object dem Wind (óthe windô). 
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4.6 ANNOTATION OF THE THIRD ENGLISH AND GERMAN SENTENCES 

 

Figure 4.5. Annotation of Sentence 3 of the English translation 


