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ABSTRACT

We present a measurement of the rate of Type Ia supernovae (SNe Ia) from the first of three seasons of data from
the SDSS-II Supernova Survey. For this measurement, we include 17 SNe Ia at redshift z � 0:12. Assuming a flat
cosmology with �m ¼ 0:3 ¼ 1� ��, we find a volumetric SN Ia rate of ½2:93þ0:17

�0:04(systematic)þ0:90
�0:71(statistical)� ;

10�5 SNe Mpc�3 h370 yr�1, at a volume-weighted mean redshift of 0.09. This result is consistent with previous
measurements of the SN Ia rate in a similar redshift range. The systematic errors are well controlled, resulting in the
most precise measurement of the SN Ia rate in this redshift range. We use a maximum likelihood method to fit SN
rate models to the SDSS-II Supernova Survey data in combination with other rate measurements, thereby constraining
models for the redshift evolution of the SN Ia rate. Fitting the combined data to a simple power-law evolution of the
volumetric SN Ia rate, rV / (1þ z)�, we obtain a value of � ¼ 1:5 � 0:6, i.e., the SN Ia rate is determined to be an
increasing function of redshift at the �2.5 � level. Fitting the results to a model in which the volumetric SN rate is
rV ¼ A�(t)þ B�̇(t), where �(t) is the stellar mass density and �̇(t) is the star formation rate, we find A ¼ (2:8 �
1:2) ; 10�14 SNe M�1

� yr�1, B ¼ (9:3þ3:4
�3:1) ; 10

�4 SNe M�1
� .

Subject headinggs: supernovae: general
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1. INTRODUCTION

Type Ia supernovae (SNe Ia) have gained increasing attention
from astronomers, primarily due to their remarkable utility as cos-
mological distance indicators. There is now broad consensus that
an SN Ia is the thermonuclear explosion of a carbon-oxygenwhite
dwarf star that accretes mass from a binary companion until it
reaches the Chandrasekhar mass limit (e.g., Branch et al. 1995).
However, much remains to be learned about the physics of SNe
Ia, and there is active debate about both the nature of the pro-
genitor systems and the details of the explosion mechanism. For
example, the binary companion may be a main-sequence star, a
giant or subgiant, or a second white dwarf. The type of the com-
panion star determines in part the predicted time delay between
the formation of the binary system and the SN event (Greggio
2005). The time delay can be constrained observationally by com-
paring the SN Ia rate as a function of redshift to the star formation
history (SFH; Strolger et al. 2004; Cappellaro et al. 2007).

The insight into the nature of the progenitor systems that
SN Ia rate measurements provide can also potentially strengthen
the utility of SNe Ia as cosmological distance indicators. Although
the strong correlation between SN Ia peak luminosity and light-
curve decline rate was found purely empirically (Pskovskii1977;
Phillips 1993), the physics underlying this relation has been ex-
tensively studied (Höflich et al. 1995, 1996; Kasen & Woosley
2007). There is hope that improved physical understanding and
modeling of SN Ia explosions, coupled with larger high-quality
observational data sets, will lead to improved distance estimates
from SNe Ia. As part of this program, deeper understanding of
the nature of the progenitor systems can help narrow the range of
initial conditions that need to be explored in carrying out the costly
simulations of SN Ia explosions that in principle predict their
photometric and spectroscopic properties.

Measurement of the SN Ia rate may also have a more direct
impact on the determination of systematic errors in SN Ia dis-
tance estimates. Mannucci et al. (2006), Scannapieco &Bildsten
(2005), Neill et al. (2006), and Sullivan et al. (2006) have argued
that a two-component model of the SN Ia rate, in which a prompt
SN component follows the star formation rate (SFR) and a second
component follows the total stellar mass, is strongly favored over
a single SN Ia channel. In this picture, since the cosmological SFR
increases sharply with look-back time, the prompt component is
expected to dominate the total SN Ia rate at high redshift.
Mannucci et al. (2006) and Howell et al. (2007) pointed out that
this evolution with redshift can be a potential source of systematic
error in SN Ia distance estimates, if the two populations have
different properties.

In order to test such amodel for the evolution of the SN Ia rate,
improved measurements of the rate as a function of redshift and
of host galaxy properties are needed. The Supernova Legacy
Survey (SNLS) has recently presented the most precise measure-
ment of the SN Ia rate at high redshift (z � 0:5) based on 73 SNe Ia
(Neill et al. 2006; Sullivan et al. 2006). At low redshifts (z � 0:1),
SN Ia rate measurements (Cappellaro et al. 1999; Hardin et al.
2000; Madgwick et al. 2003; Blanc et al. 2004) have suffered
from small sample sizes and also from systematic errors asso-
ciated with heterogeneous samples (Cappellaro et al. 1999) and
with selection biases due to the targeting of known, relatively
luminous galaxies (Hardin et al. 2000; Blanc et al. 2004). The
low-redshift measurement of Madgwick et al. (2003), based on
SNe discovered fortuitously in SDSS galaxy spectra, is affected
by different systematic uncertainties than traditional photometric
searches, e.g., due to the finite aperture of the SDSS spectro-
scopic fibers.

In this paper we present a new measurement of the SN Ia rate
at low redshift, based on the first season of data from the SDSS-II
Supernova Survey. The SDSS-II Supernova Survey (Frieman et al.
2008) offers several advantages for this measurement. It covers a
larger spatial volume than previous SN surveys, a result of the
combination of intermediate-scale (2.5 m) telescope aperture,
wide field of view (3 deg2), modest effective sidereal exposure
time (54 s), and use of drift-scanning to efficiently cover a large
sky area (�300 deg2). The SDSS-II Supernova Survey is a roll-
ing search, with new SNe discovered simultaneously with the
follow-up of previously discovered SNe. Unlike SN searches
that target known galaxies, the SDSS-II Supernova Survey is not
biased against finding SNe in low-luminosity host galaxies.
Well-calibrated photometry in the SDSS ugriz passbands (Fukugita
et al.1996), with a typical interval between observations of 4 days,
yields well-sampled, multiband light curves that enable photo-
metric typing of SNe with high confidence. Moreover, rapid on-
mountain photometric reduction and image processing coupled
with an extensive spectroscopic follow-up program enable spec-
troscopic confirmation of a very high fraction of the low-redshift
SN Ia candidates.

The SDSS-II Supernova Survey was carried out over three
3 month seasons, during 2005 SeptemberYNovember, 2006
SeptemberYNovember, and 2007 SeptemberYNovember. The re-
sults presented here are based on the fall 2005 season. The SDSS-II
Supernova Survey measures light curves for SNe Ia to redshift
z ’ 0:4, with amedian redshift of hzi ¼ 0:22 for spectroscopically
confirmed SNe Ia. However, in this first paper we limit the analysis
to low redshift, z � 0:12, since our spectroscopic follow-up is es-
sentially complete over this redshift range, and the uncertainty due
to spectroscopically unobserved (and untyped) SNe is therefore
negligible. In presenting an SN Ia rate measurement, one must
decide whether to include peculiar SNe Ia, i.e., events that are
photometrically and/or spectroscopically unusual, since it is not
clear that they are members of the same population as the ‘‘nor-
mal’’ SNe Ia. Formerly, the peculiar designation included events
such as SN 1991T and SN 1991bg, which are highly overlumi-
nous and underluminous events, respectively. However, since
these SNe appear to follow the standard peak luminosity/decline
rate relation, they are now generally considered extreme mem-
bers of the normal SN Ia population (Nugent et al. 1995). Other
events, such as SN 2002ic (Hamuy et al. 2003) and SN 2002cx
(Li et al. 2003), exhibit more pronounced peculiarities and do not
fit the luminosity-decline relation. The first season of the SDSS-II
Supernova Survey included two such truly peculiar events at low
redshift, SN 2005hk (Phillips et al. 2007) and SN 2005gj (Prieto
et al. 2007; Aldering et al. 2006). Although these peculiar events
may arise from the same evolutionary path as normal SNe Ia,
which would argue for including them in an SN Ia rate measure-
ment, we have chosen to include only SNe with light curves that
obey the standard brightness-decline relation. More specifically,
we include in our rate measurement sample only SNe with light
curves that are well described by theMLCS2k2 SN Ia light-curve
model (Riess et al. 1996; Jha et al. 2007; see x 3.1). Regard-
less of the physical arguments surrounding peculiar events, we
exclude them from this analysis primarily because we do not yet
have a robust determination of our efficiency for detecting them.

The rest of the paper is organized as follows. In x 2 we provide
a brief outline of the survey observing strategy and operations as
they relate to the rate determination. In x 3 we define selection
criteria and present the sample of SNe Ia used in this measure-
ment, based on spectroscopic and photometric measurements. In
x 4 we present estimates of the detection efficiency for low-
redshift SNe Ia, based on artificial SNe inserted into the survey
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images and on Monte Carlo simulations. We present our mea-
surement of the SN Ia rate and discuss the SN Ia rate as a func-
tion of host galaxy type in x 5. In x 6 we compare our results to
other SN Ia rate measurements and combine rate measurements
to fit semiempirical models of rate evolution.

2. SDSS-II SUPERNOVA SURVEY OVERVIEW

Here we briefly describe the SDSS-II Supernova Survey, high-
lighting the features that are most relevant to a rate measurement.
The survey is described inmore detail in Frieman et al. (2008) and
Sako et al. (2008). A technical summary of the SDSS is given by
York et al. (2000), and further details can be found in Hogg et al.
(2001), Ivezić et al. (2004), Lupton et al. (1999), Smith et al.
(2002), and Tucker et al. (2006).

2.1. Imaging

The SDSS-II Supernova Survey is carried out on the 2.5m tele-
scope (Gunn et al. 2006) at Apache Point Observatory (APO),
using a wide-field CCD camera (Gunn et al. 1998) operating in
time-delay-and-integrate (TDI, or drift scan) mode. Observations
are obtained nearly simultaneously in the SDSS ugriz filter bands
(Fukugita et al. 1996).

The SDSS-II Supernova Survey covers a region, designated
stripe 82, centered on the celestial equator in the southernGalactic
hemisphere, bounded by�60� < �J2000:0 < 60� and�1:258� <
�J2000:0 < 1:258�. Stripe 82 has been imaged multiple times in
photometric conditions by the SDSS-I survey; co-added images
from those runs provide deep template images and veto catalogs
of variable objects for the SDSS-II Supernova Survey transient
search. Due to gaps between the CCD columns on the camera,
each stripe is divided into northern (N) and southern (S) strips;
the SDSS-II Supernova Survey alternates between the N and S
strips on subsequent nights. Each strip encompasses �162 deg2

of sky, with a small overlap between them, so that the survey
covers�300 deg2. On average each part of the survey region was
observed once every four nights during the 2005 season. Figure 1
shows the sky coverage versus survey time, along with a repre-
sentative SN Ia light curve.

2.2. Supernova Search Pipeline

There are five main components to the SN search pipeline:
photometric reduction, image subtraction, automated object selec-
tion, visual inspection, and light-curve fitting for spectroscopic
target selection. We describe them briefly in turn. For a full night
of imaging data, the entire pipeline runs in approximately 20 hr,
sufficient for keeping up with the data flow and for rapid spec-
troscopic targeting.
In the first stage of the search pipeline, the imaging data are

acquired from the camera and processed through the SDSS pho-
tometric reduction pipeline, known as PHOTO (Lupton et al. 2001).
PHOTO produces ‘‘corrected’’ images that are astrometrically cal-
ibrated (Pier et al. 2003) and provides a local estimate of the point-
spread function (PSF). In the second stage, images are processed
through the difference imaging pipeline. To run the search pipeline
to completion in less than a day with the available on-mountain
computing resources, only the correctedgri images are processed
beyond the first stage. The search image is astrometrically and
photometrically registered to the template image, and the tem-
plate image is convolved with a kernel chosen to minimize sub-
traction residuals (Alard & Lupton 1998). A difference image is
then obtained by subtracting the convolved template image from
the survey image. Peaks are detected in the difference image
using the DoPHOT photometry and object detection package
(Schechter et al.1993). The signal-to-noise ratio (S/N) threshold
for object detection is at �3.5, corresponding in typical condi-
tions to g � 23:2, r � 22:8, and i � 22:5. The typical magnitudes
at S/N of 10 for pointlike objects are g � 21:8, r � 21:5, and
i � 21:2.
The third stage of the SN search pipeline comprises a sequence

of automated filtering operations that select events of potential
interest from among those detected in the difference images. We
require a close positional match in at least two of the gri images,
which removes cosmic rays, single-band spurious noise fluctu-
ations, and a large fraction of asteroids and other rapidly moving
objects detected by the survey. All detections that satisfy these
criteria are entered into a MySQL database and are referred to as
‘‘objects.’’ To reject active galactic nuclei (AGNs) and variable
stars, we veto any detection occurring at the position of a pre-
viously cataloged variable, using observations of stripe 82 from
several previous years. The area corresponding to previously cat-
aloged variable objects represents �1% of the total survey area.
In addition to SNe, the database of detected objects includes a

variety of physical and nonphysical transients. Physical sources
include slow-moving asteroids that were not rejected by the mov-
ing object veto, AGNs and variable stars not already cataloged,
and high proper motion stars. Nonphysical sources include im-
properly masked diffraction spikes from bright stars and artifacts
of imperfect image registration. To remove nonphysical sources,
cutout images of all objects that remain after the automated fil-
tering are visually inspected and classified in the fourth stage of
the search pipeline. Objects visually classified as consistent with a
possible SN event are flagged for further analysis and are denoted
‘‘candidates .’’ Subsequent object detections in difference images
at the same position are automatically associated with the same
candidate.
In the fifth and final stage of processing for the SN search, the

gri light curve for each SN candidate is fitted tomodels of Type Ia,
Type Ib/c, and Type II SNe. The nonYSN Iamodels consist of tem-
plate light curves constructed from photometric measurements
of individual SNe provided by the SUSPECT database,32 coupled

Fig. 1.—Right ascension range covered bySDSS-II SupernovaSurvey imaging
runs vs. epoch. Themiddle andbottompanels denote, respectively, the northern and
southern strips of stripe 82. The regions �J2000:0 < �51� and �J2000:0 > 57� are
not covered early in the season, and these regions are suppressed from the rate
measurement. The top panel shows an example unextinctedg-band light curve for
an SN Ia at a redshift of 0.12, based on the MLCS2k2 model. [See the electronic
edition of the Journal for a color version of this figure.]

32 See http:// bruford.nhn.ou.edu /~suspect / index1.html.
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with the corresponding SN spectral model provided by Nugent
et al. (2002). For the SN Ia model, a stretch and wavelength-
dependent scale factor is applied to a fiducial bolometric light
curve in a way designed to reproduce the�m15 parameterization
of the peak luminosity/decline rate relation (Hamuy et al. 1996).
The time of maximum,�m15, redshift, and extinction parameter
AV (magnitudes of extinction in the V band) are fitted parameters
that are searched on a grid for the set of values that produce the
minimum value of the �2 statistic. For some candidates, we ad-
ditionally carry out difference imaging in the u and z passbands in
order to better distinguish Type II and Type Ia SNe that tend to
have a significantly different u� g color at early epochs. To fur-
ther constrain the early light-curve shape, we carry out forced-
positional photometry on difference images at the position of the
candidate in prediscovery images. The relative goodness of fit of
candidategri light curves to SN Ia and core-collapse SNmodels is
used as a factor in prioritizing spectroscopic follow-up. In par-
ticular, all SN Ia candidates found before peak and with estimated
current r-band magnitude P20 are placed on the spectroscopic
target list, and our follow-up observations are nearly complete out
to that magnitude. Since the typical peak magnitude for an SN Ia
with no extinction at redshift z ¼ 0:1 is r ’ 19:3,wemight expect
that the spectroscopic SN Ia sample should be essentially com-
plete out to roughly this redshift as well; we shall see later that this
is the case. This photometric preselection of SNe Ia has proven
very effective: approximately 90% of the candidates initially tar-
geted as SNe Ia after two ormore epochs of imaging have resulted
in an SN Ia spectroscopic confirmation. The SDSS-II Supernova
Survey photometric classification and spectroscopic target selec-
tion are discussed in full detail in Sako et al. (2008).

2.3. Artificial Supernovae

To measure the SN rate, it is clearly important to understand
the efficiency of the survey for discovering SNe. As part of nor-
mal survey operations, we insert artificial SNe Ia (hereafter fakes)
directly into the corrected survey images after the photometric
reduction (PHOTO) but before difference imaging. The primary
motivation for inserting fakes into the data stream is to provide
real-time monitoring of the performance of the survey software
pipeline and of the human scanning of objects. The fakes pro-
vide quantitative information about the efficiency of the survey
software, human scanning, and the photometric classification of
SNe Ia that is useful in the rate determination. Here we describe
the basic algorithm for generating fakes and inserting them into
the data stream; for more details, see Sako et al. (2008).

A fake is a pixel-level simulation of a point source with a light
curve chosen to closely represent that of a real SN Ia. At each
epoch for which the fake has a chance of being detected, the
calculated CCD signal for the fake is directly added to the survey
image. For the 2005 observing season, we generated a library of
874 fake light curves: each fake light curve is assigned a posi-
tion, redshift, date of peak luminosity (in V band), and an in-
trinsic luminosity that correlates with decline rate. This resulted
in�7800 fake epochs during the season. The redshift distribution
for the fakes was generated by assuming that the number of SNe Ia
is roughly proportional to the volume element, (dN /dz) / z 2, in
the range 0:0 < z < 0:4.

To model the effect of contamination from host galaxy light
on the detection efficiency, each fake is placed near a galaxy se-
lected from the photometric redshift catalog (Oyaizu et al. 2008)
for SDSS imaging on stripe 82. A host galaxy is drawn at ran-
dom, from a distribution proportional to the r-band luminosity,
from galaxies that have a photometric redshift within �0.01 of
the redshift assigned to the fake.

The SN Ia light-curve model used to generate ugriz magni-
tudes for a fake at each epoch is the same model that is used for
early light-curve fitting and photometric typing on the imaging
data, but with the light-curve parameters now chosen from an
input probability distribution. To generate a point-source image
from the ideal magnitudes, we use the estimate of the PSF from
PHOTO at the position of the fake at the given epoch. We obtain
the conversion frommagnitudes to instrumental units (ADU) by
running the DoPHOT photometry package on a set of cataloged
stars in the survey image for which the magnitudes have been
previously measured by the SDSS. After scaling the PSF model
to match the computed ADUflux, we add Poisson fluctuations to
each pixel. Finally, the row and column in the field that correspond
to the position of the fake are taken from the astrometric solution
provided by the imaging pipeline, and the fake is overlaid on the
survey image.

When a fake is detected in the difference images, its identity as
a fake is kept hidden while it is scanned by humans. After scan-
ning, the fakes are revealed so that they are not mistakenly targeted
for spectroscopic follow-up and so that the efficiency of scanners in
tagging fakes as SN candidates can be monitored. However, like
all candidates, fakes are processed through the automated light-
curve fitter/photometric typing algorithm so that we can test if
they are accurately typed as SNe Ia after a few photometric epochs.
The use of the fakes for measuring the survey detection effi-
ciency is discussed in x 4.1.

2.4. Spectroscopy

The classification of SNe is defined by their spectroscopic fea-
tures. In addition, spectroscopy provides a precise redshift deter-
mination and, in a number of cases, host galaxy spectroscopic-type
information. Spectroscopic follow-up of the SDSS-II Supernova
Survey candidates is being undertaken by a number of telescopes.
During the 2005 observing season, spectroscopic observations
were provided by the Hobby-Eberly 9.2 m at McDonald Obser-
vatory, the Astrophysical Research Consortium 3.5 m at Apache
Point Observatory, the William-Herschel 4.2 m, the Hiltner 2.4 m
at the MDM Observatory, the Subaru 8.2 m and Keck 10 m on
Mauna Kea, and the SALT 11 m at the South African Astro-
nomical Observatory.

The classification of SN spectra is performed by comparing
the spectral data to normal and peculiar SN spectral templates from
the work of Nugent et al. (2002) and to a public library of well-
measured SN spectra (Matheson et al. 2005; Blondin & Tonry
2007). The SN typing in this work is based on visual inspection
of the spectra but was guided by applying the cross-correlation
technique of Tonry & Davis (1979) to the spectrum and the tem-
plate library. The visual inspection relies heavily on the char-
acteristic SN Ia features of Si and S absorption, which are usually
prominent at optical wavelengths for this redshift range.

The redshift determination is based on galaxy features when
they are present; otherwise, SN features are used. In some cases,
particularly at low redshift, a high-quality spectrum of the SN
host galaxy is available from the SDSS-I spectroscopic survey.
Comparison with those spectra indicates that our follow-up spec-
troscopic redshifts are determined to an accuracy of �0.0005
when galaxy features are used and�0.005 when SN features are
used. Further details of the SDSS-II Supernova Survey first-season
spectroscopic analysis are presented in Zheng et al. (2008).

2.5. Final Photometry

To obtain more precise SN photometry than the on-mountain
difference imaging pipeline provides, we reprocess the imaging
data for all spectroscopically confirmed and other interesting
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SN candidates through a final photometry pipeline (Holtzman et al.
2008). In this ‘‘scene-modeling photometry’’ (SMP) pipeline,
the SN and the host galaxy (the scene) are modeled, respectively,
as a time-varying point source and a background that is constant
in time, both convolved with a time-varying PSF. This model is
constrained by jointly fitting all available images at the SN po-
sition, including images well before and after the SN explosion.
Since there is no spatial resampling or convolution of the images
that would correlate neighboring pixels, the error on the flux can
be robustly determined. The SMP pipeline often provides pho-
tometric measurements at additional epochs compared to the sur-
vey operations pipeline. The final analysis of SN light curves
discussed in this paper is based on SMP; in particular, the se-
lection cuts described in x 3 are made using the SMP pipeline.

3. DEFINING THE SN Ia SAMPLE
FOR THE RATE MEASUREMENT

The SN Ia sample for the rate measurement must include all
SNe Ia in the redshift range of interest, not just those for which
we have a confirming spectrum.Althoughwe have high efficiency
for discovering and spectroscopically confirming low-redshift
SNe Ia (x 3.1), we can take advantage of our rolling search data
to carry out an extensive postseason hunt for SNe Ia that may have
beenmissed by the search pipeline during the survey season (x 3.2).

3.1. Spectroscopic SN Sample

In its first season (fall 2005), the SDSS-II Supernova Survey
discovered 130 events with secure spectroscopic identifications
as SNe Ia33 and 16 events that are considered probable SNe Ia
based on their spectra. For SN Ia events satisfying the selection
criteria below, the spectroscopic follow-up is essentially com-
plete for redshifts z � 0:12, so we have chosen to focus on this
redshift range for a first measurement of the SN rate. For z �
0:12, the sample contains 27 spectroscopically confirmed SNe Ia
and two spectroscopically probable SNe Ia before making se-
lection cuts.

For themeasurement of the SN Ia rate, we impose a number of
selection criteria on the SN photometric data, with the aim of pro-
ducing a sample that has a well-characterized selection function.
These criteria are applied to the spectroscopically confirmed and
probable SNe Ia with z � 0:12. For consistency, we also apply
these selection cuts to the photometric (i.e., spectroscopically
unconfirmed) SN sample discussed in x 3.2. The selection cuts
for the rate measurement are as follows:

1. �51� < �J2000:0 < 57�. Although the SDSS-II Supernova
Survey covers the right ascension range�60� < �J2000:0 < 60�,
early in the fall 2005 observing season we did not have complete
templates available for the regions �J2000:0 < �51

�
and �J2000:0 >

57�, so these right ascension regions were not initially used for
the SN search, as shown in Figure 1. In principle, we could ac-
count for this bymodeling the time-varying effective search area,
but for simplicity we choose to excise these right ascension re-
gions from the ratemeasurement. Furthermore, the calibration star
catalog used by our final photometry pipeline (Ivezić et al. 2007)
does not extend below �J2000:0 � �51�, and we cannot currently
simulate light curves for SNe in this region. This cut removes one
confirmed SN Ia, SN 2005iu, from the rate sample.

2. There are photometric observations on at least five separate
epochs between �20 and +60 days relative to peak light in the
SN rest frame. Peak light refers to the date of maximum luminosity

in the SN rest-frame B band according to the best-fit MLCS2k2
light-curve model. This cut requires that the light curve is reason-
ably well sampled, and it is primarily useful for photometrically
distinguishing SNe Ia from other SN types with high confidence
when there is no SN spectrum available (see x 3.2). Here and
below, a photometric observation simply means that the survey
took imaging data at that epoch on that region of sky and that
SMP reported an SN flux measurement (not necessarily significant
or even positive) with no error flags (see Holtzman et al. 2008) in
at least one of the three gri passbands. It does not imply a de-
tection above some S/N threshold. One SN discovered late in the
observing season, SN 2005lk, fails this cut.
3. At least one epoch with S/N > 5 in each of g, r, and i (not

necessarily the same epoch in each passband). This cut ensures
that there are well-measured points on the light curve and is mainly
useful for rejecting low-S/N events from the photometric sample.
All spectroscopically confirmed SNe Ia in the low-redshift sam-
ple satisfy this cut.
4. At least one photometric observation at least 2 days before

peak light in the SN rest frame.
5. At least one photometric observation at least 10 days after

peak light in the SN rest frame. These two cuts require sampling
of the light curve before and after peak light, ensuring that we
have a precise determination of the time of peak light. These cuts
also help remove nonYSN Ia contaminants from the photometric
sample (see x 3.2). Finally, they guarantee that the epoch of peak
light occurs during our observing season, i.e., between September 1
and November 30, which is one of the criteria used in defining the
rate measurement in x 5. Since these cuts are more restrictive than
the requirement of peak light during the observing season, they are
the main contributors to the inefficiency estimated in x 4.2. These
are the most restrictive cuts on the spectroscopic SN Ia sample,
together removing nine events: four SNe Ia discovered early in
the observing season do not have a premaximum observation, and
five SNe Ia found late in the season do not have a photometric
observation more than 10 days past peak light.
6. MLCS2k2 light-curve fit probability >0.01. TheMLCS2k2

light-curve fitter (Riess et al.1996; Jha et al. 2007) takes as input
themeasured SNmagnitudes in each passband at each epoch and
the measured SN redshift; it then finds the likelihood as a func-
tion of the four parameters � (the distance modulus), AV (the ex-
tinction parameter), the time of peak light in rest-frame B band,
and the light-curve shape/luminosity parameter�. TheMLCS2k2
fit probability is defined by evaluating the usual�2 statistic for the
data and the best-fitting MLCS model and assuming that this
statistic obeys a �2

n�4 probability distribution, where n is the num-
ber of photometric data points. The model parameters of the best-
fittingMLCS2k2model are defined as themean of the probability
distribution for each corresponding parameter. This cut on the fit
probability provides an automated method of removing photo-
metrically peculiar SNe Ia from the sample. We find that essen-
tially all of the spectroscopically normal SNe Ia in our confirmed
sample have a fit probability >0.1. However, the spectroscopically
confirmed SN Ia sample is likely to be biased toward ‘‘high-
quality’’ light curves, so we place the selection cut at a less restric-
tive value. Three spectroscopically identified SNe Ia are rejected
by this cut, including the peculiar SNe SN 2005hk (�2/dof ¼
90/21) and SN 2005gj (�2/dof ¼ 198=45). The third rejected
SN, with internal SDSS candidate designation 6968 (�2/dof ¼
78/27), was classified as a spectroscopically probable SN Ia (see
x 2.4) and shows some evidence of being spectroscopically
similar to SN 2005hk. For the sample of photometric SN candi-
dates (x 3.2), this cut helps remove non-SN astrophysical vari-
ables, such as AGNs and M stars.

33 The classification of SN 2005g j as an SN Iamay be controversial (Prieto et al.
2007); as noted in x 1, we exclude it from this analysis.
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7. MLCS2k2 light-curve fit parameter� > �0:4. TheMLCS
parameter � is a measure of the light-curve shape and intrinsic
luminosity. Smaller values of the � parameter correspond to
more slowly declining, intrinsically brighter SNe Ia. This cut re-
quires that� be consistent with the values observed for the low-
redshift SNe Ia that were used to train the MLCS2k2 light-curve
fitter. For the photometric SN candidates, this cut helps reject
SNe II, which often have a long plateau after the epoch of peak
luminosity and result in large negative fitted values of �.

The above selection requirements result in the 16 spectroscop-
ically identified SNe Ia that are listed in Table 1. This sample
includes SN 2005je, which was classified as spectroscopically
probable. The spectroscopically confirmed SNe Ia that are re-
moved from the rate measurement sample are listed in Table 2;
the last column indicates which of the above selection criteria
was used to remove each SN.

3.2. Photometric SN Sample

In addition to the spectroscopically identified SNe Ia discussed
above, the survey has measured light curves for a few thousand
variable objects, including possible SNe, for which we did not
obtain a classifiable spectrum while the source was bright enough
to identify. We refer to these spectroscopically unobserved or
unclassified objects as ‘‘photometric SN candidates.’’ There are
a number of reasons for such spectroscopic incompleteness, in-
cluding limited spectroscopic resources, targeting errors (e.g.,
misplacement of a spectroscopic slit), poor weather either prevent-
ing spectroscopic observations or rendering them indeterminate,
and possible inefficiencies in the spectroscopic target selection al-
gorithm. In order to make a reliable SN Ia rate measurement, we
must investigate the photometric SN candidates to determine the
level of incompleteness, if any, of the spectroscopic SN Ia sam-
ple. This is a challenge because a sample of purely photometric
SN Ia candidates may be heavily contaminated by objects that
are not SNe Ia, especially if there are significant numbers of ob-
jects with multiband light curves that are not too dissimilar from
those of SNe Ia. The combination of selection cuts listed in x 3.1

is designed to meet this challenge, by rejecting the majority of
nonYSN Ia contaminants. In addition to the spectroscopically
confirmed and spectroscopically probable SNe Ia discussed in
x 3.1, the SDSS-II Supernova Survey discovered 16 low-redshift
SNe that were spectroscopically confirmed as nonYSNe Ia in its
first year. As a check that our selection cuts are effective at re-
jecting nonYSNe Ia, we apply the same cuts to this sample of 16
low-redshift (z < 0:2) spectroscopically confirmed nonYSNe Ia.
All but one of these nonYSNe Ia are rejected by these selection
cuts. The selection criteria above could be made more restrictive
in order to reduce potential nonYSN Ia contamination of the
photometric SN sample. For example, by requiring a photometric
observation at least 16 (as opposed to 10) days after peak light in
the SN rest frame, the spectroscopic nonYSNe Ia above would be
eliminated from the sample. However, we find that such a change
would have no impact on the selection of photometric SN can-
didates for inclusion in the rate sample.

To determine whether any of the photometric SN candidates
are genuine SNe Ia in the redshift range of this rate measure-
ment, we must estimate both the SN type and redshift for each
candidate. There are two categories of photometric SN candi-
dates: (1) those for which we have a precise spectroscopic mea-
surement of the redshift and (2) those for which we do not. The
redshifts for category 1 candidates come from two sources. The
first source is the SDSS-I spectroscopic galaxy survey, which
measured redshifts for �28,000 galaxies in our survey region at
redshifts z � 0:12. The second source is from subsequent spec-
troscopic observations of �80 host galaxies of the highest quality
photometric SN candidates; these spectra were obtained in the
summer and fall of 2006 and 2007. Using the sample selection
process described below in x 3.2.2, we found in our imaging data
only one photometric SN Ia candidate that passes the selection
criteria in x 3.1 and that has a spectroscopic redshift z � 0:12
(category 1). The host galaxy of this SN Ia candidate, which has
internal SDSS SN designation 9266, has a spectroscopic redshift
of z ¼ 0:0361 measured by the SDSS galaxy redshift survey.
This object was not targeted for spectroscopic follow-up during the
SDSS-II Supernova Survey because it has very high extinction,

TABLE 1

SNe Ia Included in the Rate Sample

SDSS ID

IAUC

Designation

�

(J2000.0)

�

(J2000.0) Redshift Redshift Source

1241........................................ 2005ff 22 30 41.41 �00 46 35.7 0.088 SN

1371........................................ 2005fh 23 17 29.71 +00 25 45.8 0.120 Galaxy

2561........................................ 2005fv 03 05 22.42 +00 51 30.1 0.119 Galaxy

3256........................................ 2005hn 21 57 04.23 �00 13 24.4 0.107 Galaxy

3592........................................ 2005gb 01 16 12.58 +00 47 31.0 0.086 Galaxy

3901........................................ 2005ho 00 59 24.10 +00 00 09.3 0.063 Galaxy

5395........................................ 2005hr 03 18 33.81 +00 07 24.3 0.117 SN

5549........................................ 2005hx 00 13 00.13 +00 14 53.7 0.120 SN

5944........................................ 2005hc 01 56 47.94 �00 12 49.1 0.046 Galaxy

6057........................................ 2005if 03 30 12.87 �00 58 28.5 0.067 Galaxy

6295........................................ 2005js 01 34 41.51 �00 36 19.4 0.084 SN

6558........................................ 2005hja 01 26 48.40 �01 14 17.3 0.057 . . .

6962........................................ 2005je 02 35 26.61 +01 04 29.6 0.094 Galaxy

7147........................................ 2005jh 23 20 04.42 �00 03 19.8 0.109 Galaxy

7876........................................ 2005ir 01 16 43.80 +00 47 40.7 0.076 Galaxy

8719........................................ 2005kp 00 30 53.15 �00 43 07.9 0.117 Galaxy

9266b ...................................... . . . 03 20 43.16 �01 00 07.2 0.036 Galaxy

Notes.—SDSS ID denotes internal candidate designation. Units of right ascension are hours, minutes, and seconds, and units of
declination are degrees, arcminutes, and arcseconds.

a SN type confirmed by Quimby et al. (2005).
b Photometrically identified SN Ia. See x 3.2.
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AV ’ 4 according to the MLCS2k2 fit. This extinction value lies
outside the range of the AV search grid for the photometric typing
algorithm used during the search (x 2.2).

3.2.1. Redshift Estimation for Photometric SN Candidates

For each photometric SN candidate without a spectroscopi-
cally determined redshift (category 2 above), we must estimate
both the redshift and the SN type from the photometric data. We
do this using amodification of the standardMLCS2k2 light-curve
fit, in which the redshift is included as a parameter in the like-
lihood function. In this instance, the distance modulus � is not
treated as a fit parameter; instead,we adopt the concordanceLCDM
cosmology, with�m ¼ 0:3,�� ¼ 0:7, and dark energy equation-
of-state parameter w ¼ �1, and fix �(z) to its functional form for
that cosmology. The photometric redshift estimate zphot is then ob-
tained by marginalizing over the other fit parameters, i.e., the
epoch of peak luminosity, the extinction AV , and the shape pa-
rameter �.

Although these SN photometric redshift estimates depend on
the assumed cosmology, we do not expect them to be extremely
sensitive to the values of the cosmological parameters, espe-
cially at the modest redshifts under consideration here. To test the
accuracy of these redshift estimates, we applied the MLCS2k2
redshift fit to SN Ia light curves that have spectroscopically mea-
sured redshifts. For this test, we use two sets of objects: (i) all
spectroscopically confirmed SNe Ia with redshift z � 0:25 and
(ii) all photometric SN Ia candidates that satisfy the selection
criteria in x 3.1 and that have spectroscopic (host galaxy) redshift
z � 0:25. We include objects in category (ii) because the spec-
troscopically confirmed SNe Ia could represent a biased sample
of the SN Ia population if there are spectroscopic selection
biases. We include objects with redshift z > 0:12 to yield a more
statistically significant test and to check for photometric redshift
biases that could cause these objects to be erroneously included
in the z � 0:12 sample. There are 61 and 28 events in categories
(i) and (ii), respectively.

The residuals of the SN photometric redshift estimates for this
test sample of 89 objects are shown in Figure 2. The distributions
of the residuals are shown in Figure 3 separately for categories
(i) and (ii), which indicates that the distributions for the two sam-
ples are consistent. The fit residuals for the combined sample are
shown in Figure 4. For the combined sample, the mean residual
of the photometric redshift estimate is consistent with zero. The

scatter in the photometric redshift estimate for the combined test
sample is �z ¼ 0:018, and Figure 2 shows that the scatter in-
creases with redshift. The distribution of the residuals normal-
ized by the MLCS-reported redshift error is shown in the right
panel of Figure 4. If the reported redshift errors were accurate
and Gaussian, this distribution would be a Gaussian with unit
variance, � ¼ 1. The distribution appears to be approximately
Gaussian, but with measured variance � ¼ 1:4; we therefore
choose to multiply the MLCS-estimated photometric redshift er-
ror for each candidate by 1.4.
In addition to the SN photometric redshift estimates, we also

have host galaxy photometric redshift estimates for the majority
of photometric SN candidates (Oyaizu et al. 2008). Although the
galaxy zphot estimates have larger scatter than those from the SN
light curves, in principle we could require consistency between
these two redshift estimates as an additional selection cut on the
photometric SN sample. Since core-collapse SNe are typically
fainter than SNe Ia, they would typically be assigned incorrectly
high photometric redshifts by the light-curve fitter. Using the
existing selection cuts, however, we find no contamination of the

TABLE 2

Spectroscopically Confirmed SNe Ia with z � 0:12 Cut from the Rate Sample

SDSS ID IAUC Designation

�

(J2000.0)

�

(J2000.0) Redshift Cut Index

722.................................... 2005ed 00 02 49.37 +00 45 04.6 0.086 4

739.................................... 2005ef 00 58 22.87 +00 40 44.6 0.107 4

774.................................... 2005ex 01 41 51.24 �00 52 35.0 0.093 4

2102.................................. 2005fn 20 48 53.04 +00 11 28.1 0.095 4

4524.................................. 2005g j 03 01 11.95 �00 33 13.9 0.062 6

6773.................................. 2005iu 20 20 15.61 +00 13 02.5 0.090 1

6968.................................. . . . 01 18 13.37 �00 54 23.6 0.098 6

8151.................................. 2005hk 00 27 50.88 �01 11 53.3 0.013 6

10028................................ 2005kt 01 10 58.04 +00 16 34.1 0.066 5

10096................................ 2005lj 01 57 43.03 �00 10 46.0 0.078 5

10434................................ 2005lk 21 59 49.43 �01 11 37.3 0.103 5, 2

10805................................ 2005ku 22 59 42.61 �00 00 49.3 0.045 5

11067................................ 2005ml 02 14 04.42 �00 14 21.1 0.119 5

Notes.—SDSS ID denotes internal candidate designation. Units of right ascension are hours, minutes, and seconds, and units
of declination are degrees, arcminutes, and arcseconds. See x 3.1 for explanation of cut index.

Fig. 2.—Residuals of the photometric redshift estimates, zphot � zspec vs. zspec,
for the sample of spectroscopically confirmed SNe Ia ( filled circles) and for the
photometric SN Ia candidates that satisfy the rate selection cuts and for which
host galaxy redshifts are available (open circles). Themarginalized redshift errors
reported by the MLCS2k2 light-curve fits are shown.
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rate measurement sample from the photometric SN candidates
without spectroscopic redshifts (see x 3.2.2). Therefore, a require-
ment of consistency between the SN- and galaxy-derived photo-
metric redshift estimates is not necessary in the present analysis.

3.2.2. Selection of Photometric SN Candidates

In the fall 2005 observing season, the software and human
data processing pipeline described in x 2.2 yielded 11,385 SN
candidates, including the 146 spectroscopically confirmed and
probable SNe Ia and 20 that were confirmed as other SN types.
Themajority of the remaining candidates (�60%) are single-epoch

events that are most likely to be slow-moving asteroids, leaving
�4500 multiepoch SN candidates. To search for photometric
SNe Ia among this large set of candidates, we studied two sub-
samples selected according to different criteria.

The first photometric subsample is designed to exhaust the list
of candidates that are most likely to be SNe Ia. This subsample
was selected by choosing all SN candidates that the survey pho-
tometric typing code (described in x 2.2) classified as SNe Ia34

Fig. 3.—Distribution of photometric redshift residuals for the spectroscopically confirmed SNe Ia (left) and the photometric SN Ia candidates (right) shown in Fig. 2.
The top panels show distributions of the difference between the photometric redshift, zphot, and the spectroscopic redshift, zspec; the bottom panels show distributions of
(zphot � zspec)/�z, where �z is the photometric redshift uncertainty reported by the MLCS2k2 fit. Inset panels show the inferred mean and dispersion of the Gaussian fits to
each distribution.

Fig. 4.—Left: Distribution of photometric redshift residuals, zphot � zspec, for the combined spectroscopic+photometric SN Ia samples. Parameter zphot is the pho-
tometric redshift and zspec the spectroscopic redshift. Right: Distribution of residuals normalized by the reported photometric redshift uncertainty, �z.

34 More precisely, according to the photometric typing code, one of the ‘‘type
A’’ or ‘‘type B’’ criteria was satisfied; see Sako et al. (2008).
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and that were detected in at least three epochs by the on-mountain
software pipeline. The images for the resulting subsample of
�420 candidates were processed through the final SMP pipeline,
and the resulting light curves were fitted with the MLCS2k2
program, using the redshift as a fit parameter in cases where there
was no measured host galaxy spectroscopic redshift (the majority
of cases). One highly extincted SN Ia (SDSS-SN 9266, discussed
in x 3.2), with a host galaxy redshiftmeasured by the SDSS galaxy
survey, was recovered from this subset of photometric SN can-
didates. No other candidates in this subsample pass the rate se-
lection cuts and have a spectroscopic or SN photometric redshift
z � 0:12.

The second photometric subsample is designed to study the
candidates that are less likely to be SNe Ia. This subsample was
selected by choosing all SN candidates with detections at more
than two epochs during the search and with an estimated time of
maximum light, based on the survey photometric typing code, in
the 20 day interval betweenModified Julian Date (MJD) of 53,660
and 53,680 (October 17 and November 6). Since the selection
criteria for this second subsample are looser than for the first
(there is no requirement that an SN Ia light-curve template pro-
vides the best fit), the number of candidates it selects would be an
order of magnitude larger. Using a restricted time interval
provides a manageable number of events to study that are rep-
resentative of the population of these lower quality light curves.
These selection criteria result in 462 candidates, which represent
�1

6
of the multiepoch SN candidates that have not already been

included in the samples discussed above. We find no events in

the second subsample that pass the rate measurement selection
cuts and that have a spectroscopic or SN photometric redshift
z � 0:12.
Although no other photometric SN candidates pass our selec-

tion criteria, we must allow for uncertainties in the SN photo-
metric redshift estimates fromMLCS2k2. In the two photometric
subsamples, two candidates that pass the rate selection cuts have
estimated SN photometric redshifts within�1.5 � of our cutoff of
z ¼ 0:12, using the inflated redshift errors discussed in x 3.2.1.
One of these candidates is from the first photometric subsample
and has a fitted redshift 0:17 � 0:03 (SDSS-SN internal ID 3077);
the second is from the second photometric subsample and has a
fitted redshift of 0:18 � 0:04 (SDSS-SN ID 6861). Efforts are
underway to obtain spectroscopic redshifts for the host galaxies
of these events. Interpreting the (inflated) photometric redshift
errors as Gaussian (x 3.2.1), the probability that at least one of
these two candidates has a redshift z � 0:12 is significantly less
than unity. To be conservative, we assign a systematic uncer-
tainty of +1 SN Ia based on this study.

3.3. Summary of Rate Sample Selection

In summary, rate sample selection requirements have been
applied to SN candidates with z � 0:12 from the 2005 observing
season. The resulting sample comprises one photometrically iden-
tified and 16 spectroscopically identified SNe Ia. These events
are enumerated in Table 1, and their gri light curves are shown in
Figure 5 along with the best-fit MLCS2k2 model light curve.
Figure 6 shows the redshift distribution for SNe Ia for z � 0:21;

Fig. 5.—Thegri light curves for SNe Ia used in this ratemeasurement. Filled circles show the SDSSSNphotometry fromSMP. The errors on the photometry are shown.
Solid lines denote the best-fit SN Ia model light curves ing (top), r (middle), and i (bottom) from the MLCS2k2 light-curve fitter, and corresponding dotted lines show the
1 � model error range. The lines and data for the different passbands have been vertically offset for clarity. The flux offsets are the same for each SN. [See the electronic
edition of the Journal for a color version of this figure.]
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the lowest redshift photometric candidates with no spectroscopic
redshift are in the bin 0:15 < z < 0:18 and are safely above the
redshift cut.

4. SURVEY EFFICIENCY

To convert the number of discovered SNe Ia into a measure-
ment of the SN rate, we must have an estimate of the efficiency
for discovering SNe Ia at z � 0:12 that satisfy the sample selec-
tion criteria. We have two tools at our disposal for this estimate:
the artificial SN images (fakes) that are inserted into the data
stream in real time and Monte Carlo simulations of the 2005 ob-
serving season.

4.1. Use of Artificial SN Images

As noted in x 2.3, the fake SN images are used to measure the
efficiency of the on-mountain software pipeline for point object

detection on a variety of galaxy backgrounds and observing con-
ditions. The fake SNe are also used to measure the efficiency of
human scanners for identifying objects as SNe. While the fakes
were designed to model realistic SN Ia light curves, the z2 de-
pendence on the redshift distribution results in only 18 fake light
curves with redshift z < 0:12. Although all 18 low-redshift fakes
were recovered by the SN search pipeline, using such a small
sample to measure the pipeline efficiency would result in large
statistical and systematic uncertainties. Furthermore, the fake
light curves were generated with distributions of AV and�m15 that
were not realistic, which complicates the interpretation of dis-
covery efficiency as a function of redshift.
To obtain a more reliable determination of the survey effi-

ciency, we use fake SNe Ia at all redshifts in the following way.
We first use the fakes to measure the object detection efficiency
as a function of the S/N in theg, r, and i passbands. The detection

Fig. 5—Continued
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efficiency, defined as the ratio of the number of fake epochs de-
tected as objects by the on-mountain software pipeline to the
number of fakes inserted into data images at a given S/N, is shown
in Figure 7. While the object detection efficiency as a function of
magnitude or redshift is sensitive to observing conditions (seeing,
clouds, Moon), the efficiency as a function of S/N is robust
against such variations in conditions. As a check that the S/N is an
adequate parameterization of the point-source detection efficiency,
we have split the sample of fakes into a low-redshift and a high-
redshift subsample and determined the efficiency as a function of
S/N for each set independently. We find that the results are con-
sistent. With the efficiency as a function of S/N known, one can
estimate the SN discovery efficiency as a function of redshift for
any choices of SN Ia light-curve models, observing conditions,
and population distributions. These efficiency functions measured

with fakes are used in theMonte Carlo simulation (x 4.2) to verify
that the software pipelines were fully efficient at low redshift.

The fakes also provide information on the efficiency of the
human scanners to correctly label as possible SN candidates those
fakes that were detected as objects by the software pipeline. For
the 2005 season, 91% of all epochs of fakes visually scanned by
humans were flagged as SN candidates, and 95% of all detected
fake SNewere flagged by humans as SN candidates at least once.
The 5% of fakes that were never identified by humans as SN can-
didates were detected on only a single epoch by the software
pipeline, either because they were at high redshift or because they
reached peak light well before or well after the observing season.
Essentially all fakes detected on two or more epochs by the soft-
ware pipeline were flagged by humans as SN candidates at least
once. Given the selection cuts in x 3.1, the human scanning ef-
ficiency is 100% for SNe Ia contributing to this low-redshift rate
measurement.

Summary information on the efficiency of the software pipe-
line and the human scanners to detect fakes is presented in Figure 8,
which shows the detection efficiencies, i.e., the fraction detected
by the pipeline and the fraction identified as SN candidates by
humans, versus peak g magnitude. The arrows indicate the peak
g-band magnitudes for an unextincted normal and for an unex-
tincted subluminous SN 1991bgYlike SN Ia at z ¼ 0:12, ac-
cording to the MLCS2k2 model. This figure indicates that, for the
assumed SN Ia model used to generate the distribution of fakes,
the combined software+human detection efficiency is essentially
100% for SNe Ia in the redshift range z � 0:12.

4.2. Monte Carlo Simulations

To determine the SN Ia selection efficiency with high preci-
sion and to study systematic uncertainties for the ratemeasurement,
we have developed a detailed Monte Carlo light-curve simulator
(MC). TheMC simulates individual light-curve data points based
on real observing statistics, but without the added complexity of
adding fake SNe to images. TheMC light curves can be generated
and analyzed muchmore rapidly than the fakes, so theMC can be
used to rapidly simulate very large numbers of SN Ia light curves
to estimate the SN discovery efficiency and the uncertainty in the
efficiency due to assumptions about the SN Iamodel distributions.
The MC code uses the MLCS2k2 model to generate simulated

Fig. 6.—Redshift distribution for events passing the rate measurement se-
lection requirements in x 3.1. Contributions include spectroscopically confirmed
SNe Ia (black), photometric SNe Ia with host galaxy redshifts (dark gray), and
photometric SN Ia candidates with no spectroscopic redshift (light gray). The
arrow shows the redshift cut for this analysis. [See the electronic edition of the
Journal for a color version of this figure.]

Fig. 7.—Mean object detection efficiency as a function of S/N for SDSS g
band (top), r band (middle), and i band (bottom). The efficiency is derived by
counting the fraction of fake images detected by the survey pipeline. The binomial
errors on the efficiencymeasurements are shown. The solid lines show the result of
a polynomial fit to the efficiencymeasurements. These efficiency functions are used
to simulate the difference imaging software in the Monte Carlo simulations of the
SN light curves.

Fig. 8.—Efficiency for identifying fakes as SN candidates, as a function of
peak g-band magnitude. The dashed line is the efficiency for detection by the
software pipeline, and the dotted line is the efficiency for evaluation of the fakes as
SN candidates by the human scanners. The arrows indicate the peakmagnitudes for
a normal and for an SN 1991bgY like SN Ia at a redshift of 0.12 according to the
MLCS2k2 model. The binomial errors on the efficiency are shown.
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SN Ia light curves instead of the stretch/�m15 model that was
used to generate the fakes.

For each simulated SN Ia, the following parameters are ran-
domly drawn from parent distributions:

1. Redshift, z: drawn from a distribution proportional to the
comoving volume element, which assumes a constant SN Ia rate
per unit comoving volume.

2. Host galaxy extinction, AV : drawn from a distribution
P(AV ) / e�AV /� , with � ¼ 0:4. The Cardelli et al. (1989) red-
dening law, with RV ¼ 3:1, is used to extrapolate the extinction
to other wavelengths. The choice of � ¼ 0:4 was guided by the
studies of Jha et al. (2007) and is consistent with the inferred ex-
tinction distribution for spectroscopically confirmed SNe Ia in
the SDSS SN sample. As we discuss later in this section, the exact
choice of � makes no practical difference to this rate measurement.

3. MLCS2k2 light-curve shape/luminosity parameter,�: drawn
from a bimodal Gaussian with a standard deviation of 0.26 for
� < 0 and 0.12 for � > 0, and truncated to lie within the valid
range of the MLCS2k2 model, �0:35 < � < 1:8. The bimodal
Gaussian is based on study of the confirmed SNe Ia in the SDSS-II
Supernova Survey first-year data.

4. Time of peak light in rest-frame B band: drawn randomly
from the interval 53; 616 < MJD < 53; 705 (2005 September 1Y
December 1).

5. Sky position: drawn randomly from the range of the survey.
6. Location within host galaxy: drawn from a distribution

proportional to the host galaxy surface brightness (see below).
This variable is used only to determine galaxy background light,
not extinction.

We note that simulated photometry is generated only at epochs
for which we obtained photometric imaging at the corresponding
sky location, and therefore the determination of the selection ef-
ficiency naturally accounts for the temporal inhomogeneity in
sky coverage, as can be seen in Figure 1.

Using these parameters for each SN, rest-frame UBVRI mag-
nitudes are generated from the MLCS2k2 model for all dates on
which the survey took data at the selected sky position. These
magnitudes are modified according to the host galaxy extinction,
K-corrected to the observed SDSS gri passbands, and further
modified according to the estimatedMilkyWay extinction at that
position (Schlegel et al. 1998). The zero points from the survey
are used to convert thegrimagnitudes into flux values that would
have been measured in ADU by the SDSS 2.5 m telescope. The
CCD gains are then used to determine the number of photoelec-
trons, and hence the signal and noise. Additional noise is com-
puted for each measurement based on the measured observing
conditions at each epoch, in each passband, at the assigned sky
location. Sky noise is simulated by integrating the estimated sky
noise per pixel over an effective aperture with a size determined
by the local PSF estimate from PHOTO. Noise from the host
galaxy is simulated by associating the SN with a host from the
SDSS galaxy photometric redshift catalog (Oyaizu et al. 2008)
selected to have a photometric redshift equal to the assigned SN
redshift. In the SDSS DR5 (Adelman-McCarthy et al. 2007)
photoPrimary database (Stoughton et al. 2002), each such galaxy
image is fitted with both an exponential and a de Vaucouleurs
surface brightness profile. We use the exponential model in the
r band as a probability distribution from which the SN position
within the galaxy is drawn. That is, the galaxy noise model as-
sumes that the SN Ia rate is roughly proportional to r-band stellar
luminosity. The estimated contribution of the galaxy light to the
noise in each passband is computed by convolving the exponen-
tial galaxy model with the PSF in the survey image. In practice,

this procedure is computationally expensive, so we precompute
the noise values on a grid of model parameters and perform a
multidimensional linear interpolation to obtain an estimate of
the galaxy noise.
As a consistency check of the MC as a representation of the

SN data, we compare the distributions of signal and noise in gri
for the MC sample to the signal and noise for all photometric
epochs for the low-redshift SNe Ia in the rate measurement sam-
ple. The comparison of the distributions is shown in Figure 9.
The distributions of signal and noise are in good agreement, in-
dicating that the MC model, and the assumed parameter distribu-
tions therein, provide a reasonable representation of the low-redshift
SN Ia sample.
Having shown that the MC generates photometry that is con-

sistent with our observed low-redshift SN Ia sample, we can use
theMC to provide a more reliable determination of the detection
efficiency of the on-mountain search pipeline than we could
obtain with the relatively small number of low-redshift fakes.
For each epoch generated by the MC, we use the efficiency as a
function of S/N in each passband (from Fig. 7) to determine the
efficiency of the search pipeline to detect SNe Ia at all redshifts.
The resulting software pipeline detection efficiency as a function
of redshift, based on anMC study using 15,640 total SNe (920 in
each of 17 redshift bins), is shown in Figure 10; the efficiency is
100% over the redshift range z � 0:12. Since the fakes tests of
x 4.1 showed that the human scanning process causes a negligible
loss of efficiency, we conclude that the combined efficiency for
SN detection by the pipeline and identification as a candidate by
humans is 100% over the redshift range of interest. This does not
guarantee that the efficiency of the photometric typing code used
for spectroscopic target selection (x 2.2) is also 100%, but the
studies of x 3.2 indicate that, with the exception of SN 9266, there
were no losses due to the target selection algorithm.
The final step is to use the MC to compute the survey dis-

covery efficiency 	 for an SN Ia sample defined by the selection
requirements in x 3.1. This efficiency is the ratio of the number
of SNe Ia that are detected by the pipeline, identified by humans,
and that pass the selection criteria of x 3.1 to the total number of
SNe Ia that reach peak light during the survey, i.e., between
September 1 and November 30. While we have seen that the de-
tection efficiency is essentially 100% out to z ¼ 0:12, 	 is less
than 100%primarily because the selection requirements on light-
curve coverage (cuts 4 and 5 in x 3.1) remove some SNe Ia that
peaked in early September or late November. Using theMC sam-
ple of 15,640 light curves mentioned above and fitting a linear
function to the resulting selection efficiency in the redshift range
0 < z < 0:12 gives

	 zð Þ¼ 0:78 � 0:01ð Þþ �0:13 � 0:14ð Þz: ð1Þ

That is, the survey efficiency is approximately constant at low
redshifts, changing by only �1% over the redshift range of the
rate measurement. The mean SN Ia discovery efficiency for our
rate sample is h	i ¼ 0:77 � 0:01.
While the data-MC comparison in Figure 9 indicates that we

have made a consistent choice of the parameter distributions for
the MC model, to estimate the systematic uncertainty in the dis-
covery efficiency, we vary the assumed MC parameter distri-
butions and recompute the efficiency. We find that varying � , the
parameter controlling the extinction distribution, has the largest
systematic effect on the determination of the discovery efficiency
from the MC. Varying � over the range 0.2Y0.6, the estimated
discovery efficiency for the ratemeasurement SN Ia sample changes
by less than a percent.
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5. SDSS SN RESULTS

5.1. Volumetric SN Ia Rate

For the purpose of interpreting the SN observations as a volu-
metric SN rate, we assume a spatially flat cosmology with non-
relativisticmatter density�m ¼ 0:3, dark energy density�� ¼ 0:7,
and dark energy equation-of-state parameter w ¼ p/� ¼ �1. For
the low-redshift rate measurement presented in this section, the
dependence on cosmological parameters of the survey selection
efficiency is negligible, and so the uncertainty in the rate due to
uncertainty in cosmology is due entirely to the difference in the
volume of the survey. A change in �m of 0.02 would lead to a
4% change in the rate measurement.

The observed volumetric SN rate, rV , is defined as

rV ¼ NgVT	 ; ð2Þ

where N is the number of SNe in the sample and gVT	 is the
effective product of the survey volume, V, the observer-frame

Fig. 10.—Search pipeline software efficiency as a function of SN Ia redshift,
as determined from the Monte Carlo simulation.

Fig. 9.—For SNe Ia that satisfy the selection requirements (x 3), the signal flux and noise distributions are shown for all photometric epochs in theg, r, and i filters. Each
distribution is shown for SDSS data ( filled circles) and for the simulation (histogram) that has been scaled to have the same number of entries as the data.
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survey duration, T, and the SN discovery efficiency, 	(z), esti-
mated in x 4.2,

gVT	 ¼ �Tð Þ
Z zmax

zmin

dz 	 zð Þu2 zð Þ du
dz

1

1þ zð Þ : ð3Þ

Here � is the solid angle covered by the survey and u(z) is the
comoving distance in the Friedmann-Robertson-Walker metric,

u zð Þ¼
Z z

0

dz0
c

H z0ð Þ ¼
c

H0

Z z

0

dz0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�m 1þ z0ð Þ3þ��

q : ð4Þ

If the survey efficiency is independent of redshift, and if the
redshift range covered by the SN observations is small, thengVT	 � (VT	)/(1þ hzi), where V is the survey volume and hzi is
the volume-weighted mean redshift of the survey.

For the SDSS-II Supernova Survey we haveN ¼ 17, zmin ¼ 0,
zmax ¼ 0:12, h	(z)i ¼ 0:77 � 0:01,T ¼ 89 days ¼ 0:244 yr, and
� ¼ 0:08277 ; 0:98 sr. This value for � is 98% of the actual sky
area covered by the survey, due to the masking of bright stars and
variable sources. Substituting these values into equation (2),we find
a volumetric SN Ia rate of

rV ¼ 2:93þ0:17
�0:04 systematicð Þþ0:90

�0:71 statisticalð Þ
h i
; 10�5 SNe Mpc�3 h370 yr�1; ð5Þ

with h70 	 H0(70 km s�1 Mpc�1)�1 and H0 the present value
of the Hubble parameter. The statistical errors quoted represent
the standard frequentist 68.27% central confidence interval on
the mean of a Poisson distribution. The systematic uncertainty
represents uncertainty on our determination of the SN selection
efficiency (x 4.2) and on the number of photometrically identi-
fied SNe Ia (x 3.2). This measurement represents the volume-
averaged SN Ia rate at z � 0:12. When rate measurements are
plotted versus redshift, it is generally assumed that the rate is
constant over the sampled redshift interval. If we assume that the
SN Ia rate is constant at z � 0:12, then equation (5) can be in-
terpreted as the rate at the volume-weighted mean of our redshift
range, hzi ¼ 0:09, and we make this assumption when plotting
the result. Our result is shown along with previously reported
SN Ia rate measurements in Figure 11, but we defer discussion of
comparison and combination with other measurements to x 6.2.

5.2. SN Ia Rate per Unit Galaxy Luminosity

Earlymeasurements of the SN ratewere generally derived from
SN observations that targeted known galaxies; for these surveys,
the SN rate ismost naturallymeasured as a rate per unit luminosity
in some passband, traditionally the B band. Blanc et al. (2004)
have converted a number of measurements from the literature of
the SN Ia rate per unit luminosity to rates per unit volume, and in
Table 4 (see below) we adopt their values for the Cappellaro et al.
(1999), Madgwick et al. (2003), and Hardin et al. (2000) rate
measurements.

For completeness, we convert our volumetric rate to a rate per
unit galaxy luminosity in the SDSS passbands. The galaxy lumi-
nosity functions in the SDSS passbands are estimated in Blanton
et al. (2003). The corresponding luminosity densities in the ugriz
passbands, at a mean redshift of hzi ¼ 0:1, are 1:60 � 0:32,
1:25 � 0:05, 1:29 � 0:04, 1:48 � 0:05, and 1:89 � 0:05, in
units of 108 L� h70 Mpc�3, where L� is the solar luminosity. In
combination with the volumetric rate measurement of equa-
tion (5), this yields the SN Ia rate per unit luminosity in the SDSS

passbands, (rL)ugriz /h
2
70 ¼ 0:183þ0:06

�0:05 SNuu, 0:235
þ0:07
�0:06 SNug,

0:227þ0:07
�0:06 SNur, 0:197

þ0:06
�0:05 SNui, and 0:156þ0:05

�0:04 SNu z, where
1 SNux 	 (1 SN)10�10 Lx� (100 yr)�1, with Lx� the luminosity
in passband x, in units of solar luminosities.

5.3. SN Ia Rate as a Function of Host Galaxy Type

Recent measurements have shown that the specific SN Ia rate
is higher in star-forming galaxies than in passive galaxies. For
example, Mannucci et al. (2005) found that the SN Ia rate per
unit stellar mass is �20Y30 times higher in late-type galaxies
than in E/S0 galaxies. Sullivan et al. (2006) have found a similar
trend in the SNLS data. We will consider the trend of SN rate
versus star formation activity using the SDSS-II Supernova
Survey sample in a forthcoming publication.
Here we consider the low-redshift SN Ia rate versus host gal-

axy type. We have considered several photometric galaxy-type
indicators that are accessible through the SDSS DR5 database
(Adelman-McCarthy et al. 2007), including u� r color (Strat-
eva et al. 2001); the likelihood of the de Vaucouleurs model fit to
the galaxy surface brightness profile relative to that of an ex-
ponential model fit; and the (inverse) concentration index (Shi-
masaku et al. 2001; Yamauchi et al. 2005), defined as the ratio of
the radii that contain 50% and 90% of the Petrosian flux (for
definitions of these quantities see Stoughton et al. 2002). These
parameters are listed in Table 3 for the host galaxies of the SNe
included in the rate measurement sample. Note that the u� r
color in Table 3 is computed using SDSS model magnitudes
(Stoughton et al. 2002) and is not K-corrected to the galaxy rest
frame. A host galaxy is associated with each SN by determining
the nearest object, based on a measure of the galaxy image size.
Specifically, the SDSS DR5 catalog includes the parameters of
an isophotal ellipse for each galaxy-like object, and for each of
the ugriz filter bands, defined as the ellipse where the object sur-
face brightness is 25 mag arcsec�2 (Stoughton et al. 2002). We
define the distance to a potential host galaxy to be the semimajor
axis of the ellipse that is similar (has the same aspect ratio and
orientation) to the r-band isophotal ellipse and that intersects
with the position of the SN. The host galaxy for each SN is de-
fined to be the nearest object in this measure. For the SNe listed

Fig. 11.—Measurements of the SN Ia rate discussed in x 6.3. The SDSS-II
Supernova Survey measurement in this paper is shown as the filled square. Mea-
surements for which the data are used in the model fits are shown as filled circles
(see Table 4), and measurements not used in the fits as open circles. To plot each
measurement, we have assumed in each case a model in which the rate is constant
over the redshift range covered by that measurement. The rates as a function of
redshift for the best-fitting Aþ B and power-law models are overlaid.
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in Table 1, the association of SNwith host galaxy was confirmed
through visual inspection of the images.

Early-type galaxies generally display red colors ( large u� r),
are reasonably well fitted by a de Vaucouleurs surface brightness
profile ( large values of the relative de Vaucouleurs likelihood),
and show relatively strong central light concentration ( low val-
ues of the inverse concentration index). Consequently, these three
indicators are strongly correlated and tend to give a consistent
classification into early and late photometric types, indicated by
the last column in Table 3. However, the classifications based on
the three indicators do not always agree, in which case we have
made a judgment based on visual inspection of the galaxy image
and, where available, a high-S/N galaxy spectrum. For these five
cases, the host type indicated in the last column is marked with
an asterisk.

Of the three photometric type indicators, u� r correlates most
strongly with the host type we have assigned to each galaxy in
the last column of Table 3. The distribution of SDSS galaxies is
approximately bimodal in u� r (Strateva et al. 2001), suggest-
ing a natural division between early and late types. We therefore
use u� r as the galaxy classifier for the purpose of studying the
SN rate versus galaxy type. This is preferable to using the ‘‘host
type’’ classification in Table 3, since the subjective human
judgment required to determine the latter makes it difficult to de-
termine its population properties. Strateva et al. (2001) suggest
that u� r ¼ 2:2 is an optimal separator between early and late
types. However, our catalog of galaxies with photometric red-
shifts in stripe 82 (Oyaizu et al. 2008) appears to be better sepa-
rated into two subpopulations using u� r ¼ 2:4. Since a division
at u� r ¼ 2:4 also provides better agreement with the subjective
host type classification in Table 3, we use this color cut to separate
the hosts into early (u� r > 2:4) and late (u� r < 2:4) types for
the relative rate measurement. Using a large sample of galaxies
from the SDSS DR5 database, we find that the fractional r-band
luminosity densities for early- and late-type galaxies at redshifts
z � 0:12 are 54% and 46%, respectively. From Table 3, we find
that the SN Ia rate per unit r-band luminosity is�1:68þ0:52

�0:41 times
higher in late-type galaxies than in early-type galaxies. Using the

luminosity functions of Blanton et al. (2003), we find that the
absolute rates per unit luminosity are rL/h

2
70 ¼ 0:085þ0:03

�0:02 SNur
(early) and 0:142þ0:04

�0:03 SNur ( late). The evidence for a larger
SN Ia rate in late-type galaxies is statistically marginal with the
current low-redshift sample. The systematic uncertainty is also sig-
nificant: if we place the host galaxy type cut at u� r ¼ 2:2,we find
no significant difference between the rate per unit luminosity in
early- and late-type hosts.

6. FITTING SN RATE EVOLUTION MODELS

As noted in x 1, models for SN Ia progenitors in principle can
be distinguished by their predictions for the evolution of the
SN Ia rate with cosmic time. In this section we present a gen-
eral maximum likelihood method of fitting SN observations to
models with a redshift-dependent SN rate. We then apply the
method to a recently discussed SN Ia rate model, using data from
the SDSS-II Supernova Survey and from other published rate
measurements.

6.1. Maximum Likelihood Method

In this section we describe a method for fitting SN data to
models of the SN rate without binning the data. The method is
similar to the methods described in Strolger et al. (2004) and
Strolger & Riess (2006). A distinguishing feature of our analysis
is that it allows for combining multiple data sets and accounts for
systematic errors.

A general model for the volumetric SN rate can be written as
rV (z; p), where p represents the set of model parameters. Ac-
cording to the model, the total number of detected SNe follows a
Poisson distribution with mean value

N pð Þh i¼
Z 1

0

dz�T	 zð Þ rV z; pð Þ
1þ zð Þ u2 zð Þ du

dz
; ð6Þ

where all symbols were defined in x 5. The probability of detect-
ing an SN at redshift z is given by the integrand of equation (6),

TABLE 3

Host Galaxies for SNe Ia in the Rate Sample

SDSS ID

�

(J2000.0)

�

(J2000.0) u� r de Vaucouleurs Likelihood Concentration Index Host Type

1241.......................................... 22 30 41.15 �00 46 34.5 2.82 0.91 0.382 Early

1371.......................................... 23 17 29.70 +00 25 46.8 2.97 0.00 0.377 Earlya

2561.......................................... 03 05 22.64 +00 51 35.0 2.59 0.00 0.410 Latea

3256.......................................... 21 57 04.19 �00 13 24.5 1.99 0.00 0.442 Late

3592.......................................... 01 16 12.71 +00 47 26.0 2.21 0.00 0.427 Late

3901.......................................... 00 59 24.11 +00 00 09.5 1.40 1.00 0.418 Latea

5395.......................................... 03 18 33.80 +00 07 24.0 1.29 0.49 0.360 Latea

5549.......................................... 00 12 59.97 +00 14 54.9 1.01 0.46 0.461 Late

5944.......................................... 01 56 48.50 �00 12 45.3 2.57 0.00 0.469 Earlya

6057.......................................... 03 30 12.89 �00 58 28.1 1.79 0.00 0.485 Late

6295.......................................... 01 34 41.84 �00 36 15.2 2.97 1.00 0.312 Early

6558.......................................... 01 26 48.46 �01 14 17.3 2.23 0.00 0.427 Late

6962.......................................... 02 35 26.58 +01 04 28.3 2.71 1.00 0.379 Early

7147.......................................... 23 20 04.44 �00 03 20.2 3.22 1.00 0.350 Early

7876.......................................... 01 16 43.87 +00 47 36.9 1.71 0.00 0.532 Late

8719.......................................... 00 30 53.23 �00 43 07.3 1.12 0.01 0.412 Late

9266.......................................... 03 20 43.19 �01 00 08.2 2.25 0.00 0.398 Late

Notes.—SDSS ID denotes internal candidate designation. Parameters � and � are the coordinates of the host galaxy of the SN. Units of right ascension are hours,
minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds. The photometric morphology indicators, u� r, de Vaucouleurs likelihood, and
concentration index are described in x 5.3.

a At least one of the three photometric type indicators indicates a different type from that listed.
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P(zi) / dhN ( p)i/dz, giving a likelihood function for detecting
SNe at the N observed redshifts fzig,

L zif g; pð Þ¼ e� N pð Þh i N pð Þh iN

N !

YN
i¼1

1

N pð Þh i
d N pð Þh i

dz
: ð7Þ

The corresponding log-likelihood function, suppressing terms
that do not depend on the model parameters, is

log L zif g; pð Þ¼ � N pð Þh i

þ
XN
i¼1

log �T	 zið Þ rV zi; pð Þ
1þ zið Þ u2 zið Þ du

dz

� �
zi

" #
:

ð8Þ

The best-fit model is determined by maximizing the log-likelihood
with respect to themodel parameters, p. To incorporate information
about the systematic error in our fits, we weight the contribution
to the log-likelihood for each data set bymultiplying each term in
the log-likelihood function by the factor �2

stat /(�
2
stat þ �2

syst), where
�stat and �syst are the statistical and systematic errors for the mea-
surement. This factor assumes that the systematic errors are
approximately Gaussian and independent of the statistical errors.
We note that auxiliary information about the model parameters
and uncertainties in the survey parameters�, T, and 	(z) could be
incorporated in a more rigorous way via prior probability dis-
tributions. However, this would require full knowledge of the
probability distribution functions for the efficiency, subject to all
possible variations of systematic effects, which is in practice
unknown.

To combine data from multiple surveys, the log-likelihood
functions for each survey are added together, using the appro-
priate values of 	(z),�, and T for each survey. The advantage of
this method is that it does not involve binning the SN data in
redshift; however, it does require knowledge of the efficiency
function 	(z) for each survey. To evaluate the goodness of fit of a
given model, one can use, e.g., the Kolmogorov-Smirnov (K-S)
test applied to the data and to a large-statistics Monte Carlo sam-
ple generated from the best-fit model parameters. The code for
fitting rate models was tested on largeMC samples (�1000 SNe),
and the MC model parameters were accurately recovered.

As an illustration of the likelihood method, we apply it to the
SDSS-II SupernovaSurvey data, assuming a redshift-independent
model over the redshift range probed by the data, rV (z) ¼ const.
In this case, the rate that maximizes the likelihood can be shown
analytically to be given by equation (2). The probability for this
model from the K-S test statistic is pK-S ¼ 0:42, meaning that if
the model is correct, 42% of sample observations drawn from the
model would have a K-S test statistic as large or larger than that
found in comparing this data set to the model. In the discussion
that follows the probabilities from the K-S test are given as rough
estimators of the goodness of fit only; the distribution of the
K-S test statistic does not in general have an analytic formwhen
model parameters are estimated from the data.

6.2. SN Rate Models and Star Formation History

As discussed in x 1, measurements of the SN Ia rate provide a
means to distinguish between models of SN Ia progenitor sys-
tems. The connection between the observed SN Ia rate and the
progenitor systems is made through the relation of the SN rate to
the cosmic star formation history. Sometime after a population
of stars form, a fraction of them will end up in binary systems

that are producing SN Ia explosions. If we denote the distribu-
tion of delay times between formation of the progenitor systems
and the SN explosions by D(t), then the volumetric SN Ia rate
rV (t) and the cosmic SFR �̇(t) are related by

rV tð Þ¼
Z t

0

dt 0 �̇ t 0ð ÞD t � t 0ð Þ: ð9Þ

We can therefore constrain models for the distribution of delay
times, D(t), by comparing the SN Ia rate and the SFR. A discus-
sion of predicted delay-time distributions for a variety of SN Ia
progenitor models is given in Greggio (2005). A simple model
distribution that allows for two distinct contributions to the SN Ia
rate is

D tð Þ¼ Aþ B� tð Þ; ð10Þ

where �(t) is the Dirac delta function. This ‘‘Aþ B’’ model was
proposed byMannucci et al. (2006) and Scannapieco & Bildsten
(2005), and it has been used in SN rate studies by the SNLS
(Neill et al. 2006) and Sullivan et al. (2006). The SN rate can be
written rV (t) ¼ A�(t)þ B�̇(t), where �(t) is the stellar mass
density. The B term represents an instantaneous or prompt SN Ia
component, and the A term represents an extended component in
which SNe Ia form with uniform probability in the time interval
following star formation. In addition to the Aþ Bmodel, we also
consider a simple model in which rV (t) evolves as a power law in
redshift, independent of considerations of star formation history.

6.3. Rate Measurements: Combining Data Sets

The constraints on redshift-dependent models of the SN Ia
rate are improved if one uses SN observations over a wide range
of redshifts. In the following, we combine the low-redshift rate
measurement from the SDSS-II Supernova Survey with other
SN Ia rate measurements in the literature. For each data set, we
require both the SN redshifts and an estimate of the redshift-
dependent selection function 	(z), and we therefore restrict our-
selves to using data sets for which it is straightforward to infer
the redshift dependence of the efficiency. We note that several
authors, including Barris & Tonry (2006) and Poznanski et al.
(2007), have made SN rate measurements based on samples of
photometrically identified SNe. However, in combining data sets
for the present analysis, we restrict ourselves to rate measure-
ments that are based primarily on spectroscopically identified
SNe. Of the nine previously published rate measurements that
have been based on primarily spectroscopically identified SNe,
shown in Figure 11, wemake use of four, in addition to the one in
this work. These five rate measurements are shown with an as-
terisk in Table 4. The weighting factors, used to account for the
systematic uncertainty on eachmeasurement, are listed in the last
column of Table 4. In cases where the uncertainty on the mea-
surement is asymmetric, we define the weighting factor to be the
mean of the upper and lowerweighting factors.Varying theweight-
ing factor between the extremes of using the smaller weight and
using the larger weight, the best-fit parameters change by �5%
of the statistical error. In the subsections below, we briefly de-
scribe the data from other measurements that we include in the
model fits and howwe describe their efficiency function.We also
discuss measurements that we exclude from the model fits.

6.3.1. Other Rate Measurement Data Included in the Model Fits

Neill et al. (2006) measured the SN Ia rate using 73 SNe Ia from
the SNLS. They state that their sample is spectroscopically complete,
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i.e., that 	(z) is constant, to z ¼ 0:6. Including the solid angle and
survey observation time, the factor �T	(z) ¼ 7:37 ; 10�4 sr yr.

The measurement of Pain et al. (2002) is based on data from
the Supernova Cosmology Project, covering about 12 deg2. Al-
though Pain et al. (2002) do not give 	(z) explicitly, they do pro-
vide the redshift distribution of SNe recovered from their Monte
Carlo simulations,which assumed a constant rate per unit comoving
volume.With this information, we can compute the relative number
of MC-generated SNe in each redshift bin and thereby the redshift
dependence of their efficiency function. Fitting a quadratic function
to this tabulated efficiency function in the range 0:25 < z < 0:85
gives �T	(z) ¼ (2:68þ 0:61z� 4:22z2) ; 10�4 sr yr.

Cappellaro et al. (1999) measured the SN Ia rate for the local
universe by combining data from a number of surveys, including
visual searches of nearby galaxies. Although they do not provide
an efficiency function or a redshift distribution, the redshift range
covered by the measurement is so small that we take the quoted
result to be the SN Ia rate at z ¼ 0.We include the Cappellaro et al.
(1999) rate measurement by adding a standard �2 term to the log-
likelihood function, i.e., a term of the form ½rV (0; p)� rV ;Capp�2/
2�2

Capp, where rV (0; p) is the model prediction at redshift zero,
rV ;Capp is the Cappellaro et al. (1999) measurement in Table 4, and
�Capp is the quoted error on the measurement.

Dahlen et al. (2004) measured the SN Ia rate to z � 1:6 using
data from the Great Observatories Origins Deep Survey (GOODS)
carried out with the Advanced Camera for Surveys on the Hubble
Space Telescope (HST ).35We use their measurement in the redshift
range 1:0 < z < 1:4. Using their scaled efficiency function, as
inferred from Figure 14 of Strolger et al. (2004), we fit a function
Aþ Bzþ Cz2 þ Dz3, valid in the redshift range 1:0 < z < 2:0.
The best-fit parameters areA ¼ �7:557,B ¼ 55:93,C ¼ �51:07,
and D ¼ 12:5. This function is normalized so that the number of
expected SNe for their survey is equal to six, the number they
observed in the redshift interval 1:0 < z < 1:4, giving a value of
�T	(z) ¼ (�10:35þ 76:61z� 69:95z2 þ 17:12z3) ; 10�4 sr yr.

The redshift dependence of the efficiency function for the pres-
ent data set is discussed in x 4.2; including the solid angle and
survey observation time,�T	(z) ¼ (1:54� 0:025z) ; 10�2 sr yr.

6.3.2. Rate Measurement Data Not Included in the Fits

In fitting the models, we choose not to include several of
the SN Ia rate measurements listed in Table 4. We exclude the
Dahlen et al. (2004) rate measurement in the redshift range
0:2 < z < 0:6 because the efficiency function, given by Strolger
et al. (2004), is only plotted for redshifts greater than 1, and
because the 73 SNe from SNLS (Neill et al. 2006) in the same
redshift range dominate the fit in comparison to the three SNe
from Dahlen et al. (2004). Similar reasoning holds for the mea-
surement of Tonry et al. (2003), which is based on eight SNe in
the redshift range well covered by the SNLS, and for which the
redshifts are not explicitly stated. Both the Hardin et al. (2000)
and the Blanc et al. (2004) rate measurements, based on data
from the EROSmicrolensing survey, included a requirement that
each SN be associated with a host galaxy with apparent mag-
nitude RP 19, which introduces a bias against faint hosts. If
SNe Ia occurred at a constant rate per unit R-band luminosity in
all galaxies, this would not be an issue. However, as noted above,
it has been shown that the SN Ia rate per unit stellar mass (for
which the total R-band luminosity is a proxy) is a function of
SFR (Mannucci et al. 2005; Sullivan et al. 2006). Finally, the
Madgwick et al. (2003) measurement is based on SNe discov-
ered via principal component analysis in spectra obtained by the
SDSS galaxy redshift survey. This measurement has significant
systematic uncertainties that are different from those in photo-
metric surveys. In particular, the SNe discovered by this technique
must lie within approximately 1.500 of the cores of their host gal-
axies, the radius of the SDSS spectroscopic fibers. To derive an
SN rate from these spectroscopic observations, assumptions are
needed about how SNe are distributed within their host galaxies
at larger galactocentric distances.

6.4. Fits to SN Ia Rate Models

We now consider fits of the combined SN Ia rate measure-
ments to the rate models discussed in x 6.2, using the maximum
likelihood approach of x 6.1. The errors quoted below are the
values of the fit parameters for which the log-likelihood function
changes by 1

2
compared to its maximum, which assumes that

the likelihood function is approximately Gaussian. We use the
MINUITsoftware package (James&Roos1994) for the function
optimization and error analysis.

TABLE 4

SN Ia Rate Measurements

Reference Redshift Range Mean Redshift NSNe

Rate

(10�5 SNe h370 Mpc�3 yr�1) �2
stat/�

2
tot

Cappellaro et al. (1999)
 ............. �0 �0 70 2.8 � 0.9 . . .

This work
.................................... 0Y0.12 0.09 17 2:9þ0:9
�0:7 0.988

Madgwick et al. (2003) ............... 0Y0.19 0.10 19 3.1 � 1.6 . . .
Blanc et al. (2004) ....................... 0Y0.3 0.13 14 2:0þ0:84

�0:72 . . .

Hardin et al. (2000) ..................... �0.02Y0.2 0.14 4 3:4þ2:9
�1:7 . . .

Dahlen et al. (2004)..................... 0.2Y0.6 0.45 3 6:9þ15:8
�3:7 . . .

Neill et al. (2006)
 ....................... 0.2Y0.6 0.45 73 4:2þ1:4
�1:1 0.492

Tonry et al. (2003)....................... �0.25Y0.6 0.46 8 4.8 � 1.7 . . .

Pain et al. (2002)
a ...................... 0.25Y0.85 0.55 37 5:4þ1:5
�1:4 0.643

Dahlen et al. (2004)
 ................... 1.0Y1.4 1.2 6 11:5þ4:7
�5:1 0.686

Notes.—Measurements included in the model fits are marked with an asterisk. Mean redshift refers to the mean of the expected SN redshift
distribution, under the assumption of a constant SN rate. For Madgwick et al. (2003) this is estimated as the mean of the observed SN redshift
distribution. Systematic and statistical errors, when reported separately, have been combined in quadrature. Rate measurements reported here
assume constant volumetric rate over the range of each survey. Parameter �stat is the reported statistical error on the measurement; �tot is the sum in
quadrature of the reported statistical and systematic errors.

a The value of the rate has been corrected to our assumed cosmology, according to eq. (3) of Pain et al. (2002).

35 Just before we submitted this paper, Kuznetsova et al. (2008) released new
SN Ia rate measurements based on analysis of 57 SNe from HST, including the
42 SNe analyzed by Dahlen et al. (2004).
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6.4.1. Power-Law Redshift Evolution of rV

We first consider a simple two-parameter model that describes
power-law redshift evolution of the SN rate independent of con-
sideration of the star formation history, rV (z) ¼ �(1þ z)�. The
best-fit power-lawmodel is shown as the dashed line in Figure 11,
and the predicted redshift distribution is shown in Figure 12. Fit-
ting this model to the five data sets, we find

� ¼ 2:6þ0:6
�0:5

� �
; 10�5 SNe Mpc�3 h3

70 yr�1;

� ¼ 1:5 � 0:6;

��� ¼ �0:80;

where ��� is the correlation coefficient between the two fitted
parameters. The K-S probability for this model is pK-S ¼ 0:63.
We emphasize that the fitted value of � is greater than 0, i.e., the
rate is determined to be an increasing function of redshift, at the
�2.5 � level.

6.4.2. The A+B Model

We next consider the Aþ B model, with D(t) given by equa-
tion (10). As discussed by Förster et al. (2006), there is still

significant uncertainty on the cosmic SFR, which is a limitation
for placing observational constraints on SN delay time models.
In what follows we choose one estimate of the SFR and do not
propagate the systematic uncertainties in the SFR.We follow the
approach of Neill et al. (2006) and take the SFR fromHopkins &
Beacom (2006). The functional form of the SFR is

�̇ zð Þ¼ aþ bz

1þ z=cð Þd
h100 M� yr�1 Mpc�3; ð11Þ

where h100 ¼ H0(100 km s�1 Mpc�1)�1, a ¼ 0:0118, b ¼ 0:08,
c ¼ 3:3, and d ¼ 5:2. For the stellar mass density (the A compo-
nent) we integrate the SFR over time; as mentioned byNeill et al.
(2006), this can be expected to overestimate the total stellar mass
density relative to estimates of the stellar mass density that are
based on luminosity, as it includes a contribution from stars that
have burned out. Performing the fit using the five data sets gives

A ¼ 2:8 � 1:2ð Þ ; 10�14 SNe M�1
� yr�1;

B ¼ 9:3þ3:4
�3:1

� �
; 10�4 SNe M�1

� ;

�AB ¼ �0:78;

Fig. 12.—Comparison of the observed distribution of SNe and the predicted distributions for the Aþ B and power-law rate models. In each panel the shaded region
shows the predicted redshift distribution of the best-fit model. The figures include the five highlighted data sets in Table 4. [See the electronic edition of the Journal for a
color version of this figure.]
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where �AB is the correlation coefficient between the two fitted
parameters. The K-S probability for this model is pK-S ¼ 0:71.
The best-fit Aþ Bmodel is shown as the solid line in Figure 11,
and the predicted redshift distribution is shown in Figure 12. We
note that the uncertainties on the A and B parameters are �43%
and �35%, respectively. For comparison, if we perform a fit to
the Aþ Bmodel, suppressing the SDSS data, the uncertainties on
the fit parameters are�53% and�38%, respectively. Our analysis
here is similar to that presented by Neill et al. (2006), with the
primary differences being that we use a different subset of the avail-
able data andwe use amaximum likelihoodmethod to fit the data to
models of the SN rate. For comparison, Neill et al. (2006) found val-
ues of A ¼ (1:4 � 1:0) ; 10�14 SNe M�1

� yr�1 and B ¼ (8:0 �
2:6) ; 10�4 SNe M�1

� . Both analyses find evidence for two com-
ponents to the SN rate with the significance of the A (extended)
component less than that of the B (prompt) component.

We note that one cannot accurately judge the goodness of fit
of this model using a visual inspection or�2 fit to Figure 11, since
the measurements are each plotted assuming a constant-rate model.
A better picture of the goodness of fit is given by Figure 12,
which shows the observed redshift distribution for the five data
sets compared with the predicted redshift distributions for the
Aþ B and power-law rate models convolved with the measured
efficiency functions for the different measurements. The agreement
between the predicted distributions for both evolving models and
that of the data is quite reasonable.

7. CONCLUSIONS

We have presented a measurement of the SN Ia rate in the
redshift range 0 < z � 0:12 from the first season of the SDSS-II
Supernova Survey. After selection cuts, the rate measurement
sample includes a total of 17 SNe Ia, of which 16 were spec-
troscopically confirmed. The final SN in the sample is a highly
extincted, photometrically identified SN Ia with a measured host
galaxy redshift. The insertion of artificial SNe in the data stream
and the use of detailedMonte Carlo simulations of the survey ef-
ficiency, along with the rolling nature of the SDSS-II Supernova
Survey, have enabled us to obtain an SN Ia rate measurement
with smaller systematic uncertainties than previous measure-
ments in a comparable redshift range.

We have also applied a maximum likelihood technique, which
enables us to account for systematic errors and to fit multiple SN
data sets to models of the SN rate as a function of redshift. This
maximum likelihood method makes optimal use of the available
data but requires estimates of the SN detection efficiency, as well
as its uncertainty, as a function of redshift. We have applied this
technique to a combination of recent SN Ia data sets, focusing on
the Aþ B model that relates the SN Ia rate to the cosmic SFR.

Models in which the SN Ia rate evolves with redshift are pre-
ferred over a model with a constant rate, but the data do not dis-
tinguish significantly between a simple power-law evolution of
the SN Ia rate with redshift and theAþ Bmodel. TheA andB pa-
rameter values we obtain are in good agreement with the results
of Neill et al. (2006).

In the near future, wewill use SDSS-II Supernova Survey data
to extend this study in several directions, including a higher statis-
tics measurement of the low-redshift rate, measurement of the SN Ia

rate versus host galaxy SFR and other host galaxy properties, and
measurement of the SN Ia rate to z � 0:3. The fall 2006 and fall
2007 observing seasons each yielded �30 spectroscopically con-
firmedSNe Ia at redshift z � 0:12, comparable to the size of the 2005
data set analyzed here. The final SDSS-II Supernova Survey sample
includes of order 500 spectroscopically confirmedSNe Ia to z < 0:4.
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