THE APPLICATION OF IMPROVED NUMERICAL TECHNIQUES

TO 1-D MICELLAR/POLYMER FLOODING SIMULATION

APPROVED:




THE APPLICATION OF IMPROVED NUMERICAL TECHNIQUES

TO 1-D MICELLAR/POLYMER FLOODING SIMULATION

BY

TAKAMASA OHNO, B.E. Pet.E.

THESIS
Presented to the Faculty of the Graduate School of
The University of Texas at Austin
in Partial Fulfillment
of the Requirements

for the Degree of

MASTER OF SCIENCE IN ENGINEERING

THE UNIVERSITY OF TEXAS AT AUSTIN

August 1981




ACKNOWLEDGEMENT

I would like to express my sincere appreciation and gratitude
to Dr. Gary A. Pope for his supervision and encouragement throughout
this study.

I am also deeply grateful to Dr. K. Sepehrnoori for valuable
assistance and guidance in the numerical analysis and the solution
of differential equations.

Thanks and appreciation are also extended to Dr. L. W. Lake
for his helpful comments and suggestions.

I would also like to thank the Japan Petroleum Exploration
Corporation (JAPEX) for their financial support during this research.
This research was also supportéd by grants from the Department of
Energy and the following companies: Core Laboratories; Exxon U.S.A.;
INTERCOMP Resources and Engineering; Marathon 0il; Mobil 0il; Shell
Development; Tenneco 0il; Cities Service.

Special appreciation is expressed to my wife, Mihoko, for

her encouragement and understanding which made this work possible.

T. Ohno

The University of Texas
Austin, Texas

June, 1981

iii




ABSTRACT

Three eiamples of three phase flow models which have been
developed are compared under various conditions. Although the dif-
ference in oil reco&ery and surfactant trapping among the models was
rather large with constant salinity, a salinity gradient produced
high o0il recovery and low surfactant trapping with all three models.
Since surfactant trapping is important and it is highly uncertain,
this is another reason for designing a micellar flood with a salinity
gradient, or something equivalent to a salinity gradient.

The semi-discrete method was applied to a 1-D micellar/
polymer flooding simulator. By using a semi-discrete method, the
time step size can be controlled and varied to be as large as pos-
sible without sacrificing accuracy. The stability limit can also
be detected with this method. The method is tested and compared
with the fully discrete method in various conditions such as differ-
ent phase behavior environments and with or without adsorption. In
the application of the semi-discrete method, four different ODE in-
tegrators were used. Two of them are explicit methods while the
other two are implicit methods. Although the implicit methods did
not work as well as the explicit methods, there may be some improve-
ment possible. With respect to the computation time, one of the
explicit methods which is based on the Runge-Kutta approximation

worked best., Although the method can save 20 to 30%Z computation
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time under some conditions, compared with the fully-discrete method,
the results are highly problem—-dependent. To improve the computation
time, two methods are suggested. One is to check the error only in
the oil or water component rather than all components or any other
one component such as surfactant. The other is to check absolute
error instead of relative error and multiply by a small conservative
factor to the calculated time step size,

The stability was analyzed for the oil bank, and for the
surfactant front. The former imposes a rather constant limitation on
the time step size continuously until the plateau of the oil bank
is completely produced. Although approximate, the stability analysis
for the surfactant front suggests an unconditional local instability,
which is caused by the change in the fractional flow curve due to

the surfactant.
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CHAPTER I

INTRODUCTION

Process background

Micellar/polymer flooding has been recognized as one
of the most promising enhanced oil recovery techniques as well
as COp injection and thermal recovery. Some people refer to
micellar flooding as a miscible displacement eveén though this is
not always true. Even if there exist two or three distinct
phases associated with the surfactant process, improved oil re~
covery can be achieved. Three major mechanisms that contribute
to improved oil recovery by micellar flooding have been suggested
as below

(1) miscible displacement

(2) wultra low interfacial tensions1

(3) o0il swelling or solubilization2

In 1927, Uren and Fahmy3 concluded that the oil recovery
obtained by flooding has a definite relationship with interfacial
tension between the oil and the displacing fluid. Ever since
extensive research has been done, especially in the laboratory, to
analyze the mechanisms and efficiency of flooding with surfactants
and other chemical agents. The 1iterature4 gives a 1list of
representative references and brief summary of the history. 1In
spite of this, however, the optimum method is still under investi-
gation both in the laboratory and in the field.

1



In designing and optimizing a micellar flooding pro-
cess, one is confronted with many mechanisms and corresponding
physicochemical properties of the rock and fluid interactioqs
that affect performance of a micellar flood. Important pro-
perties are phase behavior, interfacial tension, relative per-
meabilities, viscosities, dispersion, adsorption and.cation
exchange. Laboratory investigations to analyze process sensiti-
vity to each property are very difficult because they are highly
coupled with one another. Accordingly, several numerical simu-

5-16,67,68 have been presented

lators for micellar/polymer flooding
both to aid in the interpretation of laboratory experiments and
to scale it up for field applications.

When one tries to simulate micellar flooding numeri-
cally, special care must be taken of surfactant transport in por~

ous media. One principal problem is numerical dispersion”’18

19’20, leading to a front appar-

that may swamp physical dispersion
ently much more smeared than it should be. The numerical dispersion
is‘produced from truncation errors when the spatial and/or time deriva-
tives in a differential equation are approximated as difference quo=
tients. The smeared solution may not cause much trouble if the
surfactant slug is injected continuously. However, in actual field
operation, the surfactant slug is usually injected as a finite slug,
sometimes as low as a few percent of the reservoir pore volume, be-

cause of the high cost of chemicals. In such a case, simulated per-

formance may be quite erroneous and lead people to a wrong judgement,




if the numerical dispersion is not treated properly. This is espe-
cially true when the phase behavior environment in the reservoir is
Type II(+).

The dispersion causes the peak surfactant concentration to
decrease, which causes the concentration to fall below the multiphase
boundary earlier, resulting in the earlier loss of one mechanism
of improved oil recovery: miscibility. Furthermore, in the multi-
phase region, when the phase behavior environment is Type II(+),
decreased surfactant concentration results in greater retardation of
the surfactant and loss in the ability to cause o0il swelling, another
contribution to higher o0il recovery.

Another problem associated with the construction of a micel-
lar/polymer simulator is the lack of knowledge about phase trapping
and flow character when three phases coexist.

There have been two competing design philosophies for surfac-
tant flooding4’7’lo although, as Larson7 pointed out, the distinction
is a matter of degree. One is to inject a relatively small pore
voiume (about 3—20%)4 of higher concentration surfactant slug, usually
with a non-zero o0il content. The main mechanism of its oil recovery
is miscible displacement: solubilize both oil and water in the reser-
voir leaving no residual oil since there exists no interfacial tension
for single phase flow, until the chemical concentration falls below
the multiphase boundary. The other is to inject a large pore .volume
(about 15-60%) of lower surfactant concentration slug, usually with

little oil content. The major mechanism of improved oil recovery is




no longer miscibility in this case. Ultra-low interfacial tension
between the aqueous and oleic phases due to the surfactant reduces
residual oil saturation and increases oil recovery.

Healy et al.1 showed experimental results which indicated the
lowest interfacial tension between the microemulsion and either the
oleic or aqueous phase occurred when three phases coexist. Nelson
and Pope2 also showed higher efficiency of o0il recovery in the Type
I1I phase environment where three phases coexist. Thus, the transport
characteristics of three phase flow must be considered and included in
the simulator to determine the optimum method of micellar flooding.

Unfortunately, little experimental data which represent three
phase flow in a Type III phase enviromment have been published. So
we have to make some hypothetical model based upon reasonable assump-
tions. A few models for such three phase flow have been pre-

5,9,37 Although it is very hard to say which is realistic

sented.
from the simulated results, a comparison is made in Chapter IV among

those models just as a reference.

Numerical background

In general, there are two approaches used to solve partial
differential equations. One is the fully-discrete model and the other
is the semi-discrete method. 1In a fully-discrete method, time deriva-
tives are discretized and approximated by the finite difference expres-
sions, whereas they are left to be continuous in a semi-discrete method.

In both methods, spatial derivatives may be discretized and approximated




as difference quotients: the finite difference methods, or the
problem may be formulated as a variational problem in the spatial
domain: the finite element methods.ZI-'25 Furthermore if we

consider equations that involve both parabolic and hyperbolic charac-
ters, like the well known convection diffusion equation, the finite

difference methods can be categorized in two groups; one soiﬁes
equations as parabc>l:i.c26_31 and the other as hyperbolic.32—36

Fully-discrete finite difference methods: that solve prob-
lems as parabolic are the most common techniques in the area of reser-
voir simulation, and have been used in miéellar/polymer flooding simu-
lators to solve the continuity equations. Those techniques, however,
exhibit some inherent problems when one tries to solve the case with
small dispersion. When the spatial derivatives are approximated by
backward difference expressions, the solution 1s smeared by numerical
dispersion. When the centered difference approximations are used
instead, the solution oscillates. To eliminate those problems, one may
haye to use more grid blocks or nodes which increases computer costs
and may be impractical in some cases.

In this research, some semi-discrete methods are applied to
a micellar/polymer flooding simulator which uses a parabolic techni-
que of finite difference methods. By using a semi-discrete method, the
time step size can be controlled and varied to be as large as possible

without sacrificing accuracy. Thus, it can be expected that the semi-

discrete méthod may save computation time.




When a semi-discrete method is applied to solve partial
differential equations, they are converted to a system of ordinary
differential equations (ODE's), since the time derivatives remain
continuous. To solve the resulting ODE's, a Runge-Kutta-Fehlberg
(RKF) method, Adams' methods and Gear's backward differentiation
methods were first tested. RKF methods are explicit algorithms
to integrate with respect to time, whereas the other two are implicit
(predictor-corrector) methods, which requires some iterative scheme
to solve non-linear equations. The details of these ODE solvers
are presented in Chapter V.

After the test of all three ODE solvers, another algorithm
which seemed to be more efficient was also examined. This algorithm
consists of a combination of first and second order Runge-~Kutta
approximations. A brief description of the algorithm is given .in:
Chapter VI.

The micellar/polymer flooding simulator used in this research

39 made

was originally presented by Pope et al.5 Then Wang38 and Lin
several improvements. The details of the simulator are described

in Chapter III.




CHAPTER II

LITERATURE SURVEY AND REVIEW OF PREVIOUS WORK

In most chemical flooding simulators, continuity equations
are solved for several components. Although the equations are
highly non-linear, their character is quite similar to the well
known linear convection diffusion (C~D) equation. Depending on the
degree of dispersion, the character of the equations ranges from para-
bolic to almost hyperbolic.

Among the chemical flooding simulators which have been pre-
sented, fully discrete finite difference methods that solve equations
as parabolic are the most common techniques. Some aut:horss.-9 employ

the analysis of Lantz.18 Other authorsll—14 use higher order accurate

28,29 Since these techniques are suitable for parabolic

approximation.
equations, they have inherent problems when the level of dispersion
is very low. The Lantz's technique may become impractical because of
great computation time, since it requires fine grid spacing to ap-
proximate low dispersion. Furthermore the continuity equations are
usually solved explicitly, which imposes a strict 1imitation on the
time step size and makes the computation time proportional to the
square of number of spatial grid points. The higher order accurate
methods, on the other hand, require fewer spatial grids to attain the
same level of dispersion. Fine grid spacing, however, is still re-
quired for lower dispersion to avoid oscillation. It also involves

the problem of small time step size due to explicit solution.
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Todd and Chasell used an automatic time step size control in
a chemical flooding simulator. They varied the step size based on the
relative changes of variables during the last time step. This techni-
que may be called 'the method of relative changes" and distinguished
from semi-discrete methods which control time step size based on esti-
mated truncation error made during the last time step.

The method of relative changes is rather widely used in reser-
voir simulation. Coats40 applied the same kind of method to a steam-
flood simulator and Grabowski et al.4 used its modified form in a
general purpose thermal model for in situ combustion and steam. How-
ever, these methods only rely on the observation that large changes in
the variables mean more error and small changes mean less error. Al-
though the error control is not rigorous, this method can control sta-
bility. If the stability condition is not met on the way of continuous
integration, the large change in the variables due to instability makes
the time step size smaller, and forces it back toward the stability
region. However, the point is that a stable scheme does not necessarily
meén high accuracy.

Some ordinary differential equation (ODE) solvers have been
applied to solve partial differential equations with the semi-discrete
method. When an ODE-solver is used for time integration, truncation
error made during one time step 1s estimated and then the time step
size is varied according to the estimated error. The semi-~discrete
method has two advantages over fully discrete methods:

1) by changing time step size and the order of integration




scheme, truncation error associated with time integration is kept uni-
form while being forced to_stay within error tolerance which is usually
specified by users.

2) time step size is controlled to be as large as possible
without sacrificing accuracy.

Sincovec42 introduced Gear's all-purpose ODE—solver43 into
reservoir simulation problems when he applied the semi-discrete method.
Although he had difficulty in solving a highly non-linear problem, he
obtained successful results in other problems. Jensen44 applied a first
order predictor-corrector method, which is based on Gear's approach,
to automatically select the time~step size in a finite difference
steam injection reservoir simulator. He compared the scheme with
the method of relative changes and showed the superiority of his scheme.

Sepehrnoori and Carey 45 applied several sophisticated ODE-
solver programs to stiff and non-stiff initial-value systems arising
from representative evolution problems. Basic algorithms used in those
programs are Adams' method, Gear's method and the modified (extended
stébility region) Runge~-Kutta method. The efficiencies of those al-
gorithms are compared for each problem. They found that the per-

formance of each method is highly problem dependent.




CHAPTER III

DESCRIPTION OF MICELLAR/POLYMER FLOODING SIMULATOR

3.1 Basic Assumptions and Governing Continuity Equations

The continuity equations for multiphase multicomponent flow

are derived based on the following assumptions.

(1) Isothermal system.

(2) One-dimensional flow with homogeneous rock properties.

(3) Rock compressibility is negligible.

(4) Gravity and capillary pressure are negligible.

(5) Fluid properties are a function of composition only.

(6) The volume of a mixture is equal to the sum of individual
pure~component volumes: volume does not change upon
mixing.

(7) Pure component densities are constant.

(8) Local thermodynamic equilibrium exists everywhere.

(9) Darcy's law applies.

(10) No chemical reaction occurs (no appearance or disappear-
ance of any species).

Given the.above assumptions and some other minor assumptions,

the continuity equations for each component i in dimensionless form

are

C; M 3(£.C.0) % N ac
Tt E: - . <
9ty T 11 g

i=1,2,...,NCOMP
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k. /u,
- J ]
fj M
P CIVT
o 3
tu
T
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x ==
D L
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Definitions (3.2) and (3.3) give

NCOMP NCOMP _
‘EC C1 = EZ C1 =1 3.4)
i=1 i=1
since
NCOMP M
2 C.=3> 8. =1
i=1 M 4= )
And

Ci = yvolume of component i adsorbed per unit pore volume

Cij = concentration of component i in phase j

kj = effective permeability to phase j
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viscosity of phase j

T
.
Il

superficial (Darcy) velocity of total phase

porosity

™ -e-Hc:

1]

length of system

distance

b
[}

aDj = dimensionless longitudinal dispersivity

M and NCOMP are the number of phases and components, respectively.
The derivation of Eq. (3.1) is given in Appendix B.

If assumption (11) below is added, we get

5C. M 3(f.C..)
L4+ y 31 . (3.5)
ot : X

D j=1 D

(11) Physical dispersion can be approximated adequately by
numerical dispersion by selecting the appropriate grid

size and time step.

When equation (3.5) is fully discretized using a backward
difference approximation in space and forward difference in time,

the actual equations we solve are




aE. M B(EC,)
+ Z Bx - DNi =0 (3.6)

1

where the last term is called numerical dispersion term and for small

AtD 2

j 1] (3.7)

More detail of this approximation will be discussed later.

Although assumption (11) is based on the analysis of single-
phase flow (linear convection diffusion equation), it may be a rea-
sonable approximation in many cases. Lin39 has tested the numerical
difference between this approximation compared to solving equation
(3.1) with a very large number of grid blocks to minimize numerical
dispersion. He found close agreement, but no way of generalizing
this result to other cases has been developed. When assumption (11)
is employed, the porous medium is, in effect, being modeled as a
series of well-stirred tanks, each of which at each time step dumps
a éortion of its contents into the next tank forward according to
the fractional flow rather than saturation of each phase.

In the simulator, equation (3.1) is solved rather than equa-
tion (3.5). However, the former is easily converted to the latter
by only setting aDj = 0 in input data. When aﬁj > 0 it should be
noted that the solution obtained includes both physical dispersion

and numerical dispersion. In other words, the solution obtained

from equation (3.1) always includes more dispersion compared with

13
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the one obtained from equation (3.5) as long as a positive value

of G5 is used. Although negative values of o

.. 39 . . .
Lin tried some numerical experiments, expecting that numerical

Di are non-physical,
dispersion is cancelled somehow by the negative aDj' The results
seem to be successful to some extent. Some oscillétion, however,
is still inevitable when the desired order of effective dispersion
(the sum of numerical and physical dispersion) is low.

Because Opj was set to be zero for all test runs, the numerical
approximation of equation (3.5) rather than (3.1) is discussed here.
In other words, assumption (11) remains in this research. The ap-
proximation of equation (3.1) is discussed by Lin.39

Equation (3.5) is solved numerically by either the semi-
discrete or fully discrete finite difference method. 1In either
case, spatial derivatives are discretized using single-point (one-
point) upstream weighting. TFor the fully discrete method, time
derivatives are approximated by forward differences which allow
explicit solutions. For semi-discrete methods, time derivatives
aré continuous, rather than discretized, allowing the application
of Ordinary Differential Equation (ODE) solvers (which then con-
tain the time discretizatiom).

Fully discrete finite difference equations are solved ex-
plicitly as below

~ At

(9]

17, + AtD = (Ci)tD zz { j 13 XD - (fJClJ)XD XD}

(3.8)
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Taking the truncation error into account, the actual equations being

solved are

) 2
9C, M (£.C;.) M 97(£5C, )
t;+ > ngJ -%AXD | —-—12—1-3-'-+H0T=0 (3.9)
j=1 j=1 39Xy

where HOT means higher order truncation errors. In ﬁost cases the
time step size AtD is forced to be much smaller than AXD to keep sta-
bility because the explicit method is used. Therefore, the dispersion
is controlled by AXD, or the number of grid blocks.

When semi-discrete finite difference methods are used, equa-

tions (3.10) below are to be solved

dc M
i N _ _
<d_c;>xD B j§=:1 {(ijij)xD (fjcij)xD _ AXD} (3.10)

where time is retained as a continuous variable. This semi-discrete
approach yields an initial value system of ordinary differential
equations with respect to time. Because every component in one
bléck affects the right-hand side of equation (3{10) for all com-
ponents in the same block and the next (downstream) block, all con-
centrations in all blocks are coupled. Then the number of equations
involved in the system is given by the product of the number of com-
ponents and the number of spatial grid points. For example, when six
components and forty points are used, a system of two hundred and
forty equations has to be solved. Reordering of each component in

each block is done as follows:



where

i =

]

NCOMP

This
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= (C.) (3.11)

1k

reordered variable
(k - 1)*NCOMP + i
block number
component number
number of components

semi-discrete system is solved making use of an ODE

solver. Such a technique is sometimes referred to as the method

of lines. This name came from the fact that the dependent variable

is integrated along the lines of fixed spatial points with varied

time as shown in Figure 3.1.

Ya N1
Xi"‘
Initial .
Condition
/ » t
In Boundary Condition
X Ll L ALz
ymfl///’ " x5 '
*3
Yme2
xll
e 2
Xne2

Figure 3.1 Method of lines.
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Even though the time derivatives remain continuous, their
integration must be done numerically, which means that truncation
error associated with the integration are inevitable. However,
the degree of such truncation errors can be much smaller than the
one produced from fully discrete methods, if compared with the same
time step size. Thus the truncation errors, TE, associated with
semi-discrete methods come mainly from space discretization

)

3" (f,C,,
NREN (3.12)

O o

Even if a semi~discrete method is used, physical dispersion can be
approximated by numerical dispersion in a similar way as with the
fully discrete method.

Since: the detrivatives involved in equation (3.5) are first
order with respect to both time and space, one of each temporal and
spatial boundary conditions are required. Temporal boundary condi-
tion (initial condition) has to be given to the simulator by the
usér to start computation. Usually the initial condition is set to
be the post-watéerflooding condition. The spatial boundary condition
is taken to be the inflow concentrations during each time step (cor-

responding to the injection of slug or drive).

3.2 Auxiliary functional relationships

In order to solve the continuity equation (3.1), many

functional relationships as well as additional assumptions are needed
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to obtain Cij and fj'

Component number and phase number are determined as follows.
At most seven components are considered: (1) water, (2) oil, (3)
surfactant or surfactant and cosurfactant, (4) polymér, (5) total
anions, (6) calcium ion, and (7) alcohol. The alcohol can be combined
with the surfactant as component three, Adding the surfactant and
alcohol components together is an approximation. The accuracy depends
greatly on the particular system and conditions involved. The maxi-
mum number of mobile phases considered is three: (1) aqueous,

(2) oleic, and (3) microemulsion. The last one is defined simply

as the phase containing the highest concentration of surfactant. The

details are shown in Figure 3.2. It should be noted that the number
of phases changes from time to time and place to place, depending on
the total composition (including salinity), with some phase appear-

ing and some phase disappearing.

The polymer and electrolytes are assumed to occupy negligible
volume. The adsorption of water, oil, and alcehol is zero. Polymer
(Cg) and calcium (CG) do adsorb, but occupy no volume. Thus, equa-
tion (3.2) is rewritten

Ci = (1 - C3)Ci + ¢ (3.13)
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The polymer is assumed to be entirely in the most water-rich phase,
whereas the electrolytes are assumed to be uniformly distributed in

the water component.

3.2.1 Effective salinity

Since the physical properties depend on both salinity and
calcium, an effective salinity CSE is defined. When the surfactant

is non-ionic, the effective salinity is given as
Cgp = (C5 = C + BC)/Cy (3.14)

where (C5 - 06) equals the monovalent cation and B is a weighting
factor which accounts for the difference in effectiveness between
monovalent and divalent catioms.

If the surfactant is anionic

Cop = (03 = Cg+Cg-Co 806)/0l (3.15)

8,46

where C8 is the calcium~surfactant complex concentration and

(C3 - Cg + Cg - C6) equals the monovalent cation.
When only sodium ion is considered to exist as a cation,

C, can be used as a tracer by setting B equal to unity, instead of

6
setting C6 equal to zero.

Although not used in this study, it should be noted that

the definition of CSE has been generalized27 to include the surfactant
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and alcohol dilution effects. **®~>0

Also, in general B for polymer
is different from B for surfactant. Just recently, Fil65 has imple-
mented Hirasaki's cation exchange-micelle model66 which can be used

rather than the 'complex model" referred to above. Electrolytes are

then no longer uniformly distributed.

3.2.2 Phase behavior

In this section, equations required to calculate phase con-
centrations and saturations are presented. The independent variables
Since adsorbed surfactant is not con-

here are C C2’ and C

sg* C1’ 7"
sidered to affect phase behavior, total concentrations add as follows:

C1 + C2 + C3 + C7 =1 (3.16)

When a phase diagram is considered, 03 and C7 are summed up
to make a single pseudo-component. Thus the pseudo ternary diagram
concept is employed.

Although the simulator is designed to deal with Type II(-),
Type III, and Type I1II(+) phase enviromments, only equations for the
Type I1(-) and Type II(+) phase environments are presented. When
Type III phase environments arise, coordinate rotation is performed

and plait points for both two-phase nodes and invariant point are

moved continuously according to salinity.

(1) Binodal curve and distribution curve
For Type II(-) or Type II{(+) phase environment, the Hand
equation51 is applied. Regardless of phase number j, the composition

corresponding to the point on the binodal curve satisfies the
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equation below:
B
C,. C,.
AR (-—33) (3.17)

where parameter A is a function of salinity and is discussed later in
more detail. Parameter B is taken to be a constant of minus unity,
which yields a symmetric binodal curve, in all the subsequent discus-

tion. The volume fractions must add to one for the pseudo-ternary, so
C,.+C,, +C,,. =1 (3.18)

Combining equations (3.17) and (3.18) with B = -1,

_ 1/ 2 -
sy = 2<A02j + /(Aczj) + 4AC, (1 C2j)> (3.19)

- C (3.20)

“13 25~ %33

]
=
1
(@]

In addition to equation (3.17) the concentrations of the two

equilibrated phases satisfy the following Hand equations:

F
C c
<__C32> = E(__C31> (3.21)
22 ~11
Here the definition of phase number is different from that mentioned

before only for convenience. Since only two phases are con-

sidered, left of the plait point is called phase 1 and the right of
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the plait point is phase 2. Calculation of parameter E as well as

parameter A is given later. Parameter F is taken to be unity in all

subsequent discussion.

(2) Parameter estimation
Parameter A is calculated based on the set of three input
parameters, C3MAX0’ C3MAX1’ and C3MAX2’ which are physically the maxi-

mum height of the binodal curve at C = 0, 1, and 2, respectively.

SEN

Here CSEN is normalized salinity: salinity divided by optimal

salinity. In this model, the optimal salinity is defined as the

salinity that yields a Type III phase environment and an oil concen-

tration at the invariant point of 0.5. First, parameters A at the

three salinities are calculated

20hmxk \2
———————————) k=0,1,2 (3.22)

e T (1 = Camaxk

Then linear interpolation with respect to'CS is applied.

EN

C C 1 (3.23a)

) <
07 "SEN SEN <=

o>
il

AL+ (A1 - A

0

>
1) Copn = 1 (3.23b)

>
il

A+ (A2 - Al)(C

1 SEN

Parameter E can be obtained from the location of the plait

point. Since at the plait point the two phases are exactly the same,

equation (3.21) is rewritten:
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03 c3
c, C
P 1p

where the subscript p indicates the plait point. Then, solving

(3.24) for E gives

€1
E = —F (3.25)
C
2p
Since the plait point is on the binodal curve, equations (3.19) and
(3.20) are applicable. Thus only C2p and A are required to calculate
parameter E.
For Type II(+) and Type II(+) phase environments, the oil con-
centration at the plait point (CZP) is assumed not to change with
and C,_ change according to equations (3.19) and

1p 3p
(3.20). The value C

salinity, while C

2

vironments must be given as input data.

D for both Type II(~) and Type II(+) phase en-

(3) Calculation of phase concentrations and saturations

Suppse C and the total concehtrations as well as all input

SE
parameters are given and the phase behavior environment is Type II(+)
or Type II(-). Then the equations used and unknowns involved are

summarized in Table 3.1, which indicates that we need one more equa-
tion to solve the system of equations. Since the two-phase composi-

tions are located on the tie line which goes through total composi-

tion (see Figure A.l), equation (3.26) below must be satisfied.
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(3.26)

where the definition of phase number is the same as the one used in
equation (3.21). Now the number of equations and the number of un-
knowns are balanced, which means the equations are solvable somehow.

First, A, C3p, C,., and E are calculated explicitly. Then some

1p
iterative method is used to solve equations (3.18), (3.19) and (3.21)
for all Cij’ if the plait point is not located at the corner. If

the plait point is at the corner, every unknown can be solved ex-
plicitly, since the composition of the excess phase is known.

Once the composition of both phases is obtained, the satura-

tion of each phase is calculated from overall material balance.

ci = slcil + szci2 i=1,2,3 (3.27)

3.2.3 Adsorption
The adsorption isotherms for both surfactant and polymer are

Langmuir—type52

_ 245G
. T TTb5 o
i 1 + bicij

C i=3o0ré4 (3.28)

where ng refers to the concentration of component i in the phase

richest in component i. Or
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C*, = ma C,. i = 3.29
1=y =fi3( lJ) i=3o0r4 ( )
Parameters a; and bi should be determined from experimental data.
bi is a constant, while a; can be a function of salinity, which al-

lows adsorption to be salinity dependent.

(3.30)

In subsequent example calculations, a, was assumed to be a
constant, which makes polymer adsorption salinity independent. Fur-
ther assumptions are made as follows. Surfactant adsorption is re-
versible with salinity but irreversible with surfactant concentration.

Polymer adsorption is irreversible.

3.2.4 Phase viscosity

A new generalized viscosity model37 was used.

: o, (C,.+C,.) 0, (C..4+C,.) o,C, . +a.C,,
_ 1725 733 2713 73] 4715 75723
uj = Cljuwe + Czjuoe + C3ja3e (3.31)
where
u, = viscosity of water without polymer
U, = viscosity of oil

and the o parameters were assumed to be constants.
When polymer is present in the phase considered, uw is re-

placed by up, which accounts for the effect of polymer. First the
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concentration of polymer and salinity is taken into account.39

2 3 Sp
= + . 3
“p uWRk[l (Ap1C43 + Ap2c4j + Ap3c4j)CSE] (3.32)
where
( - 1)b C, .

Rk -1 4 kaax p 43 (3.33)

1+b C,.

p 43

Apl’ Apz’ Ap3 = constant coefficient
Sp = constant exponent

permeability reduction factor

7

kaax = maximum value of Rk

bP = constant coefficient
In equation (3.32), the permeability reduction factor is multiplied
to increase viscosity rather than decreasing permeability. From the
viewpoint of mobility, they have the same effect. The permeability

reduction is modeled as permanent (irreversible).

3.2.5 Interfacial tension

A set of two empirical equations presented b& Reed and Healy1

are used to calculate interfacial tensions (IFT's)

G

log Y = Gy, + 11 (3.34a)
wn ~ 12 ¥ G0 ¥ 1

log y_ = G,, + *21 (3.34b)
mo = S22 ¥ G (G, TC ) F 1
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where
Yom = interfacial tension between aqueous and microemulsion
phase
Yoo = interfacial tension between microemulsion and oleic

phase
and parameters (G's) must be obtained from experimental data.

When the phase environment is Type II(~), only equation (3.34b)
is used while type II(+) requires only equation (3.34a). If phase
environment is Type III and three phases coexist, both equations
(3.34a) and (3.34b) are used to obtain two interfacial tensions.

As concerns either Type II(-) node or Type II(+) node of Type III,
one of equations (3.34) is used in a similar way to Type II(-) or
Type II(+) phase environment. Several examples of the effect of the
G's on the calculated interfacial tension are shown in Figures 3.3

through 3.6. In these figures, the solubilization parameter desig-

nates the ratio 013/033 or C23/C33 in equations (3.34).

3.2.6 Trapping function and residual phase saturation

Several au(:horsSB-55 have shown the dependence of residual

phase saturation on the capillary number, which represents the ratio
of viscous force to capillary force. Figure 3.7 shows the typical
example presented by Gupta and Trushenski,55 which suggests the ap-
plicability of equations below for the regions where residual satura-

tion changes
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Sjr = aj + bj log (%$5> (3.35)
where Sjr is the residual saturation of phase j, which can be either
wetting phase or non-wetting phase. And
a,b = constant
AP/L = pressure gradient

k

absolute permeability

Y = interfacial tension
From Darcy's law, the capillary number in equation (3.35) can be

expressed in an alternative way for multiphase flow

Apk _ 9
Ly BAY (3.36)

where

volumetric flow rate

q
A

Ao = 2 (k. /u)
rT 3 rj j

cross—-sectional area

For a given flow rate with constant area, substitution of equation

(3.36) into equation (3.35) yields

= a' _
sjr = aj bj log(A_4Y) (3.37)

Since, in a water-oil system with no chemical, the residual saturation

of water (Slrw) and oil (Ser) can be considered to be constant,
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equations (3.35) can be rewritten

sjr = Siry {1+ le[log()\rTy) + szl} (3.38)
where Sjrw equals to Slrw for wetting phase and equals to Szrw for
non-wetting phase. Parameters T's in equation (3.38) depend on
fluid/rock properties such as wettability and have to be determined
from experimental data. When only two phases exist, there is only
one interfacial tension considered, and it is substituted into
equations (3.38) for both wetting phase and non-wetting phase to
calculate residual saturations. Meanwhile for the case where three
phases coexist, phase trapping behavior is still poorly understood.
Although much more experimental work and prudent investigation is
being expected in this area, a few models have been suggested and
will be discussed later,

Since equations (3.38) are applied only to the region where
residual saturations change as shown in Figure 3.7, the residual is set
té the water-oil (no-surfactant) value when the calculated residual ex~
ceeds the water-oil value. If ‘he calculated residual is negative, the
residual is set to zero. Furthermore, as a special feature of chemi-
cal flooding, saturations can become less than the residual due to the
phase behavior (partitioning or mass transfer). In such cases the
residual saturations are set to the saturations calculated after the

“flash" calculation.
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3.2.7 Relative Permeability

The relative permeability model used in this research
was modified from the one used in the original model. The basic
idea is to make relative permeabilities (krj's) approach the proper
limits when surfactant is involved. 1In this section, only the
equations for two-phase relative permeabilities are fresented. For
three-phase flow, three different models will be introduced and
discussed in the next chapter. When there exist only two phases,
the requirements are

1) _krj's approach their water-oil (no surfactant) values
as the capillary number decreases

(2) krj's approach their respective phase saturations
as capillary number increases
There are several cases which involve only two phases: surfactant
free, Type IL(~), or Type II(+), phase environment, and either of
the two phase nodes of the Type III phase environment. In these
cases, one phase can be identified as wetting and the other as
noﬁ—wetting, presuming that one phase preferentially wets the rock
surface.

The assumed relative permeabilities are

Kk, = ( , ) - (3.39)
Tj rj\l - Sjr - Sj'r
j# 73

where




Sj = saturation of phase j

Sjr = residual saturation of phase j

kgj = end point relative permeabilities
(krj—value at other phase's residual saturation to
phase j)

ej = "curvature" of relative permeability curve of phase

j in reduced saturation space
Again in equations (3.39), phase j can be either wetting or non-
wetting phase. When phase j is wetting phase, phase j' is non~"
wetting phase (and vice-versa). Sj's are obtained from equation
(3.27) in phase behavior calculation while Sjr's are calculated
using equations (3.38).

When a reservoilr is preferentially water wet, the aqueous
phase is assumed to be the wetting phase compared with the micro-
emulsion phase in the Type II(+) phase environment, whereas the
mic;oemulsion phase wets and the oleic phase is non-wetting in the
Type II(-) environment.

| In order to make relative permeabilities approach the pro-
per limits, linear interpolation of end points and curvatures of

equations (3.39) are performed based on the change in the residual

phase saturations as follows:

S S
0o .0 j'rtw - “j'r 0 0 . '
rj riw + Sj'r ( rjc rJW) i#3 (3.40)
Sitrw ~ Syrx
= - s s
ej ejw + 5 (ejc ejw) i#J (3.41)
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where subscript w designates a water-oil (no surfactant) quantity
and subscript c the infinite capillary number value. Although
all values with subscript c¢ are usually considered to be unity,

they are left to be specified in input data for flexibility.

3.2.8 Other features

In addition to the features which have been described so
far, the simulator involves several other features. Since such
features are not used in this research and they are discussed

38,39,47

elsewhere in detail , only the list of such features is

given here.
(1) TInaccessible Pore Volume
(2) Shear rate effect on polymer
(3) Ion exchange
(4) Surfactant complex
(5) Alcohol effect

(6) Dilution effect

3.3 Solution Procedure

Summarizing the functional relations described so far and
governing continuity equations, the interdependence of the major
variables is shown in Figure 3.8. All variables are considered at

the same time level except the calculation of Ci from its
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time derivative, which is indicated by dashed line.

Figure 3.9 illustrates the solution procedure employed in
the simulator. Adsorption of both polymer and chemical are obtained
explicitly using the phase concentration at the old time level.
Residual saturations Sjr are first calculated based on total rela-
tive mobility of old time level, then iteration is performed, if
necessary, with the secant method.

To start the computation, boundary conditions as well as
all parameters necessary have to be given. The step-by-step com-
putational procedure is outlined as follows. Since the features
mentioned in Section 3.3.8 were not used in this research, they
are excluded from the procedure. For each grid block,

C,. and

(1) Baséd on initial condition, calculate fj’ 13

rT

(2) Calculate Ei at the new time level by solving con-
tinuity equations (3.1) or (3.5)

(3) Calculate CSE from equation (3.14)

(4) Calculate chemical adsorption C,, if needed, from
equation (3.28). C¥*, of old time level is used.

33

(5) Calculate Ci of equation (3.16) by excluding ES.

(6) Calculate Ez, if necessary, from equation (3.28).
CZj of old time level is used
(7) Calculate Cij based on Ci and CSE with binodal curve

and distribution curve equations.
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(8) Calculate Sj from Ci and Cij

making use of
equation (3.27)
(9) Calculate Y from equation (3.34)

(10) Calculate y, from equations (3.31) through (3.33)

h|
(11) CGalculate Sjr from equation (3.38). ArT of old

time level is used at the first time. Then ArT obtained at step
(13) is used when iterated.

(12) Calculate kr from equations (3.39) through (3.41)

3

(13) Calculate Arj’ ArT and fj based on krj

(14) Compare new ArT with old krT' If the relative dif-

and uj

ference is larger than some specified value, go back to step (11)
and repeat calculation. Secant method is used to obtain next es-
timate. If the difference is small enough, go to step (2) and start

new time level calculation.




Table 3.1. Equations used to calculate phase concentrations.

1 . ' .
Note: CBMAXO’ C3MAX1’ C3MAX2 and C2p are input parameters.
Equation . Number of Number of
No. Equation Equations Unknowns Unknowns
(3.18) Cij + C2j + C3j =1 j = 1,2 or p 3 Cij’clp’ C3p 8
1 2
(3.19) C3j = E(}Aczj + J{ACZj) + 4AC2j(1 - C2.)> 3 A l-
j =1,2, or p

C c

G 22l : : 1
22 11
2C 2
(3.22) A - (—1—_%—“395——) k = 0,1,2 3 A 3
3MAXk

A=A+ (A, - A))C C £1

(3.23) 0 1~ "0’"SEN SEN 1 _ 0
= >

A Al + (A2 Al)(CSEN 1) CSEN 21

(3.25) E = Clp/C2p 1 - 9
’ 12 13

GE
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Figure 3.2. Definition of phase number.
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SYMBOL Gi1 G12 G13
PLUS 5. 0000 -7. 0000 . 1000
BaX 6. 0000 -7.0000 . 1000
GCTAGON 7. 0000 -7, 0000 . 1000
TRIANGLE 8. 0000 -7.0000 . 1000
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SOLUBILIZATION PARAMETER

Figure 3.3. Effect of G parameters on calculated IFT curve.
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SYMBOL Gi1 G12 G13
PLUS 6. 0000 -5. 0000 . 1000
BGX 6. 0000 -6. 0000 . 1000
BCTAGON 6. 0000 ~7. 0000 . 1000
TRIANGLE 6. 0000 ~-8. 0000 . 1000

101
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1072
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SOLUBILIZATIAGN PARAMETER

Figure 3.4. Effect of G parameters on calculated IFT curve.
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STMBOL G11 G612 G13
PLUS . 3000 ~7.0000 . 0100
BOX . 6. 030300 -7.0000 . 0500
OCTAGON 6. Q000 ~7.0000 . 1300
TRIANGLE 6. Q000 ~7.0000 . 2008
N
(v} —
i \K\\*\w\
E \\ e S
~
]
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SOLUBILIZATION PARAMETER

Figure 3.5. Effect of G parameters on calculated IFT curve.
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SYMBOL Gl1 G12 G13
PLUS 6. 0600 -7. 0000 . 1000
BGX 8. 0000 -39. 0000 . 1000
GCTAGON 10. 0000 -11.0000 . 1000
TRIANGLE 12. 0000 -13.0000 . 1000

1 'REE]
I

104
1 Hi::!l 1

(DYNE/CM)
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10-7 176 10-°
1 11 'L'Lllil 11l i
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SOLUBILIZATIAON PARAMETER

o

Figure 3.6. Effect of G parameters on calculated IFT curve.
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shear rate effect on polymer solution.
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Solution procedures employed in the simulator.



CHAPTER IV

THREE PHASE FLOW MODEL

When salinity is in a certain range, phase behavior environ-
ment is called Type III (see Appendix A) and its phase diagram can
involve a three phase region. When three phases coexist, little is
known about the trapping of each phase and their flow character. How-
ever, the modeling of such three phase flow 1s necessary since the
process is usually used where the lowest interfacial tensions are
achieved, which is in the three phase region. Thus, several authors
have developed models based on various assumptions.

In this chapter, three examples of such three phase flow

models are introduced and comparisons are presented.

4.1 Pope's model

The first example is the one used by Pope in his simulator.5
He assumed another trapping function similar to equation (3.38) for
the microemulsion phase. To calculate its residual saturation, the
smaller value of Yom 224 Yoo calculated from equations (3.34) is taken.
Residual saturations for excess 0il and excess water are similar to
the two phase model. Yem is used to calculate residual water and

Ymo for residual oil. Then kr of each phase is given by

S;-S
Kk =10 1 Cir )

(4.13a)
rl rl(].— S1r - S2r - S3r
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: S. - S
0 2 2r
k =k ( — — ) (4.1b)
r2 r2\1 Slr SZr S3r
e
S, - S 3
0 3 3r
k =k ( — - > (4.1c)
r3 r3 \1 Slr S2r - S3r

where subscripts 1, 2, and 3 designate water, o0il, and microemulsion

phase respectively. kgl and kgz are given by equations (3.40).

4.2 Hirasaki's model

Another model was presented by Hirasakig. He calculated the
residual saturation of each phase based on a physical idea, which
is shown in Figure 4.1. In describing the model, an assumption
is made here that a preferentially wtaer wet reservoir is considered.
This asumption is just to make explanation easier and the generality
of the model is not affected by the assumption.

Figure 4.la leads to equation (4.2) which describes the trap—

ping of excess 0il and microemulsion phase by the excess water phase
Sar ¥ Sy = £0vy) (4.2)
where £(y) is the non-wetting phase trapping function, which is

identical to the right hand side of equation (3.38) in the simulator.

Figure 4.1b shows the trapping of excess water and microemulsion
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phases by the excess oil phase

SBr * Slr = g(Ymo) (4'3)

where g(y) is the wetting phase trapping function which is given as
equation (3.38)

From Figures 4.lc and 4.1d

S (4.4)

2r f(Ymo)

S1p = 80 (4.5)

After evaluating equations (4.2) through (4.5), the residual

saturation of each phase is determined as follows:

gly. )
S. = max v (4.6a)
1r
g('Ymo) - S3
fly_ )
S. = max mo (4.6b)
2r
fCYwm) - 83
f(Ywm) - Sz
S3r = max{ 0 (4.6c)
g(Ymo> - Sl

Then assumed relative permeabilities are

k_ . =%k_.S 4.7)

G =1,2,3)
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where

S, = S

Sn1 T 1= f%Ywm)lf 5. (4.8a)
Si2 T T :%y;c,)szf % (4.8b)
i3 T T = S3-”SSBr— S (4.8¢)
1r 2r 3r
kgl B kSlc - (k(x)'lc - kglw)f(Ywm)/Ser (4.9a)
k?:2 = k(x)'Zc - (kSZC - k(1)'2w)g('ymo)/slrw (4.9D)
10, =l + @ - Wk, (4.9¢)
e, = 1.0 + (elW - 1'0)f(Ywm)/Ser (4.10a)
e, = 1.0 + (e2W - l.O)g('Ymo)/Slrw (4.10b)
e, = wel + (1 - cu)e2 (4.10c)
w = SZT/(SlT + SZT) (4.11)
SlT = min(Slr,Sl) (4.12a)
Syp = min(S, ,S,) (4.12b)
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4.3 Lake's model37

The basic philosophy employed in the model is that the
intermediate wetting phase becomes the wetting phase when the ori-
ginal wetting phase is absent (and vice versa). Hence he first
introduced a simple interpolating function

32(1 - Sl)

6518 = —5 75,

(4.13) |
14'82 |

This function gives G = 0 when S2 =0 and G = 1 when S1 = 0,

Then the microemulsion residual saturation S is determined

3r

s3r =S, * G(Slr - SZr) (4.14)
where S, and S, are given by equations (3.38).
Assumed relative permeabilities are in the same form as
Hirasaki's model.
=105 & (G =1,2,3) (4.7)
Tj ri nj 2
where
Sj - Sjr
S . = - _ _ j = 1’2,3 (4015)
n 1 Slr SZr S3r
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krl = krlc - (krlc kS‘lw)SZr/Ser (4.16a)
Ky = Koge = (kppq = kyg 2, /5 (4.16D)
kg, = Gkoy + (L - G)kD, (4.16¢)
e, = 1.0 + (e1w - 1.0)82r/S2rW (4.17a)
e, = 1.0 + (eZw - l.O)Slr/Slrw (4.17b)
ey = Gel + (1 - G)e2 (4.17¢)

Considering the fact that saturation can become less than residual
saturation due to phase behavior, the residual saturation of each

phase is defined

Sjr = min(Sj,Sjr) j=1,2,3 (4.18)
Equation (4.18) is substituted in equations (4.15) through (4.17)

as 8§, .
jr
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4.4 Comparison of Each Model

Tables 4.1 and 4.2 show the comparison of oil recovery and
the amount of surfactant trapped with the different three-phase flow

models which have been introduced. Table 4.1 shows the results ob-

tained with 0.1 PV of 3% surfactant slug injection whereas 0.1 PV of
6% surfactant slug was injected for results given in Table 4.2. 1In
each table only the flow model was changed for three different
salinities. The same results are plotted as oil recovery versus
salinity and trapped surfactant versus salinity in Figures 4.3 and
4.4, Each salinity represents near lower limit (CSEL), middle, and
near upper limit (CSEU) of Type III phase behavior environment. The
change in salinity affects the shape of multiphase region and inter-
facial tensions as shown in Figure 4.2. Salinity was kept constant
or nearly constant for each run. After surfactant slug injection,
1.9 PV of polymer solution was injected in all runs.

The same input data as is given in Table 6.la was used except
that G13 = G23 = 0.05. No adsorption was considered. All other data
are shown in Tables'4.4. No microemulsion phase trapping was con-
sidered for Pope's model.

When salinity is near lower limit of Type IIT (Figure 4.2a),
0il recovery is rather low with all models. All surfactant injected
was trapped with Lake's model whereas the other two models trap no
surfactant.

When salinity is around optimal (Figure 4.2b), all models

but Pope's trap surfactant somewhat. Surfactant trapping is rather
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low and oil recovery is high with all models.

When salinity is near upper limit of Type III (Figure 4.2¢),
surfactant trapping is rather high with all models. Pope's and Lake's
model give high oil recovery while Hirasuki's model gives lower oil
recovery.

Although the difference in oil recovery is réther large, es-
pecially when the injected amount of surfactant is small, among the
models, Pope's model and Hirasaki's model show similar trend in
surfactant trapping to each other. Figure 4.5 shows the histories of
total concentration in production for each model with salinity of
0.82 (=CSEL) and 3% surfactant slug. Not only oil production but
surfactant breakthrough time differs among the models.

Table 4.3 shows the comparison for the cases with salinity
gradient. Data set 3S-4 and 38-5 were used for these runs. 0.1 PV
of 3% surfactant slug was injected. Surfactant trapping was almost
zero in all runs. The difference in oil recovery among the models
is rather small compared with constant salinity runs. Figure 4.6
shsws production history of each model with salinity gradient
(1.4 - 1.0 - 0.6). Although this figure shows there is a significant
difference in surfactant production history, the fact that all models
yield high oil recovery can be another reason for designing a micellar

flood with a salinity gradient.




Table 4.1

Comparison of oil recovery and surfactant trapping.

0.1 PV of 3% surfactant slug is injected.

0il Recovery (%)

Trapped Surfactant (PV)

Normalized Cge 0.82 1.0 1.18 0.82 1.0 1.18
Pope 42.5 | 78.0 | 95.0 | 3.3x10°Y | 6.0x 1072 | 2.9 x 1073
(0.0%) (0.0%) (972)
Model Hirasaki 56,1 91.3 62.0 2.7 x 10°1° 1.4 x 1074 2.3 x 10°
(0.0%) 4.7%) (77%)
Lake 25.5 96.5 93.7 3.0 x 1073 8.9 x 1074 2.7 x 10
(100%) (30%) (90%)
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Table 4.2

Comparison of oil recovery and surfactant trapping.

0.1 PV of 6% surfactant slug is injected.

0il Recovery (%)

Trapped Surfactant (PV)

Normalized Gy | 0.82 1.0 | 1.18 0.82 1.0 1.18
Pope 45.2 | 88.5 | 87.0 | 1.1x 10 | 2.6 x 1070 | 5.4 x 1073
(0.0%) (0.0%) (90%)
Model | Hirasaki | 58.5 | 94.0 | 76.0 | 3.2 x 102 | 2.8 x 107% 4.6 x 1073
(0.0%2) .72 (77%)
Lake 47.5 |97.4 | 89.4 | 6.0 x 1073 6.8 x 107 4.7 x 1073
(100%) 112) (78%)

€¢




Table 4.3

for two different salinity gradients.
0.1 PV of 3% surfactant slug is injected.

Comparison of o0il recovery and surfactant trapping

Salinity Gradient 1.8-1.0-0.2 1.4-1.0-0.6
0il Recovery | Surfactant Trapped | O0il Recovery | Surfactant Trapped
Model (%) ®v) %) (PV)
Pope 90.9 1.5 x 10710 93.0 2.5 x 10710
Hirasaki 87.9 1.1 x 10719 90. 4 1.6 x 10710
Lake 84.7 1.1 x 10710 86.8 1.6 x 10720

%S



Table 4.4a 1Input data used to compare three phase flow models

Composition of injected slug

Data Slug Slug Water 0il Surfactant* Polymer
Set No. size (vol.frac.) (vol.frac.) (vol. frac.) (wtZ) Anion Tracer
1 0.1 0.97 0.0 0.03 0.10 C5(1)** 1.0
» 2 1.9 1.0 0.0 0.0 0.10 C5(2)** 1.0
T ol Tow o 006 0.0 s 1.0
° 2 1.9 1.0 0.0 0.0 0.10 C5(2)** 1.0

*Surfactant is combined with alcohol as an approximation.

*%See Table 4.4b.

139
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Table 4.4b. Input data used to compare three phase

flow models

Salinity sequence

Data Set C511 C5@)* C5(2)
35-1 0.82 0.7954 0.82
38-2 1.0 1.0 1.0
35-3 1.18 1.1446 1.18

—7;;:; B 0.82 0.7708 0.82
65-2 1.0 1.0 1.0
65-3 1.18 1.1092 1.18

) 38-4 B o 1.8 0.97 6?2
38-5 1.4 0.97 0.6

C511 = Initial anion concentration in a water phase (normalized)

c5(1) Anion concentration in surfactant slug (normalized)

C5(2) Anion concentration in polymer buffer (normalized)

*#This is the total concentration. This value must be divided

by water concentration in the slug to obtain effective salinity.
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Figure 4.2. Phase diagrams and interfacial tensions in Type III

phase behavior enviromment with different salinities.
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CHAPTER V

ORDINARY DIFFERENTIAL EQUATION INTEGRATORS

There exist quite a few numerical techniques to solve a system

of first—order ordinary differential equations (ODE's) of the form

o

TEY =£G.0) . vty =, (5.1)
where y and f are vectors of length N. The techniques, in general,
can be divided into two categories: single step methods and multistep
methods.61

For single step methods, no information about the solution for
previous steps is necessary. One representative examplelof such single
step methods is the Runge-Kutta algorithm. Runge-Kutta methods re-
quire the evaluation of derivative f(y,t) at intermediate points be--
tween the initial and end point of each step.

Multistep methods make use of information about the solution
cbtained from several previous steps éo calculate the solution for the
current step. Thus they generally require a larger amount of compuer
memory than the Runge~Kutta formulas of the same order. Concerning
the computation, however, multistep methods can be rather economical

integrators since they generally require only one or two functions

evaluations per step.

63
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5.1 Runge-Kutta-Fehlberg methods56

Single step mehods for solving y' = f(y,t) require only a
knowledge of the numerical solution yn'in order to compute the next

value y This has obvious advantages over the p-step multistep

n+l’
methods that use several past values {yn""’yn—p}’ gnd that

require initial values {yl,...,yp} that have to be calculated by
another method.

The best known one-step methods are the Runge~Kutta methods;
and they are the usual means for calculating the initial values
{yl,,..,yp} for a (p+l)-step multistep method. The major disadvantage
of the Runge-Kutta methods is that they use many more evaluations of
the derivative f(y,t) to attain the same accuracy, compared with the
multistep methods. At present, there are no variable order Runge-
Kutta methods comparable to the Adams-Bashforth and Adams-Moulton
methods. Runge-Kutta methods are closely related to the Taylor
series expansion of y(t), which is the solution of the initial value
problem, but no differentiations of f is necessary in the use of
thé met:hod.60

The Fehlberg integrators are single-step, fixed-order methods
and time-step size is varied according to the estimated truncation
error made during the last time step. To estimate the truncation
error, (p+1)th order and pth order Runge-Kutta formulas are employed.
The difference between those two approximations is defined to be an

estimate of the leading term of the local truncation error for the

pth order approximation. Error is controlled by keeping the magnitude
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of the local truncation error within some specified (desired) to-

64 . . . th th
lerance. Depending on the algorithm, either the p or (p+1) order
approximation may be used as the solution.

A numerical solution of Equation (5.1) can be obtained by us-
ing either of the following Runge-Kutta-Fehlberg integration formulas

m-1

A + At g;o Ckfk + 0(At

p+lL

Vin ) (5.2)

g-1
=y, +0t 5 Cf + 0Pt (5.3)
i 2o Sk :

<D

i+l

where m and % are the number of function evaluations in the lower order
and higher order formulas, respectively. Subscripts i and i+i indicate

their step level

Fh
]

0 = £ty (5.4)

k-1
K f(ti + akAt, vy ¥ At >§o Bkkf)\) (5.5)

h
]

where At is the step size. The constants o, B, ¢ and ¢ are determined
in the derivation of the algorithm. The superscript ~ indicates
higher order approximation.

An estimate of the local truncation error, LTE, for the lower-

order solution is obtained as below

r-1
LTE = |y, 0 - 95440 = Atléés(Ck - Ck)fkl; (5.6)
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where
r = max(Q,m)
Let
TOL = ERR#max(|y|,YBIAS) (5.7

where ERR is the relative error tolerance. YBIAS is some specified
lower limit to avoid the selection of a step size which is too small.
Here both LTE and TOL are a vector of length N, since y is a
vector in our case. If any component of LTE is larger than the corre-
sponding component of TOL, the step size is reduced and calculations
are repeated until the desired accuracy is obtained. If every compo-
nent of LTE is less than the corresponding component of TOL, the step

size is accepted and the next step size to be used is calculated as

follows
TOLJ. 1/(p+1)
Atnew = PCT*Atold* .mln ITE. (5.8)
j=1,N J

where PCT is a conservative factor, which is inténded to prevent ex-
cessive step rejections. PCT may be assigned the value of 0.8 to 0.9.

At is the current step size used. p is the order of approximation.

old
N is the number of equations.

When a higher order ODE solver is applied to solve the conti-
nuity equation in the simulator, the truncation error produced from

spatial discretization is much larger than the error from time inte-

gration. Consequently the pair of first and second order approximations
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is considered to be sufficiently accurate and is used in our prob-
lem.

With the combination of first and second order approximation
the constants in equations (5.2), (5.3), and (5.5) are given in

Table 5.1.57

Table 5.1 Coefficients for RK1(2).

[

koo Bro Bre1 Cx K

0 0 - - . 1/256 1/512
1 1/2 1/2 - 255/256 255/256
2 1 1/256 255/256- - 1/512

Although the number of function (derivative) evaluations is two and

three for first and second order approximation, respectively, actually
only two function evaluations are required per step. This is because

the coefficients in Table 5.1 are determined with the intention of

using the third evaluation again as the first evaluation for the

next step. Since the combination of first and second order approximation

is used and the former is taken to be the solution, this method is
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called RK1(2) hereafter.
Substitution of the coefficients given in Table 5.1 into equa-

tions (5.2) through (5.5) yields

_ 1 255 )

Yigp =93 F At<256 £y + 756 T3 (5.9)

~ 1 255 1

Vit = Y3 F At<512 fo * 256 f1 T 313 f2> (5.10)

£y = £ty | (5.11)

£ =f<t + L ac +-1—At-f> (5.12)
1 i TR Y Ty 0 .

f =ft + At + —— At-f +255Atf> (5.13)
2 * ¥y 256 0" 7256 .

Then an estimate of local truncation error is obtained by subtracting

equation (5.10) from equation (5.9)
- £ (5.14)

Since lower order approximation (5.9) is taken as the solution rather
than higher order approximation (5.10), the approximation is first

order. Then equation (5.8) is now

TO 1/2
3
Atne = PCT#At ol d*jﬁnN <LTE ) i (5.15)
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From Taylor series expansions, equation (5.15) below can be easily

‘derived

2
+_..._éz| ) +A 49 Lopdd)  5.16)
iHs i

which suggests the truncation error of approximation (5.9) used to

calculate Yigl is

|LTE| = l———-———

2 2
Atc d7y
3 ZI. (5.17)

51 ac?ly

This is smaller than the one for Euler's method by a factor of two

hundred and fifty-six.

The calculation procedure is as follows:

1)
2)
3)
4)
5)
6)

7)

8)

Given Vi t, and At
Calculate f0 from equation (5.11)
Calculate fl from equation (5.12)

Calculate from equation (5.9)

Yin
Calculate f2 from equation (5.13)

Calculate LTE from equation (5.14)

If LTE is less than TOL, time step size is accepted and
new time step size is calculated from equation (5.15).

Then resetting fo = f2, y and t = t + Atold, go to

i~ Yin
step (3) and start calculation of next step.
Otherwise time step size At is reduced and repeat the

calculation from step (3).
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5.2 Multistep Methods

The class of linear multistep methods for ODE's integration
is usually described as follows: Approximate solution values are cal-

culated at t = tO’tl’tZ"’ where tn = t + At, with step size At,

n—-1

according to a formula of the form

k k2

1
= v _. + At A 5.18
Y, é‘,la n-g t A jé:oBJy“‘J (5.18)

where Y © Y(tk), Yﬁ = y'(tk) = f(yk,tk), aj and Bj are coefficients
associated with the particular method. Equation (5.18) is used to
calculate Y, when previous approximate values of y and y' are known.
Special considerations have to be made to obtain the several values
needed at the beginning to make equation (5.18) applicable. The most
popular examples of equation (5.18) fall into two specific classes of
methods. One is referred to as '"the Adams' methods of order q" and
=1, k

is obtained by setting o =1 and kz = q -1. The other is

1 1
the backward differentiation methods (usually called Gear's methods)
of’order q which is obtained by setting kl = q and k2 = 0. When
order is said to be q, it means that if Eq. (5.18) is solved for Yy,
with all past values being exact, then Y will differ from the cor-
rect solution of Eq. (5.1) by a truncation error that is 0(Atq+1)
for small At.

The biggest advantage of an Adams' integrator over Gear's
methods is that it does not require the evaluation of the Jacobian, nor

solving a large matrix problem in its solution process, since a fixed
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point iteration is used to solve the non-linear (corrector) equations.
The main disadvantage, on the other hand, is that their stability
regions are small and can often require relatively small time steps
to maintain stability. This disadvantage makes these methods ineffi-
cient for stiff problems.

Gear's methods of order 1 S q S 6 were shown to have stiff
stability by Gear.58 Their stability region contains a horizontal
strip covering the entire negative real axis in all six case;

(Figure 5.3). The boundary curve crosses the axis, making the method
not stiffly stable for q 2 7. Newton's method rather than a fixed
point iteration is used to solve corrector equations. A fixed point
iteration imposes time step size limitations to make corrector con-
verge, which destroys the advantage gained by achieving stiff sta-
bility. The expense of calculating the Jacobian matrix 3f/3y can be
further offset by neglecting to re-evaluate it at every step, unless
the existing value of this matrix fails to produce convergence or
the order q is changed.

| Sophisticated and highly reliable computer programs have been
developed for solving complicated systems of ODE's, using either Adams’
methods or Gear's stiffly stable methods. Allowing users to specify
which methods be used, these programs automatically select the order q
and time step size keeping the error produced from the integration within
the desired tolerance and maintaining the time step size as large as pos-
sible. In this research, one such program named DGEAR59 is applied to

micellar/polymer flooding simulation. The code DGEAR implements the
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Adams' methods of order 1 £ q £ 12 and Gear's method of order 1 £ q £ 5.
With DGEAR, the user may choose from several different algo-
rithms only by specifying two method indicators. The first is called
METH, which indicates the method of integration to be used. The
second is called MITER, which indicates the procedure for solving
the nonlinear equations ariéing in the method being used. The de-
scription of those parameters is given below.
METH = 1, indicates Adams' method
2, indicates backward differentiation (Gear's) method
MITER = O, implies functional (or fixed point) iteratiom.
The Jacobian is not needed.
1, implies a chord method (or semistationary Newton
iteration) with the Jacobian supplied by the user.
2, implies a chord method with the Jacobian calculated
internally by finite differences.
3, implies a chord method with the Jacobian replaced
by a diagonal approximation based on a directional

derivative.

5.3 Stability region and stiffness

When an ordinary differential equation is integrated numeri-
cally, the stabiliity of the method is often discussed, because it
suggests the quality of the solution or step size required to obtain an
accurate solution. To investigate the stability, only the special equa-

tion below and its region of absolute stability are usually considered.
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' Ay (5.19)

<
I

Here A is a complex constant having a negative real part. The re-
gion of absolute stability is defined60 as the set of all AAt (At:
step size, therefore real non-negative) for which the numerical solu-
tion v, 7 0 as t, . The larger the region of absolute stability,
the less the restriction on At in order to have the numerical method
give a numerical solution that is qualitatively the same as the true
solution. If a linear system of ordinary differential equations
y' = Ay is being considered, the eigenvalues Ai (i =1,2,...,N) of
matrix A, instead of )\ in equation (5.19), are used to determine the
step size which gives a stable solution. Furthermore, the stability
of the methods used in solving a system of nonlinear equations can be
determined by considering the eigenvalues of the Jacobian matrix,
dy'/dy.

When a pth order Runge~Kutta scheme with r function evalua-
tions is applied to the test equation (5.19), an approximate solution

of the fdrm61

iy = (oWl (5.20)

will be obtained, where

P h|
'ITEO\At) = 3 (A8)7 + Z Yq ap) 4 (5.21)

3T
= 3 q=pHL ¢
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the Yqr 4 = p+l, p+2, ... r are functions of o, B, ¢ (the coefficients
of the Runge-Kutta formula used in integration of the test equation).
See equation (5.2). ﬂi(lAt) is called the stability polynomial. The

region of absolute stability is the area defined by
TP an) | <1 (5.22)

This ensures that the error does not increase from step to step in
the numerical solution of the test problem. One way of defining a

stability region is to get

eie

i

P
ﬂr(XAt)

or

V-1 (5.23)

cosB + isinb i

p
ﬂr(AAt)

By varying 0° < 6 < 360° and calculating the roots of equation (5.23)
for the small variation of 6, one can obtain the boundaries of the

absolute region of stability.

Now let us consider equation (5.9) of RK1(2)

~ 1 255
Yig1 =Yg AT (256 fo * 256 f1 (5.9)

Substituting the test equation f = Ay into equations (5.11) and
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(5.12)

= Xyi (5.24)
_ 1 1
fl = f(ti + 5 At, yi + 3 Atfo)

1
)\(yi +5 Atkyi) (5.25)

Then substitution of equations (5.24) and (5.25) into equation (5.9)

gives

= (1 + Mt +22 AzAtz)yi (5.26)

Vi 512

i+l

This result agrees with equations (5.20) and (5.21) as below

1 2
ey = moan) = 5 DS 4 5y Gagd (5.27)
2 T3 2., Yq
3 q
where
255
Y2 =312

To obtain absolute stability region, let

1+ At + % AAtZ = cosd + isind (5.28)
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solving equation (5.28) for AAt with varying 8, the absolute stability
region is given in Figure 5.1. Since the stability region is sym-
metric, only the upper half is shown in the figure.

When a multistep method expressed by equation (5.18) is ap-

plied to test equation (5.19), we obtain60

P P
Yiyg = S ay. .+ Mt Zb.y_.
i+l {Z0 37173 j_____lJiJ
P
a - Mtb_l)yi+1 - ;Zb(aj + kAtbj)yi—j =0 1i2z2p (5.29)

This is a homogeneous linear difference equation of order p+l, and

the theory for its solvability is completely analogous to that of
(p+l)st order homogeneous linear differential equations. We attempt

to find a general sclution by first looking for solutions of the special

form

(5.30)

<

i

[
[N
[\
o

If we can find p+l linearly independent solutions, then an arbitrary

linear combination will give the general solution of (5.28).

Substituting ¥i T ri into (5.29) and cancelling ri-p,'we ob-

tain

P _
(1 - aatb_pePt - s (a; + Meb)r® T =0 (5.31)

j=0
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This is called the characteristic equation and the lefthand side is
the characteristic polynomial. The roots are called characteristic
roots. If the roots are all distinct, then the general solution of

equation (5.28) is

(5.32)

v
o

P i

v, = > v.lr.(AAE)] i

1 &3 3
J...

where rj(xAt) are characteristic roots, which depend continuously on

the value of AAt. If rj(AAt) is a root of multiplicity n > 1, then

the following are n linearly independent solutions of (5.29).
[r, 080 1% iz, 015, ..., i“‘ltrj(xAt)]i (5.33)

These can be used with the solutions arising from the other roots to
generate a general solution for (5.29), comparable to equation (5.32).
From equation (5.32), the region of absolute stability is

equivalent to the area that satisfies

(5.34)

IIA
e

IA
gel

rj(AAt) £1 0

The regions of absolute stability for Adams' methods and
Gear's methods are shown in Figures 5.2 and 5.3 respectively.

If a system of linear or nonlinmear ordinary differential equa-
tions is under consideration, all eigenvalues Ai (i =1,2,...N) asso-

ciated with the matrix must satisfy the absolute stability condition.
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Consequently one difficulty may arise when max ]Ai| is much larger
i=1,N
than min ]Ai!. In such a case, a limited stability region may im-
i=1,N
pose a severe restriction on the step size. Such a system is called

stiff and the degree of stiffness can be expressed by stiffness

ration SR
B
SR = _—I—_' 2 (5.35)
io1w NI

If a system is stiff, it involves both rapidly changing variables
and very slowly changing variables, all of a decaying nature.

Let us consider more specific problems such as semi-discrete
systems arisen from convection-diffusion equations. The more para-
bolic (diffusive) the character of the equation is, the higher the
degree of stiffness. In general, a larger number of grid blocks
yields a stiffer system.

Backward differentiation methods (Gear's methods) are espe-
cially designed for stiff problems. As can be seen in Figure 5.3,
they have infinite regions of absolute stability and offer higher

efficiencies to solve stiff problems.
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CHAPTER VI

RESULTS AND DISCUSSIONS

In this chapter, the basic input data and a set of com-
puted results for a type II(-) phase environment with no adsorp-
tion are first presented. The computed results were obtained
from the fully-discrete Euler (FDE) method with constant time step
size of 0.001 Pore Volumes (PV). These plotted results enable us
to understand how the flood is proceeding.

In the next section, results of each method for Type II(-)
phase environment with no adsorption are first presented with some
discussion. Although RK1(2) was the best among semi-discrete methods,
computation time was not improved as had been expected. Then an
alternative algorithm which is called RKl is introduced and its
results are compared with FDE method.

The effect of adsorption is shown in Section 6.3 for ohly
RK1 and RKi(Z). More computation time was required for both RK1
and RK1(2) when adsorption is involved compared with the no adsorption
cases. Other phase behavior environments were also examined in
this section. The performance of the semi-discrete method got worse
as the phase behavior environment was changed from Type II(-) to
Type 1I(+), and was worst in the Type III phase behavior environ-
ment,

For the Type II(-) phase behavior environment with no adsorp-
tion, the effect of each component on the time step size selection
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was examined (in Section 6.4) using the RKL method. It was

found that RK1l was taking a too conservative (small) time step

size at an early stage of the flood. This is due to rather large
truncation error associated with the time integration at that

stage for the components which did not exist before the micellar
flooding started. When the error was checked only for the water or
0il component, the computation time was improved without affecting
the quality of the solution.

In section 6.5, the results for the case when the absolute
error was specified as the error tolerance instead of thé relative
error., By using a smaller value for PCT.in equation (5.8), less
computation time was achieved with absolute error control. A brief
summary of RK1 for Type II(-) without adsbrption is also given.

Some eigenvalues of the Jacobian matrix before surfactant
breakthorugh are presented in section 6.6. Since the matrix is
characterized as block triangular, it is possible to decouple it in-
to submatrices and obtain eigenvalues by analyzing each submatrix.
Thé eigenvalues presented are obtained from the oil bank blocks
which seem to be governing the stability requirement.

A stability analysis with some assumptions was performed (in
section 6.7) for the blocks where surfactant is present. TFrom this
analysis, it was discovered that an unconditional instability occur-
red continually and locally due to the change in residual satura-
tion caused by the surfactant. This instability explains why we

have oscillations in the production history even if a small time
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step is used.

6.1 Basic input data and example results

In this section the basic input data used to compare the
performance of the various semi-discrete methods discussed so far
are presented. Then a set of computed results for Type II(-) phase
environment with no adsorption are shown with some discussion. The
computed results were obtained from the FDE method with constant time
step size of 0.001 PV. These plotted results enable us to under-
stand how the flood is proceeding.

The basic input data are listed in Tables 6.1. Tables
6.1la and 6.1b list input data common for all base cases while
Table 6.1lc lists the difference in the data for each base case.

A definition of each parameter is given in Appendix C. Some repre-
sentative features of fhe input data will be discussed later in

this section. Unless otherwise noted, this basic data set is

used for all runs. A somewhat simplified case is considered to
eﬁable easier interpretation of the calculated results. The

main purpose of this research is to investigate the applicability of
the semi-discrete methods to micellar/polymer simulation, and to
compare the performance among different semi-discrete methods. For
RK1(2) PCT in equation (5.15) and YBIAS in equation (5.7) are fixed
to be 0.8 and 10—3, respectively.

The common features for all base cases in Tables 6.1 are as

follows:



85

1) The physical dispersion term 1s not used assuming
that numerical dispersion can adequately approximate physical dis-
persion.

2) The dimensionless longitudinal dispersivity given as
aDj in equation (3.1) is about 0.0125 since the number of grid blocks
used is forty.

3) Alcohol is combined with chemical to make a single pseudo
component.

4) No ion exchange between clay-and mobilé phases is con-
sidered. |

5) No inaccessible pore volume to polymer or surfactant
is considered,

6) The initial condition is waterflood residual oil satura-
tion.

7) No salinity effect or shear rate effect on polymer solu-
tion viscosity is included. Permeability reduction due to polymer
is not considered either.

| 8) The plait point is located at the corner of the pseudo
ternary diagram, which yields excess phases consisting of a single
pure component (either water or oil).

9) An aqueous surfactant slug containing 10% (surfactant
+ alcohol) and 0.1 wt % polymer is first injected up to 0.1 pore
volume (PV). Then polymer buffer of constant polymer concentration
equal to 0.1 wt % is injected.

10) Calculated viscosities of surfactant slug and polymer
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buffer are 33 c¢p and 31 cp, respectively.
11) Tracer is injected in both surfactant and polymer slug.

12) Total injected amount is 2.0 PV.

Figures 6.1 through 6.10 present a set of computed results
for a Type II(-) phase behavior environment with no adsorption (Run
207). The FDE method with a time step size of 0.001 was used. Fig-
ures 6.1 through 6.7 show profiles at 0.25 PV injected. Figures 6.8
to 6.10 show the production histories.

Since no adsorption was considered and only microemulsion
and excess o0il exist, the fronts of surfactnat, polymer, and tracer
are located at the same position. There are two major fronts in
the profiles. One is at the surfactant front and the other is at
the most upstream grid. The former advances as injection proceeds,
while the latter stays at the same place in this example. At the
surfactant front, interfacial tension is reduced, which leads to
the reduction of non-wetting phase residual saturation. At the most
upstream grid, oil saturation is extremely low, which is considered
to be the effect of a miscible displacement. However, such low
residual oil saturation is not achieved in this example beyond that
grid because of the dilution of the surfactant.

In Figures 6.2 through 6.4 vertical lines indicate the
appearance or disappearance of surfactant. When the total concentra-
tion of (surfactant + alcohol) is lower than 10-4, the effect of
surfactant is neglected and no microemulsion phase is considered.

Although the vertical lines separate water phase and microemulsion
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phase, these two phases are considered to be continuous in Type
I1(~) case.

Figure 6.7 shows the profile of total relative mobility.
This figure indicates that physically unstable condition occurs at
the surfactant front. This is caused by the increase in relative
permeabilities both to oil and aqueous (microemulsion) phases due
to surfactant. However, if the mobilities are compared between oil
bank and the middle of surfactant slug, the mobility ratio is about
0.4. Mobility ratio for surfactant slug and polymer buffer is
designed to be about unity. Thus the whole process is stable even

though locally unstable.

6.2 Comparison of each method for Type II(-) phase behavior with

no adsorption

In this section a comparison is made among the fully-dis-
crete Euler (FDE) method and the semi-discrete methods discussed
S0 far. Type II(-) phase behavior environment with no adsorption
(data set A in Table 6.1c) was adopted as the simplest example.
The results are shown in Table 6.2 and in Figures 6.11 through
6.19. The legend of total concentration history plots is given in
Table 6.15. This legend is valid for all subsequent total concentra-
tion plots. Although RK1(2) was the best among semi-discrete methods,
computation time was not improved as had been expected. Then an
alternative algorithm which seemed to be more efficient is intro-

duced. This algorithm called RK1l consists of a combination of first
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and second order Runge-Kutta approximations. 1Its results are also
compared with the FDE method.

In Table 6.2, ERR is the relative error tolerance for semi-
discrete methods while constant time step size used is writtenm for
FDE in the same column. IEVA is the number of function (derivative)
evaluations., NREJ indicates how many times the predicted AtD has
been rejected. NREJ was counted only for RK1(2). CPU time, which is
for CDC Dual Cyber 170/750 at the University of Texas at Austin is
listed just to give an idea of the order of the computer time. One
should compare IEVA rather than CPU time to see the efficiency of
each method, since the semi-discrete methods were programmed mainly
to see their applicability and flexibility. There may be more room
to decrease CPU,time for semi-discrete runs. 1In the column of
quality in Table 6.2, "good" means the solution obtained looks
comparable to Run 207, which used FDE method with Aty = 0.001. Fair
quality means the solution oscillates somewhat but is still accep-
table. In last column, ER is the total oil recovery as percent of
thé initial oil in place. The o0il recoveries are presented to show
the effect of the change in numerical dispersion.

Figures 6.11 to 6.13 show the history of total concentration
in the effluent for the FDE method with three different time step
sizes. 1In Figures 6.14 through 6.16, total concentration histories
are presented at the top and the histories of the time step size
used at the bottom for the RK1(2) method, with varying ERR. Figures

6.17 and 6.19 are the same except for Adams' methods. For Adams'



methods, only the results with the option MITER = 0 are presented
because other options did not give good results. The results

of backward differentiation are also excluded because of their poor
performance. Some discussions on these predictor-corrector methods
will be presented later in this section.

From Table 6.2 one may conclude that the FDE method is
better than the semi~discrete methods tested based on the number of
function evaluations and CPU time. Actually, RK1(2) is not so
efficient as was expected. Neither are Adams' and Gear's methods.
However, one should keep in mind that with these methods the trunca-
tion error associated with time integration is controlled and forced
to be smaller than some specified value, which was not done with
the FDE method. This feature may become important when higher or-
der accurate approximations for space derivatives or finite element
methods are introduced. Furthermore, the history of the time step
size should not necessarily be constant. Before surfactant break-
through, the time step size taken with RK(2) is 0.002 to 0.003 PV,
which coincides with the result obtained from the FDE method.

When the FDE method is used, a time step size larger than 0.003 PV
produces oscillation, which seems to be caused by numerical instabi-
lity. After surfactant breakthrough, however, the time step size
more than doubles with RK1(2) and finally increases to DTMAX. DTMAX
is the maximum time step size specified in the input data. After

a time step size is calculated based on the estimated truncation

error, the time step size is compared with DTMAX and the smaller
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value is taken to be the next time step size.

In Table 6.2, an extremely small error tolerance was
listed for RK1(2). This is because RK1(2) produces a very small
truncation error. When a larger error tolerance was used, RK1(2)
selected larger time step sizes due to the small truncation error,
and the solution was no longer stable. Oscillations in both concen-
tration and time step size history occurred.

Although the time step size was increased after surfactant
breakthrough, RK1(2) still required more computation time than
the FDE method. This is Because RK1(2) requires two function eva-
luations (equations (5.12) and (5.13)) per step. This means that the
average time step size taken with RK1(2) has to be more than twice
as large as the one for the FDE method. For this reason, another
method called RX1 which requires only one function evaluation per
step was tested. This method discussed below also has time step
size control in a similar way to RK1(2).

Instead of equations (5.9) through (5.13) in Chapter 5,
eqﬁations (6.1) through (6.4) below are used to estimate the local

truncation error.

Vi1 T Yy A (6.1)
£ = £ty vy) (6.3)

£ = £(t; + At, y, + Atf ) (6.4)

920
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Approximation (6.1) is exactly the same as Euler's method, while
approximation (6.2) is the trapezoidal method solved with one
iteration using Euler's method as the predictor. Both are a spe-
cial case of Runge-Kutta formulas. Subtracting equation (6.2)
from equation (6.1), the local truncation error LTE is estimated

as below
lLTE| = |8(£, - £1) (6.5)

Since Euler's formula is used as the solution, the truncation error

is two hundred and fifty six times more compared with RK1(2)

(6.6)

Its stability region is also the same as the one for the forward
Euler method, which is shown in Figure 6.39.

Some results obtained using RK1l are presented in Table 6.3
wﬁere the results of FDE method are again shown for comparison.
Plotted histories are presented in Figures 6.20 through 6.22.

Those results show that RKl saves computation time of about 20%
compared with FDE method for the same quality. Furthermore the num-
ber of function evaluations is about 407 less for RKl than the FDE
method.

None of the predictor-corrector methods, neither Adams'

methods nor Gear's method worked as well as RK1(2) or RKl. Although
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several options were tested with DGEAR, only the results of Adams'
methods with MITER = 0, which implies the functional (fixed point)
iteration, are presented in Table 6.2, because all the other options
did not work as well.
When Adams' methods with MITER = 0 were used, the order
was varied from first to third. Although the average number of func-
tion evaluations per step was about two, only one function evaluation
was the most frequent result. This fact indicates that the stability
regions of Adams' predictor method play an important role in the time
step size selection. Since the stability regions of second and
third order Adam's predictors (Figure 5.2a) are smaller than the one
for RK1(2) (Figure 5.1) or RK1 (Figure 6.39), Adams' methods may have
to take a smaller time step than RK1(2) or RKl to remain stable.
MITER = O was not tested with Gear'é methods, since this

iteration scheme imposes a limitation on the time step size which
destroys the advantage of the stiffly stable character of Gear's
methods.

| Table 6.4 shows the results obtained with MITER equal to
two. This option uses semi-stationary Newton iteration with the
Jacobian calculated internally by finite differences. When the
MITER = 2 option was tested, the number of grid blocks was decreased
to twenty, because this option requires a large storage for the Jaco-
bian matrix. In Table 6.4, ERR designates the relative error tol-
erance and AtD is the dimensionless time step size. Highest

order q means the highest order of the methods used in the computation.




IEVA is the number of function evaluations including the evalua-
tion of the Jacobian. NSTEP is the number of steps. NJE is the
number of Jacobian evaluations. Net IEVA is the number of func~
tion evaluations excluding the number of function evaluations used
to obtain the Jacobian matrix. Since 120 function evaluations were
required to get a Jacobian matrix, most of the computation time was
spent to evaluate Jacobian matrices.

The results were obtained only up to 0.1 PV injection be-
cause the solution oscillates, or large error occurred, for all rums
after 0.1 PV injection. This is the time at which the composition
of the injected slug is changed.

Although neither Adams' methods nor Gear's methods worked
as well as the two explicit techniques, it may be too early to con-
clude these implicit or semi-implicit methods are not as good.

Since a packaged program was used to impelement the techniques, the
details are not clear, but there may be some improvement possible.
One example is the step size control. DGEAR varies time step size
baéed on only relative error without YBIAS which was used for the
two explicit methods as in equation (5.7). Since most variables
change between zero and unity, it is risky not to use equation (5.7),

. . 6
or a combination of relative and absolute error. 2

6.3 Effect of adsorption and phase behavior

In this section the effect of adsorption and phase behavior

on the performance of semi-discrete methods is examined. The
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difference in input data between the runs presented in this sec-
tion and the previous section is the adsorption and/or salinity.
Adams' methods and Gear's method were no longer tested because of
rather poor results obtained in the previ§us runs and the difficulty
in changing ﬁhe program to deal with the irreversibility of adsorp-
tion.

Table 6.5 shows the results for Type I1II(-) phase behavior
enviromment with adsorption. Data set B in Table 6.1c was used.
Compared with the previous case, IEVA and NREJ increased for both
RK1(2) and RKl. Furthermore, the history of the time step size in
Figure 6.23, which shows the results of Run 333, exhibit more fre-
quent oscillation than previously.

Tables 6.6 and 6.7 present the results for Type II(+) phase
behavior with no adsorption (data set C in Table 6.1lc) and with
adsorption (data set D in Table 6.1lc), respectively. RKl was less
efficient for both cases compared with Type II(-) runs. Figures
6.24 and 6.25 show the performance of RK1l with ERR = 0.01 for each
case,

Table 6.8 shows the comparison of FDE and RK1l for Type III
phase behavior with and without adsorption (data set F and E). Fig-
ures 6.26 and 6.27 show the results of RKl without adsorption
and with adsorption, respectiveiy. Hirasaki's relative permeability
model was used for all these rums.

Table 6.9 summarizes the effect of adsorption and phase be-

havior on the efficiency of RKl. All runs were made with ERR = 0.01.
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The computation time increased as the phase behavior environment
was changed from Type II(-) to Type II(+) to Type III.

Since truncation error for RK1l is rather large compared
with RK1(2), a question arises about the effect of the change in
the time step size AtD on the numerical dispersion. The numeri-
cal dispersion for RK1l is expressed by exactly the same equation
as for FDE because the time integrations are identical. When AtD
is small compared with AxD, AtD can be neglected as in equation (3.7).
For larger AtD, however, AtD may affect the numerical dispersion.
Tables 6.3 and 6.5 through 6.8 suggest oil recovery is not very
sensitive to the change in time step size when the phase behavior is
Type 1I(-), whereas the time step did have a small effect on the
0il recovery for the Type II(+) case. For the Type III case, the

0il recovery was 100% for all runs.

6.4 Effect of each component on time step size selection

This section contains additional discussion about the time
stép size selection. All the results which have been presented so
far were obtained by checking the error for all components. The
effect of each comonent on step size control in chemical flooding
is first discussed. Then simpler problems such as waterflooding
and miscible displacement (single phase flow) are examined. Only
RK1 was used and'ERR was fixed to be 0.01. Thus Run 200 was con-
sidered as a reference run for all of the other chemical flooding

runs. A summary of the results is presented in Table 6.10. Figures




6.28 to 6.34 show the total concentration history at the top and
the time step size history at the bottom. Figures 6.28 to 6.32
show chemical flooding results. Figure 6.33 shows a waterflood.
Figure 6.34 shows a miscible flood.

First, the injection of tracer was eliminated in Run 265
(Figure 6.28). Compared with Run 200 (Figure 6.20), a difference
in the time step size and its amplitude of oscillation before sur-
factant breakthrough can be observed. Thereafter, the time step
size is identical to Run 200.

In Run 267 (Figure 6.30), the error was checked only for
the oil concentration (62). The history of the time step size is
quite different from the previous two runs at two different times.
Oﬁe major difference is before 0.20 PV injection. Run 267 takes a
time step size of around 0.002 PV from the very beginning, whereas
in the previous two runs the time step size increased much more gra-
dually. The other difference is after surfactant breakthrough.

The time step size jumps to DTMAX in Run 267, while in the previous
twé runs it remained below DTMAX much longer.

The error was checked only for the surfactant concentra-
tion (63) in Run 268 (Figure 6.31). Before surfactant breakthrough,
the time step size gradually increased with little oscillation., The
time step size coincides with the upper edge of the oscillating
time step size in Run 265. After surfactant breakthrough, the time
step size was identical to Run 265. |

In Run 269 (Figure 6.32), only the error in the polymer
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concentration (64) was used to control the time step size. The time
step size before surfactant breakthrough was almost the same as in
Run 268 and increased to DIMAX thereafter. The oscillation in the
concentration history was a little smaller than in Run 268. This may
have been because the time step size before surfactant breakthrough
was a little smaller in Run 269 than in Run 268. Run 269 and Run
267 suggest that the time step size should be equal to DTMAX (0.01)
after surfactant breakthrough.
Since Run 267 which checked only the error of the oil com-

ponent gave the best result, the same test was done for Type II(-)
phase behavior with adsorption (Run 522) and Type III phase beha-
vior with no adsorption (Run 446). A comparison is made with the
runs which checked the errors of all the components in Table 6.11,
and plotted results for Run 522 and 446 are presented in Figures 6.35
and 6.36, respectively. When the error was checked only for 62
(0oil), a larger time step size was taken and the quality of the re-
sult was still good.

| Run 229 (Figure 6.33) is the result of waterflooding with
no tracer injected. 1In this case the total concentration of water
and oil is identical to water cut and oil cut. Initial condition
was changed to residual water saturation and 1007 water (no surfac-
tant, no oil) was injected continuocusly. In this case the problem

reduces to the well known waterflooding equation.

-
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BSW Bfw
" T -mo— (6.7)
8tD BXD
Since the finite difference approximations used are the forward
17

Euler in time and backward in space, the stability criterion is

AtD dfw
AXD dSW

IA
)

(6.8)

The maximum value of dfw/dSw is obtained from the value at the
flood front. Based on that maximum value, the stability require-
ment can be calculated as AtD £ 0.006, Figure 6.33 shows AtD
was about 0.001 before water breakthrough.

Run 260 (Figure 6.34) is a miscible displacement. The
initial condition was 1007 water with no tracer and 100% water
with tracer was injected continuously. Since there exists only a
single phase, dfw/dSw in equation (6.8) is replaced by unity for the
stability criterion. Thus, 40 grid blocks gives the stability
requirement of AtD £ 0.025. However, Figure 6.34 shows that a much
smaller time step size was computed by RKI.

From Runs 229 and 260, it becomes clear that with RK1l the
stability requirement was detected only when the time step size ex-
ceeded the stability limit. In other words, error tolerance was
too small for these two runs. If larger error tolerance was used,

RK1 should have detected the stability limit and selected a time

step size around the stability limit.
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Thus, the time step size history in Run 200 (Figure 6.20)
is explained as follows. At the very beginning, a very small time
step size was taken and it increased gradually. This behavior is
due to the truncation error associated with tracer which had the
steepest front. When the tracer was not injected (Run 265, Figure
6.28), larger time step was selected but still similar trend was
observed. This is because of surfactant and polymer which also
had steep (although less than tracer) front. When a steep front
exists, a large truncation error is produced and RKl selects a small
time step. When the error was checked only for water (Run 266,
Figure 6.29) or oil (Run 267, Figure 6.30) component, which did not
have a steep front, such a small time step was not selected. From
the fact that Run 266 and 267 did not show significant oscillation,
the time step size at the beginning in Run 200 was smaller than neces-
sary if only stability was desired. The reason the time step size
increased gradually in Runs 200 and 265 is that the front of tracer,
surfactant, and polymer got more and more smeared due to numerical
digpersion.

After a while in Run 200, the time step size history began
to oscillate with larger amplitude as the time step size reached
the stability limit. When the time step size exceeded the stability
limit, it was automatically reduced, however, it is increased
again because of the rather small truncation error in the stable
region.

After surfactnat breakthrough, the time step size in Run 200
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remained below D&MAX much longer than in Runs 266 and 267.

This is again the effect of surfactant. The truncation error at
the tail of surfactant made RK1l select smaller time step size than
DTMAX or stability limit.

The conclusions of this section are as follows. RKl is
controlling truncation error as it should be. The time step size
is controlled by the component which has the steepest front.

One important fact is that stability and truncation error are dif-~
ferent problems. When an ODE integrator is used to control error,
it also controls stability. If, however, one desires only stability,
the ODE integrator may select a time step size smaller than neces-

sary at times.

6.5 Additional test runs and summary of RK1(2) and RK1l for

Type I1I(-) phase behavior environment without adsorption

Some additional test runs were made to attempt to reduce the
coﬁputation time. So far the parameters PCT and YBIAS have been
fixed to be 0.8 and 10_3, respectively. YBIAS was increased to
unity, which makes the error tolerance an absolute error. PCT was
reduced to 0.25 or 0.50 because a larger PCT causes the rejection
of the predicted time step too often, and also give a worse solu-
tion. Some results of both RK1(2) and RKl are presented in Table
6.12. Plotted results are presented only for Runs 629 and 647 in

Figures 6.37 and 6.38, respectively. With YBIAS = 1.0, the combination
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of PCT = 0.25 and ERR = 0.0001 (Run 629) gave the best result
using RK1(2) for both computer time and the quality of the solu-
tion. For RK1l, PCT = 0.25 and ERR = 0.01 (Run 626) was the
best.

A summary of RK1(2) and RK1l results for Type II(-) phase
behavior without adsorption is given in Table 6.13., Only the best

results are compared. If only oscillation rather than truncation

error is used as the criterion of goodness, the error may be checked
only for the oil component, or the absolute error may be checked

with small PCT, and the computation cost will be less.

6.6 Stability requirement before surfactant breakthrough

In this section, the structure of the Jacobian matrix we are
dealing with and its desirable features are first introduced. Then
some eigenvalues before surfactant breakthrough are presented to
derive the stability requirement. Although the analysis is limited to
this special stage, it is important because this is the specific
tiﬁe period which imposes the most strict limitation on the time
step size.

In order to analyze the stability, we have to express the
system of equations we are dealing with in the same fashion as the

test equation (5.18).

! Jy (6.9)

i
I
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(6.10)

where J is the Jacobian matrix and F is the derivative which is iden-

tical to the right hand side of equation (3.10).

N is the total

number of equations, which is the product of the number of components

(NCOMP) and the number of grid blocks.

y and y' are vectors of

length N. Since we are using only the convection term, and it is

approximated by backward difference, the structure of the Jacobian

is as follows:

11
Jo1 Ja2
I3
J =
0

33

Tk-1 Tk

11-1 711

(6.11)



where Jkk

and J

kk-1

are all NCOMP by NCOMP block matrices.

the Jacobian is a block lower triangular matrix.
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Thus,

For such a block triangular matrix with its diagonal blocks

all being square matrices, it is possible to prove that the eigen-

*
values of the diagonal block matrix Jkk are also the eigenvalues of

the matrix J.

front (downstream) can be expressed

where

kk

Before surfactant breaktrough, J

BFm+l aFm+1
el Va2
F +2 Fnyo
aym+l aym+l

0 0

0 0
aFm+5 aFm+5
Y+l T2
F +6 Frre
aym+1 3ym+2

m = (k-1)xNCOMP

kk
0 0
0 0
0 0
0 0
BFm+5
5y 0
m+5
aFm+6
0 3
I mt6

ahead of the surfactant

(6.12)
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and the subscript m+i indicates component i at kth block.

In the submatrix Jkk above, the alcohol (component 7) is
not included, because it does not affect the eigenvalues. This is
because it only adds zero elements in the seventh columm and the
seventh row. Thus submatrix Jkk is again a block lower triangular

matrix and its eigenvalues are obtained from the following matrices:

— —
aFm+1 aFm+1
aym+1 3ym+2
A= (6.13)
BFm+2 aFm+2
1 A
d Fm+5
5 0
ym+5
B = (6.14)
0 aFm+6
aym+6 i

Since there is only a water and an oil phase present (no microemulsion

phase) ahead of the surfactant front, then

Pt = XD {(£,C, )y = (E16 )y ) (6.15a)
Fob2 = xD TC89C50)y = (55850051} (6.15b)
F o = - i L(E1Cep) - (£1C) 1} (6.15¢)

D




where

e Z&E'{(flcel)k = (£1C )
¢,y = Cpy = 1.0

Cgy = Cs/Cy

Cgy = Co/Cq

c, =5,

c,=1-5,

the matrices A and B can be rewritten

-
af 1 -1
ao. L Sw
AxD ds
-1 1
1 0
B = 1 dfw
Y ds
D 0 1

105

(6.15d)

(6.16)

(6.17)

(6.18)

(6.19)

(6.20)

(6.21)

(6.22)
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Their eigenvalues are

£
1 w
_ or O (6.23)
AxD dSw AxD SW

and these are also eigenvalues of the Jacobian matrix (6.10).

If we consider the RK1l method, the stability requirement for
the blocks ahead of the surfactant front is obtained from eigenvalues
(6.23) and the stability region shown in Figure 6.39. Taking the

eigenvalue largest in magnitude

s 2 (6.24)

Thus the stability requirement is

>
J*

A

(6.25)

[a N
Hh

ISI

[a¥
W
£

This stability criterion agrees with the von Neumann stability analy-
sis for the waterflood equation when fully discretized using back-
ward difference approximation in space and forward difference in
time.

Considering the case of Type II(-) phase behavior with no
adsorption, the water saturation at the oil bank from the simulated
result is about 0.57. The derivative dfw/dsw at this saturation

is about 7.8, which gives the stability requirement of AtD = 0.003.
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The stability requirement estimated from the RK1l and FDE runs before
surfactant breakthrough is also AtD = 0.003. The RK1l selected the
time step size of around 0.003 (Figure 6.30). The FDE gave oscil-

lating solution when At_ 20,003 (Figure 6.13). From this agreement

D
it is conjectured that the stability before surfactant breakthrough
is governed by the slope of fractional flow curve at the oil bank
saturation.

When the dispersion term is introduced like in equation

(3.1), the system of equations can be written
y' = J.y (6.26)

where the Jacobian matrix involves the effect of both convection
and dispersion

JT = JC + JD (6.27)

The Jacobian matrix JC obtained from convection term is block lower
triangular as before, whereas JD from dispersion is block tridiago-
nal. Thus, the summed Jacobian matrix JT is block tridiagonal and

it may seem impossible to use the advantage of the block triangular
matrix. However, the Jacobian matrix JT still can be divided into

a block lower triangular matrix in a somewhat different way by

taking into account the fact that BCijlaxD is zero beyond some point

(i.e. in the oil bank).




34
Jii-1 Y41 Iy 141
U S
i+l,1 i+1l,i+1
Ji42,141 Ji+2, 142
Ji43, 142
0

Ji+3,i+3

I,I-1

(6.28)

I,I

80T
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Then, the eigenvalues of the submatrix Jk,k (k = i+2,...I) in

the o0il bank are still eigenvalues of the whole matrix JT at the
same time. However, we can no longer conjecture the eigenvalues
still dominate the ones upstream, since the effect of dispersion
there is proportional to aDj/(AXD)z, where 05 is the dispersivity
coefficient in equation (3.1). For some sufficiently large aDj

or small AXD, the dispersion term behind surfactant front may

dominate the stability requirement.

6.7 Analysis of stability at blocks where surfactant is present

Although stability was analyzed in the previous section for
the oil bank where there is no surfactant, the stability at blocks
where there is surfactant was not analyzed because of the difficulty
of obtaining the Jacobian matrix and its eigenvalues.

In this section, a stability criterion for the waterflood
equation is introduced and the stability is analyzed for such blocks.
An attempt is made to explain why oscillation occurs in the produc-
tion history just before and after surfactant breakthrough (Figure
6.9), even when considerably smaller time steps are employed com-
pared to the previous analysis.

Because the nature of equation (3.5) is similar to the water-
flood equation, the stability of the waterflood equation below is

examined.

as of
e

— =0 (6.29)
atD BxD
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This equation can be derived from equation (3.5) if we assume
that the change in Cij with respect to both time and space is neg-
ligible or that we have a sharp surfactant front and C3 changes
from the initiai conceﬁtration to the injected concentration.

When equation (6.29) is approximated by backward dif-
ference in space and forward difference in time as is done in the
simulator, a von Neumann stability analysis gives the stability

criterion as follows:

AtD AtD
£ A (1 -~ cosB) (£ Y 1) <0 (6.30)
D D
0 < 0 < 27
where
v o 4f
f' = a5 (6.31)

Although f' is not constant in an actual problem, it was assumed
to be constant in the derivation of equation (6.30). Then, the
approximation to f' is
£, - £
f' = gk-—_'—s—k‘i (6.32)
k k-1
where the subscript k designates block number. From equation (6.30),

the stability criterion is given by
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1) f'AtD < AXD if £' is positive

2) always unstable if f' is negative

Although the criterion 2) never arises in waterflooding
because f' is always positive, f' can be negative in micellar flood-
ing due to the change in the residual saturation (Figure 6.5) as an
effect of surfactant. Table 6.14 shows the aqueous phase profile of
Run 207 (fully discrete, At = 0.001, Type II(~), no adsorption) at
0.5 PV injection. f' is presented in the bottom line and a negative
value appears at dimensionless distance of 0.9 from injector just
upstream of the surfactant front. The appearance of a negative f'
can be explained by comparing two fractional flow curves obtained
from each of the two blocks. Figure 6.40 shows an example. Since
the residual saturation is different for the two blocks, the relative
permeability curves are also different, which yields two different
fractional flow curves, one for each block. It was also confirmed
that a negative value of f' appeared intermittently somewhere behind the
surfactant front. The order of the negative value could be as large
as 102.

Although the stability requirement (6.30) was derived for the
finite different approximation backward in space and forward in

time, the same can be true for the formulation of RK1(2).

1 255 > (5.9)

Yipg =Yy t AL (256 £ * 356 ©1
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Recall that the subscripts i and i+l here designate the time level.
Although the time integration is different from the forward Euler, the

derivative fl is obtained using forward Euler

fO = f(ti, yi) (5.11)
= 1. 1 '
f1 f(ti + LAt, y; + /5Atf0) (5.12)

Thus, a larger error is introduced to fl and consequently Yiel in
equation (5.9), which is affected by the error if the stability con-
dition (6.30) is not satisfied.

From Figure 6.40 it can be deduced that if the difference
between the two fractional flow curves is small compared with the dif-
ference between the saturations of each block, the negative f' can
be eliminated. One suggestion can be made at this point. Since frac-
tional flow depends on relative permeabilities, which are functions of
the residual saturations, we should look over the way we determine resi-
dual saturations. In the simulator, residual saturations are given
by equations (3.38). These equations give a linear relationship bet-
ween the residual saturations and the logarithm of the capillary num-
ber. Compared with the experimental data, such as the ones shown in
Figure 3.7, this functional relationship may yield too much change in
the residual saturation at surfactant front, which causes the large
change in the fractional flow. From the viewpoint of both numerical
stability and experimental data fitting, it is suggested that equation

(3.38) for the non-wetting phase be changed to another form.6 However,
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it is impossible to eliminate this instability completely as long
as the continuity equations are solved explicitly, because the
change in the fractional flow curve is an essential part of the
micellar/polymer flooding.

One question, however, aises. Why is the fractional flow pro-
file so smooth as shown in Figure 6.3 in spite of the unstable condi-
tion? This is because the unstable condition occurs only locally and
temporarily, although continually. Even if the unstable condition
arises, it becomes stable in a short time and the large error pro-
duced in the unstable condition may later die out. Furthermore, the
error that propagates downstream may also die out due to the stable
condition existing there. 1If, however, the unstable condition occurs
near production block, the error can reach the producer before it dies
out and causes an oscillation in production history.

When the semi-discrete method is used, the time step size
is usually increased to DTMAX after surfactant breakthrough. Sometimes,
however, it is decreased again for a short time, then goes up to DIMAX
aﬁd becomes stable (Figure 5.30). This drop in time step size is also
attributed to the instability which has been mentioned above.

Although less significant compared with the effect of surfac-
tant, the polymer also changes the shape of the fractional flow curve
by changing the viscosity. Therefore, it may also be necessary to

evaluate the effect of polymer when one considers numerical stability.




VT = 2.0

uT = 0.0
C511 = *

G11 = 6.785
T11 = 0.37
ALPHAT = 0.0
VISt = 1.0
GAMHF = 13.6
PIRW = 0.05
PIRC = 1.0
C2PLC = 0.0
Qv = 0.0

A4D = *

Table 6.1a

FFDV = 0.04
ABPERM = 1.0
C61I = 0.0
G12 = -7.058
T12 = 2.87
ALPHAZ = 0.0
VIS2 = 5.0
POWN = 1.0
P2RW = 1.0
P2RC = 1.0
C2PRC = 1.0
RCSE = 1.0
B4D = 100.0

NCOMP = 6
PHI = 0.2

S1 = 0.63
G13 = 0.11
T21 = 0.37
ALPHA3 = 50.0
AP1 = 100.0
CSE1 = 0.00
P3R.= 1.0
C3MAX0 = 0.3
CSEL = 0.8
AD31 = *
XK96 = 0.0

Basic input data used to test semi-discrete method.**

ICT = 40 ICTL =1 ICTU = 40
EPHI3 = 1.0 EPHI4 = 1.0 DISP = 0.0
S2 = 0.37 STRW = 0.37 SZRW = 0.37
G21 = 6.285 G22 = -7.058 G23 = 0.11

T22

0.9 XIFTW = 1.3

ALPHA4 = 0.0 ALPHA5 = 0.0

AP2 = 1000.0 AP3

10000.0 SSLOPE = 0.0

RKMAX = 0.0 BRK = 0.0

E1 = 1.5 E2 = 1.5 E3 = 1.0
C3MAXT = 0.1 C3MAX2 = 0.3

CSEU = 1.2

AD32 = * B3D = 100.0

XK86 = 0.0 XKC = 0.0 XKHAT = 0.0

*Varied according to phase behavior or adsorption
**Explanation of input data is given in Appendix C.

(see Table 6.1c).

LANN
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Table 6.1b  Basic input data used to test semi-discrete method.

Composition of injected slug

Surfactant slug Polymer buffer

STlug size (PV) 0.1 1.9
Water (vol. frac.) 0.9 1.0
0i1 (vol. frac.) 0.0 0.0
Surfactant** (vol. frac.) 0.1 ‘ 0.0
Polymer (wt. %) 0.1 0.1
Anion (normalized) * *
Tracer 1.0 1.0
Alcohol 0.0 0.0

*Varied accofding to phase behavior (see Table 6.1c¢).

**Combined with alcohol as an approximation.



Table 6.1c

Basic input data used to test semi-discrete method.

Data set A B C D E F
Phase behavior I1(-) I1(-) II(+) II(+) IIT 111
Adsorption No Yes No Yes No Yes

C511 Initial anion concentration 0.8 0.8 1.3 1.3 1.0 1.0
in water phase (normalized)

C5(L) Anion concentration in 0.7 0.7 1.3 1.3 1.0 1.0
surfactant slug (normalized)

C5(2) Anion concentration in 0.5 0.5 1.3 1.3 1.0 1.0
polymer buffer (normalized)

AD31 Adsorption parameter 0.0 0.7 0.0 0.35 0.0 0.7
for surfactant

AD32 Adsorption parameter 0.0 0.0 0.0 0.35 0.0 0.0
for surfactant

A4D Adsorption parameter 0.0 0.7 0.0 0.7 0.0 0.7

for polymer

911



Table 6.2

Comparison of FDE method and semi-discrete methods
with various ODE integrators (Type II(1), no adsorption).

Run No. Fig. No. Method ERR IEVA NREJ CPU (sec.) Quality R (%)
203 6.11 FDE (AtD = 0.002) 1000 - 31.0 good 60.1
204 6.12 " (AtD = 0.003) 667 - 22.8 fair 60.2
206 6.13 " (AtD = 0.004) 500 - 18.5 poor 60.3
196 6.14 RK1(2) 0.00005 968 13 33.7 good 60.0
197 6.15 " 0.0001 734 4 27.0 fair 60.0
198 6.16 " 0.0002 740 44 27.6 poor 60.0
498 6.17 Adams' 0.0005 1217 - 43.1 good 60.1
496 6.18 " 0.001 1140 - 41.2 good 60.1
495 6.19 " 0.01 1051 - 38.9 fair 60.3

LTT



Table 6.3

Comparison of FDE and RK1 (Type II(-), no adsorption).

Run No. Fig. No. Method ERR IEVA NREJ CPU (sec.) Quality Eg (%)
203 6.11 FDE Aty =0.002 1000 - 31.0 good 60.1
204 6.12 " At =0.003 667 - 22.8 fair 60.2
200 6.20 RK1 0.01 596 29 24.0 good 60.1
201 6.21 i 0.02 428 2 18.9 fair 60.1
202 6.22 " 0.05 356 7 16.7 poor 60.2

8TT



Table 6.4

Results of predictor~corrector methods at 0.1 PV injected.

Run No. 534 535 531
Method Adams' Adams' Gear's

ERR 0.001 0.0001 0.0001
Max. Aty 7.4 x 10 4.3 x 10° 3,2 x 1073
Min. Aty 1.0 x 10~ 1.0 x 10~ 1.0 x 10°°
Average Atp 4.0 x 10~ 1.6 x 10 8.9 x 107*
Highest order q 2 2 3

IEVA 650 1792 3809

NSTEP 25 62 113

NJE 5 14 30

Net IEVA 50 112 209

6TT



Table 6.5

Comparison of FDE, RK1(2), and RK1l for Type II(-), with adsorption.

Run No. Fig. No. Method ERR IEVA NREJ CPU (sec.) Quality ER %
282 - FDE At = 0.002 1000 - 31.8 good 60.1
283 - " At = 0.003 667 - 23.3 fair 60.2
285 - RK1(2) .00005 1116 5 38.4 good 60.0
287 - " .0001 848 3 30.8 good-fair  60.0
333 6.23 RK1 .01 725 52 27.6 good 60.1
332 - " .02 549 36 22.3 fair 60.1

0cT



Table 6.6

Comparison

of FDE and RK1 for Type II(+), no adsorption.

Run No. Fig. No. Method ERR IEVA NREJ CPU (sec.) Quality ER (%
407 - FDE At = 0.001 2000 - 56.1 good 74.3
408 - " At = 0.002 1000 -~ 31.1 good 74.9
409 - " At = 0.003 667 - 22.6 fair 75.6
411 6.24 RK1 0.01 735 95 27.5 good 74.8
412 - " 0.02 595 86 23.4 good-fair 75.1
413 - " 0.05 476 65 19.8 poor 75.5

17T



Table 6.7

Comparison of FDE, RK1(2), and RK1 for Type II(+), with adsorption.

Run No. Fig. No. Method ERR IEVA NREJ CPU (sec.) Quality ER (%)
406 - FDE AtD = 0.001 2000 - 56.1 good 51.3
384 - " AtD = 0.002 1000 - 31.0 good 51.8
385 - " AtD = 0.003 667 - 22.8 poor 53.4
395 6.25 RK1 0.01 1005 149 35.8 good 51.4
389 - " 0.02 778 105 29.1 fair 51.7
391 - RK1(2) 0.00005 1680 120 53.6 good 51.0

(44"



Table 6.8

Comparison of FDE and RK1l for Type III.

Run No. Fig. No. Adsorption Method ERR IEVA NREJ CPU (sec.) Quality Eﬁ %
445 - No Euler At_ = 0.001 2000 - 55. good 100
444 - " " At = 0,002 1000 - 30. fair 100
442 6.26 " RK1 0.01 2760 766 86. good 100
464 - Yes Euler At_ = 0.001 2000 - 58. good 100
465 - " " At = 0,002 1000 - 32. fair 100
463 6.27 " RK1 0.01 2594 466 84, good 100
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Table 6.9

Effect of adsorption and phase behavior environment
on the efficiency of RK1 (ERR = 0.01).

Run No. Fig. No. Phase behavior Adsorption IEVA NREJ CPU (sec.) Quality
200 6.20 I1(-) No 596 29 24.0 good
333 6.23 I1(-) Yes 725 52 27.6 good
411 6.24 ITI(+) No 735 95 27.5 good
395 6.25 II(+) Yes 1005 149 35.8 good
442 6.26 I1I No 2760 766 86.9 good
463 6.27 I1I Yes 2594 466 84.0 good

%1



Table 6.10 Effect of each component on time step size selection

(RK1, ERR = 0.01, Type II(-), no adsorption).

Run No. Fig. No. Component checked IEVA NREJ CPU (sec.) Quality ER ¢3)
265 6.28 Cl--C5 528 37 21.9 good-fair 60.1
266 6.29 Cl 423 51 18.3 good-fair 60.2
267 6.30 C2 455 58 19.2 good 60.2
268 6.31 C3 450 1 18.9 poor 60.1
269 6.32 C4 419 1 18.0 poor 60.1
200 6.20 All 596 29 24.0 good 60.1

bt
N
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Table 6.11

Improvement in time step size selection by checking errors

only for oil component (RK1l, ERR = 0.01).

. Phase Component . o
Run No. Fig. No. behavior Adsorption checked IEVA NREJ CPU (sec.) Quality -ER ¢3)
200 6.20 I1(-) No All 596 29 24.0 good 60.1
267 6.30 I1(-) No C2 455 58 19.2 good 60.2
333 6.23 II(-) Yes All 725 52 27.6 good 60.1
522 6.35 I1(-) Yes C2 435 27 18.3 fair 60.2
442 6.26 ITI No All 2760 766 86.9 good 100.0
446 6.36 II1 No C2 1933 528 60.8 good 100.0

971



Table 6.12

Test runs with YBIAS = 1.0 (RK1(2) and RKl, Type II(-), no adsorption).

Run No. Fig. No. Method PCT ERR IEVA NREJ CPU (sec.) Quality
626 - RK1 0.25 0.01 522 0 21.2 good
627 - " " 0.1 336 0 15.5 fair
628 - RK1(2) " 0.00005 882 0 30.8 good
629 6.37 " " 0.0001 742 0 26.8 good
630 - " " 0.001 572 0 22.0 poor
645 - RK1 0.50 0.01 377 2 16.8 good-fair
646 - RK1(2) " 0.00005 654 9 24,6 good-fair
647 6.38 " " 0.0001 616 3 23.5 poor
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Table 6.13 Summary of RK1(2) and RK1 (Type II(-), no adsorption).

Run No. Fig. No. Method Component checked ERR YBIAS PCT IEVA NREJ CPU (sec.)
203 6.11 FDE - AtD = (0.002 - - 1000 - 31.0
196 6.14 RK1(2) All 0.00005 0.001 0.8 968 13 33.7
648 - " C2 " " " 814 72 29.0
629 6.37 " All 0.0001 1.0 0.25 742 0 26.8
200 6.20 RK1 All 0.01 0.001 0.8 596 29 24.0
267 6.30 " 02 0.01 0.001 0.8 455 58 19.2
626 - " All 0.01 1.0 0.25 522 0 21.2
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Table 6.14

(Type II(-), no adsorption).

Aqueous phase profile of Run 207 at 0.5 PV injection

XD 0.850 0.875 0.900 0.925 0.950 0.975
Saturation 0.5695 0.5610 0.5557 0.5550 0.5751 0.5760 0.5770
Fractional flow 0.6426 0.6320 0.6258 0.6315 0.6382 0.6479 0.6571
C13 0.9982 0.9990 0.9994 0.9997 0.9998 0.9999 1.000
023 0.0 0.0 0.0 0.0 0.0 0.0 0.0
C33 0.0018 0.0010 0.0006 0.0003 0.0002 0.0001 0.0
f! 1.247 1.170 -8.143 0.333 10.78 9.20

XD = Fractional distance
£ =fk’ Fy -

S, - 8§

k k ~

6C1



Table 6.15 Legend for the total concentration history plots.

Symbol

*For all total concentration history plots, surfactant concentration

is five times amplified.

Component

Water

0il

Surfactant®

Polymer

Anion

Tracer
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Figure 6.1. Total concentration profile at 0.25 PV for Run 207 (FDE
method, AtD = 0.001 PV, Type II(-), no adsorption).
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CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE STUDY

Some comparisons were made among three different three-phase
flow models. When the salinity was constant, the difference in oil
recovery and surfactant trapping among the models was rather large,
especially if the injected amount of surfactant was small. With
a salinity gradient, there was only a small difference in both oil
recovery and surfactant trapping. Since in all models surfactant
trapping was significant and since it is highly uncertain, this is
still another important reason for designing a micellar flood with a
salinity gradient.

Semi~discrete methods with various ODE integrators were im-
plemented in a 1-D micellar/polymer flooding simulator. The ODE
integrators used are 1) Runge-Kutta method: RKl; 2) Runge-Kutta-
Fehlberg method: RK1(2); 3) Adams' methods; 4) Backward differen-
tiation (Gear's) methods. The first two methods are explicit methods
while the last.-two are implicit with a predictor-corrector algorithm.

With respect to computation time, RK1l was the best among the
ODE integrators used. Compared with the fully-discrete with forward
time Euler (FDE) method, RK1l may save 20 to 30% or more computation
time, although it depends on phase behavior, adsorption, total volume
injected, etc. For some cases such as Type II(+) phase behavior
with adsorption, or Type III phase behavior, FDE required less compu-

tation time than RK1l. Furthermore, the truncation error associated
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with the time integration for RK1l is larger than for other ODE
integrators. The degree of numerical dispersion changes as the time
step size is varied with RKl. However, with Chaudhari's technique28,
it may be possible to eliminate the problem by cancelling the
numerical dispersion at every time step.

Although the computation time with RK1(2) was not as good as
had been expected, a much smaller error associated with time integra-
tion could be achieved without large computation time. RK1(2) should
be used when a higher order approximation to the spatial derivatives
are applied, or when a finite element technique is introduced to
treat the spatial domain, since these techniques yield much smaller
error in the spatial domain.

To achieve less computation time with RK1l or RK1(2), two methods
are suggested. One is to check the error only in the oil or water com-
ponent with small YBIAS, and with PCT nearly unity. The other is to
make YBIAS equal unity and use smaller PCT.

The semi-discrete methods do have the advantage of automatdi-
cally selecting a sufficiently small time step to avoid large trun-
cation error and/or instabilities. Since this time step is problem-
dependent, one can avoid a costly trial-and-error determination of
the required value, or the use of an excessively conservative (small)
value. There are of course many problems, conditions, and physical

options not tried during this study for which it would be a great

advantage.
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Predictor-corrector methods such as Adams' methods or backward
differentiation (Gear's) methods did not work as well as the two
explicit techniques. However, it may be too early to conclude these
implicit or semi-implicit methods are not as good. Since a packaged
program was used to implement the techniques, the details are not
clear, but there may be some improvement possible.

If one desires to test predictor-corrector methods further,
fixed lower order methods should be tried. Since we are dealing with
partial differential equations, it is of no use to achieve a much
higher accuracy in time integration compared with spatial integration.
Furthermore, higher order methods have a smaller stabiliﬁy region,
which may impose more limitation on the time step size.

There was one problem concerning the step size control
employed in DGEAR, which varies time step size based on only relative
error, without YBIAS (see equation (5.7)). Since most variables change
between zero and unity, it is risky not to use YBIAS, or a éombination
of relative and absolute error62.

The most difficult problem associated with predictor-correc-
tor methods is convergence. Since the equations involved in micellar/
polymer flooding are highly non-linear, much investigation and effort

may be required. If one employes Newton's iteration, one should take

advantage of the sparseness of the Jacobian matrix.

Subprogram DER, which calculates the derivative of each com-
ponent at each block, was designed to give flexibility in making use

of any ODE integrator. Then it is easy to replace the ODE integrator.
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Another problem concerning the predictor—corrector methods
was the evaluation of adsorption, since the adsorption was..calcu-
lated explicitly in the simulator. The procedure should be changed
to evaluate adsorption implicitly.

A stability analysis was done for the oil bank, and the sur-
factant front. The former imposes a rather constant limitation on
the time step size continuously until the plateau of the oil bank
is completely produced, which coincides with surfactant breakthrough.
The latter yields unconditional instability continually but only
locally. This conclusion is based upon an approximate analysis.

An eigenvalue analysis for the oil bank blocks suggests that
the stability is governed by the slope of the water-oil fractional
flow curve at the oil bank saturation. This analysis seems to give
reasonable criteria for both the fully discrete solution and the semi-
discrete solution. The fully discrete solution oscillates to a larger
degree when the stability requirement is not satisfied. The semi-
discrete method selects a time step size around the limit of stability
while the oil bank is being produced, then the time step size is
increased thereafter.

An approximate von Neumann stability analysis for the surfac-
tant front blocks showed an unconditional local instability occurred
occasionally, causing an oscillation in the history even with a time
step size as small as 0.001 PV. This instability is caused by the
change in the fractional flow curve due to the reduction of inter-

facial tension because of the surfactant., It is impossible to
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eliminate this instability completely, as long as the continuity
equations are solved explicitly, because the change in the frac-
tional flow curve is an essential part of micellar/polymer flooding.
However, it may be possible to decrease both the degree of instability
and its frequency by changing the equation that gives the residual
saturation of the non-wetting phase (0il) as a function of the capi-
llary number.

When the phase behavior environment is Type III, numerical sta-
bility may be more difficult to attain. When total composition is
within the three phase region, extremely low interfacial tension occurs,
which causes a very large change in the fractional flow. Although the
stability was analyzed only for two phase flow, the same result may
apply. Furthermore, in the three phase region, the microemulsion phase
may travel much faster than the other two phases, possibly causing worse
instability. It is rather ironical that low interfacial tension con-
tributes to both high o0il recovery and to numerical instability during

simulation.
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NOMENCLATURE

adsorption parameters

binodal curve parameter

polymer viscosity parameter

adsorption parameters

permeability reduction parameter

binodal curve parameter

total concentration of component i in mobile phases
concentration of component i in phase j

volume of adsorbed component i per unit pore volume
overall concentration of component i in mobile and
rock phase

effective salinity

lowest effective salinity for Type III phase behavior
highest effective salinity for Type III phase behavior
normalized salinity

effective binary diffusion coefficient of component i
in phase j

relative permeability exponent for phase j

relative permeability exponent for phase j under the
condition of infinite capillary number

relative permeability exponent for oil/water system
distribution curve parameter |
distribution curve parameter
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fractional flow of phase j

interfactial tension parameters

Jacobian matrix

absolute permeability

relative permeability to phase j

endpoint relative permeability to phase j
endpoint relative permeability to phase j under
the condition of infinite capillary number
endpoint relative permeability to phase j in oil-
water (no-surfactant) system

dispersion coefficient of component i in phase j
longitudinal dispersion coefficient

length of system

total number of phases

total number of components

mass flux of component i

pressure

volumetric flow rate

permeability reduction factor

maximum value of Rk

salinity dependence parameter for polymer solution
viscosity

saturation (volume fraction) of phase j
residual saturation of phase j

residual saturation of phase j in water/oil (no




178

surfactant) system

t time

ty dimensionless time

Tjk desaturation‘parameters

uj superficial velocity of phase j

wi overall mass concentration of component i

X distance

Xy dimensionless distance

y dependent variable of ordinary differential equation

Greek symbols

longitudinal dispersivity

agj
aDj dimensionless dispersivity

oy microemulsion viscosity parameter
B effective salinity parameter

Y interfacial tension

A difference in operator

pj density of phase j

p; density of pure component i

) ' porosity

T permeable media tortuosity factor
ArT total relative mobility

uj viscosity of phase j

mass fraction of component i in phase. j



Subscripts
i component number
1 = water
2 = o0il
3 = surfactant
4 = polymer
5 = total anions
6 = calcium ion
7 = alcohol
i phase number
1 = aqueous (water-rich)
2 = oleic (oil-rich)
3 = microemulsion (surfactant-rich)
o oil
p polymer or plait point
w water
mo microemulsion/oil interface

wim water/microemulsion interface
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APPENDIX A

PHASE BEHAVIOR CONCEPT

It is quite essential to understand phase behavior when
one tries to understand the micellar flooding process. Equilibrium
ternary diagrams with coordinates surfactant-cosurfactant, brine
and oil are commonly used to represent phase behavior. Figure A.l
illustrates three types of generalized phase behavior, called
Type II(-), Type I1I1I, and Type II(4+) following Nelson and Popez.
Other authorsl designate them in different ways. Each diagram has
a mutiphase region at the bottom separated from a single phase region
by the binodal curve. When the total composition is below the
binodal curve, more than one phase exists in equilibrium and the
saturation of each phase is given as in Figure A.l.

Among the variables that affect the type of diagram observed
are effective salinity (including the effect of calcium and other
electrolytes), oil composition, surfactant molecular structure, al-
cohol cosolvent type, and temperature. Any change in those variables
which favors the solubility of surfactant in the oil relative to the
brine causes the phase environment type to shift in the II(-) to

I1(+) direction.

In a typical operation of micellar flooding, all those variables

which affect the type of diagram are fixed, or assumed to be fixed
except electrolytes. Effective salinity may differ among reservoir
brine, preflush, surfactant slug, mobility (polymer) buffer and drive
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water. Consequently the effect of salinity must be well understood
and taken into account in micellar flooding simulators. Also, cation
exchange can have a large effect on the electrolytes.

Figure A.2 illustrates the effect of salinity on the phase
diagram. As salinity increases, the phase environment type changes
from Type II(-) to Type III to Type II(+).

In both Figures A.l1 and A.2, phase diagrams are rather simpli-
fied and idealized. 1In real systems, the shape of binodal curve is
usually skewed and invariant point may not be a single point. We
assume, howver, that the idealized phase behavior is a good approxi-
mation and employed it in the simulator.

In Type II(-) phase behavior environment, there exists a
two phase region wherein microemulsion along the binodal curve is in
equilibrium with oil that contains molecularly dispersed surfactant
(excess 0il)., The tie lines which connect two equilibrated phase
compositions are of negative slope. The plait point is located on
the binodal curve near or on the apex of 100% oil. When the microemul-
sion composition is at the plait point, the composition of the other
phase in equilibrium is also at the plait point and there is no dis-
tinction between the phases: there is only one phase with no inter-
face.

In Type II(+) phase behavior environment, there also exists
a two phase region, but microemulsion is in equilibrium with excess
water rather than excess oil. Consequently, the tie lines are of

positive slope and the plait point is located near the apex of 100%
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brine.

When the phase behavior environment is Type III, there
are three multiphase regions, namely the Type II(+) node, Type
II(~-) node, and three phase region. The first two are two phase
regions and the phase behavior is essentially the same as Type II(+)
and Type II(~) as they are called. When total composition is within
the triangle below the two phase regions, three phases appear: micro-
emulsion, excess water, and excess oil. The composition of the micro-
emulsion is represented by the invariant point. This fact means the
composition of microemulsion does not depend on total composition if it
is in the three phase region, although the saturation of each phase
does.

As salinity increases within the Type III phase behavior
environment, the invariant point moves continuously from the apex
of 100% brine to another apex of 1007 oil. Even if the phase behavior
environment is called Type III, Type II(-) phase behavior may domin-
ate when salinity is low, and TYpe II(+) may dominate in higher
salinity. Thus it should be noted that the appearance of only two
phases does not preclude the phase behavior environment being Type

III, because of the Type II(+) and Type II(-) nodes.
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SURFACTANT
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Figure A.l. Ternary representation of diagrams.
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Figure A.2. Effect of salinity on phase diagram



APPENDIX B

DERIVATION OF CONTINUITY EQUATIONS FOR MULTIPHASE MULTICOMPONENT FLOW

Lake et al.63 presented the equations necessary for a com-

plete description of isothermal, multicomponent, multiphase flow in
permeable media, which are shown in Table B.1l. The first column
in Table B.1l gives the differential form of the equation with its
name in column two. Column three gives the number of independent
scalar equations represented by the equation in column one. Columns
four and five give the identity and the number of dependent var-
iables added to the formulation by the equation in column one.
In Table B.1l, 1 designates a chemical species (i=1,...N), j desig-
nates a homogeneous flowing phase (j=1,...M), S designates the sta-
tionary phase, and D is the number of spatial dimensions (D £ 3).

From assumptions (2) and (10) in Chapter III, the mass

conservation equation can be written

=y t—=- =20 (8.1)
Since in this simulator phase behavior is calculated based on

the volume fraction of each component, rather than mass fraction,

~

variables Ci’ Ci’ and Cij are introduced. Each of them designates
the overall volume fraction of component i, the volume fraction in the

total fluid, and in phase j, respectively.

Ci = (1 - Ci)C

) + Cy (B. 2a)

NN =

i
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M
€. = > s.C.. (B. 2b)
c,. = p,u, . /o0 (B.3)

and

5 (B.4)

Ei represents the volume of component i adsorbed per unit pore

volume.
If we take into account the volume of adsorbed component,

equation (2) in Table B~1 is rewritten

M
}:lp.s.w. + (1-9)p 0, (B-5a)

N_
wi=¢<l_zijci>j= 3°3°13

Then combining Eqs. (B.2) through (B.5a)
W. = ¢p2C (B. 5b)
i ivi )

The first term and the second term of Eq. (3) in Table B.l are
usually called the convection term and the dispersion term, respec—

tively.
> > > :
N. = NC, ~ ND, (B.6a)

where
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Nc, = .
i 7:1%‘*’13 i (B.72)

_).

1 le¢p3 oy Vo Wy 4 (B.8a)

%4«

Combining Eq. (B.3) and (B.7a)
M
> 0
NC, =p; 2 C,.u (B.7b)

Since one dimensional flow is being considered, the dispersion coef-
.

ficient tensor (E) is replaced by a scalar KR ij’ the longitudinal
s

dispersion coefficient, which is usually taken as

D5 lu, |
K = v 2

2,13 r cpsJ (8.9a)

Since the magnitude of molecular diffusion is much smaller than
the dispersion due to convective flow in most flow problems, the first
term of Eq. (B.9a) may be neglected. Hence

oy u, ]

=2l
Kl,ij ¢Sj (B.9b)

Substituting Eq. (B.9b) into the 1-D expression of Eq. (B.8a)

M Bwi.
ND, = ;gl pj“gjiujl'—§§l (B.8b)
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Taking the x positive in flow direction and replacing wij by

Cijp(i)/pj which is identical to w,, from Eq. (B.3).

ij

0
ND, = > a,.p.u 2 Eiiﬁi
i b 237373 9x pj

=1
M oC C ap
0 ij ij >
=p, D Oy.u - (B.8¢c)
1j=l 23 3< 9% pj 9%
Substitution of Egs. (B.7b) and (B.8c) into Eq. (B.6a) yields
M oC,. . C.., 9p,.
= 0 - ij i3 N ;
Ni p;Up ;; fj [%ij a2j< 5% " 5 Py (B.6b)
j=1 3
where
M
u, = > u
T i=1 ]
u,
£, =l
J U
up may change with time but does not change with space. Substitut-
ing Eqs. (B.5b) and (B.6b) into Eq. (B.1) and dividing all through by
0
(49,
3C, u M 3c,, C.. 9dp,
i, T3 - ij _ 7ij J) -
5t T3 ox jZ=1 [fjcij %jfj< x Py ox 0 (B.10)

Introducing dimensionless variables Xps ty and a constant Oy Eq.




(B.1b) is rewritten

aC, B(f.Ci.) M
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M
R L L TIE

3 j=1

where pj can be obtained as below

0 (B.1c)

(B.10)

If we further assume the differences among pure component densities

are insignificant with respect to the dispersion term, and that the

dispersion coefficient does not change with space, then

ij

3
E jz=:1 oxy jgl "3 By <fj oy,

5C, M 3(f.C..) M 3¢
i . i ij >

(3.1)
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Table B.1

Sum mary of Equations for Isothermal
Fluid Flow in Permeable Media

Number Dependent Variable
Equation Name Independent
Scalar
Equations Identity Number
w, . -
(1) X + VI-Ni = Ri M ass conservation N wi’Ri’Ni 2N+ND
M
(2) W, = 'bjfl p.S.w., +(1-¢) o w. Accumulation term N-1 pj’sj’wij’wis 2M+MN+N
. M . p: .
(3) N. = ¢ (p.w..u,=-0¢0.5.K..*%m.) Flux term ND u. MD
R I IS 16 B B j
M
(%) R, = ¢j§1 sj'ij + (l-zis)ris Source term N-1 TiyTis MN+N
N
(4a) ¢ Ri = 0 Total reaction 1 - -
i=1 definition
- z I -
(5) u, = =X _k *(VP.+ 0. Darcy's Law K MD A ,P. 2M
j rj i - S e
A A ( w -+ ") . bili
(6) ' = r] s, . uj X Relative mobility M - -
- 3 - ’ - -
M p.-P, =P (5, uw, X Cap:%lary lp_ressure M ‘l -
i e cjg :
N
8 t wg = 1 Mass fraction : M - -
=) M definition
N .
- Stationary phase mass 1 - -
(8a) iflwis 1 fraction definition
M
(9 ¢ s, =1 Saturation definition 1 - -
1
(10) T { w,P,) ) Homogeneous kinetic (N-1)M - -
J J reaction rates
(10a) re * ris( Wi ) Stationary phase N-1 - -
reaction rates
(106) L rij = 0 Total phase reaction M - -

i=1
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Number Dependent Variable
Equation Name Independent
Scalar
Equations Identity Number
N
(10c) 3 T ™ o] Stationary phase total 1 - -
i=] reaction definition
(D w. = w.{w kA Equilibrium relations N(M-1) - -
1 ik as phase balances
(11a) Wi = wg (w) Stationary phase equi- N - -
librium relations as
balances
M - -

(12) p. =0, 2
DJ OJ(Ny PJ

Equation of state

Total independent equations = D(M+N) + 2MN + 4M + 4N

Total dependent variables = D(M+N) + 2ZMN + 4M + 4N




APPENDIX C

COMPUTER PROGRAM

The micellar/polymer flooding simulator used in this research
consists of one main program, twenty five subprograms and one dummy

program., The name of each program and its role is as follows:

MAIN Main program. Drives all subprograms.

INPUT Read and print out input data, calculate or specify some
parameters, and set up initial conditions.

OUTPUT Depending on the pore volume injected, call some of sub-
programs HPRINT, PROF, PRFPLOT, HISPLOT, and MATBAL.

The boundary condition at injector (injected compositions)
is changed as necessary.

HPRINT Print out production history and store the values necessary
to plot history.

PROF Print out profile.

PRFPLOT Plot profiles.

HISPLOT Plot histories.

SOLVE Solve continuity equations with fully discrete method.
Cumulative production and relative pressure drop are also
calculated.

SOLVE1l Solve continuity equations with semi-discrete method.
Cumulative production and relative pressure drop are also
calculated.

192



FCNJ

RK12

DGEAR

DER

PROPRTY

RELPERM

POPE

HIRA

LAKE

PHCOMP

TIELINE

TRY

IONCNG

COMPLEX

CHEMADN

POLYADN

MATBAL
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Dummy subprogram needed when DGEAR is used.

ODE integrator with a RKF algorithm.

ODE integrator with a RK algorithm.

IMSL Librarysg. ODE integrator, which allow the use

of either Adams' methods or backward differentiation
methods.

Calculate the change in concentration as derivatives with
respect to time.

Calculate viscosities, fractional flows and mobilities
Calculate residual saturations and relative permeabilities
Three phase flow model used in original simulator

Three phase flow model presented by G. Hirasaki

Three phase flow model presented by L. Lake

Calculate phase concentrations and saturations according to
ternary phase behavior. Interfacial tension is also cal-
culated.

Find a root of non-linear equation with bisection method
Using the equations of binodal and distribution curves,
calculate phase composition with one degree of freedom
Calculate cation exchange

Calculate cation exchange in case where surfactant complex
forms.

Calculate surfactant adsorption.

Calculate polymer adsorption

Gives final condition and material balance error
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As is shown in Figure C.1, there are two loops in main
program. Depending on the value of ISOLV specified in input data,
either thé semi-discrete method or fully~discrete method is selected
to solve continuity equations. NSTOP is set to be one in subprogram
OUTPUT, when total pore volume desired has been injected.

Figure C.2 and C.3 show which subprogram is called and where,
for fully-discrete and semi—discrete solutions respectively. Most of
the subprograms which are the essential part of the micellar/polymer
flooding simulator are common for both methods. Since subprogram DER
was separated from SOLVE, ODE integrators such as‘DGEAR, RK12, or RK1
can be easily replaced by other methods.

In subprogram DER, special care is taken for the irrever-
sibility of adsorptions. Since predicted time step size ﬁay be re-
jected and all calculations may be repeated with smaller time step
size, the adsorption calculatd at the last time step are stored and
can be used when the rejection occurs. This is done by assigning

different values to IADS depending on the situation.
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SOLVE 1

OUTPUT

NSTOP = 17

o

Figure C.1.

Flow chart of main program.

No



SOLVE

IONCNG

COMPLEX

CHEMADN

POLYADN

PROPRTY

PHCOMP

TIELINE

TRY

RELPERM

Figure C.2.

Subprogram calling sequences in fully-discrete solution.

POPE
HIRA
or

96T



SOLVE 1

DGEAR

RK12
or
RK1

Figure C.3. Subprogram calling sequences in semi-discrete solution.

DER

TIELINE

TRY

LONCHNG COMPLEX
CHEMADN
POLYADN

PMCOMP
PROPRTY

RELPERM

POPE
HIRA
or

L6T



c.tt.tt.tQa'lat-QhQ.QQQQQQt'..h.ﬂ't.l..QQn.ttntlQﬁ'.Q!'I.ﬂthQ‘ti.ltﬁt
THIS I8 A INE-UIMENSIONAL MICELLAR/POLYMER FLOODING SIMULATOR,
AT HOSY THREE (AQUEOUS, OLEIC, AND HICROEMULSINNY PHASES ARE
CONSTUERED,
MAJUR PHYSICAL FEATURES IN THIS SIRULATOR ARE A8 FOLLOW ¢

PHASE HEWAVIOR

INTERFACIAL TENSION
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COSULY TAUKUS USER#2S REFEREMNCE

ﬁ""...t...Q'ﬂ..‘...Q..Q..ﬂ"ﬁ!...‘."Q.Q.....ﬁ..Q...Q...QQ.Q..'Q..Q

EXPLANATINN Uf VARLIABLES JN COMMON BLOCKS OP FORMAL PARAMETERS
SUBSCRIPTS ARE USED AS FOLLNWS 1

I = COMPUMENT NIMRER

J = PHASE NUMRER

K = BLUCK NUMRER

AINOPAL CURVE PARAMETERS USED WHEN CS8F,GT,CSENP

BINODAL CURVE PARAYETERS USED WHEN CSE LE CSENP

SURFACTANT ADSORPTION PARAHETER (xADS1+AD324CSE)

ULD VALUF OF ASD NEEDED FOR IRREVERSIAILITY

HINODAL CURVE PARAMETERS (FIXED TO BE MINUS UNITY

INSIDE THE SINULATOR)

CONCENTRATION OF COHPOMEMT I IN PHASE J AT K=TH ALOCK

TOTAL CONCENTRATION OF CONPONENT 1 IN MOBILE PHASE OR

OVERALL CONCENTRATION OF COMPONENT 1 IN BOTH HOBTLE

AND ROCK PHASE

EFFECTIVE SALINITY

OPTIMAL SALINITY i

SURFACTANT CONCENTRATION TN HOST SIURFACTANY RICH PHASE

POLYMER COUCENTRATION TN MNST POLYMER RICH PHASE

VOLUME OF SURFACTANT ADSNRAED PER UNIT PORE VOLUME

CONCENTRATION OF POLYHMER IN ROCK PHASE

COUNCENTRATION OF CALCINN 1M ROCK PHASE

COMCENTRATION OF CONPLEX IN ROCK PHASE

CUNCENTRATION OF COUNTFR ION OF ADSORBEN SURFACTANT

® MAXIMUM CONCENTRATION OF ANION AND CALCIUM IN THE
PAST (USED Y0 NORHMALIZE CONCENTRATION FUP PLOTY

SHALL TNCREMENT HSED In TONCHG

CUMULATIVE OTL PRONDUCTION

TIME STEP SI2E (HV)

VIMENSTOMLESS LONGTITUDINAL DISPERSIVITY

TIME SYEP SI2E AT THE LAST STEP (FOR SEMI-DISCRETE)

FRACTIONAL FLON

DISTRIAUTINN CURVE PARAMETER (FIXED TO WE UNTTY

INSIDE THE STHILATNAR)

SaITCH HSEO YO DEAL WITH IRREVERSIPLF SURFACTANT

ADSURPTING WHEN RK] NR RK12 18 USED

LG GGG L e e E e R e R X R N N R A R K M X Xy R R R d

1cn
icr2
TEVA
™
1PASS
iy
ISHEAR
Ko KK
NED
NREJ
HPHASE (K)

NSTOP
P
PERM(J, K}
PHT(X)
PHTLU
PRES (K)
PREMAX
PRESUN

(4]

RTEMAX
$¢J,x)
SNCJ,R)
SREV(J,X)
3R « 33IR
31 - 132

ve
VPl
vis
x1cr

© XIETL(K)

XIFT2(X)
XIFT300)
e
11c1)

1CT44

1Cre2

NUMBER OF FUMCTION EVALUATION WITH SFMI=NISCRETE METHOD
COUNTER SED TO PUT TITLES IN HISTORY PRINT

SKITCH USED TO CONVERY C(1,8,K) TO 1«0 ARRAY IN SOLVEQ
CUMULATIVE NUMRER NF TIMF STEP

INDICATUR FOR SHEAR RATE EFFECY ON POLYMER

HLOCK MUMBER

HUMBER OF EQUATINNS (NCOMP#ICT)

HUMBER OF PREDICTED TIME STEP SIXE REJECTION
HUMBER OF PHASES AT THF BLOCX

(SET TO BE 4 FOR THE LEFT NODE OF TYPE III)

(SET TO RE S FOR THE RIGHT NODE OF TYPE III)
INDICATOR WHETHER THE JOR I3 COMPLETFD

CUMULATIVE PRODUCTION

RELATIVE PERMEABILITY

YOTAL RELATIVE nOBILITY

TOTAL RELATIVE MONBILITY AT INITEIAL CONDITION
NORMALIZED PRESSURE DHNP (xPHTLU/PHT(K))

MAXTMUM PRESSURE DROP

TOTAL PRESSURE DROP (SUyM OF PRES(K))

CUMULATIVE PRODUCTION OF SURFACTANT COMPLEY
MAXIMUM LOCAL TRUNCATION ERROR (RELATIVE) £STIMATED
SATURATION

SATURATION IN REDUCED SATURATINN SPACE

RESIDUAL SATURATION

RESIPUAL SATURATION (INENTICAL TO SRED(J,K))
DESATURATION PARAMETER FAR MICROEMULSION

C(USED ONLY IM POPESS RFLATIVE PERMEARILITY HODEL)
(SET TD 7ERQ INSIDE THFE SIMYLATOR)

CURRENY TIFE (CUMULATIVE INJECTION)

TEME NMEN THE INJECTED SLUG IS CHANGED NEXY
viscosity

GRID S8YZE (INVERSE OF ICT)

LOS OF IFT BETWEEN AQUEQUS AND MICROEMULSION PHASE
LOG OF IFT BETWEEN MICROEMULSION AND OLEIC PHASE
MINCXIFTL, XIFT2)

TOTAL AMOUNT INITIALLY EXISTED

TOTAL AMOUNT INJECTED

PARBARAARAARRARARARRRACRARRCRANARAARAR AR ARRANRARARAACAAARAARARARAAAARS
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PHOGRAM MAINC(INPHT,OUTPUY, TAPESXINPUT, TAPEC2OUTPUT,PLOTRY

Comeomenmuncavesn cee

(2] OO0

THIS HAIN PROGRAN DRIVES ALL SUAPROGRAMS,
DEPENDIMG ON IS0LV, CONTINUTTY EQUATIONS ARE SOLVED EITHER WITH
FULLY=DISCRFTE OR SEMI-DISCRETE METHOD,
IS0LY = ¢ FOR FULLY-NISCRETE METMOD
= | FOP SE“I=DISCRETE METHOD

COMHON/HATNZISOLV,NSTAP, YD

CALL IMPUT

THCISOLV,EQ, )G TD 1A
2% CALL SOLVEl

CALL OHTPUT

IF(NSTOP NF,1)R0 TO 20

GO TN 30
19 CALL SNLVE

CALL Jureuy

TF(NSYOP NEL1IGO TN 12
30 COHTIMIE

SToe

END

SUDRNUTINE INPuT

THIS SURPPOGRAM REANS A4D PRINT INPUT DATA,
SOME PARAMEYERS APE CALCULATED TN THIS SUBPROGRAN,
INITIAL CONPITIONS ARE ALSO SET IN THIS SURPROGRAM,

DIMENSTON TITLE(28)

o a0

CUMMONZHATN/ZTSNLY,NSTOP, 1D
CHOUMON/NOZICT, 1€Y1, 1CT2,XICT,NCOMP
CUNMNN/SYSTEN/UT, ARPERY ,PHT ,,EPHIS, EPHIN,NISPI(4)
COMMON/SERIDL/DYMAX,ETR, YBIAS, IPASS
COMMON/SFRIDZ/NEQ, TSEM, XEND, METH, HITER
CUMMONZIN/ZVINGIN) ,CINCT, 10)
CORMDON/SOL/CCT,4,02),9(3,82),FF{3,82),NPHASE(A?)
ComnnN/CRE/CSE(AR),CSEL,CSEV,RCSE,CSEOP
COMNON/PHASE/FL,F2,F3,R1,82,R3,C2PLC,C2PRC
COMMONZA/ZAT ) A12,A21,422
COMMNN/PRODIN/ER,PLTY,PA,ZT(T7),26(7),8?
CON4ON/ANSORP/C3ADSS (A7) ,CAADSS(AD),CHADNSSIAR) ,COHATS(AB)
CUMMON/CA/CBADSS (84),CCHCA2)
COMMON/PERM/IPERN, P iAW, P2AW, E1,ED,PIRC,P2RC
CUNHON/TIFT/611,682,613.671,622,623
COFAON/XTFT/XIFTI(42),XTFT2(A2)/ XIFT3(A2),XIFTW
COMAON/TRAP/TEL, 712,721,722, T39,732,31PH,82RW,PHTY(4d)
COMUNN/ZALPHAZALPHAL, ALPHAR,,ALPHAY, ALPHAR, ALPHAS
COMMON/CSEVIS/VISE, VISR, APT, 4P2,APS,SSLOPE
COMMNN/SHEV IS/GANHF , PONN, CSE ] ,RKMAX ,ARK , ISHEAR
COMMON/CHEMAD/C3PH,A3D,830

CUMMON/POLYAD/CaPH, AGD,BaD
CONHON/PRESS/PHTLU, PRESUN, ICTL, ICTY,PRES(aV)
CUMMON/HYR/XKC, ¥K Q8 XKAAH, XXHAT, OV
COMMON/INN/FFDV,DC3, K

CORMNN/AIN/AIDS (AB),4D31,AD32
CONMONZINJECT/DVP, VP, VY, VPL
COMMON/CPLOT/CSHAX, CAMAX

gta.-a--n READ THPYUT DATA nesnnnse
READ 10Q,(YITLF(1),1=21,20)
READ 112,NSLUG
READ 192,)80LV,ISE¥, METH,NITER, IPERY, 1D
READ 131,07 AX,ERR, rB]AS, XFND

€ INITIAL CONDITIONS AND SYSTEM VALUES
READ 110, VY. FFNV,NCONP, ICT, ICTL, TICTY
READ 111,UT,ABPFRK,PHT, EPHTIS, EPHTA,NISP
READ 111,C517,C611,81,32,81R4,82PN

SO

IFT AMD TRAPPING FUNCTION PARANETFRS
READ 191,611,612.613,621,622,623
READ 111,711, 712,121,122, XTFTW

[a Xl

PHASE VISROSITY PARARETERS
READ JE1,ALPHAY ,ALFHA2, ALPHAT, ALPHAR, ALPHAS
READ 111,VI81,VIS2,AP1,4P2,AP3, 8SLOPE
READ §41,GAMHF ,POWH,CSF ], RKHAY, BRK

RELATIVF PEPFFARILITY PARAMETERY
READ 111,PIRR,P2RW,EL,F2,PIRC,F2RC

Ez K1 o

PHASE REMAVIOP PARAMETERS
SEAD 111,C3HaKY, CAIAYL, CINAND

00¢



READ 111,€2PLC,C2PPC,CSEL,CSEY PRINT payg

c . IFCI8EM.FA,1IPRINT 212

C ADSORFITON AND IOMEXCHANGE PARAMETERS TFCISEN, E0 2)PRINT 2u3
READ t11,0V,RCSE,ADSY,AD32,R3D 1F (I8EM_FQ, 3)IPRINT 205
READ 111,A00,BHD¢XF94,YKBb, XKC, XKHAT 10 CONTINGE

[ TFCIPERM EN,2)PATINT 249
€ INJECTED SLUG CPMPOSITINN IFCIPERM ENIJPRINT 2u1

N0 17 uxg,wstue 1FCIPERM,EN,2)PRINT 242
1A READ 41, VINCIN), (CCINCI,N),In],NCONP) TF(IPERM EN,3)PAINT 243

< PRINT 24a
Conetnann CALCHLATE PARAMETEPS BASED ON INPUT DATA asadanan PRINT 250,N3LUG

FIZF2EF 3z, ¢ PRINY 251,180LV,ISEH, METH, MITER, IPERM,ID

T31x73230,0 PRINT 211,V1,FFnv,NcOMP, 1T, ICTL,ICTY
Blza2eR3a~g,0 PRINT 212,0T,ARPERN,PHT,EPH]Y, EPHIA,NTSP
0C3xt,Fv12 PRINT 213,6501,C611,81,82,31Rw,82RW
Mem((2,0C3MAXPY/(1,-C31sXN) ) an2 PRINT 218,611,612,613,521,872,62%
AMIR((2.,+CIMAXT) /(1 ,=CIMAXL) ) a2 PRINT 215, T11,712,721,722, X1F 1w
AM2x1(2,#C3UAX2)/(1,=C3MAX2) I 002 PRINT 216, ALPHAT,ALPHA2, ALPHAS, ALPMAY, ALPHAS
CSEgPaa, SarCSELHCSEL) PRINT 217,VIS1,Y182,AP1,AP2,APY, SSLOPE
s2iziap PRINT 21P,GANHE, POtN, CSEL, RKMAX, ARK
A22%(As1-AAR) /CSEOP PRINT 219,P1%w,p2Rv,ES E2,P1RC,PRRC
A1a2,0h) 1002 PRINT 221,C3MAXR, C3MAX],C3MAXZ
AL2E(AA2~ANL)/CSEQP PRINT 222,02PLC,C2PRC,CSEL,CSEN

c PRINT ?24,0v,RCSE,AD3L,ADY2,A3D
DYPEFFNV/FLOATCICT) PRINT ?25,A40,Ra0,XK96,XK8H, XK, XKHAT
1Hi=1CTed PRINT 226
1CT2=1CT42 DO 15 NE1,NSLUG
YICT=1,/FLOATLICT) 1S PRINT 227,8,VIN(N), (CINCT,N),1x1,NCORP)
IFCUT,LE . 1,AE=B) ISHEARR] PRINT 228
TE (AR (PONNS1 @), LE .01 ) ISHEAREY PRINT 229,A11,A§2,A21,427
MEQIICT %1 CONP ¢

¢ PRINT 237,51,32,PERN1,PERNZ, VIS, VIS2
CSraxecstt : PRINT 231, 1CTL, 1CTH
Comaxacert PRINT 232,R1RW, S2RW, P1RN, PoRW, FF 1, FF2

o 12 N, N3LUE )
TFLCINCS, N) BT, CSHAX)CSHARRCINGS,N)
TFCCINCEO,N) L GT,CHMAXICAMAXRC INCS,N)

12 CONTINIE

[
Caananann ET 1P INITIAL CONDITIONS asatenss
du 2¢ xs=i,1CT

[4 g CERMEABTLITIES, FRACTIONAL FLnw, AND TOTAL MORILITY

€ INITIAL PERMEASILITIES AND FRACTIONAL FLOW ¢ PERN(L,K)SPERNY
SRE(R1=81Rr)/(1,P=51PNe32RW) c PERM(2,K)SPERND
IF (3R LT, 9,4) SRz9.9 - ¢ PERK(3.X)xn 0
IF(SP 67, 1,M) SRmt,2 ¢
PERNtgPIpweSRASE] FE(1,X)xFFy
PERMP =P2RWa (1 ,4=SR) #4E2 FF(2.K)XFF2
PHTILUZPERII/VIS | $PERM2/VISR FECSoiIEn 0
FF1aPERMYL/VISE/PHTIY [4
FFRAPERY2/VIN2/PMTIY PHT(K)2PHTLU

[

€ INIVIAL AMDUNT OF CALCIUN ADSNRAHED E CONCENTRATIONS AND SATHRATIONS
Colanen o N0 3 11,7
TIFICALT,LF,C,%) GO TN Su Ny 30 Jet,n
C9=CS5E1~Chll 32 C(Irdex)ep, 0
RI6RYKIbeCIue2/C01] Clisrok)eg, o
IFrQV, LT, ,ra0uny)Gn Tg 52 Cl2e2ex)2q 0
COoTANR ,50(2,2UVIRIH=SART (0, s IYARIH4RI6242)) c{sepex)ecsst

52 RHATEXKHAT#CI#a2/Ch]1] clr,1,X)2Ch1T
50 COMTINYE €

[ 3(1,¥)c8y

Crasasnns PRINT INPUT DATA asntannitn 85(?,K)=852
PHINT 200, (TITLE(Y),121,22) 3(3,¥)2) ,#=8i1=52
TFUISOLVL.NE L 1)RD TO 14 Ce2en,xre82

T0¢



C(y1,a,¥)e81 84 CONTINUE
C(S,a,%)=2C511e8 ¢
Clogn,X1xChitesy Crasnenna INTTTALLY EXTSTED AMDUNT sanannns

4 2E(1)es]
€ SALINITY, APSOHPTION, [ON EXCHANGE, AND IFY 2E(21382
CSE(K)=CS11-CoET4+CAITARCRE

ZELS)x81CS51T
ASDS(K)2ADBI4ADI24CSE(K) ZE(6)3814CHLI4CETAD
C3ADSS(K)mCAADSI(KIRCOHATS(K)RA, 0 2E(3)1=7€(aV22E(T)20 4
CoAUSS{X)=nCHIAD RETURN
CCATK)=CAADSS (K)xf,

XIFTE(M)aXTFTW Connnannn FORMAT andnanne
XIFT2(K)eXTFTN 100 FORMAT(BALN/BATN/AAYS)
CCA(a])=CCA(E2) =0, N 119 FORMAT(2F10,C,a18)

1311 FORMAT(REYQO,2)

112 FormaT(613)

=

2\

c
C DISPERSIUN COEFFICIENT

v1sPIC1)=01SP 200 FQAMAT(IHE, 15X, 8A10,/1SX, 8419, /15K, 8410)
niska(2)anTeP 201 FORMAT (18X, 28EMT=DEISCRETE METHND«)
nISPI(S)EnISP 282 FURMAT(/14X,2RK|2 S YSEDE)
o1seJla)=nlsP 203 FORMAT(/14X,2RK] IS USEDNZ)

c 245 FORMAT(/10X,¥DGEAR 19 YSFD2)

C_INITIAL CONDITION IN PRODUCER AND CUMULATIVE PRODUCTION 218 FORMAT(//,SXs R TUPUT YALUES®,7,8X,8(ra4x),/)

T 0 60 1ay,7 250 FORMAT(1X,TS,2 NSLUGa#,13/)

00 69 Jet,a 251 FORMATCIX,TS,® 1SOLVS®,12,125,2 ISEM=#,T12,745,% HETHa2, 12,765,
cltrdotcr2yen,e 1 # MITEPRR,12,785,2 IPERMER,12,T105,%  10%%,13/)

&% CONTTINUE 211 FORHATCIX, TS, VT2¢,F9,8,T25,% FFOVEZ,F9,0,T45,2 NCOMPzx,Ta
Cl1,1,1CT2) el ¢ b eT65.%  ICTe2,10,TAS,2 ICTLed, 11,7105, 2 ICTUar,16,/)
CL2+201C12)21 .1 212 FORMAT(IX,TS,» UTa%,F9,4,T25,2ARPERMEX,F9,4q,T45, Pulx?,Fo a
clsofercr2)acsyt I eToSer EPHIIRZ,F9,4,TRS, 2 EPHIAs2,F0,8,T105, DI&P2?,Fa,N,/)
clevtorcrarncotn 213 FORMAT(IX,7S,# CS113%,F9,4,725,2 C6lIxx,F9,4,74S,2 Siz#,Flo,a
S(3e1c12)2FF (L, 1) /65,2 $2x#,F9,4,T85,% S1NWz2,F9,8,T{PS,# S2RWax,F9,n,/)
S(2,1CT2)1=FF(2,1) 21a FunHAt(lx.vs,i Gl122,F9,0,T25,2 . G17=4,F9,q,¥7a5,2 Gt3=2,F9,a
$(3,1CT2)rn,0 eT6Se%  G2128,F9,8,TAS, 8 G2222,F9,4,TINS.,#  G2322,F9,8,/)
cli,a,1c72)28(1,ICT2) ) >|s FORNATC1X, TS, % Ti1=24,F9,8,T25,2  T1232,F9,4,7a%,2  T2ix#,Fo,a

C(2,a,1CT2)28(2,1CT2)
CiSea, 1CT2)88(1,1CT2)C511
Cloyn, 1ICT2)8S(1,1CTR2)0CH1IT

t P T8S,2  T22w2,F9,8,7A5,% XIFTINex,F9,4,/)
216 FoauAt(lx,ts,!ALOuA|:¢,Fv 8,125, 2APHARe2,F9 ,4,TaS, 2ALPHA S, FO, 8

17 S T65,2ALPHAAER,F9 &, TRS, tALPHASHH,F9,8,/)
< ; 217 FORMAT(IX,TSs % VIS12#,F9,0,725,2 VIS22¢,F9,4,TaS,2  AP1ss,F9,q
N0 aa teg,7 1 oT8S,8  AP2m#,F9,2,TAS,u  AP3er,F9,2,T105, aSALOPES®,FQ,0,/)
an Plrysa,p 218 FURMATCIN,TSo# GAMHF2#,F9,4,T25, ¢ Pﬂthl,Fv a,145,%8 CSFiss,Fo,a
Paxa, @ 1 o T65,% RKMAXRY,F9,4,TA5,2  BeKkes,F0,8,/)
4 219 FON’U'(!Y,YS,I Pth:l FQ 2,725, P2Rweg ,Fo 8eTAS, 2 Fle2, FQ ]
Candunnns STAPT FNJECTION sananeara T65.2 E2s%,F9, a RS, ¥ P17Cae,F9,a,1105,¢ PaRCex, Fa,8,/)
ny 72 1sy,7 221 ronnArz|x,15.:csquu-x,ro n.rzs,-cnnaxt-- F9 n,rns,-c;nnxz:- Fa,n

NnQ 92 Jsg,3
92 clyadointTi)nn, 0
00 Q9@ 1=q,0rCONP
en ClzerelCTIISCTIN(T, 1)

1

222 runult(|x.75.l CPLC=x2,F9,4,T725,¢ C2PRCxx,F9,9,745,8 CSFluz,Fo n
] eThSex  CSEURZ,F9,4,/)

228 FORMAT(1X, TS, BVe2,FO,8,725,2 RCSFExx,FI,8,T45,8 ADIiwz,Fo.n

C(2,2,1CT1)=N, 0 ] 2 TO5, 2 ADS232,89,4,185,8 630w, F9,8,7)
FF{],1CT1)=1,0 225 FURMAT(IX,TS,2 ABDSE,FO,0,125,2 Ransx,F9,a8,745,2 xKapxe,Fo,a,
FFE2,ICTI)RFF(3,ICT1)sn, 0 ' 1 ToS,2  XUAGER,FO 4, TAS, ¢ XKC=2 ,F9, %, TINS, & XXHAT=R,FO A7)
VPIevING) 226 FOARAT(/SX,#COMPOSTTION NF INJECTED *LUGIIR!.IS(!OQ!)I .
VPea, 0 1t Y ASLUGE 22X, 2CHMIL ,#/710X , #NO#, 2X, FINS, YOU %, 3¢, 2CI 2, 7Y, 2022,
¢ i Ixotcst.1¥nlct!.7l.ic¢l.1X.ICA-,rl.ncvul)
Chanannta CYUMULATIVE AFCUNT OF ESCH COMPONENT INJECTED anscenng ¢ 227 FORHATCIVX,12/F8,3,2Y,7F9,5)
N0 an 1xi,7 228 FURMAT(INL//SX,#CALCULATED A PARAMETFRS FNR RINGNDAL CURVER)
84 71(1)z 0 229 annlt(lt,ls,! Alix2,FQ,4,T25,y Al222,F9 8,745, Adien,Fo 4
T . 652 A2222,F9,a7)
00 8% =1, uslug ’!J ‘b“ﬁlV(llnSXr!!NllY!L CONDITIONSE, /,aX,11(2n08),//,5X,
I=VIN(MY =22 1 2AUATER SATURATION 12,FA,8,/,5%,
Y2 £12 CTUD) 2 #NIl SATURATINN 12,F8,8,/7,5%,
nn az Isg,ncnmp 3 2YATER PHASE QELATIVE PFRM, 12,FR,8,/,5%,
A2 ZI(1)=CINCT, M)e2e2T(T) o 20Tt PHASE NELATIVE PERw, 1#,F8,8,/,5%,

z0¢



5 PHATER VISCNSITY 1%,F8,8,7,5%,
4 #nlL VISCOSITY . 12,FR,48,7)
231 FORMAT(SY,#2PRESSHRE NROP RFCORNDEN RETWFENZ,I3,2 ANDE,13)
232 FURMAT(/,SX,
ZRESINUAL WATER SATURATION i, F8,08,/,5%,
FRESIDUAL DIL SATHURATION 17,F8,4,/,5%,
XEND POINT HEL, PERM, FNR WATER 12,FB,4,/,5%,
LEND PUINT REL, PERM, FOR OIL e, Fa,a,/,5%,
IHATER FRACTINNAL FLOW $X,F8,8,7,5%,
NIy FRACTINHAL F1OW t2,F8,4)
28¢ FORMAT(/SX,*POPE?S MNDEL I8 USED IF THREE PHASES APPEARW)
281 FURMAT(/Sx,*HIRASAK]I=2S MODEL IS USED IF THREE PHASES APPEARS)
282 FORNAT(/SX,oMONTFIFD HIRASAKIxS MODEL IS USEN IF THREE PHASES APPE
15R#)
243 FOHMATC/SX, *LAKE®S MODEL JS USED IF THREE PHASES APPEARS)
END

OVt 8w~

SUBRNTIHE OUTPUY

DEPERBING OF HOW WUCH PV, TS INJECYED, THIS SUAPROGRAM CALL SOME OF
SUHROUTINES LISTED HELOW,
HPRENT ¢ PRINT PROVUICTINM DURING THE TIME INCREMENY AND
SAVE VALUES FOR PLOT
PRINT PRAFILF
PLAT PFUFILE
PLOT HISTORY
CAMLCULATE MATERIAL BALAMNCE EPROR AT THE TERMINATIOM
OF IHITCTION
EVERY ® 91 P v, PRODUCTTON TS PRINTED .
EVENY 4,25 r,v, PROFILE 15 PRINTED AND PLOTTEN
WHEN SLUS COLCENTRAYINN [MJFCTEN I8 CHANGED, ROUNDARY CONDITION
AT INJECTOR I8 CHAMRED T4 THIS SURPROGRAM,

PROF
PRFPLOY
uiseLUt

1
t
H
HATBAL 3

AOAOAOOO0ON00MA0

CUMMN/HATI/TSOLY, HSTOP, 1D
COMHON/NOZTCT, ICTL, 1O T2, XICT, NEONP
CUMHON/IN/VINCL0),CTMN(T,10)
CUMMONZINJECT VP, VP, VT, VPY
CUMMON/SOL/C(T7,a,02),505,42),FF(3,82),MPHASE(42)
CUMMON/SENTOR/PIMAXN,ERR, YBTAS, TPASS
CUMMON/SENTD/TEVA,DTOLD, RTEMAX,NRFJ, TADNS
COMNON/OUT/ZIH
COMMON/DT/ZXDT (2002, 1Y, Y0T(2002, 11, 1PV

DATA ISLUG,NSTNP,1PV/1,1u,08/
DATA VPH,VPP/d,81,10,35/

[ . )
Cosannsna SAVE DIOLD FOR PLOT (SFHI=NIACRETE NETHON) annnasan
IF(ISOLY,RE, 160 0 3n
IPY21PVey
X0T(IPV, 1) zve
TV (1PV,1)20TOLD
3w cout InNvE

[
Cranaanss CHECK WHETHER CAYPLETION OF JUOR adtkeann
THCVTI=VP) LT,1,0E-12)60 1O 1y

Caarannne. CHANGE BOUMDARY CONDITION AT JMJFCTOP §F NECESSAPY sananang
TECLVINUISLUR)=VP) ,GT L E=1206N 1O 29
IBLURZTRLUR]
veraviN(IsLUG)
1PAgS2n
LU 25 =i, nC0nP

2% CLL,1,1CTE)eCINCT, ISLUR)
29 CONTTNUE

c

Carnnaans PRINT HISTNRY AN SAVE DATA FOR PLOT sanensne
TF C(VPH=VP) BT 1 ,E=~12)RETYON
VeHzVPHer of
CALL HPRINY

c

Cannannnn PRIRY AdD OLNT PHOFILE neanaass
IF((VPP=VP) BT, 9 ,L=12)PETUON
VPP=2VPPar DS
Ih=t
CaLl P0¢
Call PPFRLM
“ETURY

€0¢



E-....-.. COMPLETION CF JOR teernsasn

10 tontiaug
CaLl MPRINT
CALL PROF
Call PRFFLOY
CALL wisPLOY
CALL MATRAL
1+ ({ISOLVL.EN 1IPRINT (0n,MRFJ, 1EVA

1490 FORMAT(//7/715X p#nIIMAER OF REJECTION =+,13/7
1 715X, #HONNER OF FUNCTTON EVALUATION 34,15)
HSTNPat
re TURYy
[

anon

[

SURRAUTINE HPRINT

THIS SUMROUTIME PRINT PRODUFTION HISTORY AND SAVE VALUES FOR PLOT

CUMHON/NA/TCT o TICT1,1CT2,YICT HCOUP
COMMON/IMJECT/DIVE, VP, VT, VP]

COMMON/PRODIN/ER,P(7),PR, 2T(T),2E(7),92
CONMUN/PPESS/PHTLY), PRESUN, TCTL, ICTI, PRES (A7)
COMMON/TRAP/TI1,712,T210T22,T310T32,31PW,82RW,PHT(4R)
COMHON/SNL/C(T,4,62),3(3,82),FF(3,82),NPHASE (02)
LOMHON/SEMTO2/TEVA,DTOLD, RTEMAY,NRES, 14DS
CUMHON/QUT/ M

COMMDN/CPLOT/CSHAX, CARAY

COMMON/HTIST/YHI(S5AL,T),YHA(S500,7),FFP(SAA, 1) ,FFPP(SRa,1)
COMUNNN/H1IS2/XDH (500, 7)), PREMAX, IPY

DATA PREFAX/Y,.A/
DATA IH,IPT/0,9/7

Chantnaas PRINY PRODUCTION HISTORY wennssne

3

S0

20

THRIMeL

IF(IHGPE,L1IGN T 10

PRINT 229

PRINT 230, VP, (P(1),121,7),ER, P8, PHT (1), PRESUM, TEVA
0o 30 Je1,3

PHINT 246, J,(CC1,d,1CT2),T%1,7),8(J,1CT2)

PRINT 26¢, (C(I,8,1CT2),1x1,7)

U 1n 2n

CONTINUE

PRINT 250, VP, (P{)),121,7),ER,PB,PHT(1),PRESUIN, TEVA
Oy 50 J=q,3

PRINT 280, J,(CCI,J,ICT2),1n1,7),3¢J,1CT2)

PRINT 260, (£(1,4,1CT2),1=1,7)

HAJURI I S TELT

CONTINUIE

C
Camndesna SAVE HISTURY DATA TO RE PLOTTED snensess

LECL]

1PT=IPT4)

00 49y t=y,7

YHACIPTo 1) uC(T08,1CT2)

XOH(TPT,])avP

CONTINUE

YHACIPT, N)RYMACIPT,3) 85,0

TFCCSMAN, G, MeF ) YHACTPY,S)=YHACIPT,S)/CSHAY
IFLCONAX GV N, ) YHACTIPT o A)xYHA(IPT,6) /CAMAY
YHI(IPT,§)eC(3,3,1CT2)

YHIC(TPY,2)=C(3,3, ICT2)4C(7,3,1CT2)
THI(TPT,3)aYH3IIPT,2)+C (1,3, ICT2)
YHICIPT,a)eYHI(IPY,314C(2,3,1CT2)
FEP(TIPT,1)=8(2,1CT2)
EFPLTPTo2)e8T2,1CT>)¢%(3,I0T2Y
FFP(IPT,3)eER

FEPPLIRT, 1) ePRESIN

{F(PRF UM L], PREMAX)PREMAXIPRE AUM

Craehaans FAGUMAT anenarans

c

229
23n

FURMET (JH1)
FURMAT (7,3, 2HVP, 7Y ,24P1,5¢,2HP2,5X, 2HP3, 5K, 2HPA, 5X, PHPS, X, 2HPE

%02



1o5% 2HPT, 10X) 2HER o 10X, 2HPB, 15X, BMTOT ;HOA, ,5X, BHPRESSURE , SX, AHIEVA/
ZIXPFS 33X TLLY,Fha),SX,F6,1,AX,Fh,a,11X,F6,0,A%,F6,8,5%,15//
35X, SHPHASE, 6X, 2THCONCELTOATION OF COMPONENTS, | TX, 9HPHASE CUT/

11X 2HCL,SY ) 2HC2,5X ) PHED,SX, 2HCA, 5K, 2HCS,5Y, 2HC6,SX, 2HCT)

289 FORMAT (6X, I3, TCIX.F0,0),5%,F6,4,A%,F6,8)
2SN FOPHAY (/770 1%0FS.303XeTCIXF6,8),5X,F6,0,8X,Fb,8,11X,F6,a,A%,F6,4

1,5%,15/)

260 FORMAT (6%,3M  a,7C1X,Fb,8),2(5X,Fb,8))

RETURN
END

© L XnXuly]

“on

(2121

RYBROYTINE PROF

THIS SUPRNUTINE PRINT PROFILE

DIKEMSION GRALCAP),GHA2(A8),GRAICAM), XDL(AR)

COMMDN/NG/ICT ICTL, ICT2, X1 T, NCOMP
COMPON/CSE/CSE(a2),CSEL,C8FY,RCSF,CSEDP
COMMON/SNL/C(T,4,82),3(3,82),FF(%,a2),NPHASE(HR)
COMNON/INJECT/OVP VP VT, VPL

CONMON/PERMC /PERM(S, 1), SRENDCT, 80) , 8N(3,40),VIS(3,49)
CUMHON/ZANSNRP/C3ANSS(aN),CaAnsS(a8),CoADSS{an) ,CAHATS(AR)
COMRON/XTFT/XTIFTE(a2),XIFT2(02),X1FT3(82),X1FTN
COMMNN/CR/CRADSS (49),CC8(82)
COMMON/PRESS/PHTLU,PRESUM, TCTL, ICTU,PRES (A9}
COMMONZTRAP/ZDUMMY (B8 ,PHT (an)

LINE=n

uprGEaICT/0

NICTRNPARE w0
TF(NICTL LT, ICTINPAGEANPAGE 41

PO 39 Het,NPAGE
Hisaa(Mat) st
N2ENES3

TF(N2,GT ICTIN2aICY

CALCULATE IFT AND DIMENAIONLESS DISTANCE FROM JHJIECTOR
00 a¥ fang,N2 .
TF(NPHSSE(T)ER,3)G0 To Ay
IF(NPHASE(]).EQ,1)00 T a2
TFC(CLS,8,7)4C(7,8,1)),LY,0,701)6N TO 43
1F(C(3,4,1),LE,0,0)G0 TO &3
TF(CSECI) LGELCREN,NR NPHASE(]) EN,4)GO T AQ
GRA2(D)zgu, aeaxIFT2(T)
GRAL(1I=GRAZC()aR, P
RO TO a9

88 CONTINUE
GHAJ(T)=1u, AaaxIFTI(])
CRA2(I)=RAS(1}aR 0
GO0 10 a9

43 COMTINUE
GRAL(1)SGRAZ2(1)=N, 0
GRAS(I)R1O , HanIFTW
&N TN ae

42 CUNTINYE

CRAL(TIERRA( 1) ufRAS( )

G0 10 ac

CunTINIE

GRAL(D) 1@, OnaXIFTI(D)

CHA2(T)=1y, 00 XIFT2(T)

GRASTT)m1a MasyIFTH

-

44 XOLCTISFLOAT(ICT=T+1)/FLAATCICT)

PRINT COMPUTED RESULTS
TH(LINE,EQ,1)60 TO a8
PRINT tD0n,vpP
LI¥E=L
GO 1" a7

S0t



ab

a

S0

3n

CONTINyg

L1uE=n

PRINT (@2

CO*TINNE

PRINT 110, (XPLCT),MPHASEC]T), TaNt,N2)

PRINT 120, (CSECL1),CIE(T), Tuny, 1)

PRINTY 125, (RHTIK) ,PRES(K) (Kat{,N2)

PRINTY 30

PRINT 147, ((S(J,%),Jn],3),KeN|,N2)

NO SA Tey ,HCONP

PHINT 150,71, 0(0C1,J,%),Jn1,Q),Kent,N2)
PRINT 160, L{SREN(I,K),Ju,3),KaN,N2)

PRINT 170, ((SNCJ,KY,Jut,3),KxNg,N2)

PRINY o0, ((PERM(I,K),Jx1,3),Kalt,N2)

PRINT 190, ({VIS(1,K),Ix1,3),KxN1,N2)

PRINT 200, ((FF(J,K),J31,3),KaNi,N2)

PRINT 210, (GRAT(¥),GRA2(K),BRAS(K) KuNE,N2)
PRINT 220, (C3ANSS(X),CaADII(KY,CAADASLK) , CARATS(K) ,KaN,N2)
PHINT 230, (CCBCK),CAADSS(K),KuNE,N2)
cunTinUe

Crasnnaese FORMAT anannsan

[4

tee
1e2
119
129
125
139
149
152
160
17
189
t99
202
21e

1
229
]
232
1
RETURN

FORMAT(I1],3%,#PROFILE AT o,FS,3,2 PV, INJECTEDR/3X,16{2Har)/)
FORMAT(/1X,131(1N=)/)
FURMAT(1X, 2HYDAX, ACTX,FS, Y, 2%, 8H(MPHASES, T1,1H),6X))
FORMAT (3w, NHCSE,CSEP, 2%, 2 (5K, FT,4,7X,F7,8,8X))
FORMAT(L¥, 19HHON,, DELP,A(SX,FT7,0,7X,F7,8,8X))
FORMAT(/1XySHPHASE,SY o A(SX, 1HE, 6%y 1H2,6X, 13, SXySHTOTAL))
FORSATCIX, 1OHSATURATION,a(2X,3F7,4,7X))
FURMAT(SX, {HL, Y)Y, a(2X,8F7 a))
FORMATC 1y, JOHRES, SAT, ,8(2X.3F7,8,7X))
FORMAT (1Y, IAHNORY, SAT,,4(2X,3F7,8,7X))
FURMAYLIX, 1AHRFL, PERM ,4(2X,3F7,8,7X))
FORMATIIXN, JANVISCOSITY ,A(2X,3F7,4,7Y))
FORMAT (LY, $ORFRAC, FLOW,A(2X,3F7.4,7X))
FURMAY (/15 SMEFT o X, a(6Xs 2HNM, TX, 2HMO, TX , 2HWO, AX) 7

1Xo IWHIDYNE/CH) , 4(3X,3F9,5))
FORMATC/EAX, N SN, 2HCS, SX, 2HCA,5X, 2HCH) 3X, 6HCOHATS) 7

1X, 10HAQSQRPTINN, 8(2X,86F7,4))
FURRATC/Z7IX o 8(SX o 2HCA, 3%, 6HCAANSS, 18X) /
1X, THCOMPLEX, 3%, 8(2X,2F7 ,8,18X))

€nD

OO0

SURROUTINE PRFPLOY

THIS SURRNUTINE MARE PLNTS OF PROFILE

DINENSINN NPTS(7),LINTYA(T)

DIKENSION vS(42,3),vC(a2,4),F81(82,3),F32(n2,3),F33(82,3)
DIMENSION Y3(82,8),Y0(82,7),YH(82,2),X01(82,7),XPL(AN),YFF(42,3)
DIMENSION YCSE(42,3),YIFT(a2,0)

COMMON/HATN/ISOLY, NSTOP, TD

COMHON/NO/TCT TCTE,1CT2,XICT,NCOUP
CUMHON/CSE/CSE(A2) ,CAEL,CSEU,RCSE,LSEOP
CONNDN/SOL/C(7,8,82),3(%,82),FF(3,02) ,NPHASE(A2)
COMMON/ INJECT/DVP, VP, VT, VPY

COMMON/ZPERNC/PERM(3,02), SRED(3,40),8N(3,49),VI8(3,a9)
COHMON/ANSORP/CIADSS(10),CaA088(aR),CoMNSN(EA),COHATS(0P)
COHMON/XTFY/ZYIFTY (82), XIFT2(82), XIFTI(a2), XIFTH
CUMMON/CR/CBADSS(am),CCRIaR)
COMHON/PRESS/PHTLU, PRESUN, TCTL, TCTU,PRES(aR)
CUMNONZTRAP/DUMHY (R) ,PHT (a0)
CUMHON/CPLOT/CSHAK, CoNAX

COHMON/PYL TSTIZ/TEMP (Y XL, YL

CUMHON/FXDSCL/XF o YF X0, YD, IX, 1Y

COMMON/SYHACC/ISYMCC(21)

COMMON/AXTYP/IXALIYA

COHMON/L THMOD/ZLIMNOD(21)
COMHON/AXLABL/YLABEL (33, YLAREL (3),NXCHAR,NYCHAR,LARSTD,LARTYP,
1SIZT,8120,80EC .

COMMON/ZTITL /NTITLE,ITITL(S,S)

[
Channaaan SAVE VALUES YO BE PLOTTED neansans

00 SP0tl Kmi,ICT
XOL(K)EXICTAFLOATCICT K1)
YS(K,1)mR(1,K)

Y8 (K,2)28(1,K)48(3,K)

Y8 (Kr31mYS(K,2)¢8€2,X)

YHEK, 1 1=PHT (K) /PHTLY

FS1C(K, 1 123PEN(1,X)
F52(X,1)aSPEN(2,X)
F83(K,1)2SREN(3,K)
FS1tKr2)ns(1,K)

F82(x,2)=3(2,X)

FS3(K,2)x8(3,K)
F31(K,3)x],~SREDN(2,X)=SRED(3,K)
FS2(K,3)=) ,~SRED(1,K)}=SRED(3,K)
FS3(X,3)=1 «SRED(1,K)I=SREN(2,K)

YFE(Y, 1)aFF(1,X)
YEF(K,2)mFF(1,K)4FF(3,X)
YEE(Kp3)aYEF (R, 2)4FF(2,X)

YE(K.I‘IE(!'ﬂoK)

YE{K,2)2C(3,0,K)¢C(7,0,K)
YUK, XImvC(K,2)4C (1, a,K)
YC(K, QY =YL (M, 3)00(2,4,%)

YCSE(K, 1V =CSE(X)

90¢



YCIE(K,2)aCSELP
YCOE(K,3)=CSEL
YCRE(K,8)aCSEU

YIFTIK, 1)sXIFT1(X)
YIFT(K,2)aXIFT2(K)

YI(K,11=C(3,3,%)
¥Y3(K,2)2C(3,3,K)4C(7,3,K)
Y3(K,3)XY3{Kp2)4C(1s3,K)
Y3(K,a)uYS(Ke3)4C(2,3,K)

N0 S0AY Ya1,NCOMP
XU (X, 1) exDLIK)
Ya{K, 1 = (1,89,K)
5012 CuUNTINVE
Yo(x,318va(K,3)e5, 1
TF(CSMAX GT.?, @) YR(K,5)AYA(K,S)/CEHAX
THCCAMAX GT, A, 0)Ya(K,A)nYa(K,6)/CONAX
$041 CONTINGE

c
C""';;' PLOT PROFILE (PRINTER NR ZETA PLOT) wennanan
LYet
Ixte
1y=¢
N0 6PYA Tui ,NCOMP
LINTYPC(IV =3
18YMCC (1) =]
6ant NPIg(11aICT
MMax2ea2
1FC(A, 8=yP) GT &,0) 1P T2}
IF(IPLT,N¢, 3060 TO 6103
Ixzlvysp
CALL PLOTS(®,0,5LPLOTR)
61¢0 CONTINVE
NTItLER=2
XL=YLaS,0
XpuYDan 2
XFeYFaa 0
LABYYpxd
NOECTY
TTITLC1, 1) =9HPROFILES
ITUIL(2, 1) =aMaY
ENCONE (A, 100N, TTITL(3,1))VP
Ivlrtca,1yzen o v,
IYIvL ¢t 2)2tTITL(2,2) % 10U
YLABEL (2) s YLAHEL(3) 310K
XLABFL (1) mtaHFRACTIOVAL
YLABEL (2)w{uH PISTANCE
NXCHARS 20

TOTAL CONCERTRATION
YLABEL (1)=§aNTNTAL CONC
YLABEL (2)# 1WHENTRAT NN
NYCHARE2A
NYECT=NCOMP
CALL THEPLTIXD1,Ya3,IPLYT,NVECT,NPTS,NMAY2,LINTYP)

TOTAL COMPOSITINN
YLABFL(1)IR{AHTNTAL COMP
YLABEL (2)w7HOSTTION
NYCHAR=2L?

HvectTse
CALL THEFLT(XD1,YC,IPLT o NVECT,NPTS, NMAX2,LINTYP)

c
€ SALINITY

YLAREL (1)BAHSALINITY

YLABEL(2)miaN

NYCHAR®S

Youz,#CSENP/S,0

LINTYP()mUINTYP (3)sL INTYP (&)=

LIMuCp(2) =8

LINMRpe3) 20

SULUNYEITY

NYECTz4a

CALL THEPLTXDS,YCRE, IPLT,NVECYsNPTS, NHAY2, L INTYP)

YUza 2

00 6700 Ts2,a

LINTYP(DIe3
62909 LINNOD(T)*2

c
€ PHASE SATURAYIOQNS
YLABELC1) mIuHPHASE SATH
YUABEL (2)mAHRATION
MYCHARELS
NVYECTeY
CALL THEPLT(XOS, VS, IPLT,NVECT,NPTS,NNAX2,LINTYP)

[
€ MICRUENOLSTION PHASE CNONCENTPATION
YLABEL (1)ng AHCONCEHTAAT
YLABEL (2)maHIUNS
NYCHARSSO
ITITLCL,2)SIEHMICRNEMULS
ITITL(2,2)21AHION PHASE
NYECTsR
CALL THEPLY(XD1,Y3,1PLT,NVECT,NPTS,NHAX2,LINTYP)

[

C INTERFACIAL YENSION
YLABEL(1)x]@HINTERFACTA
YLABEL (2)n§OHL TENSION
YLABEL (3)maH(NYNE/CH)
NYCHAR=3H
ITITLC1,2)5ITITLL2,2)me00M
NYECT=2
179
IYARD
CALL THEPLT(XD1,YIFT,IPLT NVECT/HPTS,NHAX2,LINTYP)
YLAREL(3)=10H
TYAmY

IF(IPLY,NE, 3360 TO 7100
CALL PLOT(XOUM,YDU,999)
CALL RELFASE(IM)
CALL PLOTS(2,¥,S5LPLOTR) f
ly=g
Ypew,2
YEza, 0

CTIBW COMTINME

C FRACTIONAL FLIIN
YUBREL(1)Z{uHFRACTTONAL
YLABFL(2)2SH FILOA
MYCHARELS

L0Z



ao

NVECTeR
CALL THEPLT(XD1,YFF,IPLT,NVECT,NPTE,NHAX2,LINTYP)

RESIDUAL AND PHASE SATURATION

YLAREL (1) RJOKPHASE AND

YLABEL (2YR{QHRESINUAL S

YLABFL (3)a0HATURATION

MYCHARZ22Q

TTITL(1,2)31AHMICROFMULS

ITITL(2,2)819HIO0N PHASE

NVECTzY

CALL THEPLT(XD1,FSY, TPLT,NVECT,NPTS,NMAX2,LINTYP)

ITETLQY, 2 =10H  AQUENUS

ITITL (2 2) = 1PHPHASE

NYECTm}

CALL THEPLTCXD1,FS1,1PLT,NVECT,NPTS,NKAX2,LINTYP)

ITITL(1,2) 101 HLEIC
NVECTsY
CALL THEPLTIXD1,F82,TRLT,NVECT,NPTS, NHAX2,LINTYP)

(4
€ 707AL RELATIVE MOAILITY

7394
oe0

TTITL(1,218ITITL(2,2)n10H

YLABFL(1)=1AHTOTAL RELA

YLABEL(2) 9 1RHTIVE MORIL

YLAREL (3)m3HLTY

HYCHARR2Y

NVECT=Y

Iv=a

CALL THEPLTIXD1,YM, IPLT,MVECT,MP TS, NHAXD,LINTYP)

IFCIPLT(NEL3YIGN TO Tage
CALL PLOT(XDUM, YDUN,799)
CALL RELFASE(ID)
CONTYINYE

FURNAT(F&,2)

RETURN

EHY

SUBRNUTINE HIgPLOT

TH

IS SURPROGHAH PRODICES PLNTS NF HISTORY,

(2] [z XxXelg]

DIMEMSION NPT(7).LINTYP(A)

COMMON/MAIN/TSOLY,NSTOP, 1D

CONKON/HISE/YHI(SWG,T), YHA(500,T),FFP(5@A,3),FFPP(SHa,1)
COMHON/HISR/7XDH(508,7) ,PRENAX, IPT
COMRONZDTZXDT (2002, 13, YDT(2072, 1), 1PV
CUHMON/SFHIDI/DTHAX,ERR, YBIAY, IPASS
COMMON/INJECT/DYP, VP, VT, VPL
COMMON/PRODIN/ER,PCTY, P8, 21(T),2E(T),92

COMMON/PLTSIZ/ZTEMP (Y, XL, YL

CUNMON/FXNSCL/XF,YF, XD, YD, IX, 1Y

COMHON SYMACC/ISYHAC(2Y)

COMMON/AXTYP/IXA,IYA

COMMONZL INMODZL THMOD(21)
COMMAN/AXLABL/XLABEL(3), YLABEL (3),NXCHAR,NYCHAR,LARSTO,LABTYP,
18I27,312IN,NOEC

COMMON/TITL /NTITLE,ITITLLS,S)

Canntnana PLOY HISTORY (PRINTER PLOT) acapaneg

"

LLL)

IrLTst

HHAXSe504

PO a0g2 1=1,7

LINTYP(1)23

NPTy =1PY

Ixsa

XLABEL(1)m10HP v, INJEC

XLABEL (2)=3HTED

YLABEYL (1) m1aH .

YLABEL (2) 3 1iHCONCENTRAT

YLABEL (3)niuH1ONS

NXCHAR=13

NYCHAR23A

IVETLE1, 1) =1AHHISTORTES

ITITL(2,1)=SHUP TO

ENCONE(N, 108N, TTITL(S,1)) vP

NYECT=4

CALL THEPLT(XOH,YH3, IPLT,NVECT, NPT, NHAX3,LINTYP)
NVECT=?

CALL THEPLY(XDH, YHE, TPLT,NVECT, NPT, NMAXY, | TNTYP)
IF(S2,LE. 060 1O 9ne

NVECT=3

YLABEL (1VYZ I uHPHASE CIIT

YLABEL (2)=x1aHNR OIL REC

YLAREL (3) = OHUVERY

CALL THEPLT(XOU, FFP, TPLT, NVECT, NPT, NHAXX,LINTYP)
CONT INUE

YLABEL ()= aH

YLARFL(2)a) AHRFL PRESS

YLABFL (3) =10HDROP

ITITL{L, 1) =10H

TITL(2,1)=10H

ITETL(S, 1) x12K

IVITL(E, 1)xtnH

HVFCT=y

CALL THEPLT(XDH,FFPY, IPLY ,NVECT NPT, NMAXY, | INTYP)
TLAREL(2YagaNTImME 3TEP

80¢



[4

YLABEL(3) 2y 0T ZF

NHMAX332u¢2

NPY(1)upY

CALL THEPLT(XDT,YDT,IPLT,NHVECT, NPT ,NHAXS,LINTYP)

Conananns PLOT HISTORY (ZETA PLOT) atnncsne

298

199

CALL PLOTS(%,®,SLPLOTR)
NYTTLES=¢

1P V=3

e

1rs2

XL2S aVY

HMAX32S0A
pt 2ua Ia1,7

HPT(1)atpy

00 {9 1=1,8

LiNtYp()=tin

1symnce(1)ey

XLABREL(1)=1aHP,V, INJEC

XLABEL (2)=3HTED

YLABEL(2)m1nH PHASE CoOM

ITIIL(2,0)eS5HUP TO

ELCONE(A, A9, ITITL(Y,1)) VP

TTITL(a,1)=10H PV, INJ

1ITITL(5, 1)1 0HFCTED

NYECTa?

YUABEL (1) mgnn HICcRO,

YLABEL (3)myuhC,

ITITL(1,1)c1PHHISTORTES
CALL_THEPLTCXDH,YN3, IPLT ,NVECT,NPT,NHAYS,LINTYP)
yLasELc1ynyom TOTAL

YLABFL (2)®m16H CONCENTRA

YLABFL(3)m)AHTTONS .
CALL THEPLT(XOH,YHA,TPLY,NVECT,NPT,NHAKS,LINTYP)

[4
C  PLOT PHASE CUTS AND CUMHLATIVE OIL RECOVERY

914

1F ($7.LE.¥,9)Gn TO 918

NVECT®3

YLABEL(1)=134PHASE CUT

YLABEL (2)x1uH0R OTL REC

YLABEL (3) % {oHOVERY

CALL THEPLT(XOM, FFP,IPLT,NVECT,NPT,NHAXS,LINTYP)
COHTINUE

c .
€ PLOT RELATIVE PREJSURE NRDP
1x=2

Y=g

NVECTet

YLAREL(1)steH RELATIVE

YLABEL(2)a13H PHEISURE

YLAREL (3) =y aHDROP

IF(PREMAY LE, S,0) lvs2

TF(PREMAX LF, §,0) YDal ,u

CALL THEPLT(XDH,FFPP,IPLY,NVECT, NPT, NMAXY, L INTYP)
IFCISOLV,EDQ,R)G0 10 alna

c
C PLOT TVIME STEP SI7¢

a1e0

taon

YLAREL(1)e1qH TINE
YLABEL(2)®1¢H 9VFP SIZE
YLABEL(3Yx10H

NPT(§)=lPY

HMAXX=230m2

1Y22

YFrQ,0

Yong,an2

1K (OTHAX ,GT,0, A1) YD, paa
IF(DTHAY,GT,0,02)YD2n,01
IF(DTHAX, 6T, @, 05)Yhap 2
LINTYP(l)m0

CAL* THEPLT(XDT,Y0T,3,1,MP T, NMAXS, LINTYP)
conTINUE

CALL PLOT(XDUM,YPyYM,a99)
CALL RELEASECIN)
FORMAT(FA,2)

RETUny

END

60¢



SURROUTINE SOLVE

-
TUIS SURPRORRAM SNLVES COMTINUITY EQUATIONS,

FULLY-DYSCRETF FORWAAD EYLER TS USEN,

CUMULATIVE PRODUCTING AMD RELATIVE PRESSURE OROP ARE ALSO CALCULATED,

OO0

COMMON/NN/TICT 1CTE,ICT2,XICT, NCONP
COMMON/SYSTEM/UT , AHPERM, PR, EPHTY, EPHIE, NISPI(A)
CUNMON/SNL/C(T,0,82),8(3,82),FF(3,82),NPHASE(42)
COMHON/CSE/CBE(42),CYEL,CIEY,RCSE,CIEOP
COMMONZAXN/ASDS (A0), 4031 ,AD32
COMMON/CHEMAR/ZC 3PN, 430, B0
CUMMON/PALYAD/TAPIL, A2D, B0
COMNNZHHA/XKE , XK 76, XKAK, XKHAT, QY

CUMRNNZADSNRP /C3ADSS(02),CaADSS (A0),CHADSS(42),CoHATE(AD)
COHMON/CR/CBADSS(AM), CCBLA2)
COMMDN/THIFCT/DVP, VP, VT, VPL
COUMON/PEONTN/ER,PL(T),PB,21(T),2ZE(7),32
COMMON/TRAP/DUMNY (R), PHT (4R)
CUNNNN/PRESS/PHTLI, PRESUM, ICTL, ICTY,PRES (AR)
COMMNN/ZINN/FFOV,0C3,K

c

Cranandas CONCENTRATION] IH PRODHCTION sanensnn
Ny 357 Is1,NCOMP
C{l,a,1CT2) 0P,
N0 3157 Jei,3
ClLearI0T2)2C(T,8,ICT204C(T,0,1)0FF LI, 1)

337 CONTINUE

CYECTNT2I=IC(S,d, TCT2)=C{6,a,I0T2)4RCIEXC(H,4,1CT2))/
16C1,0,1¢c12)

[

Cransannn CHECK TINE STEP SIZE anatnate
FFDOYPRFFOY
ovep=OVY
vPzvPenvp
TF((VP=VPI),LT,2,4)680 YO 12
WPPROVPIVIP[=VP
vpEyPL
FFOVPaFENVAOVPP/OVP

12 CONTINNE

¢
Cannnnnes Ciut ATIVE PRODUCTION anadanan
NG 12 =), NCOMP
19 PCI)ePCIY#0(T,a,1CT2)aDYPP
PHORFF (1, 1)4CCBLI)ANVPPPA
FERxP(21/32

<

Cansasans RENIFINE TATAL COMPOAITION BY INCLUDING ADIORPTION samanttgp
DU 385 Kep, I0Y
A=), =C3ADSS(K)
ClLpN, KISCL1,4,K)eX
cl2rarx)nc(2,qa,k)nx
C(3.800)2C(3,9,K) eXeCIADSS(K)
C{T:8,X)RC(T,8,K) X

355 CONYINME

Coanapnns RNLVE CONTINUITY EQUATTION aRasanna
DO 29 KKxi,1CY *
KEICT4t=rK
nU 34 t=q,nCOHP
FFUNSGFUnR »

Py 2% yuy,3
1F(X E8, §) GO YO An

[z T 2]

HATERIAL TRAMSPORT BY DISPERSION
FFUNaFFUNADISPI(JICFF LI, Ke1)a(CCL,J,Ke4)eC(],],K))m
TFF (I KINCCIL,J,K)mC(T,0,Kel)))eFLOAT(ICT)

80 T0 25

L1 FEUNEFFUNSDISPI(JY(FF(J,2)(C(1,J,2)°C(T,J,1))=
1FFCJo 112 (C(I,J0,1)~CCT,J,2))) #FLOATCICT)

a0

. MATERIAL TPANSPDRY RY CONVECTION
2% GFUNRRFUM=(FF (J,K41)0CLT,J,Ke1)=FF(J,KIaCCT,d,K))
EPHIIxt @

o0

INACCEISIBLE PARE VOLUMES YO SURFACTANT AND/OR POLYMER
1F(T (€0, 3) EPMI1=EPHIY
1F (L LEQ, 9) EPHILsEPHIA
CCIe8,%18C(1,8,K)~FFOVPR{GFUNFFUN) 7EPHTY
IF(C(L,8,K) ,RE,=1,E=5)G0 Tn 999
PRINT 999,1,K,C(1,4,X)
997 FORYAT(//10X,#NEGATIVE CONCENTOATION OCCURED AT SUAPRORRAM SNLVE#/
1 IASY 2HC L, T, 3H,4,,12,3K) =,E15.7)
Py 910 KMGei, (LY
917 PHINT 298,KNG, (CLING,d,KNG), INGEY,NCOHP)
998 FORMAT (10X, 13,7G10,6)
sTop
9ay CUNTIHUE
36 CONTTNIE

c
Channnras TON EXCHANRE sanananp
1F(QV,GE,P,0081)CALL 1ONCNR

[+
Canntnnns CHENICAL ADSNNRPTION seamtnan
CSE(K) = (C(S,8,K)~CCb,a,KI4RCSEAC(6,8,X))/C(1,0,K)
ASUZADIL+ARIZACSE (K)
IFLC(3,8,K),LT,1,0F=R)GO TN 28
IFC(ASH LT, 1,AE=0) A0 Tn 28
CIPHIAMANLICCC3,14K),CC3,2.K)sC(3,3,K))
TF (NPHASE (K} ,EQ,1)C3PHRC(3,8,K)
CALL CHEMADN(C(S,a,K),C30088(K),A3D8(K))

c
Crannnnne RENIFINE TOYAL CONCOSITION BY EXCLUDINE ADSORPTION ssasnces
28 CTOTRC(1,8,KI4C(2,0,K)4C(3,8,X)4C(T,8,X)

Cl1,8,0)=CLL1,8,K)/7CTNY

C(2,9,%)xC(2,4,K)/CT0T

£e3,8,K)eC(3,4,x)7C7NY

ClToa,KI2CLT A,K) /CTUT

TFCCa,8,K),LT,1,PE=0)00 10 29
IF(AGD LT, 1PF=R) GO TV 29

c

Chananaxa POLYMER ADSORPTINN fasencan
CAPHEAMAX T (C(8,1,X),C(a,2,K),C(0,3,K))
TF (NPYASF (X ) ,ER, 1 1CAPHUSCQ,8,.K)
CALL #OLYADN(C(a,1,K),C84DR8(X))

29 CONTINuE

é'-tﬂt'-- PHASE CMICENTRATIONS AND PROPERTIES mannensa
CALL PROPRTY

c .

Caanndann RELATIVE PRESSHRE DROP adestaes
PRESU e #

012



10

DO 10Y Key, I0T
PRESLKYAPHTLU/PKT (K)
PRESINIPRESUNGPRES (XY
PRESUMaPRESUM/FLOAT(TCTURICTLSY)
RETURN

END

SUBROUTIME SOLVEQ
Craw - T T
€ THIS SURPRNGRAM SNLVES COMTINILTY ENUATIONS,
C SEMI«DISCRFTE METHOD WITH NUMFRICAL O,N.E, INTEGRATOR IS USED,
€ 0.D,€, INTEGRATOR 18 SELECTED ACCORNING TO I18EM AS FOLLONSG
[ ISEN =1 § RK{2
4 =2 t AK}
c
C
<

Y t OGEAPR

PIMENSTON CCU2AT) . 1AK(209),4K({16540),FFOLD(3),COLD(T,3)

(2]

COMMOI/GEAR/DUM(S2) , [nUM(3RY

CUMHON/SEMIDI/NTMAX,ERR, YATAS, TPASS
co"nnu/qrnlo?/lﬁv~,oTnLo RTENAX.NREJ.IlnS
counou/xs"lnS/Nen.lsFM.ern."rru MITFR
COARON/NNZTCT, TCT, 1072, X1CT,NCORP
CUMMON/BOL/C(T,8,42),803,82),FF(3,02) ,HPHASE(E2)
CUNMOU/INIECT/DYP VP, VT, vPT
cunONPRUNIN/ER, v(v).Pn.zxt1),l£(7)'sz
CONHON/CIE/CSECA2),CIEL,CSEU,RCSE,CSEOP
COMMON/TRAP/DUMHY (R),PHT(89)
CUMMOH/PRESS/PHTLH, PRESUM, TCTL, ICTU,PRFS(4R)
CUMMNN/CA/CBADSS(aN),CCH(a2)

EXTERNAL DER,FCNJ

DATA 1PASSOL, IPASS,INDEX/R, 0,1/

[+
Crannnann JEARRANGE TOTAL CONcPurnlthN ARRAY ONLY AT THE FIRST TIME aea
IF(IPASSNL ,HE,N)GO YO 1A
IPASY =y
DY 20 k=1, ICT
nU 20 tet,nCOMP
[ia(Kat) ancanPe]
2% CC(lyr=C(1,a,K)
19 CONTIN'E

[
Chransnsna COMPOSITION NF PRONUCTION asasansn
00 32 1wy, nCOHP
C(I,n,1CT2)%0,0
DY 82 dnt,s
C(l'l'lC12$If(t 8,1CT2)48(T,J,1)#FF(J01)
32 conTInguE
CSECTCT2)R(C(S,8,1CTP)=C(6,8,1CT2I4RCSENC(6,0,1CT2YY/
[LASPY PR{ 4 1)

[

Cansdannn SAVE OLD VALUES FOR CALCHLATION OF CUMULATIVE PRODUCTINN aasen
ccanLn=ccacl)
NY 34 29,3

35 FFOLP(II=FF(J, 1)

Py

ca..---na OHTATN SOLUTION WITH SFMIDISCRETE METHON essnnnne
TECISEN,RE,3IGN T s

C
€ NGEAR IS USFD
IFCIPINEX £0, 1 }0vPan, 30§
JFQOVP ,GE (VP LavP) )} I\MDF A2
IMM(A)SHTHAY
CALL OREAR(NER,DER,FONJ, VP, DVP, G, YEND,ERR , METH, MITER, TNOEX,
T4k, wK, TER)
YEmRzyp]

117



m

)

[4

187Eyxay

IF((VPI=VP) RT 1,E~12)60 Th 79

INDEXa)

YENDZXFHN40,AWRY

CONTT:UE

PRINT 3041, VP, DVP,DUK(A) , TDUM(8) , TEVA,IDUHCT), TOUNMCI), INDEX
FORMAT(BY, #VP ,OVP, HUSED, ORNER, TEVA,NSTEP,NJE, INDEX#,5X, 3615,5,514)
60 T 62

€ R%12 09 RK1 IS USED
& CANTIQUE

1F(DVP LT, 1, UE=h)OVPRA, VWAL

IFCOYP ,GT,(VPIwvP))DVPaVP]avP
TF(ISEMER,1)CALL RK12(YP,CC,NEQ,DVP)
IF(ISEN.FO,2)CALL RKI(VP,CC,NER,DVP)

62 CUNTIWUE

c
Chenannes REILATIVE PRESSURE DROP AND TOTAL PRESSURE DROP sanndane

PRESUM=N @
NY av Keq,1CT
PRES(K)SPHTLU/PHT(K)

A1 PRESUNSPRESIHIPRES(K)

4

PRESUM2PRESUN/FLOAT(ICTY-ICTL41)

Casmenans CUNULATIVE PRODYCTION andentasn

[

5

1F(1SEY,£0,3)DTOLNAOVP

nQ Su wy,NCOMP
PEYP(1y)4nTALOKC(T,4,1CT2)
PaaFFULD (1) #CCANLD#DTNLDGPA
ER=P(2)/82

RETURN

£np

c
c
c

SUBRNUTIME FCH.I(N,X,Y,PD)

THIS 18 A DUMMY PROGHAM NEEDNEN WHEN DGEAR (ISOLVE1,13EME3) I8 WIED,

RETURN
END

1¢



SUBRONTEYE RK12(T,X,N¢OT)

a0 00

THIS 18 A% n N, E THTEGRATIR WITH STEP SIZE CONTROL,

RUNGE=XIITTA=FEHLHERG ALGORITHM OF FIRST AND SECOND ORDER (98 USED,

COHPUSTITINY OF PRNDUCTION IS CALCULATED [N THIS SUBPROGRAM,

16

k]

n
- -

N

32
30

-

CUMMP/SENTDL/DTHAX,ERP, YBIAY, IPASS

-CUMMON/SENTDR/TEVA,0TOLO,RTEMAY,NREJ, 1408

COMMNRZUN/ICT, ICTE, ICT2, XICT,NCONP
COMRON/8OL/CCT 40a2) 0 8(3,02),FF(3,82),NPHASE(42)
REAL X{1),Y(280),F1(28N),F2(280),F3(280)

HEAL PPI(T7),PP2(T)

DATA UREJ/O/

IF (IPASS . NE, 4) GO TO A
IPASS g

B2l = A2 = §,/2,

Cl = a3t = 1,/256,

€2 = {12 = 255,/256,

Nt = CHL = CH3 = ¢,/912,
CH2 = 255,/256,

PCT = A :

EBIAS = 1 ,Fei2

PRINT 1ua,PCY
FORMAT(//10%, aPCT xa,F5,3)
CALL DER(NLT,X,F1)

cont tung

TADS ey

NY 20 Tmy ,NCONP

eP1{I)zn 0

0o 20 Jxq,3
PPI(TVEPPICIISFFLS, 1)0C(T, 0,1)

CUNTINNE

TY & T4A2aDT

B2 3 B21+07

Ny 2 1 = 3,8

Y(I) 2 X(1)+RB2IAFICT)
CALL DER(N,TY,Y,F2)

00 3¢ I=zg,McnHe

PP2(1¥mA, 0

no 32 =1,

PRI )=PP2CTI) PFF (I, 102C(T,T,1)
CC1,8,1CT2)e(PPI(T)+255,4PP2(1)) /256,

TY ® Teny

883t 9 RI1ADT

AB32 n RI2e0T

0031 = g,N

Y1) = XCIVeRASIAF1(T)+8R324F2(T)
CALL NER(N,TY,Y,F3)

DUL = NiaDT

RIEMAX u ENTAS

PO aTx = g,N

ATE = ARS(FL(I)=FS(1))eDD}

AY 8 ANS(Y(IV)

IF CAY LT, YNTAS) AY 3 YATAS
PER w ATF/AY

-~

15

IF (RER 6T, RYEMAX) RTEMAXwRER
CONTTHUE

DIOLD = DY
NIEOTYLDAPCTA(ERR/RTENAX) 4,8
0T =& AMINE (DT,DTHAX)

IF (RTEMAX ,LE, ERR) GD TO 7
DY = DT#,9

NREJENHE S+

140832

Go tn 9

T = T+PTOLD

00 15 1 = N

FI(]) = F3C(D)

(1) m Y(1)

REYURN

L]

€TC



SUHRMTIME RKIC(T,X,H4,01)

[ P PR

c
c
c
<

THIS I8 AN NN

WF, IHTEGRATOR WITH SYEP 8IZE CONTROL,
AUNGE=KHTTA METHONY OF FIRST AND SECOND OARNER ARE USED,

1@:0

<3

>

~N

&

~

o+

CONMNN/SEMIDL/NTHAX,ERR,YATAS, TPASS
CUMMON/SEMTID2/TEVA,DTOLD, RTENAX,NREJ, IADS
COMMNE/NNLTCT, TCTL, 1CT2,XICT,NCOMP

REAL X(11,Y(280),F1(280),F2(289),F3(280)

nata nREJ/O/

IF (Ipasse NE, 0) GO 7D A
1PASS 3 1

A21xA2=1,

Ciwnt,

CHi=CHPEY,/2,

niet,/2,

pcY = .

tBIAY = 1,E-12

PRINT ton,PCY

FORMAT(/ /10X, #PCT =a,F4,3)
CALL BER(H, T, X, F1)
contTuug

TADhSsd

cunTINuE

TY ® [eA28DT

ng21 w B21407

NY 2 1 = ,N

Y1) = X(I)+aB21#F1(1)
CALL NENR(N,TY,Y,F2)

01 = D1aDY

RIEMAY = FNAS

DY 8 1 = §,N

ATE = ARSCFI(1)=F2(1))+0D1
AY = ARSCY(I))

IF (AY LT, YBIAS) AY = YBIAS
HER = ATE/ZAY
IF(RER, ST, RTENAXIRTEMAXZRER
CoNTTIUE

nIoLh = nY

NEROTOLN+PCT# (ERR/RTENAN) 24,9
0T = AMIML (DT,DTHMAX)

IF (RTEMMX ,LE, ERR) GO TO 7
Py = Pre, o

NREJSHREJ+1

1A0Se2

80 TN 9

T ® TenTIOLD

N0 15 U » 1,H

f1(1) = F(D

1) = YD)

RETURH

EnD

SURRNUTINE DER(N,T,Y,0Y)

Crrosrenrronnccnnunnnasan

C  THIS SUBRNUTIME CALCULATES CHSNGE It COMCENTRATION AS DERIVATIVE
€ WIYH RESPECY 10 TIHE
c

DIMENSTON DY(280A),Y(287),FFUNCT,n8),GFHN(T,a0)
ninEnuglon CIADNLD(AN) ,ALDOLD(AR) ,CHANOLD(2A),CIPHOCAR),CHPHOLAR)

CUMHON/SERIN2/TEVA,DTOLN, RTEMAX,NRF.T, 1ADS
COMMON/NO/TCT, 1CTL, TET2, YICT, NCOUP
COMNON/ZSYSTEHN/UT . AHPERM,PHT ,EPHI Y, EPHLA,0TISPJ(Q)
CUNHON/SOL/C(T,n,82),8(3,82),FF(Y,42),NPHASE (42)
CAMMAN/CSE/CSE(A”), CSEL ,CSEY, RCSE,CSEOP
CUMMDN/AID/ZAZDS (483),AD3 4, AN32
. CONNUN/CHENAN/CIPH, A 30,830
COMHON/POLYAN/CAaPH, ASD, 8D
CUMMON/HHR/XKEC, XK 96, XKBK, XKHAT, NV
COFHON/APSORP/(3ADSI(8M),CoADSS(2R),CoADS8(ar),ConATS(AD)
COMMON/CP/CBADSS(49),CCACE2)
DaTA 1EVA/Q/
DATA IPASOER, 1ADS/#, 0/
c
LEVARIEVAL]
C
Cosarnnae SAVE VALMER VHICH SHOULD BF USED IN CASE OF REJECTION sasnasan
IFCIADS NE,M)IGO TO S0
09 52 X=i,1CT
C3ApNLO{K)2CIADSS(K)
A3DOLO(KY=A3DS(K)
CYADOLR(K) =CAANSS(K)
S2 CONTINUE
SO CONTINUE
IFCIPASDER,ER,#)GO TO 39

Cannnnsne RESET VALUES IN CASE OF REJECTION sannnnasn
IF(1ADS,ME,2) GO TO Sb
DU SA xuf,ICT
C3ADSS(K)2CIADNLD(K)
A308(K1EA3DOLD(X)
58 caapssikI=CaADOLN(K)
56 COMTINUE
[
Caanannan QESET TOTAL COAPNSITION FROM Y28 SENT FROM RK{2 esewanas
03] 29 Kxt,ICT
0N 1Y Ia),NCOMP
1Is(Ral) #NCOMP]
€(l,4, K02y (11)
IF(C(Lra,KY . GT,=1 ,E=51G0 TN ip
PRINY (0P, ],%,0C(1,4,%)
1WA FORMAT(//SX, aNEGATIVE CONCFNTRATION ACCUHED IN SUAPRUGRAM DER#//
1 AYePMCCo T 3M,8,,12,3H) 2,E15,7//)
CALL PROF
CALL PRFPLOY
sTnp
19 CUNTINIF

Cransanae TN FACHAMGE asaatance
IF(QV,GE 1, 00AT)CALL INYCNG
c

CAnanaons CHEHICAL ADRORPTINN sanntnan
CIECH 2l (S,1,K)=C(6,4,KI¢RCIELC(6,3,0))/C(1,8,K)

VAN



ASD=ADII4ADS20CSE(K)
IF(C(3.,8,K),LT,1.0E-0)G) To 28
IF(AZD 11, 1,7€E=R) GO TN 28

SUBRAYTINE PROPRTY

C3PH=AMAXL(CE3,1,K),C03,2,K),C(3,3,K))}
TF (NPHASE (X) ,EN, 1) C3PHEC(3,9,K)

[xX3Xx]

THIS SUTPRNGRAM CALCULATE NEW PHASE CNMPOSITIONS AND PROPERTIES

IF(IA0S,EA,WICIPHO(K) 2C3PH
IFCIADS,FQ,2)CIPURCIPHO(K) ¢
CALL CHEMADNCC(3,8,KY,C3ADSS(K),A3DS(K))
<
Cransanns CHANRE DEFINTTION NF TOTAL COMPOSITION
EXCLUNINR S0SORNED AMOUNT OF SURFACTANT asdnsntes
28 CTOTRC (1, M, KY4C(2,8,%K)4C(3,8,KICCT,a,K)
C{1onyx)=CL,q9,x)/CTOT
cl2earnyzc(2,0,x) /CTOY
c(3rarkI=C(3,0,K)7CTOT
c{7eaekran(7,a8,x) 70707

[

Crantnnnr POLYVYER ADSOPPTION mennsnnns [
TE(CCaoa,K),LT,1.0F=8160 TN 20
IF(AGD L1 T, 18F=A) 60 TH 20 c

C(1,a,%x)xC(8,8,K)=CAANSS(KY
CAPHEAMAYL(C(Y,1,K),C(4,2,K),C(8,3,K))

TF(NPHASE(K) EN,1)CaPHaC(a,8,K) [
TFCIADS JEV,Q)CaPHO(K) 2CAPH c
IFCIADS . FN, 2)CAPHRCAPHA(K) [

CALL POLYANH(C(8,4,%X),CaAD3S8(X)})
20 CONTINUE
[
Chnnwantn MEN PHASE CO'PNSITIONG AND PROPERTIES sanatnnns

B

PIMENSION ABPE(10),PHTOLO(10),FINLD(1M), 1T (a0)

COMMOK/NO/ICT ICTL, ICT2,XICT,NCONP
COMMON/80L/C(T7,8,32),3(3,82),FF(3,82),MPHARE(R2)
COMMNDN/CSE/CSE(42),CIEL,CSEY,RCSF,CSEOP
COMHOU/CSEVES/VISLIVIS2,AP1,AP2,APY,8810PE
COMNON/SHEVIS/GAMHF ,PONN,CSE |, RKNAX, RRK, [SHEAR
CONHON/SYSTER/IIT, ARPERN, PHE ,EPHI Y EPHTA,DI8PI(G)
COMMON/TRAP/T 1, T12,T21,T22,T31,732,818%,820%,PHT (aR)
CORMONZALPHAZALPHAL, ALPHA2, ALPHAS, ALPHAR, ALPHAS
COMMNN/PEFRMC/PEANLY, A), SRED(S,40),8N(3,80),VIS(Y,0)
COMMAN/IMJECT/DVR, VP, VT, VP

IPRNTzan

Coennerse NEw PHASE COMPOSITIONS AND SATURATIONS aaanwtasn

CALL PHCNNP
CAMLCULATE PROPERTIES -
Ny 20 Ksg,1CT

C37eC(3,a,K)4C(T,4,K)
IF(NPYASELK) ,ER, 1) 63 10 Si

90 S Nwy,3
Call PROPRTY 1F (s Curk) ,6T,=0 #d1) 6D TO S2
WRITE(H,208)K
30 cuntnge 208 FURMAT(1X, 2Kx2, 13, 3X, #NEGATIVE SATURATIAN APPEARED IN PRNPATYS)
1PASDEPRY RETURW
c 4 CONTINIE
Cannnnnnn CALCULATE DEPIVATIVES anaantan 1 CuutTTHE
00 29 Jxag, it c
X2ICT4y=1K Canannean OETERMINE FOR WHICH FHASE vISCOSITY IS CALCULATED sannsnns

DU 36 t=y,uCONP
FEON (T e KYIRFUNT T, K) 20,0
no 25 J=1,3
IF(K ,FQ, 1) 60 YN Ao

€ MATERIAL THANSPORT By DUSPERSION
FEURCT, K)ZFFUNCI,K)=DISPI(JI*(FFCI,Ke1)n(C(],J,Ke1)=C(1,J,K))e
FFE QoK) *(CCT, 3, K)aC(T,T,Xa1)))4FLOAT(ICT)"s2
G0 Yo 25

LT FFUNCT, K)EFFUNCI K)=NTSPICII# (FFCJ,2)2(C(T1,J,2)=C(L,J,1))=
IFECI, 118 (CILoJ 1) =C1, 3 2) V) 0FLOATIICT) 002

€ HATERIAL TRANSPORT Ry ConvECTION

2% GRUNCI,K)SGFUNCT, K+ (FF(J,Ket)eClI,J,Xe1)=FF (I, KInC(T,J,K))

EAHLOATCICT) :
EFnltzt u

a0

[
€ INACCESSIRLF PORE VOLUMES TO SURFACTANT AMD/OF POLYMER
TF(L L6y, 3) EPHIIEPHIY
IFCL EN, 0) EPHIIREPHIQ
Ti2(X=1)aNCOAMP]
36 DYCI1 ) (GFUNCT,K)=FFUNCT,K))ZEPHTY
29 CUNTINYE

1A08=} <
RETURN
€np ° c

NiaH3«t
"2’3
1F {NPUASE (KD LEN, 3150 TO &S
TF (NPHASE (KD EQ, 1160 Tn 46
TF(CX7,LT,D,00041)69 TN 67
TF(CSE IR G ,CSEU,NR NPHASE (K) EN R)N3R2
LFCCSE (K JLELCOEL 10 NPHASE (K) ,EQ,S)N 2
R 1N 6S

67 N2E2
60 10 45

65 TF(CIT LT ", Ann])i2ay
IF(C37.6E,0,03u3) 4183

63 TunTINUE

PUASE NINMRER WHERE POLYMNER EXISTS
JP=q
TF(NLME V)P

[
Cannrdans DY YNER EFFECT 94 VISCNSITY EXCEPT SHEAR RATE EFFECT saannons

Y1ISPPavisy

TECCC1,8,K) LF, 1, E=1.)60 Tn 68
PER® RENUCTION FACTNR RK

PREL (KA NI 24l (8, 0P, N) /7 (1, 48RKeC(0, P, X))
SALINITY FRRECT

C3EPacsE (K)

S1c



IF(CSEC(K) LT, CHE1) CSEMsCIEL
VISPPaVIS{#RKa (1, +CAPLeC(4, IP,K)4AP22C(E,JP,K)na24AP3aC 0, IP,K)
1423)aCSEMRSALOPE)

&8 CUNTIWNE

Crasannns PHASF VISCOSITIES aAnamanta
VIS{1,K)avIs(2,k)aVIS(3,K)atl. 0
DO H9 N3 ,N2,N)
vISPayISy
1E (N, g, IP)VISPaV{SPP
VISN,KYZC (1N, K)VISPAEXPCALPHATRLC (2, N K)$CC3,N,K)) )4
1 C(2oN,X)aVIS2REXP(ALPHAZA(C (LN, KI4C(3,N, X)) )0
1 CO3,N,K)CALPHASAEYP (ALPHARAC (1 ,N,K)4ALPHASAC(2,N,K))
TFOVTIBN,K)Y LT vIZTIVIS(N, ) avISy

69 CunTIniE

TF (NPHASE (K) EN,1)GO TO 120

[
Connanann TIAPPING FYNCTION AND RELATIVE PERMEABILITY atnamant
1PHT=Y
an conyFane
IPHTZ[PHT 41
PHTOLD(IPHT) 2PHT(K)
F3OLA(IPHTISFF(3,K)
TFOPHTIK) (LT, 1, E=4)PHT(K) D1 Enl

CALL RFLPERM(K)
60 10 {9

<
€ SINGLE PJASE FLONW
12 CONTTME
SRED(1,K)xSRED(2, <) aREN(I,K)}nR,0
PERN{ 1+ KISPERM(2,K) 2PERMLI, K)n?l,®
TIF(CAT LT A, CIPLIPERM(L,K) 8], 0
TFCCIT,GE W, A001)PERM(3,K) 2t 8
<
Connanene SHEAR RATE EFFECT ON POLYMER tanasnns
t9 CONTTNIE
1vigss

C CHECk wHETHFR SHEAR QATE EFFECT IS NEEDED
TFCIVIS,LE, 1 AND NPHASE(K) (NE,3)G0 1O 215
TIFCISHEAR,EQ,1)G0 To 215
IF(PEAMCIP,K) ,LE, 1,3E=R) GO TO 215
TF(SCIP,KI (LE, 1.NE=AY} GO 10 215

€ SHEAR RATE DEPENNENT VISCNSITY
62 CONTINUE

IVIS®IVIS+

REVI(T ,BS36E=ARAIPERN/PHT Y #eR S

GAMMACEZA,3eUT /REQ/PHT

TF NP (ASE (KD NE L LIGATHARRAMMAC# (FF(JP,K) a0 2/PERMLIP,K) /S (IP,K))

1 “e), S
IF(NPHASE(K) ,EN, §)RANNLRGANNAL
VIAPavISE4(VISPP=YIS1) /{1, Na(CAMMA/CAMHF) a o (FOWNL] A))

VISTIPeKIRC(1, P, ) aVISPQEXP (ALPHAL S (C(2,JP,K)¢CL3,0P, X)) )0
CC2oIP,KIAVIS2aEXP(ALPHARR(C(1,JP,KI4CCY, JP, x)) )4
C(J.JP.K)'lL”HA]ﬁElﬂ(ALPNAntC(l.JP,K)’AL&NA%QC(?,JF,K))

TFIVISLIP,K) LE, VIS1) VIS(IP,K)I=vISY

215 CUNTINLE

c
Canmannnn RELATIVE MANILITY RATIN AND FRACTIONAL FLOW enanamae

PHISPERMCL,K)/VIS(L,K)
PIH22PERM(2,K)I/VIS(2,K)
PHI=PERN(3,K)/VIS(3,X)
PHT(K)EPH] 4PH24PHS

FF{l,XY=PH/PHT(X)
FF{R2,KISPHP/PHT (K)
FFU3rc)Im) NaFF(1,X)=FF(2,XK)

[
Cranannan QECALCULATE VISCOSITY WITH SHEAR RATE EFFECT

T

IF(ISHEAR,EU,1)60 10 74

TE(C(E,0,K),LE.1,E~1NRO Tn TR o

TF(PERMIIP, K)o LEL 1, E=8,0R,§(JP, K LE,1,E=RIGD TO TAr
IFCIVISLEL T AND NPHASE(K) .NE, 1160 TO 62

CUNTINUE

[
Cosnansan UPDATE PHT(K) AND RECALCULATE TRAPPING FUNCTTON #taannse

1
GO0 0 a0

1F (NPHASF (K) ,EQ,1)60 {0 208
ABPE(IPHT)2PHT(K) «PHTOLDE IPHT)

RELPEARS(ABPECIPHT) /PHTNLNCIPHTY)

IF(RELPELLT,N,001)60 10 204

IFCIPHT GE,10)60 10 2pS

IFCIPHT ,GE,2)60 T 8

50 10 ap

CUNTINNE
PHT(KIEPHINLD(1PHT ) «ABPE CIPHT) # (PHYOLDC(IPHT ) =PHTOLD(IPHT1) )/
(ABPECIPHT }=ARPE(TPHT=1))

<
C  U-LESS CuvYERGED, PRINT MESSAGE AND SHOW ITERATION

2us
999

997
998

2nd

WRITE (6,999)VP,K

FORMAT(///712XePHT DID NNT CONVERGEW/12X,aVPRe,FbO, 8712, Kna,12//
15X, 2RIP AKX, 6HPHTOLD, X, AHARPE , 12X, SHF 3OLD)

00 99a IPmy, IPHY

WRITE (&, 99R) IP,PHTOLN(TIP) , ARPE(IP),FI0LOCIP)

FURNAT(ISX,12,3E15,7)

stop
CUMTYTNE
IF (NPHASE(K) EQ, 1) IPHTaY

IT(KISIPHT
FICLD(TPHT+1)RFF (3,K)

c
Cramraare MAKE ALL NON-EXISTING VISCNITTY FOUAL 7ERD aananese

77
7%

75
2"

TF(NPHASE(X) EN,3)60 ¥ 7S
TF (NPHASE (%) ,EN, 1160 10 76

TF(CY7,LY,0, 049060 10 77

TF(CRE(K) ,BE,CHEN N HPHASE (K) EQ,83VIS(2,¥) a0
IF(CRE(K) LLELCIEL NN, IPHASE () (EN,SIVIA(T,K)20,0
61 1N 718

vis(s,<zo,0

60 YN 75 .
TFLC37,LT,0,08u1)IVIS(2,K)sVIS(3,K)=n 0

JFCCYT GE, 9, 00V TS(1,K)aVIS(2,.K)n0, B

CONTTANE

tuvTIa' e

TFCIPRMY NE,L 160 To ans

C
Coasapans PRINT *10, NF TTERATIAN AND CNNVERGENLE AT SATH RLOCK sadttane

PRINT QR(,vP,(k,hal,ICT)
PRINT U2, (1T(K),X=],1CT)
PRINT 9AY, OHAJE (1)
TF(NPHASF (4W) (EN, 116G Tu 9T}

91¢



no 974 Ipay,IPHT
97V PRINT 908, 1P, PHTOLN(IP) ,ABPECIP),F30LD(IP41)
:7! contynve
Bl FURMAT(//SX,nvyP =i
(1¥] Funnn}isx?n' ;r ;fz;:;;ﬂx.-aLOCK A
98N FORMAT(/1SK,#AT 84 TH ALNCK (NPHASE we,13,#)a/
U 2%%,2H1P, 8, 3HPHY, 12X, SHABPE, 11X, SHFF3)
987 FORAAT(20X,12,3F15,7)
290 CONTTHNUE
RETVAN
END

SUBROYT INE RELPERA(X)

THIS SUBPROGRAM GIVES RESTDIAL SATURATION AND RELATIVE PERMEARILITY,
WHEN THMREFE PHASES APPEAR, A RELATIVE PERMEARILITY HODEL 1IN SELECTED
ACCORDING Tn IPERM,

{PEPH = p 1 POPE23 MNDEL

x HIRASAKTES “ODEL

= HODTFIED HIRASAKI2S MODFL
L] t LAKExS HONEL

[y
- -

A OAONN 000

COMMDH/S0L/C(7,8,82),8(3,82),FF(3,82),NPHASE(82)
COnHON/CSE /CSE(a2) 4 CYEL,CSEY,RCSE,CSEOP
COMMNN/PERM/IPERM,PYRW,P2RW,Ey,E2,PIRC,P2RC
COMMOH/TRAP/TLS,712,T21,722,731,732,318%,82RW,PHT(80)
CUHNON/PFREC/PERN(3, A8) , JRED (3, 30), 3N(3,a0),VIS(3,an)
COMMON/XIFT/XIFTI(82),XIFT2(a2),XIFTY(a2),XIF T
COMHUON/RESTD/S1IR, 527,31

c
C  CALCULATE RESIOUAL SATURATINNS AASED ON CAPILLARY NUMAER

c

S1RaS1RHa (1, PeT11#(ALOGIA(PHT(KI)4XTFTI(X)+T12))
S2RES2PHA (1, A+T21 2 (ALOGIA(PHT (KD J4XTFT2(K)¢T22))
LF(SIR LE,?,A)StRen

IF(32R,LE,0,P)82R=A, 1

1F(S1R,GT,31RN)}S1RaS RN

1F(S2R,GT, S2HHIS2A=SIRW

IF(NPHASE (KD ,EQ 360 TO 1@

Coanaranns TWN PHASE FLOW tantanne

c
€ DEFINE WETTINR PHAGE AND NON-WETTING PHASE SATURATIONMS

2 X3

“aca

SWET®*3(1,K)

SHONTS(2,K)

CIT=C(X,8,K)4C(7,0,K)

IF(C3T,LY, ", M01)G0 TO 2n)

TF(CSECKY ,GELCOEY MR NPHASE(K ), ER, D) SNONSS (S, K)
IFCCSECKY ,LE,CSEL DR, NPHASF (K) ,EQ,SISHFTES(3,K)

201 contTyug

DEYERMINE RESTDUAL SATURTION

IF(SWETLT,51RIS1R=SHET
TF (SN 1T, 32R) §2Rag NN
S3neu,n .

NORYALIZED SATURATION

SN(1,K)I=(SHET=SIR)/(1,7=81R=82R)
TE(SHE M) LT oA B)ISN(T,K) 20,0
TFISHCT,%),6T,1,M8%¢,K)e],0
SN(2,K) 2§ ,A=SN(1,K)

SN(3,X)x0o 0

END POINT AMD CURVATURE OF PELATIVE PFRHEABILITY CURVE

PLREP MU (S2RN=G2R) A (PLRC=P1AN) /S 2RH
P2RPP2AWs (S3INH=SIH) *(PIRC~PRRW) /S |RH
EICRILTHIEL=] &) #5PR/SIRA
L20CE1, 44 (E2=1,0 )R IR/SIQY

RELATIVE PFRYEARILITY, RESINUAL SATIIRATION, NORMALIZED SATURATION

PERM{L, RIEPIREAQS(SI(T1.KY) enf (T
PEMHI2,KI2PRRAAAS(SN(Z, K1) 42E2C
PEPA(S, k)N, 0

LT



tF(cy7,LT,0 080360 T 99

TIF(CSE(K) (RE,CREU,ON NPHASE(R) EN,8)60 TO 26

PERM(3,K)ePERM{L,K)
PCRH(L, K el
33reSyP

RiRsA .
SH3,KI®SN{1,X)
SN(§,KYEr, O

Y 1N 99

CONTINHE

PERM(I, K)IBPENM(2,K)
peru(2skyag 0
S3wesS2n

S2pan
SH(3,KIRANC(2,K)
sSnl2oxymn v

G Tn Q9

~N
-

[4
Crancanns THREE PHASE FLOW actanann
19 CoMTIquE
TFCIPERM EN,A)CALL POPE(K)
IF(IPERN,EN T]CALL HIRA(K)
IFCIPERMEN,2)CALL OHNN(K)
TFCIPEOM, FA,3)CALL LAKE (%)

99 COLTTHNUE

[

€ RENHAHE PESIDUAL SATURATIONS
SREU(t,K)a8|R
IRED(2,K)=52R
SRED(3sx)n_3R
PEYURN
END

Cresemsrcacornacnecoensrmanamsame
THIS 19 A THPEE PHASE RELATIVE PEFMEANILITY MNDEL,
THIS MOOEL wAS USED RY G,A, POPE IN HIS OPIGINAL SIMULATOR,

c
c
<

SURARNUTINE POPE(K)

CoMMNN/8OL/C(T,0,42),803,32),FF(3,82),NPHANE(RD)
COPMNNIPERM/IPERN,PIRA,PIRW,E,E2,PIRC,P2RE
COMMOR/TRAP/TI1,T12,721,T22,T31,T32,31AN,320%,PHT (40)
COMMAN/PERNC/PERN(R, 18) ,BRED(3, 87),3N(3,40),V18(3,4a0)
COMMON/XTFT/XEFT1Ca2), YTFT2(a2) o XIFTI(82),XIFTH

CUMHNN/RESTD/S1R,32R,31R

P3NxF3ny A

SIRxTI1+4T32+ (ALDCIA(PHTIK) )+ XIFTI(K))
TF(S(1,0),11,811)81225(1,K)
IFES(2,K),LT,82R)82ua8(2,K)
SMa),0a=(S1P+32R+S53R)

SNCL, KIR(S(1,K)=81R) /8™
SN(2,K)=(8(2,K)~82R) /8N
TFCSM{1,K) LT R, MISH(1,K)u0,0
TF(SHE2,K)LT,7,N)SN(2,X)eNn, 0
TFOSMUL,K),GT, 8, MISN(L, K VRe 2
TF(SN(2,K) 6T, 1,4)8N(2,K)=t, 0
SHE3,KYuy ,0=(SNCL, Y 48N(2,X))
PLRIPIRN4 (S2RH~52R)} e (PIRC~PLAK) /$2RHW
P2REPIRH+ (R RH=SIRI*(PPRC=P2RH)/SIRW

PERMC |, K)=PIRASN(],K)
PERN(2,K)=P2RA8N(2,K)
PERM3,K)2PIRASN(S, X)RsES
RETURN

END

81¢



SUHRNUTINE HIRA(K)

THIS 18 A THREE PHASE RELATIVE PERMEARILIYY MODEL,.
THIS MODEL wAR PRESENTED RY G, HIRASAKI,

AANOO

COMMON/SNL/CCT,8,62),5(3,82),FF(3,42),NPRASE(42)
COMMON/PERN/TPERM,PLRY,PIRY,EY,E2,PIRC,P2RC
COMHONZTRAP/T1],112,T21,T22,731,T32,317%,82RN,PHT(4a)
COMNAN/PERMC/PERM(Y,n9) ,SRFD(3,80),8N(3,80),VIN(3,40)
CONMNN/XTFT/ZXIFTI(A2Y,XIFT2Ca2) ,XIFT3(A2),XIFTN
CUMMON/RESIN/S1R,32R,81R

an

RESTDIAL SATURATION
832ReS2RKA (1o +T21a (ALOGIN(PHT(K)I4XTFTE(K)+T22))
SIIREGIRVACL ,*TIIRCALOCIA(PHT(K)I+XIFT2(K)+T12))
1F(S32R,LT.0,6)932R=n
IF{S31Q, T, R,0)83 e, 0
TIF(332R,ET,52Rv )8 32R8S2RY
TF(R3IF,GT SIRKISIIRESIRN
S1RP=gIIR=5(3,X)
S2RPeSIAR=5(3,X)
S3R[e83I2R=5(2,K)
S3R22S 3 IR=8(1,K)
SIRRAMANY (S1R,81RP)
S2R=AMENT (2R, 82RP)
S3IR=AMANY(S53PL,0,R,53R2)

[

C  NORMALIZED SATURATION
SNCL,XIm(8(1,K)=31R) /(= (832R+31R))
SN(2,K)%(5(2,K)=52R) /(1 ,=($I1R+32R))
SN(Y, K)n(9(3,K)=83R)/7(1,=(31R+32R+837))
LECRNCLoP ) LT,n,7)8NCL,K)na, 0
TFESM(2,K) LT, P, NI8N(2,K)20,8
TFCSNES,K) LT, P, 1)SH(S,K)=0,0

€Np POINT AND CURVATURE OF RELATIVE PERMEARILITY CUAVE
SiT=AMINI(SIR,8(1,X))
S21eAnlNg(52R,8(2,K))
wElz82T/(31T+82T)
PitsPIRC«(PIFC=PIRH) #S32R/92RW
P2REP2AC~(P2RC-P2ZRW) 433 1R/ 8190
PIREHET#PIP4 (1 ,~RE])2P2R
EfCef At CEL=1,#In832R/82AN
E2C=]  Se(E2=1,P)a831R/8tRN
EICeEInt 1C+ {1, «PEYILERC

o0

c

€ RELATIIVE PERMEABILITY
PERH(1,K)xPIRASNIL, K)o =ELC
PERM(2,K)uP2RaSN(2,K)2¢E2C
PEHUM(S,K)SPIRASN(I,X)s+E3C
RETURN
END

AN OO

oo

SUBRNUTINE ORNA(K)

THIS IS A THRFE PHASE RELATIVF PERMEARILITY MODEL.
THIS IS A MODIFIED VERSIUN OF HIRASAKIXS MONEL,
THIS SURPROGRAM 18 MOT COMPLETED YEY (NEED MORE MONIFICATION),

COMNON/SOL/CCT,0,82),3(3,82),FF(3,02),NPHASE(42)
CUNMNN/PERM/IPERM,P{RNW,P2RW,FL ,E2,PIRC,P2RC
COMMON/TRAP/TEL,T12,T21,722,T31,132,8104,82Rw,PHT(A0)
COMUON/PERMC/PERN(3, 84), 8RED(S,a8n),IN(3,80),VIS(}3,a0)
CONHON/XIFT/XTFTU(a2) , XIFT2(82),XIFT3(a2),XIFTW
CONMPN/RESIN/SIR,32R,S53R%

RESIDUAL SATURATION

S3I2REYPRWA (1, 4T21 (ALOGIA(PHT (X)) +XTFTI(K)I+T22))
SITHES RN (1 +T{I# (ALOGEA(PHT (KD 4XTFT2(K)+T12))
IF(832R,LT,8,R)8320xa, 0

IF(s31R,LT,0,0)83 08,2
TF(832R,AT,32NW)S32R232RY
IF(SYR GT SIRH)SILRaSIRM

SIFRAMTHL(SC1,X),81R)

SaFxaMIng(8(2,K),82R)

S3R12331R-]IR

$IR2e$12N-82R

$3IRIAMAXL(S3R1,0,0,3302)
IF(803,K),LT.SIRISIRRI (3, K)

c
C END PNINY AMD CURVATURE OF RE{LATIVE PERMEABILITY CURVE

a0

a0

TF((8§R+S2R) ,LT,1,E=2)00 TO 198
S3I2RCEAMING (332R, (S3IR432P))
SIIRCEAMINI (8310, (839451P))

WET=S2R/(81R482R)

PIRaPIAC-(P{RC=PIRW) #$I2RC/S2RY

P2REPIRC= (P2RC=PPRW) 433 1RC/S 1R .
PIHSWE[APIRe ({ ,=NET)*#P2R

ElCs! ,Ne(E1=1,n)2832RC/SPAN

E2Ce1 N4 (E2=1,2)*33{RC/S1RW
ESCRHETAELCH(] ,=HET) aF 2C

NORMALTIZED SATURATINN

ShUgs| = (S1R4S2R+3IN)
Sh(1,K)2(S(1,K)=51R)/SMOR
SH(2,K)®(S(2,K)=52R)/SM0n
SN(3,KYZ(8(3,K)YS3H)/SMNA
TFOSNCE,K) LT ., U)SNCL,K)sn,0
TF(SME2,K1,LT, A, MISNC2,X) 0,0
TFOSN(3oKk) LT, 0,2)SNCS, KY RN

RELATIIVE PERMEABTLITY

N
-

PERM(],K)ufIReSN(],K)%2EIC
PERN(2,K)nPRP#SRH(2,K) #a+ERC
PERM(Y,X)aPIRas (3, k) aE3C
RETURN

ne 2@ 13,3
PERATS, KRS (1,K)

RETUPN

END

6T1¢



SURRNYTINE LAKF (X)

emevenan -

[
C THIS IS A THRFE PHASE RELATIVE PERMEARILITY MODFL,
C THIS HONEL wAS PEVELOFPEN BY L, LAKE,

Cracnmencsracncancnancconceansnsnennes

CoMmnn/SOL/CLT,a,82),3(3,02),FF(3,92),MPHASE(A2)
COMANN/PERM/TPERM,PIRW,P2R%,E],E2,PIRC,P2RC
COMMON/ZTRAP/TEY,T12,721,722,T31,732,81RH,82R%,PHT(4A)
COMMNN/PERMC/PERM(3,00),8REN(3,40),3V(3,40),VIS(S,a0)
CUNMONZXTFT/XIFTYI(42), XIFT20a2) s XIFTI(E82),XIFTIN
COMMON/RESID/S1R, S2R, 33R

GLAKESS(2,XK)*{1,=5(1,K))/(8(1,%)+8(2,X))
I3IHAS2R4ELAKE R (§1R=32R) ’

[Nl

ACTUAL RESIDUAL SATURATIOM
SIREANINI(S1R,8(1,K))
$29xAMIME(82R,8(2,%))
S3HadniNg (83R,8(3,K))

(2 X g

INTERPOLATION FACTORS
S1IP3(82Rn=32R) /R2RW
S2IPx(NIPH=81R) /S|P

(3 X<}

END POIMY OF RELATIVE PFRHEARILITIES
PiHIP1AN431IP*(PIRC-PIRN)
FRAZP2UW4[2IP s (P2RE~P2RW)
PINIP2ASGLAKE® (PIR=P2IR)

[z N2

CURVATURE OF PELATIVE PERMEARTLITY CUAVES
E1CSEL+S1IPa(L,~E1)
F2Cuf2e821Pa(1,~E2)
E3CeF2C+CLAKFA(EIC-ERC)

[z X 1]

NORMALIZED SATURATION
RHOB"1,~(SIR+32R+33R)
SH(L,KI=(S(1,X)=81R)/3M0R
IN(2,K)s(8(2,4)1=32R)/8M0R
Sh{3,K)In(S{3,h)~53R)/IMO0R

an

RELATIVE PEFHMEARILITIES
PERH(E,KYePIRESN(I,K)02ELC
PERM{2,K)EPIRASNL2,K)#+ERC
PERNS, K)nPIRASN(S,K)24EIC

REYyRn
ENg

SURROYTINE PHCDMP

A0

THIS JURPROGRAM GIVES PHASE CNMPNSITIONNN, SATURATIONS, AND IFT,
MODIFIED HAMD EQUATIONS ARE USER T1) ONTAIN PHASE EQUILBRIUM,
HOST SURFACTAMT RICH PHASE 18 DEFINED AS PHASE 3,

OO

COMMON/NO/ZTCT, ICY 1, ICT2,XICT,NCOUP
COMMDN/IFT/611,612,613,621,622,623
COMHON/AZALL, A12,A21,A22
COMHDON/PHASE/FL,F2,F3,R1,02,83,C2PLL,C29RC
COMMON/CSE/CSE(A2) ,C3EL,CSF,RCSE,CIEOP
COMMON/SOL/CLT,4,82),8(3,42) ,FF(3,42),NPHASE(42)
COMMNNZTRY/A,8,6,F,IFK, ALPHA,BETA, XK
COMMON/XTFY/XIFTI(A2) , XIFT2(A2),XIFT3Ca2),XIFIW

00 t¥y Keg,lICT2
KREX
IF( ,en, TCTL) 80 10 1u4

COMBINE SURFACTANT AND ALCGHOL TOGETHER AS COMPONFNT THREF

IFQC(7,8,K) ,GE, 1.0€~R) RSA=C(3,4,K)/C(T,a,K)
C(3,08,K)%C(3,0,K)+0(T,8,K)

TEST FOR CHEMICAL

IF(C(3,8,K),LT,0,01€1) GN TO 60
IFCCRE(K) .1 T.C3EY) GO 10 20

[
Crannesnn TYPE TI(¢) BEHAVIOR 3 HIGH SALINITY ¢annanen

12

18

AITAL14A120CSE(K)

IFLCC2,8,%),LTY,8,0013) Gn To 25

R3I25C(3,8,K)/C(2,08,K)

RIJu{RI2/A1) 04 (1,0/81)

C(1,3,K)2R32/(R3I24P324R314R3Y)

C(2,3,K)21 ,“a(A3141,M)aC(1,3,K)
€¢3,3,k)=1,0C(8,3,K)=C(2,3,K)
IFCC(3,3,K),01.C(3,8,x)) G0 1o 25

HPHASE (K) »2

1F (LARSTC2PLL) (6T, ,MAANT ,AND  ABRS(F1) 6T, ,7ARATICO TA 12
C{I'I.K)-l.w

Cl2,1,K)a0,0

c(!:lvk)lu.u

o Yo 11

Azay

nepgl

FuFi

CIPLCR S8 (=2aCRPLCH((ARC2PLCI 0248, #ANCPLEN (] ,=C2PLE) ) #0,5)
Re(],«CIPLL~C2PLL)/C2PLC

CALCULATE RXT ,R32 AT PLAIT POINY

XRECIPLL/C2PLCm1 E=1h
L=y 2F=7

CALCULATE THE CONCENTRATINNG OF COMPONENTS OF TRO PHASES

CALL TIELINE(XAR,XL)
oL 13 1=1,6

13 el hK)2C(1.2,0)
11 bU 1S Ts=s1,é
1% €(1,2,%)e8,a

0O 19 1=S,6

0O 13 Jxy,3,2
CO1,J,0)CCT,a,K)0C(1,0,K)/7CC1,8,K)

ST, =, a,)=CUL 3, XV)7(C 1,1, %)=C(1,3,K))
$(3,%)3],0e501,K)

0t¢



3(2, )00
C(a,3,k)eCta,a,K)/5(1,K)
cla,y,x)ep,n

€ CALCULATE INTERFACTIAL TENSTON BETWEEN MICPOEMULSION AND WATER

XIFTE(XImB12¢4611/C(C13aCCL,3,X)/7C(3,3,K)e1,d)
XIFT2{X)mXIFTL(X)
€y 1n yno

Eu IF(CRE(K) GT,CSELY 62 TO 30

C"""" TYPE 1T1(=) REHAVIOR g LOY SALINITY saamanae
422a214a220CSE(K)
R312C(Y,a,K)/C(1,4,K)
RI2TA24H3 2002

CL1,3,%)2R32/(R32+032aR314031)
€(2,3,%)el ,d=(R3141,08)4C(1,3,K)
3, %,K)21,2=C(1,3,K)=C(2,3,%)
TE(C(3,3,K).LT,C(3,4,K)) 60 TO 2%
NPNA%E(K]:Z

TFOARS(C2PREY (LT, 1.0,AND,ARS(F2),6T,,@PARR1)GO T0 19
Cl1,2,K) =2, 1

(2,2, X mtn

c(3,2,k)20,2

G0 To e

AEA21+A224CSE (K)

HaB2

Fef2

CIPRCE S+ (~ANCOPPCH((AACOPRCI 248 ,#ARC2PREN (] ,=C2PRC))I*2,S5)

Gxl),=C3PRC=C2PRC)/CAPRC
XFXCsARIaeF
X my pEey

€ CALCULATE THE CONCENTRATIOHNS NF COMPONEMTS OF TWO PHASES

23
18
22

21

CALL TIELINE(XR,XL)

No 2% T=y,4

CUl,3,%)eCC1,1,X)

bo 22 t=t,6

clirrerzn, 0

e 21 IISrb

no 21 J=2,3

c(].l.x)-c(x 8,K)aC(1,9,K)/7C(1,8,K)
S(‘.x):tt(!c“r")-C(lyzoK))I(C(!,S:K)-C(1'2.K))
8(2,X)21,7+8(3,K)

SC1,%)a0,¢8

Ctﬂ,l,“)=€(i'U:K)IS(11“)
C(n,2,x)1x0,y

¢ calculare lntsaFAclAL TENSINN RETHEEN MICROEHULSINN AND OIL

XIFT2(K)®G224621/7(R2340(2,3,K)/C(3,3,K)41,0)
XIFT(M) =AU TFT2(K)
GO Tn gua

¢ .
Cananness TYPE III BEHAVIOR ¢ INTEQMEDTATE SALINTTY secanans

30 C242(CSE(K)aCAFL )/ (CSEVU=CSEL)
1F(CRE(R) =~ S+ (CSEUSCIEL) I3, 30L,3M2
31 AZZA2L4A224CSE(K)
60 TN 30%
302 AZEAL14A124CSE(K)
Jus AZAY
BaRy
Fufgs

C3M3, S (AnC2Me((ANCMNI M R24a8, 0080 2M0 (] ,=C2N) ) 00e,5)
Clksq , ~CPH-C3I¥

TIF(C2H,LT,1,RE~10) O3t PE=IR

TF(CINLY, 1 ,0E=111) CiMm), QE=~1Q

c
c

3d4q

318
33

3

TF(C(2,8,K),6T7,.C2H)60 YO an
TEST FNR THREE PHASES
IF(CU3,8,K) LT, CIMeCL2,0,K)/C2H) GO TN 50

TYPE II(e) LNNE

TECC(2,4,K),LE,€,ur1) GO D 25
NPHASE (K) a8

R32C(3,8,K)/C(2,4,X)
HIIZ(RI2/A3Iwa(1,0/83)
C(1,3,K)=R32/(R324R324P 31 ¢R31)
Cl2,3,K)e1 N=(RITe] 1) eC(1,3,K)
CL3,3,4)€],3=C(1,3,K)2C(2,2,%)
IF(C(3,3,K),LT,C(3,a,K))c0 Tn 25
IF{ARS(CPLL) AT, 1,9E~13)1GN Tn 3ng
cl1,5,K)=1,8

C(Z.I:K)HJ a

C 1,1,K)20,0

G0 10 Ma
C2PLxC2PLCH(CSECK)=CIEU) #C2PLL/ (CSEU=CIEL)
C3PLE, Sa(~AsC2PLY((ANE2PL )0 a24a,4AsC2PLA(1,~C2PL) ) #0,5)
CiPLey,~C2PL=C3PL

ALPHARC3IN/CN
AETARSORT(C2NA24CIMP D) /C2M
GE(1,4(ALPHARBETA)AC2PL-C3PL) /(BETARC2PL)
XReCIPL/CIPL=1,E~1b

XLeq,2E=7

CALL TIELINECXR, XY

ou 33y Isy,6

C(l,2,x)20,2

TFLCL3,8,K) ,GT,C(3,3,K)) GO T0 25

no 3t 125,86

Dy 31 Jmi,3,2

cl1ed0eCci, e, K00c01,7, K)}/CC1,8,K)
SCl,x)a(0(1,8 .k)-C(l.l.x))/(C(|.|.x)-ccx.s.xm)
S(3,K)nl 0e80,x)

M2,K)s0,0

c(o.l.“)-C(a.n.x)/stl.x)

-(l 3,X)0d .9

xxrrn(*)-a|z¢c||/(nts-cty,1 KI/ZCL3,3,K)41,0)
XIF T2 (KIeXTFTL(X)

GO 10 fea

TFCCC3,8,K) LT, C3MaC(1,a,K)/7C1%) GO TO S0

C TYPE 11(e) LURE

3as

MPHASE (KIS

R312C(R,8,K)/C(1,a,n)

RI2za3+331aaR}

C(1,3,%)aR32/(RI2+R324R 31 4R Y1)

€(2,3,x 1%l A=(P31el ,")aC(1,3,K)
C(3,3,x)x21,4=C(1,3,K)eC(2,3,K)
EF(C(3,9,K),6T,C(},3,K)) GN YO 25

IF(ARS(C2PRC) (LT,.1,)60 TO AS

C(1,2,K)z0,0

C(2,2,%)ey, 0

€(%,2,K)eu, 0

60 10 3ts
C2PR=CIPRCH(] ,=CPPRC)# (CRE(K)=CSEL Y/ (COEU~CSEL)
CIRE Sa(edel2PR4(CAACIPR) an2ed , 2AACIPRO(,«C2PR) ) 20 ,S)
ClPRll.-t PR=C3IPR

ALPHARCIH/CIM

RETATSORT(CI“A#24C140a2)/CIN
GERETA*CIFO/ (1,4 CALPHASRETA) #C1PA=CIPR)

1¢¢



YHIGARI{0AFat Fulh COlo1,X)mg w=C(3,1,%)

XLEl,0F=7 97 CoNnTINUE
CALL TIFLIVE(XR,XU) N0 gR Jy=2,2

31S DU 83 I=t,6 00 98 =1,

a3 C(l, 1K)z, . L] Cll,J,K)e,
00 a4t t=s,6 €(2,2,K)xt 0
no a1 Ju2,3 C(2,1,%230,2

a1 ClXedeK)eC(l,4,x)00C1,d,K)/C(1,4,K) no 70 Jsg,3
S(2,K1e(C(2,8,K)=C(2,3,K1)/(C(2,2,%)I=C(2,3,X)} Dy 7o [ag,NCOMP
S(3,K)n1,=5(2,K) 70 cilsdex)ag, 2
(1, Ky=n, @ 1F(80 kY LT, 1, E~12060 T 72
Clu, %, )=C(1,8,K)/8(3,K) C(3,1,K)2C(3,4,K)/8(1,X)
Cla,2,%)z0,0 Cllet,K)ey 0 C(3,1,K)
XIFT2(X)2B224621/7(6234C(2,3,K3/C(3,3,K)¢),0) C(a,1,%)nCC4,4,K)/3(1,%)
XIFTI(M)eXIFT2(K) C(S,1,K)®RC(S,a,K)/S(1,K)
R0 6 gop

Cla,1,K)CCo0a,K)/5(1,K)
IF(8€2,%),LT,1,E~12)60 10 78
Ce2,2,0001,0

[4
€ THREE PHASES
50 NPHASE (K)n2

NPHASE (K) e}

Cl1,1,X)=1,2 XIFT§(KIRXIFT2(K)SXIFTH
€(2,1,%)=n9 60 10 19n
CeS,1,K)e0,00 72 €(2,2,X)ng,0
cli, 2,00 0 79 NPHASE(K)={
Clar2eK)ey v v
C(3e2s%120,0 ¢
Cl1,3,x)aCtm C  JEPARATE SURFACTANT AND ALCOHNL FROM COMPONENT THREE
CL2,3,K)aC200 18a  IFCC(T,4,K) ,GE, 1,WE=8) GN TO 192
C(3,3,%)=C34 00 1A% Jai,q
no St J=t,3 193 clrrdrx)eg,0
PO St 1=25,4 GO To 10

51 ClIrdeX)RCLT,4,KI#C(Y,T,K) /CC1,8,K) . 102 0? 190 Jn1, 4
€2 ¥ )2 IC(Ls8,K)mC(E,3,K)INC(2,3,M)4(1,M=C(1,3,K)IN(C(2,8,K) CL703eKVRC(I,0,K)I/01,498A)
1°C02,3,%1))/7(1,0-C(1,3,K)=C(2,3,X)) . Cl3eJekInC(T7,J,K)nASA
S(1oK)RC(C(1,8,%)eC(1,3,K))a(1,9=C(2,3,KI)4(C(2,8,K)~C(2,3,X)) 186 CUNTINUE
10CC1,8,K))/7(1,0=C(1,3,K)=C(2,%,K)) 181 CONTINVE
S(3,K)at Wa8(1,K)=5(2,K) aETuay
Cla,1,%)=C(2,3,K)/7801,%) END
C(n,2,x120,0 -

€(a,3,%)e0,0
C CALCULATE TWO INTFRFACIAL TENSIONS
XIFT1(K)2G124698/(G13aCC1,3,K)/C(3,3,K)¢8,0)
XIFT2(%)26224621/(6G234C(2,3,%X)/7C(3,3,K)+1,9)
XIFTY(KISAMINE(XTFTL(X) o XIFTR(K))
tU 0 qne
<
Connnenan SINGLE PHASE REGION 3 YYPE IT(=), TYPE 11(¢), TYPE IT1 annanee
25 HPHASRE(K)my
nO Pk Tai,n
CllrteK)CCL,2,K)00,2
C{Ie3eK)=CCE,8,K)
26 CONTINUE
S(1,X)sn,
s(2eK)zn, @
8(3ex)3y 0
G0 TN 1an

Egantoa.n NQ CHEVICAL aacanane
he 8(2,%)=C(2,4,k)
(1, K)21 ,=5(2,K)
(3, Ky, 0
TF(3(1,K),LT,1,E=12)G0 Tn o7
Cl3,1,XImC(3,4,K)/(CC1,8,K)eC(3,4,K))

A4



(euemescnacuuamnnerrensenraceeman—nn.
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JURROUTIME TIELTME(XR;XL)

THIS 13 A RNOT-FINDING PROGAAM WETH BISECTION NETHOD.
€ CNVERGENCE 18 CHCKED WITH THE VALUE OF FUNCTION FXAPP,
TOLERANCE EPBTIE IS FIXED IN THIS SUBPRNGPAM,

EPSTIE MAY NEED 8E CHANGED,

c

187

EPSTIEsn N1

1FXxso

CALL TRY(xXP,FXPR)

CALL TRY(XL,FXL)

APPaR (XL +YR) /2,

TFXTIFEXL

IFCIFX,tE,50)6n YO 3

PRINT 100

FORMAT{//10%: 4PHASE COMPNATTION DID NOT CONVERGE IN TIELINEW)
aTop

CUMTINNE

CALL YRY(APP,FYAPP)
IF(FXAPP#FYL)T7,9,8

XHReAPP

FxRzFxApp

IF (ANS(FYAPP) LELEPSTIE) €n TO 9
/O 10O 2

XLmAPP

FxLaFxipp

TF(ARS(FXAPPY LELEPSTIE) GN TO 9
GO 10 ?

CONTINNE

RETYRN

Enn

SUBROUTIME TRY{X,FX)

™

THIS SURPROGRAM GIVES PHASE CrmPnSITIONS,

19 PRAGRAM ]3 USED WHEN THE PLAT POINT I8 NNT AT CORNER,

EQUATIONS OF NINDPAL CURYVE AND DISTRIAUTION CURVE ARE 4SED,

Gl EaXaTsY

199

i2

cc
cc

20

WO

CUMNDN/SOL/C(T,0,82),5(3,82),FF(3,02),MPHASE(A2)
CUMMON/TRY/A,8,6,F, IF X, ALPHA,BETA, KK

KeKK

IF (NPHASE(K)=q) 1P, 22,30

YE(X/AYaa(1,/8)

2eGan(=1,/F)aXanlt /F)

IF(Z,67,1,£-10)G0 To 12

PRINT gunm

FURMAT(//10X,#Z 1S LESS THAN 1,E=10 TN SURRONTINE TRYs)
syop

CONTINUE

Nlll;ntﬂ
CCL, 2, X)X/ (XeNAYEY)

C{2,2,K)=1, =L, +Y)*C(1,2,K)

C‘!v?vk)zl.-C(l,E K)=C(2,2,X)

c(xvlrx)eu/(zoz-kou)

C(2,1,K)x],»(1,¢2)%C(1,1,K)

Cl3r1eX)ml,P=C(1,1,K}=C(2,1,%)
FXECCC3,2,KI=C3,0,K))0(CL2,1,K)aC(2,8,K))=(C(3,1,XK)=C(3,8,K))n
1(C(2,2,K)=C(2,8,K))

RETURN

YlR%Z(l’ Xx=R31(1) WeR32(3) Z=R31(3)

LEFY NnOE

YrA#YraB

C(2,1,K)ax/(XexeYsY)

C(3,1,%)eC(2,1,K)ny

c(lvlvk)-l.-C(? 1,K)=C(3,1,K)

PRGA((C(3,1,K)= C(z,l K)-ALwnA)/(l.-ct!,|,x)oC(a.i.x)-(ALpun-
1RETA)) ) axF .
WEBETA# (P+ALPHA/ZRETA)

I (N/AY%0(1,/B)

C(2,3,X)227(7422¥0¥)

C(3,3,K)2C(2,3,K)aW

C(1,3,K)21,=C(2,3,K)=C(3,3,k)

Fx-(Cts'lok)-ctx.ﬂ'K))n(c(: 1eKImCl2,8,K))=(CL3,1,KImC(3,8,K))0¢
1€02,3,K)-C(2,8,K))

RETURN

CALCUTE THE CONC, OF WATER, 0Ils SURFACTANT IN EACH PHASE
AT RIGHT NNDE (TYPF TIJ) PHASE BEHAVIOR,
XeR32(2) YeR31(2) wxn32(3) Z=R31(3)

Ye(X/A)ea(1,/8)

C(2,2,X)IBY/7{X4YaXeY)

C(3,2,K)2C(2,2,K)nX

C(1,20X)%1,=C(2,2,K)=C(3,2,k)
PEL(C(I,2,K)=ALPHARC(1,2,K))/G/7(1,0C(1,2,X)0(ALPHA=BETA)w
$1C(3,2,K)))ex(1,/F)

IsRETAR(P+ALPHA/TETA)Y

WEAnZasp

C 2y ReX VT2 / (202 0%4W)

U3, %, K)2C(2, 3, M) 0%

€2



C(1,3,K)my,~C(2,3,K)=C(3,3,K)

FXR(C(3,2,K)=C(3,8,X¥)a(C(2,3,K)=C(2,09,K))=(C(3,3,%X)=C(3
1,8,K))0¢C(2,2,K)C(2,4,K))

RETURN

EnD

SURRAYTINE JONCNG

oo D D L L o T pepupvpupagp

c
C  THI3 SURPRNGRAN GIVES CATION EXCHMANGE AETWEEN CLAY AND MORIL PHASES

[T T RSN

c

oGO

ay

s

COMMON/SOLZC(T,0,421,3(3,82),FF(3,82) NPHASE(4?)
CUMMON/ZADSORP/C3ANSS(an) ,CaANSS(Na),C6ADSS(8A),CONATS(AN)
COMHON/CR/CBADIS(AW), CCBCA2)

CUNMNN/TON/FFOV,DCS, X

COMUON/HHA/XKC, XK94,XKAS, XKHAT ,RBY
c?nnnulwvv/CS.C3ﬁetbﬂ.CouAt,nns.N6,Ftl.FYb.alK.CH.CBH
1TFR=9

ALL COMCENTRATIONS MUST AE IN UNITS 0F HEQ/9
C3R3CIANSS(K)

J=zt

1E (S kY LE,2,0) 033

TF CNPHASE(K) €N, 1) 020
Cl6,J,%)2C(1,J,KI*C(H,0,K)/C(1,0,%)
C(3,J,KI=C(1,J,K)2C(3,0,K)/C(1,8,K)

TF (XKC,LE.1,7E~10)G0 Y0 48

T1F(C(3,1,K),LE,1,PF=5)G0 TN aA

CARICRADSS(K)
CCOCKIICCALKIAS (1, KI+FFOVA(CCO(K4LI*FF(1,K+1)m

ICCN(KI*FF(1,K)) ¢

RB3aC(X,8,K)+CIA+CRUICEALR)
NozClo,8,K)4COADSSIK) 42, 4CCAK)4COHATS(K) 42, 4CAANSY (K)

TUM EXCHANGE ATTH SURFACTAMT COMPLEX
USING NEWTON RAPHSON ITERATINN METHOD YU FINO THE CORRET
VALUES OF C31 AND Cé1

1YER=D

C52C(S,1,X)

C3aC(3,8,K)/5(1,K)

LaxC(a,1,K)

S1Ke8(1,K)

CaLL CompPLEX(C3,Co)

F{3d=2Fy3

FinazrTs

Calt COMPLFX(C3I+PC3,Ch)
FIX32(FT3=FT381/0C3
FI632(FTA=FT62)/0C3

CALL COMPLEX(C3,Co¢DCS)
FT38a(FT3=FT38)/NC3
FIALI(FTA=FTAN)}/NC3
PELTASFTIS4FTHA=FTIAFTAHS
IF(ARS(PELTA),LE,1,3E~5a)60 TN 45
DELCIT(FTONAFTIA=FTIUNFTAG)/DELTA
NELCOHE(FTS0aFT63=FTOMAFTI3)/0ELTA
ITERRITERS]

IF(ITER,ET,54)6¢ TO o7
TFLADS(NELCS/CY) LF, VA0t JAND ABS(NELCA/CH) LE,B,071)G0 YO aS
CI=CY4NELCY

IF(C3,LE. N, 900maty]1C3e(r3=DFELC3) /2,
CH2CHNEL Ch

IFCCALE 19,080 A )Coz2{Ch~DFEI0A) /2,
69 TO 4y

CaADSSIKIRT oM

CHADIRIK)2CAN

COA(K)nCe

C13,",x)1zCTeR)K

Clhoasvy=rnasgin

%Ze



ay
1n2

A O

a9

59

CHAMATS(K) 2COHATY

Ce3,1,%0=2C3

RETYRN

HALTECho 1012)ITER,CY,ChoFTY,FT6,NELCI,DELCS
FORMATLIX, xDID NNT CONVERGE AN C32,15,6C1X,4¥,E12,5))
IERANDARY

RETURN

10% EXCHANGE WMETNEEN $NODTYM AND CALCIUM AY
MASS ACTTON, NN SUWFACTYANY COMPLEX,

USING MEWTNN RAPHSON ITERATION METHND TO FIND THE CORRECY
C43 VALUF

NY=C(6,4,%)+CHADSI(KI+COHHATS(K)

cheC (s, ,K)

NFxy

CI=C(3ed,KI4C(S,J,K)=ChA :
ROAZXKI69CT0%2/CH

COREN S (2, 40V4RIL=SNAT(8,FaNVaROS4RIHRA2))
RHATIXKHAYaCOna2/Ch
ConAT=2n,54(2,84C3R4RHAT90PT(a,VaCIB8ARNATSRHATARD))
Cl6,1,%)=CART{1,1.K)/CC1,J,K)
Ceh,2,K12ChaCL1,2,h)/C(1,d,K)
CCby3,K)2CO0T(1,3,%)/CC1,d,K)

Cloyn %)eCla, 1, KI*3C1,K)eC(6,2,K)¢8(2,KI4CC6,3,K)a8(3,K)
FOIC(he1,h)4CORICOHATBS

F(HF En 2) 6N 10 59

CreCasnCy

F3aFh

ure2

60 Tn ng

FPz(Fp=F8)/DCY

s, J,%)ace=ForsFP

ItER=ITERY

IFCITFRLAT,A0) GU Tn a7
TE(C(8,J,K)el.T ™, M)C(6,J,K)2C6/2,
IFCARS((£(h,J,¥)=CA) /CAY 6T, 4, 0A01) GO TO a8A
CHANSI(K)=CoR

CAMATS(K)xCOMAT

RETURN

(AT

MNOONG

SUNROUTINE COMPLEX(X3,¥XA)

CALCULATE THE CONCENTIONS OF COMPLEX,SODIUM,CALCTUN,SURFACTANT
IN AQUENYS PHASE AND IN ROCK PHASF

CUMHON/HMB/XKC , XKQh, XKAL, XKHAT, QY
CUMMON/HHY/CS5,C38,C6R, CoHAT,RB3,86,FT3,FT6,81K,CH,CAR
CBRXKCaX&rX3

CUBX3¢(S-X6=CR

RUHEAKIE&CIRr 2/ X b

RE6EYKAG+CLAR2/XE

RETAERD44SNRT(RIGANBS)

CoHen Sa(~RETA4SURT(RETAC4248,40V4R94))
COBRACIRPA2/RIN

cbprny~Ce8-C98

RHATEXKHMATACO®#2/ X8

COHATRH.5# (2, 04C304RHAT=GORT (0, *C3AARHATERHATHC2))
CIHATACIRCHHAT

FY3RCIAEXI#SIK+CA4NIKICARCARY
FTonXpn3tKeCENLCHHATH2,2(CRaSINCOR) =R

RETURN

END
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SUBROUTINE CHEHMADN(XY,ADX3,0L0A3D)

Comamaw

C PARTIALLY RFVERSTALE LANGHUIR~-TYPE ADRORPYINN FOR SURFACTANT,
C ADSORPTION 18 REVERSINLE WITH SALINITY
€ AUT IRREVERSIBLE WITH SURFACTANT COHCENTRATION,

¥3 tIn =
t oyt =

ADX3 v IN =
aur =
Olpazp 3 In =
oyt =

EXPLANATTION NF VARIARLES
CIPH ¢ SURFACTANT CQMCENTRATION IN MNSY SUPFACTANT RICH PHASE
AMD g SALINITY DEPENDENT PARAMETER FOR ADSORPTION CALCULATION
A3D ¢ SALINITY TNDEPENDENT PARAMETER FOR ADSORPTION CALCULATION

C(3,8,K) 1 TOTAL SURFACTANT CNANCENTRATION INCLUDING
ADSORRED SURFACTANT OMN STATTONARY PHASE

C(3,8,K) § TOTAL SUPFACTANT CONCENTRAYION ONLY TN
MUBILE PHASES

OLD TYHELEVEL SURFACTANT ADSORPTION

NEW TIMELEVEL SURFACTANT ADSORPTIOM

PARAMETER A3D AT OLD TIMELEVEL

PARAMETER A3D AT MEV TIHELEVFL

OO0

COMHON/CHENAD/CIPH, AD, 83D
CIASRAINACIPH/(1,403DC3IPH)
C3ADSI=A3D*ADXI/0LDA3ZD
IF(C3ANST,GELADX3)CIADSTnANXS
NEC3ANY=CIANS~CRADS]
1F(DC3ADS,LE,  ,BUAL1)6GO T 2
IF(C3aPns _GE, X3) GO TO ¢

X32X}=C3ADS
ADX32CIADS
[TIRGIR ]

t AbX3axs
x3%a,n
60 10 3

2 v3ux3-C3a081
ADX3xC3ADSI

3 OLDASD=A YD
RETURN
END

[z X2 Xz¥s]

(2]

SURROUTINE POLYAUN{XA,ADYa)

IRREVERSIALE LANGHUTR=TYPE ADSORTION FOR POLYMER

CUNMNN/POLYAD/CAPH, AQD,DBAD

CHAADSHAGNACAPH/ (], ¢BI0*CAPH)
NCAANS=CAANS=~ADXA
IF(DCAADS LE, AUNRL)RETURN
1F(DCaADS,GELXA)GO TN |
Xdux4.DCHADS

ADXamcaAns

RETURN

ADXQuXa+ADX4

Xumg,0

RETURN

Enp
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SUARNUTINE HATRAL

Coeemrenenansaneecenmnmane -

4
[
c
c
[4
c
c
[4
¢
c

4

Se

T™H1
GR1

S SURPROGRAM CALCULATE HATERTAL RALINCE ERROR,
N COMSTRUCTION 18 RLOCK CENTERED GRID,

INJECTED AMOUNT
INITIALLY EXISTED AHOyNT

»
=

PR = PRODUCED AMOUNT
=
H

ADSORPBED AMOUNY
AMAYKRT THAT EXTST IN MNBILF PHASE

2

2

in

S

IUW

- - .

DIMEMSION ADS(7),PR(7),CHOR(T),ECT) RELT)

COMMON/HQ/ZICT,, 1T, ICT2,XICT NCOMP
CUMHON/PRODIN/ER,P(T), PR, I1(¢7),ZE(T) .82
COrMNN/INL/CLT,8,42),8(3,82),FF(3,82),NPHASE(42)
CONMON/SYSTEM/UT, ARPERM, PHT,EPHIS, EPHIA,DISPI(A)
CUMHAN/ANSORP/CIADSS(40),CaAnSA(AR),COANAS(an),CoNATS(2A)Y
COMMON/CA/CBADSS(A9),CCH(82)

00 10 Tay,7

cana{yeans(l=a, e

ChHAT=Yy 0

no 2, Ksy,1CT

Xul ~CIANSS(K)

ADS(X)aAPS(3)+C3A0A8(K)aXICT4CAANSS(K) AXICT

ADS(Q)=ANR(A)+CAADSI(K) aXICT

ADSC(AIZANS(H6)4CHANSS(K) aXYICTHCAANSS(K) #XTICTA2,

CoHATaCEHATICAHATS(K) aXICT

CHOB (1) =CMOB 1) +C(1,A,X)exICT2X

CNOB(Z)Icﬂha(Z)OC(Z.H.*)RXXCTaX

CHOB(SYRCHMAA(I) (3,4, K)aXTCTRX4CCBC(KIAS(T,XK)eXICT

chigcayscMoB(aY4CCa, 8, ) aXICT

CHOB(S)=CHOBLS)+C(S,a,K)+x1ICT

CHOB(6)FCHOB(6)C A, A, KIAXICTHCCO(KIABCL, KINYICTA2,
CHOBCT)eCHEB(T)4C 7,00 K) s XTCTAX

c""u(n-cuoau)-annu

CroRCaYeCHON (a) EPHTg

AUS(3I=ANS (3 REPHTS

ADS(A)=ADS(B) «FPHTA

ADS(A)2ABS(6) +COHAT

00 3% 1xf,HCONP

PR(IY=P(Y)

PR(3Y=PR(3)+P8

PR{AIRPR(6)+PUB2,

N0 S7 1z1,uCOMO

TIFCZICII42ECTY),LLE, N, 29001) GO TO St

ECI)IePR(T)+aANS(I)eCHOB(TI=ZI(II=TE(])

RECTIRECT)IZ(ZT(I)+2ECT))

G0 1N Sy

E(D=za,n

CANTINUHE

PRINT t1ae

BU 6% [21,MCOMP

PRINT 130 1,7ECI)oZL1C]1),PROT),ADI(T)CHIR(T),EQLT),REC])

FORMAY (1M1, //75X, *MATERTAL BALANCE RASED ON ALOCK cenrrnso GRINMA/Y/
J7SX e GHCOMPONE LT, 6X, GHINTTEALLY (6 X, SHTOTAL , 19X, SHTNTAL 10X,
AHADSORBED ) 8X, 6HNOBILE , 8%, AKABSOLITE  AX, AHRELATIVE/
AN 2HUN,) Ny THELISTED, TX s AHINJECTEDN, TX, RHPRODUCED o AX , AHANNUNT,
18y, SHPHASE, { 2X, SHERROR, 1 2X, SHERROR)

118 FORMATO/AN,11,6X,7E15,5)
RETUPN
END

L2t



SEMI=DISCRETE WITH Rxt2
NO AUSORFTIUM

DaTA FILE FOR

SENT=DISCRETE METHOD

RKX1 1S M1SED

JAPEX2

HIRASAKIZS MUUEL IS NMSED IF THREF PHASES APPEAR

INPUT VALUES
AR RARRRRNNRNRAN

NSLUG=
Is0Lvs
viz

UT=
C531=
Gi1=
Tits
ALPHAL®
vists
GAMHF =
P{Rn=
C3imaxiz
CePLC=
Qvsz

Agn=

e

1
e 4130
AT
8300
642850
03703
WY
o BB
13,6900
1)
3090
B
LI

0, b00RN

{SEl=
FFDV=
ARPE KM=
call=
Gi2s
Yies=
ALPHA?=
vVis2s
POnHz2
P2RW=
CIMAX1z
C2PRC=
RCSE=

RuD=

LAUBD
1.,U30a¢
a,a000

~7.9¥580
2.8730
A,80a0
5.,0030
[P LEL
1.07239

o 1790
1.08000
1,090

199, 3392

COMPUSITION OF INJECTEN SLUG
KARRRRNRRRARARR R AR AR ARRARR AR

SLYS  CuMuL,
un 1, vo,
o100
. NG

C1

KLY
1,anu00

c2

"y ANAN
o, Bage

MFTH=
NCOMP=
PHI=
Si=
G132
Ta1=
ALPHA3E
APq=
CSEt=
Eis
CIMAXR=
CSEt=
AD3=

XK94®

c3

10000
3,09902

3

6

22000
6308

L
3700
50,0001
10A,a000
1002
1,5%09
3000
+AAO0
82,0300

2. ¢70¢

c4

L 1000a
s 12PN

MITER=
1CT=
EPHI3=
S2=
G2i=
T22%
ALPHAUR
AP2x
RKMAY=

E2=

C8EUs

AD32x

XK86=

cs

a

cé

ae
1,90an

L3707
6,285¢

L9000
#,9000
1279, 00
n, 0000

1,5000

1,208
9,0040

2,00a0

IS L LE R LT T
50498 {00000

c7

IPERM=2
ICTLe
EPHIG=
StRus
f22s
XIFTvs
ALPHASE
AP3e
BRKz

PiRCe

R3D=x

XKCe

1
1,0008
3700
«7,458¢%
1,300
09,0700
10000, 00
70,0000

1.8000

190,000

0,000

10a 44

1CTUz 4
DpISPz  2,0%04
§2kwe 3707
G23s dtlan
SSLOPEX  ©,0vud
P2RCz | ,punn
XKHATZ  ¢,d%07

nding ofduexy

87¢



CALCULATED A PARAMETERS FOR BINODAL CURVE
a1z ~-,6559 At2= L6853

INTTIAL COMDITIOMS
AARRANRARRARRFRRARRAR AN K

WATER SATURATION 1
N{L SATURATLON t
WATER PHASE RELATIVE FPFRM, ) « 2570
OIL PHASE RELATIVE PER%, t
WATER VISCOSITY t
9IL VIScoSITY 1

PRESSURE DRUP RECORDED SFETWEEN 1 AND a@

RESIDUAL WATER SATURATIUN
RESIDUAL OIL SAaTURATION

EnD POInT REL, PERM, FOR WATFER
END POINT REL, PFRM, FOR 0O1L
WATER FRACTIONAL FLOW

OIL FRACTIUNAL FLOW

o 00 e 2o oe v
-
.
o -
=
2
=

PCT = ,8r@

A21=

27347

AR2=

-,6A53

62¢
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PRUFILE AT

AN Py IMJECTED

ARAR AR AR RRATRERAARNNRAANR N RRA

xu
CSE+CSEP
MUA,, DELP

PHASE
SATURAT[ION
ci
ce
cY
Cy
o]

o
RES, 5AT,
NORE, 5aAT,
AEI, PERM
VISCOSITY
FRAC, FLUH

IFY
(OYNE/CH)

ALSURPTIUN

COHPLEX

..--.---C------‘--.-.---.---.---.----.-Q.-----‘.-----.--—..-----..----.---.’-.--------.-----------.---‘---..---‘-.-.--.-.----..‘---ﬂ

X0
CSE,CSEP
MOR,» DELP

PHASE
sSATURATION
C1
ce
Cc3
Cu
cs
Co

RES, ST,
NORM, SAT,
REL, PERA
VISCASITY
FRAC, FLOW

IFT
(DYNE/CHM)

ADSORPTION

COMPLEX

21 (NPHASES?)

«5470 o Suilh
¥2fu 2,5245
! ? 3 T07AL
Auuuy Jtak2  La85)F
Eondnr O ¢t 907f [ A493
Ben®ila | 0081 (R S 14R82
Aguitgr BB 802y Ap2Y
Wy N0 B o0Ae (B990 nas]
WG B ONES (5062 U311
AP0 L9988 8508
JIUR2 L 3T0%

BeUMES M A2OY | 00N
e ¥atH O NAAE 6198
VWD & UACHIN,GRAQ
SR S TSI TP ok ELNC I W T 7 ]

4 K Al)
Hetinnlt@ 16665 A,200P0
[} (o] Cé CO6HATS

QiU A Bu0N A, U008 A,9009

La CuaDSS
de gy 7, apry

18y (NPHASESR)

Sent 540t
205 2,4354
i 2 3 raraL
+BSHY Jtdte v, Gre7

{uitndt A 00PN A, u20h RSB4
Bkt 1 1000 G,PPeN 1416
JOBER A 0000 0000 030y
1wl M ABNG ©, 0080 3858
«SY¥61 R, 0000 6,87008 L4293
L uidie @ ana) 4,2008 ASAY
o376 L1416 0, ,B0EP
TebAidv @ . M30H B,0900
6365 A,A00 Q,EB000
31 00eS S,0060 4,00Q0
1,090 o, 4008 a,3000
e [d wo
i, 0RARE £ AVRBD 19,95262
c3 c4 [ CoHATS

CaBIE B URAL 2,00@P 0,709

ce CHADSS
Wt {1, 0nG

«175  (NPhASK=2)

WSuly + 5434
REY-Ia] 2,490
e o3 TOTAL
B.neun  147¢ RS3e
B, AU P AN 9U¥T ASYA
ARG 1,080 uugh 1470
d,0000 A, 00600 0413 vt
BeNOA P, NuhG 108 ABS3
B,NAAN Z ABNn SA2R  42HA
0,000 0,008,999 A52¢
G 000 1476 L3780

M 200 0 PARA |, 2000
W Prar 0 3t L6225
@,0200 §,704038,9999
B ABKR O AURN |, 0000

i %0 w0

$.40308 16775 8,00003
3 cu C6  CoHATS

0,0089 7,0000 B,000% A, 0400

ce CAADSS
G000 ¢, 0000

«¥7S (NPHASE=2)

+SURD o+ Su2a
A207 2,4127
1 2 .3 T10TAL
BOAT L1393 @,00un
1,6000 4,200 #,APnR 86R7
0,0040 1,000 p,A082 1393
JUPAR @,3UNB B,U0B7 ,49P¢
<1003 0,06%d A, 00008 3861
JSARA @, 000D ¢, 2000 4304
1,RC07 @,0203 06,0000 ,B6AT
o 370800 L1393 0,8000
1,4000 D,0003 9,200
6024 2,0000 0,00p0
31,0091 5,00%0 0,a03%
1,0¢88 N,"003 @,a200
WM M0 w0
B, E%008 A, 20080 19,95262
c3 c4 cé CoHATS

N,8029 0, ,VLR0 8,700 A,A000

CA  CBADSS
%.3083 ¥,0¢26

o158 (NPHASEZ2)

5913 «S013
272 2,475¢
1 2 3 TNTAL
B,a000 L1456 L8544
W, aNN0 2, 2hAn 9995  RSUY
B ANRAC | AB0h VA0 1A56
9,8730 4,040 LBPRS L e0p4
@, A030 2 a0 S 1A¢e L UBSY
©,9000 4 abak 5011 ,42R}
4,2000 1,009  ,9999  ASHY
B,009¢ 1456 3702

R A0 n,a60d | ,enpa
@ 09> A A0AB L6262
8,000 S,20083) ,2025
B,0087 “,9040 1,000

WM MO Wi
v, 80éne o 16R3C ¢ ,40R200
c3 (o] [ CHHATS

H,A000 @,M008 A,AN87 4,000

ca CaaDSS
A, 8009 ¢,0000

28S#  (NPHASE=2)

R PLT ,5n04
. 0229 2,3961
| 2 3 TOTAL
L8625 L1375 p,000n
1,30080 4,0600 6,h082 ,R62S
B8,0U00 1,0€40 B,0004 L1375
L4AUR 1, PEAR B,0080 ,PA0R
L108R 08,0004 @,0008 ,7862
,S5RAN 0, 26aAn B,en8a L4312
1,2000 ¥, 0BYE B,E0W7 L B625
3700 L1375 ¢.bm0a
1,3080 4,0620 8,389
L6469 4,068¢ ¢,0009
31,0000 5,0600 ¢,0907
1,4000 ¢,2800 2,upe7
WM Mo WO
B,U00H8  A,20480 19,95262
c3 c4 €6  COHATS

N,4030 A,A000 82,0007 B§,0000

C8  CBADSS
2,0PUe 1,80

«425 (NPHASE=2)

25075 Ll
o Yeul 2,48579
1 ? 3 Torveap
.88 L143b L0562
N, 0788 P U004 ,9998 L8541
A,02%3 1,120 L8C80  JU3R
B BBN U AN MAY2 NY02
D ABYA M Na2d 1AM L4856
A 020U B, 2200 5044 L4284

W OB 3,200 1, Bv0u
A PH® 438 3744
BB A ALYy |, uivi
P g K PO L6309
Yo S 130331 ,0815
LT L AT R ATV I QA 3T 1]

8562

WM M0 w0
LY «16853  0,900000

c3 C4 Cé CoHATS
Q. VHEF P U00A §,A000 B uYne

ca CBADSS
Be00QN " ,2070

225 (NPHASE=z2)

5040 »S¥BY
7302 1,6536
1 2 3 TOTAL
09756  LB244 0B,0840
1,0000 7,90¢0 90,0988 (9756
B, BA0N 1,0003 B,ANBY 244
JANPN O, 000 6,d000 L,RAPD
100N A 0prap A, 8000 LE976
oSUBY U, 2000 G, UPR L4878
1.ACLG B,00MD 0,040 (9756
«3TUE G A204 ¥, MM A
{HAND 0, 00008 Q,000d
«9373 A,"pGp V¥ 00UN
31,062 S, 0000 -0, 8000
1.07200 A,080109 B,90080
WM MO Wy
U NRERY R, N0A80 19,95262
c3 C4 [ CohaTS

D OVEP 2,008 @,0008 A,0np0d

CR CBAUSS
PR A, 008

I€C



MATEHIAL BALANCE HASFD ON ALOCK CENTFERED GRID

COMPONENT
N}

1

2

INTTIALLY

EXISTED
BIODOE4R7
W 3TADRE 400G

Ve

“‘

.5@"@0E¢wm

L4hY

TOTAL
INJECTED

« JGOAYE AN
4,

ARG RAF D]

L4NINBE=0]

«22UPUE +00Q

JUNBARE 402

NUMBER OF REJECYION = 18

MUMBER OF FUNCTIGHN EVALUATION =

TINTAL
PRONDUCED

RTINS IXTY
+93335€-0Y
W 10S23E=¢R
2 1052SE=0R
2 28533E+02

«19525E=27

323

ADSORBED
AMOUNT

A,
a2,
ga
“s

4

¢,

H“DAILE
PHASE

o T1333E¢0a
J27R6TE+AD
2 100ARE=pY
JURUBAE=Q1

LATR6TE+ED

L UBANAE+YD

ARSOLUTE
ERROR

-, 2UB8b69E=13
- 4QT3BE«13

L 1387BEm1al
= 19984Ew1l
-, 429RBE=12

-, 35527€=14

RELATIVE
ERKDR

~,24381E~13
-, 138838212

W1397PEw2
o 4996CEw]3
= S59375E~12

~ RBAIRE=14

[AX4
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