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Abstract 

 

Revisiting Rydell, McConnell, & Beilock (2009): A case for the inclusion 

of non-targets of stereotype threat 

 

Alyssa Lynne Reinhart, M.A. 

The University of Texas at Austin, 2014 

 

Supervisor:  Gary D. Borich 

 

This study sought to examine the role of multiple identities as a possible 

protective factor against stereotype threat for females taking a difficult math test. 

Specifically, it sought to replicate the findings of Rydell, McConnell, and Beilock (2009), 

who found that making a positively stereotyped identity salient (college) at the same time 

a negatively stereotyped identity (female) was salient, buffered the effects of stereotype 

threat. This study also attempted to evaluate the validity of a common experimental 

stereotype threat manipulation, which is to make explicit statements about performance 

which remind test subjects of existing stereotypes. 

Using a quantitative experimental design, and replicating the methodology used in 

the 2009 study, math-identified college students were randomly assigned to take a 

difficult math test under circumstances which varied salient identities. For the 

experimental conditions, an explicit statement was made about prior performance by 

either females or females and college students. For math-identified females, the statement 

about female performance was believed to invoke a negative stereotype about math 
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ability and thus stereotype threat. However, when the statement was about both their 

gender as well as their college identity (thought to be positively stereotyped), this would 

cause the females to suppress their gender identity in order to maintain positive self-

esteem and thus would be protected from stereotype threat effects. It was also predicted 

that non-targets of threat (males) would not be affected by the manipulations, as 

according to the theory of stereotype threat, a stereotype has to be self-relevant to become 

a threat. 

Results failed to replicate the findings of the previous study. While not 

significant, females actually trended towards better performance when reminded of the 

negative stereotype about females, as compared to a control group. More importantly, 

this type of manipulation was shown to significantly affect non-targets of threat, which is 

a violation of stereotype threat theory. When reminded of the negative stereotype about 

females, males performed significantly worse than a control group. This evidence 

supports the idea that making explicit statements about ability is an invalid method of 

invoking stereotype threat in an experimental setting.
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Introduction 

“For whatever reason, I didn't succumb to the stereotype that science wasn't for 

girls. I got encouragement from my parents. I never ran into a teacher or a counselor 

who told me that science was for boys. A lot of my friends did.” – Sally Ride  

What does it take for a female to pursue a career in the math and sciences? Why 

do some females succeed in the face of negative stereotypes about their abilities in these 

fields? According to the Department of Education, despite gains in overall educational 

enrollment, women make up less than 25% of participants in science, technology, 

engineering, and math (STEM) fields (United States Department of Education, 2012). Is 

this because these fields are seen as areas where men have greater ability? It has actually 

been shown that when reminded of their gender, women indicated they were more 

interested in arts over math (consistent with the stereotype, and in contrast to a control 

group; Steele & Ambady, 2006). This change in behavior due to the existence of a 

negative stereotype about a part of one’s identity has been attributed to a phenomenon 

known as stereotype threat (Steele & Aronson, 1995; Wheeler, DeMarre, & Petty, 2004; 

Steele & Ambady, 2006). Stereotype threat occurs when one is trying to not confirm a 

negative stereotype about an aspect of their identity, which can cause decreased 

performance and possibly disidentification with a domain entirely (Steele, 1997; Major, 

Spencer, Schmader, Wolfe, & Crocker, 1998; Spencer, Steele, & Quinn, 1999).  

Recent research has suggested that simultaneously activating a positively 

stereotyped aspect of one’s identity, while another negatively stereotyped identity is 

salient, could buffer from the effects of stereotype threat (Shih, Pittinsky, & Ambady, 

1999; Rydell, McConnell, & Beilock, 2009).  However, there is still disagreement in the 

stereotype threat literature on how positively stereotyped identities affect performance 
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under threat (Cheryan & Bodenhausen, 2000; Shih, Pittinsky, & Ambady, 1999; Rydell, 

McConnell, & Beilock, 2009). Furthermore, there is no consensus on how to manipulate 

threat in experimental settings.  

Research has suggested that repeatedly experiencing this threat can over time lead 

to disidentification with a domain altogether (Steele & Aronson, 1995; Steele, 1997;; 

Spencer, Steele, & Quinn, 1999; Cokley, 2002). These findings lead one to question 

whether stereotype threat may be a contributing factor to the gender gap in STEM career 

pursuit. If we can identity protective factors which females could invoke under stereotype 

threat, perhaps this would decrease the likelihood that they leave science and math fields. 

For example, could something as simple as reminding  a student of a positively 

stereotyped aspect of themselves, such as belonging to a competitive university, help her 

relax in the moment and perhaps even perform better? 

 More research is needed in order to not only further understand what these 

protective factors are and how they work, but to also establish a consistency in the 

literature regarding how stereotype threat is studied. Once we can ensure we are indeed 

studying threat, and not another phenomenon, we could move towards designing 

interventions. This study sought to examine how invoking multiple identities under threat 

would affect performance on a math test by replicating the findings of Rydell, 

McConnell, and Beilock (2009), while at the same time testing the validity of the threat 

manipulation by including non-targets of threat. It also proposes a program to study and 

evaluate this phenomenon and possible intervention in the classroom. 
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Background 

STEREOTYPE THREAT 

Despite numerous educational initiatives, there continues to be a gap between 

males and females in the pursuit of a career in science, technology, engineering, and 

mathematics (STEM; Spencer, Steele, & Quinn, 1999; Steel & Ambady, 2006). A 

possible explanation for this is that when certain negative stereotypes are primed and they 

are personally relevant, it leads to a change in behavior (Wheeler, DeMarre, & Petty, 

2004; Steele & Ambady, 2006). This change can even decrease the performance on 

domain specific tasks, and after a time it can even lead to disidentification with the 

domain altogether (Steele & Aronson, 1995; Steele, 1997; Major, Spencer, Schmader, 

Wolfe, & Crocker, 1998; Spencer, Steele, & Quinn, 1999). This phenomenon, in which 

awareness of a negative stereotype about a domain which one identifies with (females in 

math, Blacks in academics, etc.,), and the subsequent decrease in performance is known 

as stereotype threat.  

Stereotype threat is defined as “being at risk of confirming, as self-characteristic, 

a negative stereotype about one’s group” (Steele & Aronson, 1995). This self-evaluative 

threat was first identified by Claude Steele and Joshua Aronson (1995) in a study 

examining the performance of African American students. The authors suggested that 

something, perhaps chronic exposure to negative stereotypes about the academic ability 

of Blacks, was behind a trend of lower academic performance as well as standardized 

tests over-predicting subsequent achievement (relative to Whites with the same academic 

preparation). Through a series of four experiments, the authors demonstrated that 

performance on an identical task varied between groups when the purpose of the task was 

framed differently – the first group was told the test was just an exercise, while the 

second was told it was a test of intelligence. Steele and Aronson found that the group 
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who was told that the test was diagnostic of their intelligence performed significantly 

worse.  

Since the publication of this seminal piece in 1995, the field of research on 

stereotype threat has exploded to look at everything from athletic performance (Stone, 

Lynch, Sjomerling, & Darley, 1999; Stone & McWhinnie, 2008) to memory performance 

in the elderly (Levy, 1996), investigating not only the underlying causes of the effect but 

also ways to counteract it. It has been proposed that stereotype threat may not only 

contribute to gender differences on test performance, but may also explain gender 

differences in career choices. For example, when reminded of their gender, females are 

less likely to express an interest in math academic domains over the Arts (Steele & 

Ambady, 2006). Steele suggested that chronic exposure to a negative stereotype could 

eventually cause disidentification with the domain (1997). This could explain why many 

females choose to not pursue a career in the STEM fields, because of the persistent 

stereotype that they lack the ability. Some females however, such as Sally Ride, have 

managed to overcome this stereotype. Recent research has suggested that invoking a 

positive stereotype about another aspect of one’s identity could counteract threat, but the 

results are mixed (Cheryan & Bodenhausen, 2000; Shih, Pittinsky, & Ambady, 1999; 

Rydell, McConnell, & Beilock, 2009).  

STEREOTYPE THREAT AND IDENTITY 

According to social identity theory (Tajfel & Turner, 1986; Rydell, McConnell, & 

Beilock, 2009), humans want to maintain a positive image of themselves. If confronted 

with a negative stereotype about a part of their identity, they may leave that group 

(suppress that identity) and increase their identity salience with a more positively viewed 

group. For example, an Asian American female who identifies with the math domain is 
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aware of both the negative stereotype that females are not strong in math relative to men, 

as well as the positive stereotype that Asians are the best at math compared to other 

ethnicities. Because she wants to think positively of herself, she may suppress her female 

identity and make her Asian identity salient. This logic has not been consistently 

supported in the literature however. 

Positive Identity Saliency 

Using a population of Asian American women, Shih, Pittinsky, and Ambady 

(1999) conducted two experiments which studied implicit stereotype threat effects on 

mathematics test performance when different identities were made salient. To make the 

identities and stereotypes salient, the subjects answered general questions about either 

their gender or their ethnicity (or neither) before completing the task. When gender was 

made salient, the subjects performed worse on a quantitative exam relative to a control 

group. But when their Asian identity, and therefore the stereotype that Asians are good at 

math, was made salient, the subjects performed better than the control group. 

In 2000, Cheryan and Bodenhausen built off of this work but used manipulations 

which they felt were more appropriate for making an identity salient. Before completing a 

math test, the female Asian American subjects answered questions from a modified 

version of the Collective Self-Esteem Scale (Luthanen & Crocker, 1992) which had them 

indicate the degree to which they agreed with statements such as, “I am a worthy member 

of the gender that I belong to,” and “Overall, my race is considered good by others.” 

Unlike the previous study (Shih, Pittinsky, & Ambady, 1999), when ethnic identity was 

made more salient, these subjects actually performed worse than the control group; while 

the gender condition did not vary significantly from the control group. Furthermore, 

participants in the ethnicity condition were more likely than the control group to report 
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difficulty concentrating. This trouble focusing partially mediated the effect of threat on 

performance for the ethnicity condition. 

Simultaneous Saliency 

Rydell, McConnell, & Beilock (2009) extended this line of research by examining 

how explicitly activating multiple identities, specifically one positively and one 

negatively stereotyped identity, at the same time could change how stereotype threat 

affects performance. Before taking a difficult math test, a group of female college 

students was primed with either a negative statement regarding performance on the test 

by females, both the negative statement about females as well as a positive statement 

about performance by college students, or nothing. The authors found that the 

participants who only saw the negative statement performed more poorly on the math test 

than the control group. However, participants in the condition which saw both the 

negative and positive statement performed better than those in the negative condition and 

also showed lower gender identity accessibility. Using social identity theory, the authors 

argued that the females had suppressed their negatively stereotyped identity (female) and 

made the positively stereotyped identity (college) more salient, which in turn led to a 

higher performance on the math test.  

These three studies triggered identity salience in different ways, which brings into 

question, what is a valid manipulation of threat in experimental studies? One of the major 

criticisms of stereotype threat research is that many researchers may in fact be studying 

an entirely different phenomenon, known as stereotype priming. 

STEREOTYPE THREAT OR STEREOTYPE PRIMING 

Stereotype priming occurs when a person takes on the characteristics of a primed 

stereotype, but unlike stereotype threat, this stereotyped identity does not have to be self-
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relevant (Steele & Aronson, 1995; Marx, 2011). For example, when college students 

were primed with traits of a university professor, they performed better on a test of 

general knowledge than students primed with traits of “hooligans” (Dijksterhuis & van 

Knippenberg, 1998). Another study found that after implicitly primed with stereotyped 

traits about the elderly, college students walked down a hallway at a significantly slower 

pace than a control group (Bargh et al., 2001; Marx, 2011).  

Could stereotype priming help explain the difference in results between the three 

studies on the effects of positive stereotypes? Furthermore, how do we ensure that we are not 

priming? As per Claude and Aronson’s original definition of threat, the stereotype must 

be self-relevant. If it is not self-relevant, then there should be no effect. Therefore, the 

best way to ensure that we are studying threat and not priming is to ensure the subjects 

identify with the stereotyped domain as well as include a control group of participants for 

which the threat manipulation is not relevant. Not only do the three previously mentioned 

studies fail to determine how closely the participants identified with a math domain, they 

also failed to include a control group of non-targets of threat.  

Current Study 

To further this line of research, the current study sought to replicate the work 

done by Rydell, McConnell, and Beilock (2009), while also including non-targets of 

threat, namely White males. Measures of math and academic (college) identity were 

included as well to ensure the manipulations were relevant. This study specifically sought 

to answer the following questions:  

Research Question 1: When positive and negative stereotypes about domain 

ability are concurrently salient, how is performance of threat targets affected?  
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Hypothesis 1: It was hypothesized that the data would confirm the previous 

findings (Rydell, McConnell, & Beilock, 2009), in that math-identified females would 

perform better when both a positive and negative stereotype were present. 

Research Question 2: Is there evidence to ensure that this experimental 

manipulation of threat is different from stereotype priming?  

Hypothesis 2: It was predicted that the manipulations would have no effect on the 

males.   

METHOD 

Participants 

One hundred thirty-seven students, 63 males and 74 females, from a large 

university in the southern part of the United States participated in the study. The sample 

consisted of 35.3% White, 29.3% Hispanic, and 27.1% Asian American, with the 

remaining spread about equally between African American (2.3%), multiracial (3.8%), or 

other (2%). The students came predominately from the colleges of liberal arts, natural 

science, and business, and were mostly sophomores, juniors, and seniors. Upon approval 

of the Institutional Review Board, the participants were recruited from a departmental 

research subject pool and received credit in one of several core educational psychology 

courses for their participation.  

Outcome Measures  

Participants completed twelve quantitative reasoning questions drawn from two 

sample GRE tests, obtained from the Educational Testing Service (ETS) website (2009a, 

2009b). These multiple-choice mathematic questions were chosen because they had only 

one answer and assessed each participant’s range of abilities in arithmetic, algebra, 
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geometry, and data analysis. A score was calculated for each participant by determining 

the percent of questions that they answered correctly. 

Identity. In order to ensure that the manipulations were self-relevant, the subjects 

completed measures on both college identity and math identity. Was & Isaacson’s (2008) 

Academic Identity Measure (AIM) was used to determine how closely the participants 

identified with a school-going culture. The AIM is based on an idea that like other 

identities, there is a process of development. Its 40 Likert-scale items measure what stage 

in the development of an academic identity one is in: Moratorium (someone who is in 

transition), Foreclosed (someone whose reasons for pursuing academics are mostly due to 

the expectations of others, namely family and friends), Diffuse (someone who does not 

identify at all with academics), or Achievement (someone who identifies highly with 

academics purely for their own interests). This measure has good internal consistency 

with alphas at .77 for foreclosed, .76 for achievement, .76 for diffusion, and .85 for 

moratorium. Scores for each of these subscales were calculated to determine which of the 

four styles, the participants ranked highest. Mathematics domain identity (Walton, 2008) 

was measured by how closely the participants aligned with a mathematics identity. It 

consisted of 14 Likert-scale items which measured participants in two domains, beliefs in 

their math abilities (“It is possible for me to get good grades in math.”) and their self-

perception as related to math (“I think like a mathematician.”). In prior research, this 

measure has reliability of .83 for math abilities and .76 for math self-perception. A mean 

score was calculated for each participant across the fourteen items to give them a general 

Math Identity score with a range of (14-56). 
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Experimental Procedures 

The study was conducted in a university computer lab, where participants 

completed a series of measures as well as GRE questions via an online survey using the 

Qualtrics survey system. The experiment was facilitated by a female researcher. Subjects 

first completed a series of background measures to determine their gender, ethnicity, and 

general demographics.  

Stereotype Threat. Based on prior research (Rydell, McConnell, & Beilock, 

2009), participants were then randomly assigned to one of three stereotype threat 

conditions: 1) neutral/control, 2) negative stereotype, or 3) positive and negative 

stereotype). The control condition stated that the students would be completing some 

practice GRE-like questions in an effort to ensure that the questions did not have any 

errors. The negative stereotype threat indicated that students were about to complete GRE 

questions that historically females performed worse on, which was consistent with the 

idea that females had lower math ability. The positive and negative stereotype threat 

condition repeated the statements from the negative threat condition, but that college 

students performed quite well on them.  

Outcome. The participants completed twelve quantitative GRE questions, which 

gave immediate feedback after each question, including the correct response as well as 

their current score. After being exposed to their assigned stereotype threat condition, the 

participants were asked to estimate how many points they believed they would have at 

the end of the test (due to technical difficulties with the online survey during one of the 

sessions, thirteen participants were unable to complete this section). After completing the 

GRE section, participants completed measures of academic identity and math domain 

identity. These measures were placed at the end of the manipulation so that it more 

closely replicated the manipulation in the Rydell, McConnell, & Beilock (2009) study. 
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This was done because asking about identity before the test could be seen as a 

manipulation of identity salience. 

Analytical Strategy. Descriptive statistics by group were calculated for each 

measure. Then an ANOVA, gender by condition, was conducted to look for between-

group differences. The following section details the findings of this analysis. Only 

participants who indicated a math domain identity were included in the analysis. 

Results 

Experimental Groups. The number of participants by experimental condition and 

reward structure is shown in Table 1.  

 

Table 1. Participants by Group 

 Control Gender Gender & College 

Female 
Gains: 12 

Losses: 15 

Gains: 14 

Losses: 8 

Gains: 14 

Losses: 11 

Male 
Gains: 7 

Losses: 11 

Gains: 12 

Losses: 11 

Gains: 10 

Losses: 12 

 

Baseline Data. There were no significant differences between grade levels or 

colleges, so these were analyzed as a cohesive group. As seen in Table 2, there were no 

significant differences between genders on any of the measures. However, males were 

fairly accurate in predicting their performance, while females expected to perform worse 

than they actually did.  
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Table 2. Comparison of Scores on Math Domain Identity, Academic Identity, and 

Expectation/Performance by Gender 

Measure Gender Mean SD (Min, Max) 

Math Domain Identity 
Male 47.22 9.75 (22.00, 70.00) 

Female 42.53 9.14 (8.33, 91.67) 

Academic Identity – Achieve 
Male 36.13 5.79 (20.00, 46.00) 

Female 37.69 5.47 (23.00, 48.00) 

Academic Identity – Diffusion 
Male 25.40 6.19 (11.00, 41.00) 

Female 22.08 5.09 (12.00, 32.00) 

Academic Identity – Foreclosure 
Male 30.27 6.62 (14.00, 42.00) 

Female 30.43 6.17 (19.00, 46.00) 

Academic Identity – 

Moratorium 

Male 30.65 5.59 (14.00, 40.00) 

Female 30.70 6.17 (10.00, 44.00) 

Difference in Expectation vs. 

Actual Performance on 

Quantitative 

Male 0.12 5.72 (-17.00, 16.00) 

Female -3.85 6.73 (-21.00, 15.00) 

 

Hypothesis Testing. It was predicted that when females were exposed to only the 

negative stereotype, their performance would decrease relative to the control group. It 

was also predicted that when females were exposed to both the positive and negative 

stereotypes, they would suppress the negative identity, and thus would perform as well as 

the control group and better than the negative stereotype group. As shown in Table 3, an 

ANOVA determined that gender and the interaction between gender and experimental 

condition were statistically significant at a p=.05 level, while experimental condition was 

marginally significantly (p=.10) related to scores on the math test. Furthermore, post-hoc 

tests found that math-identified females performed significantly better when they were 

exposed to the negative statement about female ability in math as compared to the control 

group (p<.05). While females performed second best in the condition where both the 

positive and negative stereotype was activated, this was not significantly different from 

either the control or the negative stereotype group.  
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Table 3. ANOVA Table 

Source df F η p 

Condition 2 2.37 0.20 0.10 

Gender 1 4.06 0.19 0.05 

Condition*Gender 2 3.71 0.25 0.03 

 

Math-identified males on the other hand performed best in the control group, and this was 

significantly better than the dual stereotype condition (p<.01). They performed second 

best under the negative stereotype condition but not significantly better than the control. 

These results are shown in Table 4. 

 

Table 4. Condition*Gender Comparisons 

Condition Gender Mean 

Std. 

Error 

95% Confidence 

Interval 

Control Male 

Female 

80.35 

59.26 

4.86 

4.29 

(70.73, 89.98) 

(50.76, 67.77) 

Negative Stereotype Male 

Female 

75.34 

71.36 

4.41 

4.43 

(66.61 84.07) 

(62.59, 80.13) 

Positive & Negative 

Stereotype 

Male 

Female 

62.73 

65.05 

4.39 

4.37 

(54.03, 71.44) 

(56.39, 73.70) 
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Discussion 

The purpose of this study was to replicate the experiment conducted by Rydell, 

McConnell, and Beilock (2009) but to include non-targets of threat, namely males to 

ensure that the manipulation they used was relevant to the study of stereotype threat. 

Specifically, it looked at how explicitly invoking multiple identities under stereotype 

threat would affect performance on a difficult math test. It was found that females 

performed best when confronted with the explicit negative stereotype. Additionally, 

males performed best under the control condition, but worse when the stereotypes were 

introduced. 
In Rydell, McConnell, and Beilock’s (2009) article, they found that when 

explicitly confronted with both a negative stereotype about math performance – that 

college students performed well on tests of quantitative ability but females did not, 

females performed better on a math test as compared to when they were only confronted 

with the negative stereotype. This attempt at replication not only failed to repeat their 

results, but also showed that the manipulation affected a non-target group. They argued 

that based on social identity theory, we want to have a positive opinion of ourselves and 

when confronted with two aspects of our identity, one associated with a positive 

stereotype and one with a negative stereotype, that we will focus on the positively 

stereotyped identity and suppress the negatively stereotyped one. 

Furthermore, a cognitive imbalance occurs when a stereotype about part of your 

identity conflicts with what you know about yourself. Therefore, if you are a female who 

identifies strongly with math but are confronted with a negative stereotype about female 

math performance on standardized tests, this does not fit logically with what you know of 
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yourself, which leads to self-doubt, a heightened vigilance for not confirming the 

negative stereotype, and thus a decrease in performance (Schmader et al., 2008, Johns & 

Schmader, 2010; Schmader & Beilock, 2012). In the current study however, females did 

not perform significantly better in the condition where both positive and negative 

stereotypes were presented. In comparison to the control condition, females who only 

saw the negative stereotype performed significantly better; this performance was also 

better than those who saw both positive and negative stereotypes, but that difference was 

not significant. One potential explanation for these contrasting results is that the 

participants had ample time to complete the quantitative items. If the threat induced a 

state of hyper vigilance, especially to that of preventing errors, the time factor could have 

compensated for the fact that this concentration on accuracy slowed the females down. A 

future study should vary the time allowed to complete the math questions in order to rule 

this out. However, this could also be interpreted as a non-valid manipulation of threat. To 

further that claim, it is important to consider the effect on non-targets of threat. 

Surprisingly, males performed the poorest in the condition where they were 

presented with both the positive and negative stereotypes. Could this outcome also be 

stereotype priming? In this condition males performed significantly worse than both the 

control condition as well as the condition which only saw the negative stereotype about 

females and math. If a decrease in performance is due to a cognitive imbalance, which in 

turn is caused by a mismatch in self-perception and a stereotype related to an aspect of 

one’s identity, it fails to really explain this difference. When a male college student who 

identifies with a math domain is confronted with a negative stereotype about female math 
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performance, according to social identity theory, it should not affect him, as being female 

is not a part of his identity. However, the results from this study do not support this logic. 

Did the males interpret the stereotypes as pressure on themselves to perform well? 

Previous work on a related phenomenon known as stereotype lift has shown that 

performance of non-targets can actually increase when they are aware of a negative 

stereotype about a group which they are not a member of (Walton & Cohen, 2003). For 

example, it has been shown that when taking a math test which is known to produce 

gender differences, females tend to perform worse than a control group while males will 

perform better (Shih, Pittinsky, & Ho, 2013). Perhaps this actually occurred in the control 

groups for this experiment, as this condition had both the lowest scores for females and 

highest scores for males. However, it fails to fit the other conditions in this experiment 

which suggests something else, such as stereotype priming was occurring. More research 

that looks into what happens within genders under stereotype threat is needed. 

Conclusion and Future Directions 

This study failed to replicate the findings of Rydell, McConnell, & Beilock 

(2009), and in fact had almost reverse effects. However, through the use of non-targets of 

threat, in this case males, it supports the idea that explicit manipulation of stereotype 

threat may be invalid. The fact that males were adversely affected by the negative 

stereotypes about females is evidence of stereotype priming effects, rather than stereotype 

threat effects. More research is needed to not only determine if multiple identities are 

truly a protective factor in the face of stereotype threat (see the proposed program 

evaluation in Appendix C), but to also further refine how we study threat. 
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Academic Identity Measure (Was & Isaacson, 2008) 

 

1. Good grades have always been important for me because I like to make my 

parents proud.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

2. Sometimes I think the reason I’m in college is I have nothing better to do.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

3. I’m not sure what occupation I want after college and I’m not really concerned 

about it yet. 

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

4. A college education is a high priority for me and I’m willing to make sacrifices. 

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 
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5. I’ve considered a number of college majors and have decided which one is best 

for me. 

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

6. I always knew my college major mainly from the guidance I received from my 

family.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

7. I want a college education but sometimes I’m not sure I can make the 

commitment.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

8. I don’t worry about grades very often and rarely set academic goals for myself.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

9. How I do in school is important to me because others are counting on me to do 

well. 
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(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

10. I’ve never decided on my own about college. I just did what friends and family 

expected of me.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

11. My priorities for school come from my early experiences. I usually just accept 

what is expected of me.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

12. My view of grades and studying fluctuates; sometimes I am conscientious, other 

times I am lazy.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

13. If I had to pay for my own education, I probably wouldn’t be in school even if I 

had the money.  

(1) (2) (3) (4) (5) 
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Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

14. Sometimes I feel responsible for my learning but other times I feel it is out of my 

hands.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

15. In class, my mind often wanders and I often wish I were someplace else.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

16. An important reason I chose to go to college was my family wanted me to go. 

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

17. If a class is important, I can concentrate even if the teacher or topic is boring.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

18. I feel comfortable being responsible for my education and learning.  
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(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

19. Of all of the reasons to be in college, one of my most important reasons is social 

and friendships.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

20. I feel I have to attend every college class; otherwise my parents would be upset.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

21. Some days I am enthusiastic about learning, but other days I don’t really care.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

22. I try to write down everything the professors say but I seldom think about 

applications.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 
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23. If a class is very difficult, I will usually give up and blow it off.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

24. My priorities in school are in transition. Some days I am serious, other days I 

have other priorities.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

25. When I do poorly on a test, I think of what I did wrong and try to solve the 

problem.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

26. I don’t have clear priorities for school and life. I usually just go with the flow.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

27. I want to complete my school work but I often look back and realize I didn’t set 

aside the time.  
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(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

28. I find most class topics at least somewhat interesting – I’m seldom bored in class.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

  

29. If a class is very difficult, I buckle down and study more so I don’t disappoint 

other people.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

30. Although I have many priorities, learning in school is always one of my most 

important goals.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

31. Sometimes I feel confident I know what I want from my education but other days 

I’m not so sure.  

(1) (2) (3) (4) (5) 

Strongly Disagree Neither Agree Agree Strongly Agree 
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Disagree Nor Disagree 

 

32. I know why I am in college and have clear goals that I want to achieve.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

33. When I do poorly on a test, I get upset and worry what friends and family might 

think of me.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

34. Sometimes I get upset when I do poorly on a test and other times I just let it slide.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

35. Finding time to study often takes a back seat to social and recreational activities.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

36. When a course is demanding, my first reaction is to work harder, but sometimes I 

give up.  



 26 

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

37. Sometimes I am interested in what is being discussed in class but other days I am 

bored.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

38. When school is challenging, I find a way to learn even if I have to try new ways 

to study.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

39. Most of the material I am asked to learn in my classes is boring.  

(1) (2) (3) (4) (5) 

Strongly 

Disagree 

Disagree Neither Agree 

Nor Disagree 

Agree Strongly Agree 

 

40. Finding time to study may be difficult so I set aside time to complete my school 

work.  

(1) (2) (3) (4) (5) 

Strongly Disagree Neither Agree Agree Strongly Agree 
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Disagree Nor Disagree 

 

Scoring: 

Diffusion (lack of exploration or commitment): 2, 3, 8, 13, 15, 19, 23, 26, 35, 39 

Achievement (commitment to a set academic values): 4, 5, 17, 18, 25, 28, 30, 32, 38, 40 

Foreclosure (academic identity depends on significant others): 1, 6, 9, 10, 11, 16, 20, 22, 

29, 33 

Moratorium (time of academic indecision): 7, 12, 14, 21, 24, 27, 31, 34, 36, 37 
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Mathematics Domain Identity (Walton, 2008) 

 

Students have different thoughts and feelings about their math classes. Please read each 

statement carefully and use the scales to rate your opinions about math and your math 

class.  

 

For me it is possible to… 
Not 

Possible 

Not Very 

Possible 

Somewhat 

Possible 
Possible 

Very 

Possible 

Think like a mathematician.      

Be a math helper or tutor.      

Not be able to do the math 

required for my job when I 

graduate. 

     

Get a good grade in a math 

course. 

     

Earn poor grades in math 

courses. 

     

Be one of the top students in a 

math class. 

     

Be afraid to take more math 

classes. 

     

Help my friends get good 

grades in a math class. 

     

Use my math skills to solve      
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problems outside of school. 

Fail a math class.      

Major in math.      

Do poorly on my next math 

test. 

     

Become a math teacher.      

Get a job that requires math 

skills. 
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Graduate Record Examination (GRE) Quantitative Questions 

Please answer the following questions to the best of your ability. You may use scratch 

paper if you would like. You will have 40 minutes to complete this section. 

 

1)  

Quantity A:   x      

 Quantity B:   y   

 From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 

A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 

  

2) It is given that    (x - 2y)(x + 2y) = 4     

Quantity A:   x
2
 – 4y

2
   

Quantity B:    8    

From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 
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A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 

  

3) A certain recipe requires 3/2 cups of sugar and makes 2 dozen cookies.       

Quantity A:   The amount of sugar required for the same recipe to make 30 cookies   

Quantity B:    2 cups        

From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 

A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 

  

4) A power station is located on the boundary of a square region that measures 10 miles 

on each side. Three substations are located inside the square region.      

Quantity A: The sum of the distances from the power station to each of the substations   

Quantity B: 30 miles     

 From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 

A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 
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5) It is given that 6 is less than x, which is less than 7, and y = 8     

Quantity A:     x/y    

Quantity B:    0.85       

 From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 

A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 

 

6)  

It is given that O is the center of the circle and the perimeter of triangle B O A is 6.     

Quantity A:   The circumference of the circle    

Quantity B:    12      

From the answer choices given, select and indicate the one that describes the relationship 

between quantity A and quantity B. 
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A. Quantity A is greater. 

B. Quantity B is greater. 

C. The two quantities are equal. 

D. The relationship cannot be determined from the information given. 

 

7) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given.   The system of equations    

7x + 3y = 12, and   

3x + 7y = 6 is given.  

 If x and y satisfy the system of equations given, what is the value of x-y? 

A. 2/3 

B. 3/2 

C. 1 

D. 4 

E. 6 

  

8) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given. If (5
5x

)(25) = 5
n
, where n and x are integers, what is the value of n 

in terms of x. 

A. 5x + 1 

B. 5x + 2 

C. 5x + 5 

D. 10x 

E. 10x + 2 
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9) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given. In the sunshine, an upright pole 12 feet tall is casting a shadow 8 

feet long. At the same time, a nearby upright pole is casting a shadow 10 feet long. If the 

lengths of the shadows are proportional to the heights of the poles, what is the height, in 

feet, of the taller pole? 

A. 10 

B. 12 

C. 14 

D. 15 

E. 18 

 

10) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given.  If k is the smallest prime number greater than 21 and b is the 

largest prime number less than 16, then kb = 

A. 299 

B. 323 

C. 330 

D. 345 

E. 351 

 

11) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given.   

List R: 28, 23, 30, 25, 27   

List S: 22, 19, 15, 17, 20   The median of the numbers in list R is how much greater than 

the median of the numbers in list S? 
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A. 8 

B. 10 

C. 12 

D. 13 

E. 15 

  

12) This question has five answer choices, labeled A through E. Select the best one of the 

answer choices given. Each month, a certain manufacturing company’s total expenses are 

equal to a fixed monthly expense plus a variable expense that is directly proportional to 

the number of units produced by the company during that month. If the company’s total 

expenses for a month in which it produces 20,000 units are $570,000, and the total 

expenses for a month in which it produces 25,000 units are $705,000, what is the 

company’s fixed monthly expense? 

A. $27,000 

B. $30,000 

C. $67,500 

D. $109,800 

E. $135,000 
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Table 1. Participants by Group 

 Control Gender Gender & College 

Female 
Gains: 12 

Losses: 15 

Gains: 14 

Losses: 8 

Gains: 14 

Losses: 11 

Male 
Gains: 7 

Losses: 11 

Gains: 12 

Losses: 11 

Gains: 10 

Losses: 12 
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Table 2. Comparison of Scores on Math Domain Identity, Academic Identity, and 

Expectation/Performance by Gender 
 

Measure Gender Mean SD (Min, Max) 

Math Domain Identity 
Male 47.22 9.75 (22.00, 70.00) 

Female 42.53 9.14 (8.33, 91.67) 

Academic Identity – Achieve 
Male 36.13 5.79 (20.00, 46.00) 

Female 37.69 5.47 (23.00, 48.00) 

Academic Identity – Diffusion 
Male 25.40 6.19 (11.00, 41.00) 

Female 22.08 5.09 (12.00, 32.00) 

Academic Identity – Foreclosure 
Male 30.27 6.62 (14.00, 42.00) 

Female 30.43 6.17 (19.00, 46.00) 

Academic Identity – 

Moratorium  

Male 30.65 5.59 (14.00, 40.00) 

Female 30.70 6.17 (10.00, 44.00) 

Difference in Expectation vs. 

Actual Performance on 

Quantitative 

Male 0.12 5.72 (-17.00, 

16.00) 

Female -3.85 6.73 (-21.00, 

15.00) 
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 Table 3. ANOVA Table 

Source df F η p 

Condition 2 2.37 0.20 0.10 

Gender 1 4.06 0.19 0.05 

Condition*Gender 2 3.71 0.25 0.03 
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Table 4. Condition*Gender Comparisons 

Condition Gender Mean Std. 

Error 

95% Confidence 

Interval 

Control Male 

Female 

80.35 

59.26 

4.86 

4.29 

(70.73, 89.98) 

(50.76, 67.77) 

Negative Stereotype Male 

Female 

75.34 

71.36 

4.41 

4.43 

(66.61 84.07) 

(62.59, 80.13) 

Positive & Negative 

Stereotype 

Male 

Female 

62.73 

65.05 

4.39 

4.37 

(54.03, 71.44) 

(56.39, 73.70) 
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Program Evaluation Proposal 

Background 

 Female retention and graduation rates in science, technology, engineering, and 

mathematics (STEM) degree programs continue to be a major problem (United States 

Department of Education, 2012). Research suggests that constant exposure to stereotype 

threat could be one reason for this trend; repeated exposure to a negative stereotype about 

a part of one’s identity can lead to disidentification with that domain (Steele & Aronson, 

1995; Steele, 1997; Major, Spencer, Schmader, Wolfe, & Crocker, 1998; Spencer, Steele, 

& Quinn, 1999). A study conducted in 2008 by Good, Aronson, and Harder found that by 

indicating a test was gender neutral (or gender-fair), or that it did not show gender 

differences in performance, the researchers were able to nullify the effects of stereotype 

threat. Could elimination of stereotype threat on course examinations help address the 

female retention problem in STEM fields? 

Statement of Purpose 

This program evaluation seeks to answer the following questions: Do female 

students perform better on exams when told the tests are gender-fair? Do female students 

who continue to take these “gender-fair” tests persist longer in their STEM majors and 

have higher graduation rates? This evaluation consists of one first order outcome, two 

second order outcomes, and one third order outcome. The first order outcome is directly 

related to exam and course grades and will be compared to previous, historical data, as 

well as other sections of the same courses that will not be given the “gender-fair” tests 

(control group). The second order outcomes will be the females’ STEM identity beliefs 

after the course, compared to scores on initial STEM identity measurements administered 

at the beginning of the course, as well as data on whether or not they stayed in their 
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major, compared to both historical data and retention rates of the control group. The third 

order outcome will be graduation rates of female STEM majors, compared to both 

historical graduation rates and graduation rates of the control group.  

Procedure 

 This program will use an Applied Research Oriented Evaluation, and select a few 

sections of introductory STEM courses (from instructors who teach more than one 

section) to test the use of exams labeled as “gender-fair.” Content is standard across 

sections of these courses, and the researcher will ensure that each section selected for the 

intervention group has a paired section, taught by the same instructor, that will not take 

these exams. With having control sections of the course and identical content delivery in 

the lecture for each pair of sections, the hypothesis that labeling an exam as “gender-fair” 

will not only have short-term benefits (higher grades by female students), but will also 

lead to an increase in the number of female students being retained in and graduating 

from STEM majors.  

Research Questions, Variables, and Analysis 

The first question that this evaluation seeks to answer is: Do female STEM 

students perform better on course examinations when the tests are presented as gender-

fair? Unit examinations scores and overall course scores will be used. These measures 

will be compared across sections and will be written by STEM faculty. An ANCOVA 

will be used to analyze the results. 

The second question this evaluation seeks to answer is: Do female students who 

continue to take these gender-fair tests persist longer in their STEM majors? This 

question will be answered by measuring the number of female students who were still in 

their STEM major the year after the gender-fair tests were used. These data will be 
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compared to both the peer control group as well as historical rates of persistence. An 

ANCOVA will be used to analyze the data. 

A third question this evaluation seeks to answer is: Do female students who take 

gender-fair examinations retain or strengthen their STEM domain identities? STEM 

domain identity will be measured both at the beginning of the semester as well as the end 

of the semester where the gender-fair examinations were used. Data will be analyzed 

using a repeated-measures ANCOVA. 

The final question this program seeks to answer is: Will use of STEM course 

examinations labeled as gender-fair lead to higher graduation rates of female STEM 

majors? Graduation rates will be measured using historical data on graduation rates, as 

well as graduation rates of both intervention and control groups. These data will be 

analyzed using an ANCOVA. 

Program Components 

The objective of the Gender-Fair Exam Program is to determine if using course 

examinations labeled as “gender-fair” will lead to better performance in introductory 

STEM courses and improved retention and graduation rates in STEM majors (see 

Diagram 1). The intended first order outcome is that female student performance on 

examinations will improve after using these gender-fair tests, relative to a control group 

of students that will take the normal tests. The second order outcomes are that female 

students will persist longer in their STEM majors (determined if they are still enrolled in 

their major during the year following the program). The third outcome is that there will 

be an improvement in overall graduation rates of female STEM majors after the 

introduction of these gender-fair tests. The following inputs are needed for the program to 

operate: (1) STEM faculty; (2) Introductory STEM courses; (3) STEM students; (4) 
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classrooms; (5) STEM exams to be re-labeled as “gender-fair. The program is 

constrained by the amount of time and money it would take to reissue the examinations 

with the new label and statement.  

The gender-fair exam program for STEM majors will provide female students 

(see Diagram 2): 

(1) Instruction on STEM course content – Direct and indirect instruction will 

come from faculty in the STEM fields 

(2) Constant or improved STEM domain identity – By labeling the examinations 

as gender-fair, this will buffer from stereotype threat effects and the subsequent chance of 

disidentification with the STEM domain. 

Students will take course examinations, which provide opportunities to solve 

STEM problems and evaluate their understanding of course concepts (see Diagram 3). 

Use of gender-fair examinations will allow for a reduction in stereotype threat, which will 

allow female students to perform better on the course examinations. This will lead to an 

increased confidence in mastery of the course content and thus will either improve or 

keep constant their STEM domain identity. 
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DIAGRAM 2 
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DIAGRAM 3– Get practice, immediate feedback, and adaptive and scaffolded assistance 
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