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Business intelligence is an area where data and actionable information

can be analyzed and provided to make more informed business actions. In

general, any technique that contributes to better business decisions can be

categorized in business intelligence techniques. Particularly, business process

management is a subarea that focuses on improving business performance by

managing and optimizing business processes; management data mining is a

subarea that applies data mining techniques to gain better business perfor-

mances.

In business process management, a business process is a collection of

relevant, structured activities or tasks that produce specific services or prod-

ucts for certain business goals. Business process modeling refers to the activi-

ties of representing intra or inter-organization processes, such that the current

processes can be analyzed or improved. While abundant business process mod-

eling techniques and their associated analyses have been proposed to capture
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different aspects of business processes, modern business processes can be very

complicated such that many properties, such as performance optimization and

evaluation, still cannot be accurately described and understood.

Management data mining refers to applying data mining techniques in

multiple domains of business managements, e.g., supply chain management,

marketing analysis. Typical research topics include building models to provide

feedbacks for skewing supply chain policies or marketing strategies. Tradi-

tional research tend to build generic models given specific scenarios, that are

argued to easily cause inaccuracies with more granular disturbances.

My thesis focuses on approaches handling the challenges in business

process optimization and evaluation and its associated data analysis. Specif-

ically, I propose a data-centric technique for modeling composite business ac-

tivities by including components of data, human actors, and atomic activities.

Furthermore, I explore this technique in two major dimensions. First, by

applying this technique in workflow-based business processes, I explore the

possibility of reconstructing these processes by modifying the execution order

of business activities, and develop efficient algorithms to approach optimal

temporal performance for data-centric business processes. Second, I build a

symbolic process generator to stochastically generate symbolic data-centric

business processes that can be used to analyze their properties and evaluate

optimization approaches according to end-users’ specification. Moreover, I

zoom in a granular data type of inventory management process and build data

mining models to forecast it.
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The major contributions of my thesis include: 1) proposing a data-

centric business process modeling technique that emphasizes business artifacts

compared with traditional workflow-based modeling techniques; 2) developing

approaches to optimize the temporal performance of the data-centric business

processes; 3) applying my symbolic process generator so that data-centric

business processes can be simulated and provided with quick and inexpensive

analyses. 4) building data mining models for forecasting inventory shipments

based on real-world data sets.
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Chapter 1

Introduction

Business intelligence refers to techniques that analyze and provide data

and actionable information such that better business decisions can be made.

Some typical business intelligence areas include business process management

and management data mining.

In business process management, a business process is an assembly of

tasks to accomplish a business goal(s). Recently, the emergence of IT innova-

tions have been applying the concept of workflow systems to assist the execu-

tion of business processes and enabling automation in design, operation, and

management of business processes [1]. Research about business processes are

mainly focused on modeling techniques (e.g., [2–10]), and verifying properties

of business processes and workflow (e.g., [11–19]), etc.

Management data mining uses data mining techniques to different do-

mains of business management such that the feedback or the improvements

of the current strategies and policies can be provided. For instance, some

classic research domains are about building models for marketing policies and

customer relations(e.g., [20–26]), and inventory managements (e.g., [27–36]).
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1.1 Research Context

Traditional modeling techniques for business processes mainly include

flowcharting [2–4], IDEF family [5, 6], Petri Nets [7], etc. While each of these

graphics-based techniques models business processes with their preferred em-

phasis, it is argued in [37–39] that these approaches are incomplete, implicit

and inadequate in handling the business process modeling for complex business

goals. Data-centric business process modeling techniques [11, 40, 41], on the

other hand, emphasize business artifacts, including data relevant to business

entities, along with information about the macro-level lifecycle that these en-

tities move through. As opposed to other modeling techniques that only focus

how workflows are operated, data-centric business processes enable additional

understandings of business artifacts.

In the realm of business process modeling, optimization refers to the

automated improvement of business processes using pre-specified quantita-

tive measures of performance (objectives) [42]. A group of researchers believe

that ideally, a holistic approach for business process modeling should optimize

business processes and eventually generate improved ones [42, 43]. Among all

the business process metrics, time is an important one. A large portion of

the relevant research is based on scheduling, that mathematically models the

optimal resource allocation of business processes in terms of specified objec-

tives [44–47]. While these approaches aim to optimize time-relevant business

applications, it is argued in [48] that they can only be applied in simplified

and ideal business processes where their constraints and objectives can be
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mathematically modeled.

Another challenge of business process optimization is the difficulty in

finding suitable business processes to be studied [49]. On the other hand,

given suitable business processes, it can be complicated and time-consuming

to capture, verify, and analyze them [50–52]. Although some approaches [49–

51] can improve the efficiency of modeling business processes under certain

constraints, they still assume the business processes to be used by their studies

already exist. Even if they do exist, they may be difficult to be captured and

modeled.

In enterprise-level business process managements, Inventory manage-

ment has been a long-lasting research topic in business process management.

Particularly, it can connect other components of business processes, such as

manufacture, procurements, and sales. Nowadays, it has become more chal-

lenging since the business operations are becoming more intrigue. To handle

these challenges, the concept of lean inventory management [27], is introduced

such that the efficiency and profit of inventory management can be improved.

Many approaches have been proposed to contribute to lean inventory

management [28] [29] [30] [31] [32] [33] [34] [35] [36] [53] [54]. One of them is

predicting inventory metrics for helping business actors in making plans and

decisions [55] [56] [57] [58] [59]. For instance, forecasting demands that are

intermittent and low volume in enterprises with large-scale inventory systems

[57], planning safety stock by forecasting incoming demands [56], etc. Most of

the these approaches build their models by generalizing inventory management

3



scenarios and evaluate them with historical data or simulations.

1.2 My Solutions

My thesis aims at developing modeling techniques to provide solutions

for business process optimization and evaluation and its data analysis. I devel-

op a data-centric business process modeling technique. Furthermore, I develop

techniques to optimize the temporal performance of the data-centric business

processes by reconstructing them. I also build a symbolic process generator

to stochastically generate symbolic data-centric business processes that can

be used to analyze their properties and, hence, evaluate my temporal opti-

mization techniques. Lastly, I present a framework to forecast typical business

process data, i.e., inventory shipments and have it evaluated with real-world

data sets extracted from Oracle EBS systems.

1.2.1 Data-Centric Business Process Modeling (SOSE’14)

My data-centric business process modeling technique explicitly models

composite business activities that represent business processes with a well-

defined syntax, that is reified from modeling techniques for software process-

es [60,61]. A composite business activity is specified as a tuple of components:

data, human actor, and atomic activity, where data is further modeled to indi-

cate its states and life cycle in workflows within a composite business activity.

As in [62], an atomic activity is defined as the activity which executes a single

unit of work. That means partial data or activity generated within an atom-

4



ic activity that does not impact on the business artifacts is not represented.

Human actor refers to role executing or involved with atomic activities in the

composite activity. Note that the modeling of a composite business activity is

subjected to ensuring that all atomic activities are executed by specified roles.

For the sake of brevity, I do not take time or location into consideration.

Moreover, a subprocess is defined to be composed of business activities

in execution order. Subprocesses that are bounded by the identical conver-

gence or divergence relations are defined as a cluster. A business process is

configured by clusters and their placements (SOSE’14 [63]).

1.2.2 Temporal Performance Optimization upon Data-Centric Busi-
ness Processes (SCC’14, IJSC)

Assuming deterministic components of business activities that cannot

be redesigned in my approach at this point, my time-optimization approach

aims at reconstructing business processes by modifying the execution order

of business activities, and by relocating business activities from their original

subprocesses to others.

With an apriori knowledge (i.e., either known or estimated) of time of

each business activity as in [1, 64], my approach is initiated by determining

whether a business activity is eligible for relocation in a business process.

Given a subprocess that a business activity is not originally located in, the

business activity is determined to be eligible for relocation to the subprocess

only when it is, as defined in my approach, forwardly moveable, backwardly

5



moveable, or loosely-parallelled moveable to the subprocess.

For any subprocess, given the working time that is defined similar to the

total lapse time to complete a process unit (e.g., business activity, subprocess,

and process), as in [65,66], its waiting time is defined as the time duration of

its idle state when other subprocesses are being executed. In my approach, the

temporal optimization of a subprocess is essentially to reduce its waiting time

by filling its idle states, in other words, executing eligible business activities

from other subprocesses. By selecting the proper eligible activities according

to their temporal gains for reducing the waiting time of target subprocess, my

algorithm effectively minimizes its waiting time.

Furthermore, I develop an algorithm to approach optimal average tem-

poral performance of clusters. Similar to the mechanism of selecting eligible

activities for a single subprocess, my algorithm to approach optimal average

temporal performance of clusters modifies the criteria of temporal gains of el-

igible activities to emphasize their contributions to reduce the working time

of the clusters that it is relocated from/to. (SCC’14 [67], IJSC ).

1.2.3 Generating Symbolic Business Processes for Data-Centric Busi-
ness Process Evaluation (SCC’15)

In this thesis, I introduce an approach, namely G-DCBP, to generate

symbolic business processes, rather than discovering real-world business pro-

cesses, for evaluating approaches to optimize data-centric business processes.

While the latter is more desirable, the difficulties in gaining access to them

6



can be significant.

Implemented in Java, G-DCBP generates process components (i.e., da-

ta, activities, subprocesses, and clusters) and creates a hierarchy that incor-

porates them into data-centric business processes. The inputs of G-DCBP are

simply the number (stochastic and deterministic) of the process components,

where the stochastic inputs are used to derive their response time values by

applying pre-determined stochastic models.

Data symbolization is a fundamental factor in demonstrating my sym-

bolic data-centric business processes. In G-DCBP, data1 are symbolized by

combining English letters for the different data types (e.g., input data, out-

put data) defined in [63]. Accordingly, activities are delineated by their as-

sociated data and data types. Subprocesses are represented with serialized

activities in their execution order and clusters are represented as combined

parallel subprocesses.

Data flow patterns, are considered as another important factor in con-

structing data-centric business processes and stating the global business effects,

properties, and objectives. In G-DCBP, data flows are described by transitions

and transmissions of data in both macro- and micro-levels. A micro-level data

flow illustrates that newly-generated data, along with the data that is inher-

ited from the executed activities, are assigned to the associated unexecuted

activities. Macro-level data flows are delineated by aggregating micro-level

1In this thesis, italic expressions are used to represent components of G-DCBP, while the
corresponding regular expressions are used to represent the theoretical concepts
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data flows between subprocesses and clusters.

To validate the efficacy of G-DCBP, its generated symbolic processes is

used to evaluate the approach to improve temporal performance of data-centric

business processes by changing the execution order of business activities, as

proposed in [67], where the two critical theories (eligibility verification for busi-

ness activity relocation and the algorithm to improve temporal performance)

are mapped from the concepts to G-DCBP implementations. The evaluation

results reflect the degree of temporal improvements of business processes in

different scenarios (SCC’15 [68]).

1.2.4 Predicting Inventory Shipments (SCC’16)

In this thesis, I present approaches to predict shipments using historical

data from Oracle EBS system [69]. Shipment is an important metric in inven-

tory management, that directly reflects enterprises’ operating performances.

Predicting shipment can bring multi-aspect benefits, such as better planning

of slotting, feedback to make manufacture orders, etc.

Oracle E-Business Suite (EBS) system is widely used in enterprises for

operation management. Specifically, the studied data is extracted from the in-

ventory management module of the Oracle EBS system in a GPS-manufacturing

company, namely A, where inventory transactions are explicitly recorded in

multiple dimensions. Typically for any customer, its Oracle EBS system is

customized based on a unified standardized functionality. Therefore, to ana-

lyze the data from the system, it is necessary to understand the features of
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the system design. In this thesis, our first task is to recognize the features of

the inventory management functionality of A’s Oracle EBS system and extract

the data that need to be analyzed accordingly.

One way to predict inventory is to directly apply time series forecasting

algorithms, e.g., ARMA [70]. Some approaches apply other types of learning

algorithms and adjust them to be suitable for time series analysis, such as the

K Nearest Neighbors (KNN) algorithm in [71] [72], where for each data point

as an output, its input is defined as a group of vectors that occur within every

24 hours. K of those data points whose inputs are nearest to the future data

points are averaged to be its predicted value. Both techniques are applied here

to predict the inventory shipments. The results suggest that the latter has a

better accuracy.

Note that in KNN implementations, the optimal prediction accuracy

can be achieved when K equals 1, that is, the predicted data is determined to be

the one whose input is the nearest to the input of the predicted data. We then

modify the KNN algorithm such that the nearest data point of the predicted

data can be quickly identified. Furthermore, to reduce the redundancy of

computations, we develop a new algorithm that selects and aggregates the

data points, and determines the nearest one to the predicted data from them.

The evaluation results indicate that the majority of the test cases can approach

similar prediction accuracy with much less computation time.
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1.3 Contributions

The contributions in this thesis are listed as follows.

• Data-Centric Business Process Modeling. I propose a data-centric

business process modeling technique that is based on its prototype con-

cepts, for in-depth understandings of the overall effects of business enti-

ties as well as workflow-based business process optimization and evalua-

tion.

• Temporal Performance Optimization for Data-Centric Business

Processes. I identify under which circumstances the temporal perfor-

mance of data-centric business processes can be optimized, and develop

approaches to automatically optimize it accordingly.

• Generating Symbolic Business Processes for Data-Centric Busi-

ness Process Evaluation. I propose a symbolic business process gen-

erator (G-DCBP) to stochastically generate symbolic data-centric busi-

ness processes for a quick and inexpensive evaluation for approaches of

business process modeling and optimization.

• Simulation Studies. I conducted simulations for my approach to op-

timize the temporal performance of data-centric business processes by

using the symbolic business processes produced by G-DCBP. The simu-

lation results can validate the efficacy of both the data-centric business

process modeling technique and its temporal optimization approaches,
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and discover the degrees of impacts on the temporal performance im-

provement from different business process properties.

• Predicting Inventory Shipments. I provide rationale to extract and

preprocess the studied data such that they can be desirably presented

in Oracle EBS systems. Moreover, I design algorithms that tailer the

manner of featuring the current data points with past ones and achieve

much better response time performance compared and similar prediction

accuracy with existing algorithms.

1.4 Organization

The rest of this document is organized as follows.

Chapter 2 presents the background and existing work for the areas that

I mainly work on, i.e., business process modeling techniques, optimization, and

evaluation approaches.

Chapter 3 presents the data-centric business process modeling tech-

niques.

Chapter 4 presents the approaches to determine the eligibility of busi-

ness process reconstruction and to optimize temporal performance of data-

centric business processes due to different business goals.

Chapter 5 presents the symbolic data-centric business process generator

and uses it to evaluate the efficacy of my approaches to optimize the temporal

performance of data-centric business processes.
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Chapter 6 presents the framework to predict inventory shipments from

the real data sets extracted from the Oracle EBS systems.

Chapter 7 concludes the dissertation.
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Chapter 2

Background

In this chapter I present the background and some related work in the

research areas of business process modeling technique, business process opti-

mization, evaluation of business process optimization, and predictive modeling

for business managements.

2.1 Business Process Modeling Techniques

A number of approaches have been used to provide techniques for mod-

eling business processes. Flowcharting, showing the scope of the whole business

process and tracking the flows of its associated information, was initially pro-

posed by Schriber in [3]. Subsequent work, such as [4], improves this technique

by introducing diagrams to include the principles of decision sciences. BPM-

N [2] standardizes the flowcharting diagrams to bridge the communication

gap between business process design and implementation, and is now widely

used [15, 16]. The IDEF family integrates business processes and data struc-

tures. IDEF0 [5] is designed to model the activities in terms of organizations,

while IDEF3 [6] is modeled as process flows to indicate how organizations work.

Role activity diagrams [73] concentrate on modeling roles with their associated
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activities and relations in the context of roles execution as critical resources.

These graphics-based techniques excel in the global demonstrations of busi-

ness processes. However, graphics can be simplified when business processes

become too complex or expanded to provide full details. The XML-based

modeling languages, such as BPEL [8] and BPML [62], are designed as the

executable languages for specifying the activities of business processes to sup-

port web services. Though capable of “expressing executable processes that

address all aspects of enterprise business processes”, it is argued that they

are user-unfriendly and fail to convey the concepts of human actors and data

models [37].

Business activities are sometimes viewed as actions executed in business

processes, as in [15] and [16]. Moreover, for different research needs, business

activities sometimes require multiple views within one approach, e.g., [74],

where they are viewed purely as actions of business logics in one example

while viewed as compositions of actions of business logics and data in anoth-

er example. Some approaches realize the modeling of business activities by

viewing business activities as representations of different levels of granularity.

For instance, in BPML [62], business activities are categorized into two types:

complex activities and simple activities. A complex activity is an activity that

contains one or more simple activities, establishes a context for their execution,

and directs their execution by a definition of a specified activity set.

The identification and measurement of metrics of business process mod-

eling has recently become an interest for researchers. A group of researchers
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have adapted the concepts of metrics in the discipline of software engineering

and map them to be the needed metrics of business process modeling. For

instance, a typical software metric, lines of code (LOC), is logically mapped

to derive the “number of activities” in [75]. The authors of [76] derive a set

of metrics for business processes after reifying the metrics of software process-

es. Moreover, some researchers propose metrics for evaluating certain non-

functional requirements. A metric of weighted coupling is designed in [77]

to evaluate the degree of coupling between different types of interrelations of

business activities and processes. Metrics for evaluating the similarity between

process models, are provided from the label-based, structural, and behavioral

dimensions in [78]. IT-level metrics are favored to describe the artifacts and

performance of IT systems in the realm of service-oriented business process-

es [79]: business-level, application-system-level, and the IT-infrastructure-level

attributes are considered to be critical in representing the properties of the a

networked-service, which is implemented by or implements other services of

business processes.

Dependency among the metrics of business process modeling refers to

the degree of one component of a business process relying on other components.

The researchers of [80] generate one-to-one, one-to-many, and many-to-many

dependencies to describe the degree of how objects and activities of business

processes rely on each other. By exploring the dependencies between local

business processes and global business processes, the authors of [81] define the

metric inter-process dependencies and extend a UML-based activity diagram
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to all levels.

2.2 Business Process Optimization

Research of business process optimization can be generally categorized

into optimization of business process modeling techniques [82–87] and opti-

mization of business process information systems [88–99]. Scheduling is one

major approach to optimize time-relevant properties in business processes.

Researchers of [44] present an overview of mixed integer linear programming

(MILP) based approaches to schedule chemical processing systems. By repre-

senting time in a discrete and continuous manner, they develop effective mod-

els for a variety of chemical processes and efficient solutions for difficult MILP

models in a short-term scheduling domain. Using the similar time representa-

tion, researchers of [46] present two scheduling models: single-unit assignment

models where task assignment is predetermined and multiple-unit assignment

models where objects compete for processing products. Researchers of [47]

aim at extending scheduling techniques of batch processes to handle large vol-

ume processes as well as different objectives. However, they are argued to be

limitedly applied in the scenarios in which constraints cannot be mathemati-

cally modeled. Moreover, most of the techniques are NP-complete such that

closed-form solutions cannot be provided by merely deriving those mathemat-

ical models.

Time sometimes is considered as a reference for modeling techniques.

Researchers of [100] [39] include time as the dynamic view along with infor-
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mational, functional, and organizational views together as the fundamental

views to construct business processes. Assuming apriori knowledge of working

time of each business activity, researchers of [1] present methods to detect the

degree of parallelism, that is defined as the number of the running subpro-

cesses at the same time. Researchers of [65,66] implement empirical studies of

software developments and try to identify the factors to cause the discrepancy

of race time, that is defined as the time spent on actual work and elapsed

time, that additionally includes the presence of interruption, blocking, and

waiting periods. My approach, by analyzing the eligibility of how a business

process can be optimized, provides methods to effectively optimize temporal

performance for both a single subprocess and cluster of subprocesses.

2.3 Evaluation of Business Process Optimization

Ideally, evaluation of business process optimization refers to that given

real-world business processes, their measured performance can be improved

and optimized compared with that before applying the corresponding opti-

mization approaches. To investigate the state-of-the-art of the research re-

garding evaluation of business process optimization, I conduct a paper survey

by collecting 143 academic papers that were published from 2005 to 2015 in the

mainstream academic conferences or journals and by generating a taxonomy

for them. Generally, the major aspects of the evaluation of business process

optimization are the evaluation of business process modeling techniques (e.g.,

[82–87]), the evaluation of business process information systems (e.g., [88–99]),
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the case studies of real-world business processes (e.g., [101–108]), the evalu-

ation upon simulated business processes (e.g., [109–117]), the feedback from

surveys (e.g., [118–120]), the non-numeral quality analysis (e.g., [121–124]),

and no evaluations (e.g., [125–133]). The taxonomy results are demonstrated

as Table 2.1.

Evaluation Types Number of Papers Ratio
Evaluation of Business Process Modeling Techniques 8 6%
Evaluation of Business Process Information Systems 13 9%

Case Studies of Real-World Business Processes 14 10%
Evaluation of Simulated Business Processes 22 15%

Feedback from Surveys 6 4%
Non-Numerical Quality Analysis 4 3%

No Evaluations 76 53%

Table 2.1: Paper survey results of aspects of evaluation for business process
optimization

In this thesis, ultimately, the desired aspect of evaluation of business

process optimization are the case studies of the real-world business processes.

It can be observed that the portion of this type of evaluation aspect is small

(10%) in the state-of-the-art of current research, according to the paper survey

results shown in Table 2.1.

Another perspective towards the evaluation of the business process op-

timization is that whether the evaluation provides the comparison about the

performance of the associated metrics before and after applying the evaluation

techniques, or the comparison between the proposed evaluation techniques and
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the existing ones. I conduct surveys based on this perspective out of the papers

with evaluation of business process optimization (the number of these papers

is 143 - 76 = 67). The result is shown in Table 2.2.

Evaluation Types Number of Papers Ratio
Evaluation with Comparison 22 33%

Evaluation without Comparison 45 67%

Table 2.2: Paper survey results of evaluation w/o comparison for business
process optimization

It can be easily observed from Table 2.2 that within the papers with e-

valuation of their business process optimization approaches, only 33% of them

compare the associated approaches with either the original cases before apply-

ing them or the existing relevant techniques.

Lastly, it is noted that only 5 out of 143 papers adopt the evaluation

for their business process optimization upon real-world business processes with

comparisons against either the circumstances before applying them or the

associated existing relevant techniques.

The survey results indicate that the acquisition of business process re-

sources has long been a major bottleneck in the research of business process op-

timization. Aiming at better selecting business process models, authors of [49]

develop a web-based model that applies balanced scorecards, analytic hierar-

chy processes, and decision algorithms to approach an optimal solution. To

improve the efficiency to model a business process, a recommendation method
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is proposed in [50] to mine the process repository and build a reference model

such that its distance to the new model can be measured. Authors of [51]

incorporate ontologies and knowledge maps to bridge the gap between busi-

ness process models and the associated environments when optimizing business

processes. Although these approaches can improve the efficiency of modeling

business processes under certain constraints, they still assume the business

processes that are used by their studies already exist.

2.4 Predictive Modeling for Business Management

Inventory forecasting has become a popular research topic recently.

Beutel et al. [56] present data-driven frameworks to set safety stock by es-

timating demands using regression models and linear programming. Snyder

et al. [57] examine different approaches to forecast demands of products that

are intermittent and low volume. These approaches typically generalize inven-

tory management scenarios and develop models accordingly, that are argued

to be possibly limited in scalability and error-prone [134] [135] under varying

scenarios.

Oracle EBS system [69] consists of a collection of enterprise resource

planning (ERP), customer relationship management (CRM), and supply-chain

management (SCM) applications. Oracle EBS system helps customers manage

the complexities of global business environments for varying-size enterprises,

such that customers can achieve immediate values and experience real-time

information discoveries.

20



K Nearest Neighbors algorithms have been studied for a long time.

Sankaranarayanan et al. [136] use R-tree to divide all data points into multiple

blocks and build neighbor graph accordingly for faster calculations of distances.

Similarly, in Zhang et al. [137] the technique of locality sensitive hashing is

engaged with traditional KNN to divide items into small subsets with equal

size, and then build one KNN graph on each subset using the brute force

method. Assuming Gaussian distributions in [138], to find out the K nearest

neighbors of a single data point, a certain number of data points are randomly

selected for calculating distances and K smallest of them are grouped as the

nearest neighbors that can be approached.
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Chapter 3

Data-Centric Business Process Modeling

This chapter is based on my paper entitled ”A Goal-Directed Modeling

Technique towards Business Process” in the Proceedings of the 8th IEEE In-

ternational Symposium of Service-Oriented System Engineering1, coauthored

by Professor Dewayne Perry, who supervised this paper and served as the

correspondence author.

3.1 Summary

In this chapter, I study a data-centric business process modeling tech-

nique to explicitly model composite business activities that represent business

processes with a well-defined syntax. Typically, a composite business activity

is specified as a tuple of components: data, role, and atomic activity, where

data is further modeled to indicate its states and lifecycle in data flows within

a composite business activity. An atomic activity is defined as the activity

which executes a single unit of work. That means partial data or activity gen-

erated within an atomic activity which does not impact on the service is not

1Yuqun Zhang and Dewayne E. Perry. A goal-directed modeling technique towards busi-
ness process. In Service Oriented System Engineering (SOSE), 2014 IEEE 8th International
Symposium on, pages 110–121, April 2014.
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represented. Role refers to business actors executing or involved with atomic

activities in the composite activity.

A workflow-based business process can be represented by the execution

order of composite business activities. Specifically, a subprocess is defined to

be composed of business activities in execution order. Subprocesses that are

bounded by the identical convergence or divergence relations are defined as a

cluster. A business process is configured by clusters and their placements.

3.2 Approach

A composite activity consists of the following components: data, role,

and atomic activity. Due to the states in data flows within a composite ac-

tivity, data is further classified as initial data, input data, global data, con-

sumed data, output data, and final data. The object declarations of each

component and some examples are listed as follows:

type initial_data primitive;

type input_data primitive;

initial_data application_form;

input_data ready_to_start;

...

type global_data primitive;

type consumed_data primitive;

type output_data primitive;

type final_data primitive;

...

type role primitive;

role applicant;

role government_employee;

...

type atomic_activity primitive;
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atomic_activity submit_application;

atomic_activity obtain_approval;

...

These object declarations, as in [61], include type definitions, type instances,

and object definitions. Types and type definitions enable the appropriate

abstractions and their values. The components are considered to be primitive

and their objects are accordingly assigned. Note that data types are not

limited only to data objects, but can also be states.

Each of the components of a composite business activity (abbreviated

as ‘activity’ in the rest of the thesis) is defined and illustrated as follows.

3.2.1 initial data

Definition 1. An initial data is the data that is initially injected to the

data flows and triggers the execution of the associated activity along with

global data and input data (if there is any).

For any data, it is allowed to be an initial data only once in each of its

flows. An initial data indicates the initial appearance of this data on the flow.

In other words, this data is not included in the activities that are previously

executed of the flow as any data type.

3.2.2 input data

Definition 2. An input data is the data that is generated and delivered by

other composite activities, and triggers the execution of the associated activity
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along with global data and initial data (if there is any).

Theorem 1. for any input data, there must be at least an identical output data

in an activity that is executed beforehand, and vice versa.

Similar to [139], since input data marks the beginning of the associated

execution of a composite activity, the output data where it is delivered from

must be located in a composite activity which has already been executed.

It is possible that the composite activity associated with this output data is

not necessarily executed directly ahead of the composite activity associated

with the identical input data. In my approach, my rule is that an initial data

cannot be an input data in the same activity.

3.2.3 global data

Definition 3. A global data is the data that is injected independently from

business processes, and, triggers the execution of the associated activity along

with initial data and input data (if there is any).

A global data is not an output data, final data, or consumed data of

any activity, due to the fact that it is not the output of any activity. An

example of global data is “government ID” in the sample activity “loan appli-

cation”.
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3.2.4 consumed data

Definition 4. A consumed data is input data or initial data that is consumed

by the execution of the associated activity.

Consumed data indicates the consumption of input data or initial data;

it is not output data in the associated composite activity. Consumed data

represents the termination as a data flow in the associated workflow.

3.2.5 output data

Definition 5. An output data is the data that is the deliverable by the exe-

cution of the associated activity.

As in Theorem 1, for an output data, there is an identical input data

or initial data in a composite activity that is executed later, unless it is a

final data. For any input data that is not consumed in the associated activity,

I generate an identical output data in this activity.

3.2.6 final data

Definition 6. A final data is the data that is generated by the execution of a

business process and not consumed by any activity, or a state to indicate the

termination of the execution of a business process.

A final data is represented only in a composite activity that is an end of

a business process (there might be multiple activities that mark the termina-

tion of the execution of a business process). Note that one composite activity
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where an identical output data is represented is not necessarily executed di-

rectly ahead of the activity associated with this final data.

3.2.7 role

Definition 7. A role is a human actor involved with the execution of an

activity.

A composite activity is executed by only one role or one specified group

of roles.

3.2.8 atomic activity

Definition 8. An atomic activity is the activity that executes a single unit of

work within the associated activity.

An atomic activity cannot be further decomposed. Any data flow or

human actor involvement that is included within an atomic activity is not rep-

resented in the modeling of composite activities.

Overall, a composite business activity consists of one or more atom-

ic activities that are executed under one role or one specified group along

with a composition of initial data, input data, global data, consumed data,

output data, and final data. For the sake of simplicity at this stage of my

research, I do not address the issues involved in composite activities being

components of composite activities and restrict my focus only atomic activ-
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ities. It is reasonable because according to my activity structure, any com-

posite activity inside of composite activities can be reduced to a composition

of atomic activities, data, and human actors, and at last lead to my model-

ing of composite activities. In the rest of this thesis, I use this data-centric

business modeling technique to represent their respective notions to maintain

consistency.

3.2.9 subprocess and cluster

Business processes can be complicated such that a single flow of control

is not able to represent them. To represent this complexity, a subprocess is

defined to be composed of composite business activities by their execution or-

der. Subprocesses that are bounded by the identical convergence or divergence

relations are defined as a cluster. A data-centric business process is configured

by clusters and their placements.

A cluster can be designed as beginning cluster, join cluster, split cluster,

join and split cluster, or singular cluster, due to the number of the executed

clusters that triggers it and/or the number of the clusters that its execution

triggers. Beginning cluster denotes that the execution of a cluster is triggered

by no other clusters and triggers the execution of other clusters. Join cluster

indicates that the execution of a cluster is triggered by the execution of multi-

ple clusters. Split cluster indicates that the execution of a cluster triggers the

execution of multiple clusters. Join and split cluster indicates that the execu-

tion of a cluster is triggered by and triggers the execution of multiple clusters.
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(a) join cluster (b) split cluster

(c) join and split cluster

Figure 3.1: Examples of join cluster, split cluster, and join and split cluster,
that are represented by black dots.

Singular cluster indicates the execution of a cluster is triggered by and trig-

gers the execution of only one or none cluster, Some examples of join cluster,

split cluster, and join and split cluster are listed in Figure 3.1 for better illus-

tration.
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3.3 An Example

To better illustrate the data-centric business process modeling tech-

nique, I use an example of a business process of “purchasing apartments” that

was originally modeled by BPMN [1, 2] as in Figure 3.2 and model it to be a

data-centric business process.

One of its activities “loan application” and the illustration of its com-

ponents is stated as follows:

activity loan_application

{

role applicant , bank_employee , bank_manager;

initial_data loan_application_form;

input_data empty;

global_data government_ID ,

bank_statement ,

credit_history;

consumed_data loan_application_from;

atomic_activity <fill_out_loan_application_form >,

<submit_application_form >;

output_data approved_loan_application_form ,

final_data empty;

}

In this activity, the roles are “applicant, bank employee, bank manager”.

“Loan application form” is the initial data that is consumed by executing this

activity. That means this data would not play any role of the rest busi-

ness process. “Government ID”, etc., are the global data whose states are

not impacted by the execution of any activity in the business process. By

setting “fill out loan application form” and “submit application form” as the

atomic activities, no data other than “approved loan application form” is the
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ouput data of this activity that is delivered as the input data of the rest ac-

tivities. Note that “approved loan application form” can be understood as a

updated state of the input data “loan application form” after executing this

activity.

The entire example is demonstrated in Appendix A.
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Chapter 4

Temporal Performance Optimization upon

Data-Centric Business Processes

This chapter is based on my paper entitled “A Data-Centric Approach

to Optimize Time in Workflow-Based Business Process” in the Proceedings of

the 11th IEEE International Conference on Services Computing1, coauthored

by Professor Dewayne Perry, who supervised this paper and served as the

correspondence author.

4.1 Summary

In this thesis, the working time of business process is calculated by

combining the working time of the associated activities. Business processes

can be complicated such that multiple flows of control might be included.

Therefore, execution order of activities in different flows can be reflected by

their partial order. While changing the execution order of activities is possible

in different flows, the working time of the business processes is possible to

be changed accordingly. On the other hand, changing the execution order of

1Yuqun Zhang and Dewayne E. Perry. A data-centric approach to optimize time in
workflow-based business process. In Services Computing (SCC), 2014 IEEE International
Conference on, pages 709–716, June 2014.
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activities can be risky because workflow of business processes are possible to be

undermined. Therefore, to maintain the validity of business process workflow,

the associated constraints need to be detected and can be represented by the

partial order of activities and their data transmissions.

In this chapter I study an approach to optimize temporal performance

of the data-centric business processes, that is classified to two stages: the

detection of the eligibility for business activity relocation and the algorithms

of temporal optimization. Typically, my approach is initiated by identifying

whether one business activity is eligible to be relocated to a given subprocess.

With the knowledge of the eligibility and the working time of each business

activity, my algorithm selects proper eligible activities for the subprocess to

approach an optimal temporal performance. Accordingly, the temporal op-

timization of one cluster is approached by modifying the criteria of selecting

the eligible activities and effectively assigning them to their eligibly-relocated

subprocesses.

4.2 Approach

4.2.1 Eligibility for Business Activity Relocation

4.2.1.1 Motivation

A data-centric business process of an ideal temporal performance is

designed with deterministic execution order of business activities, that is, any

change of the execution order of the business activities can increase the working

time of the business processes. However, business processes can be updated
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frequently because of the various reasons, such as the updates of the business

objectives, resources, etc. For instance, in Figure 3.2, assume the input data of

the activity “insurance” is loosened to be “approved loan application form or

approved apartment application form” instead of “approved loan application-

form and approved apartment application form”, then this business process

can be updated by executing “insurance” in either subprocess, as illustrated

in Figure 4.1.

Usually in time studies of business processes, the working time for each

activity is assumed to be given [1]. In this thesis, to optimize the temporal

performance of business process given the updates of Figure 4.1 is equivalent

to find out which possible business process, Figure 3.2 or Figure 4.1, gives the

best temporal performance.

4.2.1.2 An Analogous Representation

Pipe-and-filter (PnF) systems are one of the fundamental architecture

styles used in component based software engineering [140] [141] [142]. A pipe-

and-filter (PnF) graph is multigraph, where components are represented by

boxes and connectors are represented by pipes. Data is passed between boxes

via pipes. Boxes may receive inputs and produce outputs, where input ports

are drawn as nubs on their left sides and output ports are drawn as nubs on

their right sides. A connector links input ports to output ports.

To better illustrate the possibility of how business processes can be

updated, PnF graphs are adapted and used in this thesis. Particularly, the
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Figure 4.2: The PnF representation of ”apartment purchasing” process

subprocesses from the beginning of the “apartment purchase” process to the

activity “insurance” of Figure 3.2 could be represented as Figure 4.2.

For brevity, the inputs and outputs of the activities in Figure 4.2 are

symbolized and simplified. For instance, the activity “Insurance” is executed

when its two inputs “I5” and “I8”, that are passed by “O5” and “O8” of

the activity “Down Payment” and “Asset Evaluation” respectively, are both

available. Its outputs are “O5”, “O8”, and “O7”.

Assume at some point when running this business process, the policies

are modified such that the inputs of the activity “Insurance” are changed from

“I5” and “I8” to be “I5” or “I8”, that is shown in Figure 4.3.

It is apparently that Figure 4.3 can be rewritten as Figure 4.4(a) or

Figure 4.4(b).
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Figure 4.3: The PnF representation of the updated ”apartment purchasing”
process

4.2.1.3 My Solutions

It can be derived from above that, in reality, it is possible for an

optimized-designed business processes being updated to be not optimized; on

the other hand, it is possible that a business activity can be flexibly executed

if it is not directly dependent on the execution of its adjacently-previous or

subsequent activities.

My approach specifies this possibility by defining that for any execution

of adjacent business activities, the input data of the later-executed activity is

not necessarily the output data of the former-executed activity. Specifically,

assume a business activity, namely BA, with its input data being part of the

output data generated only by a subprocess SPA that is executed earlier but

not adjacently ahead. Then the advanced execution of BA adjacently following
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(a)

(b)

Figure 4.4: The two possible updated ”apartment purchasing” processes
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SPA is legitimate (assuming no other sources of impact), because this flexible

execution does not impact on their original order of data transmission that

ensures the execution of the business process. Analogously, if the output data

of BA is part of the output data of a subprocess SPB only and SPB is executed

not adjacently later, then the postponed execution of BA adjacently ahead of

SPB is legitimate as well. This observation provides the fundamentals for

flexible execution of business activities in business process, that is realized by

applying the data-centric approach.

This reflection of the execution order of business activities provides

a possibility of deriving a partial order of any given subprocess and activity.

Define TP(A) to denote the array of activities ahead of activity A , and TP(SP)

to denote the array of activities ahead of subprocess SP in a TP. The partial

order between A and SP can be derived by comparing the elements in TP(A)

and TP(SP).

Theorem 2. Activity A is executed before subprocess SP when TP(SP)

⊂ TP(A), and Activity A is executed after subprocess SP when TP(A) ⊂

TP(SP).

Any TP that is a subset of another one indicates their corresponding

activity/subprocess are in the same workflow, and their execution order can

be completely identified. For instance, in Figure 3.2, given the subprocess

{Loan Application, Apartment Evaluation, Asset Evaluation} and the activity

”Insurance”, the activity “Insurance” is executed after the subprocess since the
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TP of the subprocess is the subset of the TP of the activity, that is {Loan

Application, Apartment Evaluation, Asset Evaluation, Insurance}.

Theorem 3. Activity A is loosely parallel to subprocess SP when TP(SP)

6⊂ TP(A), and TP(A) 6⊂ TP(SP).

As opposed to Theorem 2, The fact that the TPs of a pair of ac-

tivity/subprocess are not mutually subsets of one another indicates disjoint

workflows between them. This parallelism is considered to be loose because

the chronology of A and SP can actually be detected by deriving the total

order of activities/subprocesses based on the properties of the data-centric ap-

proach and the knowledge of their working time, yet it is not necessary in my

approach at this point. For instance, given the activity “Loan Application”

and the subprocess {Apartment Purchase Application, Down Payment}, the

activity is loosely parallel to the subprocess since the TP of the subprocess

{Apartment Purchase Application, Down Payment} is not a subset of the TP

of the activity {Loan Application}, and vice versa.

In the data-centric approach, a workflow-based business process is per-

ceived as being established and maintained by its dataflow, i.e., the execution

of a business process is realized by the data delivery among business activities.

Hence to explore the eligibility of relocating a business activity of a business

process is essentially to find out whether the data delivery in the business

process would be impeded after relocating the business activity. Assuming in

my approach at this point that a business activity is kept consistent without
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modifying its components (i.e., data types, human actors, and atomic activi-

ties), data delivery is ensured to be safe when its pattern, specifically the order

of data transmission among business activities, is kept identical with that in

the original workflows. Particularly, for any relocated activity, the data de-

livery of a business process is secured when the input data of that activity is

part of the data that is delivered by all its former-executed activities (e.g.,

the output data that has not been consumed), and the output data of that

activity is part of the data that is delivered to all its later-executed activities

(e.g., the input data) in its workflow.

Definition 9. Starget denotes a partial subprocess. Atarget denotes an activity

that is not part of Starget. Sinbetween denotes all the partial subprocesses between

Starget and Atarget. InputAtarget, outputAtarget, InitialAtarget, and consumedAtarget

respectively denote the sets of all the input data, output data, initial data,

and consumed data of Atarget. Sbeforetarget denotes the set of the subpro-

cesses that are executed before Starget (including Starget) in its workflow.

InputSbeforetarget
, outputSbeforetarget

, initialSbeforetarget
, and consumedSbeforetarget

respectively denote the sets of the input data, output data, initial data, and

consumed data of all the activities of Sbeforetarget. inputSinbetween
denotes the

set of input data of Sinbetween.

Sbeforetarget can be derived by searching the TPs that are contained in

TP(Starget). Sinbetween can be derived by searching the TPs that are contained

in TP(Starget) and TP(Atarget) and identifying their differences.
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Theorem 4. Atarget is backwardly moveable to Starget when 1) Atarget is

executed after Starget; 2) inputAtarget only belongs to ( inputSbeforetarget
∪

initialSbeforetarget
∪ outputSbeforetarget

) - consumedSbeforetarget
, and none of the

consumedAtarget belongs to inputSinbetween
.

Theorem 4 illustrates under what circumstances the execution of Atarget

is eligible to be brought forward to be adjacently following the execution of

Starget. According to the data-centric modeling technique, it is possible that

in Sbeforetarget, a single piece of data is transmitted among different activi-

ties as multiple data types. Therefore, (inputSbeforetarget
∪ initialSbeforetarget

∪

outputSbeforetarget
) - consumedSbeforetarget

ensures accurate data delivered from

Sbeforetarget. Since Atarget is brought forward, the impact of its output data

delivery to the subsequent subprocesses stays consistent and is not necessarily

cared about.

In addition, to ensure that the input data of any of the Sinbetween is

not consumed by the execution by Atarget, elements of consumedAtarget need

to be ensured by not belonging to inputSinbetween
, such that the data delivered

from the previous executed activities are not consumed in advance of the

subprocesses of Sbeforetarget that still need them for execution.

Figure 3.2 is used here to illustrate how Theorem 4 works. Assume

Atarget as “Insurance” and Starget as {Apartment Purchase Application, Down

Payment}. Accordingly, the sets of different data types are listed in Table 4.1.
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outputSbeforetarget
approved apartment application form,

consumedSbeforetarget
apartment application form,

contract,
inputSbeforetarget

approved apartment application form,
initialSbeforetarget

apartment application form,
contract

inputAtarget approved apartment application form
or approved loan application form,

consumedAtarget empty

Table 4.1: Sets of data types

The computation result of (inputSbeforetarget
∪ initialSbeforetarget

∪ outpu-

tSbeforetarget
) - consumedSbeforetarget

is {approved apartment application form}

that are the input data of the updated activity “Insurance”. Moreover, the

affect of the relocation of Atarget does not change the way that consumedAtarget

works. Therefore, the activity “Insurance” is eligible to be relocated to the

subprocess {Apartment Purchase Application, Down Payment}.

Definition 10. Saftertarget denotes the set of the subprocesses that are execut-

ed after Starget (including Starget) in its workflow. Sinbetween′ denotes all the

partial subprocesses between Starget and Atarget. InputSaftertarget
, outputSaftertarget

,

initialSaftertarget
, and consumedSaftertarget

respectively denote the sets of the inpu-

t data, output data, initial data, and consumed data of all the activities of

Saftertarget.

As opposed to the way of deriving Sbeforetarget, Saftertarget can be derived

by searching the partial TPs with Starget as the beginning. Sinbetween′ can be

derived by searching the partial TPs with Starget and Atarget as the beginning
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and identifying their differences.

Theorem 5. Atarget is forwardly moveable to Starget when 1) Atarget is ex-

ecuted before Starget; 2) none of outputAtarget - ( outputAtarget ∩ inputAtarget)

belongs to inputSinbetween′ .

Theorem 5 illustrates under what circumstances the execution of Atarget

is eligible to be postponed to the execution of Starget. Since executing Atarget is

postponed, the impact from its former-executed subprocesses to its input data

stay consistent and is not my concern. In addition, it is necessary to make

sure that the postponed execution of Atarget does not damage the workflow

of inputSinbetween′ , that can be reflected by identifying the newly generated

ouput data after executing Atarget is not the input data of any partial subpro-

cess of inputSinbetween′ .

Note that in this thesis, the circumstances when an activity is originally

executed after a subprocess and relocated before it or is originally executed

before a subprocess and relocated after it are not considered, because essen-

tially theses circumstances are equal to the ones above. For instance, for the

circumstance of activity being relocated before a subprocess when it is orig-

inally executed after that subprocess, it is usually equivalent to be relocated

before another subprocess that is executed after the target subprocess, and

vice versa. Therefore, the solutions are the same as discussed above.

To explore the pattern of a business activity being relocated when it is

loosely parallel to a subprocess, there are two fundamental scenarios that need
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to be considered: 1) the activity would be executed after the subprocess; 2)

the activity would be executed before the subprocess. Theorem 6 illustrates

the pattern when an activity is executed after a subprocess.

Theorem 6. Atarget is loosely-parallelled moveable to Starget when 1)

Atarget is loosely parallel to Starget; 2) inputAtarget belongs to ( inputSbeforetarget

∪ initialSbeforetarget
∪ outputSbeforetarget

) - consumedSbeforetarget
, and none of the

consumedAtarget belongs to any of inputSaftertarget
; 3) none of outputAtarget -

( outputAtarget ∩ inputAtarget) belongs to the input data of any of the partial

subprocesses that are executed after the subprocess that Atarget is originally

located in.

Theorem 7 illustrates the pattern when an activity is executed before

a subprocess.

Theorem 7. Atarget is loosely-parallelled moveable to Starget when 1)

Atarget is loosely parallel to Starget; 2) inputAtarget belongs to ( inputSbeforetarget+Starget

∪ initialSbeforetarget+Starget ∪ outputSbeforetarget+Starget) - consumedSbeforetarget+Starget,

and none of the consumedAtarget belongs to any of inputSaftertarget+Starget; 3)

none of outputAtarget - ( outputAtarget ∩ inputAtarget) belongs to the input data

of any of the partial subprocesses that are executed after the subprocess that

Atarget is originally located in.

Obviously, the conditions to trigger a loosely-parallelled moveable

business activity are more constrained compared with those of Theorem 5 and

4.
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In summary, given a subprocess and an activity, the activity is eligible

for relocation in the business process when it can be forwardly moveable,

backwardly moveable, or loosely-parallelled moveable to a different sub-

process.

4.3 Algorithms of Temporal Optimization

In this thesis, temporal inefficiency is considered to be caused by the

waiting time of subprocesses, that is generated under the circumstances that

their executions are completed while other subprocesses in the same cluster are

still being executed. Given the apriori knowledge of the working time of each

activity of business process, the working time of a subprocess can be calculated

by simply summing up the working time of all its activities. Then the waiting

time of a subprocess is derived by subtracting the working time of the cluster

by the working time of this subprocess. Note in my approach, working time and

waiting time are considered as worst-case metrics. Particularly, the working

time of a cluster is defined as the largest working time of all its subprocesses,

regardless their convergence/divergence relations. Therefore, even though in

a cluster that is bounded by XOR relations where the subprocess with the

shortest time is normally executed, the working time of this cluster is not

simply calculated as the shortest working time among its subprocesses.
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4.3.1 Temporal Optimization for A Single Subprocess

It is possible in reality that only one subprocess needs to optimize its

temporal performance to achieve its associated business goal(s) without tak-

ing the overall temporal performance of the cluster or overall business process

into account. In my approach, to optimize temporal performance for a single

subprocess, namely Starget is simply equivalent to optimize its working time

by filling itself with executing additional eligible activities from other subpro-

cesses.

Each activity in the business process is detected beforehand whether

they are eligible for Starget, that is, whether they are forwardly moveable,

backwardly moveable, or loosely-parallelled moveable to Starget. There

might be multiple eligible activities, namely Aeligibles in other subprocesses, all

of which could contribute to optimizing waiting time of Starget. Ideally, they

are considered to be selected and relocated together to Starget to minimize

the working time. However, it is only allowed to have one Aeligible relocated to

Starget at one time, because after any activity is relocated to Starget, the patterns

of data delivery of Starget need to be updated accordingly. It is possible that

multiple Aeligibles might be “incompatible” with each other’s workflow, such

that data delivery of Starget would be impeded if they are relocated together

to Starget.

Furthermore, this brings up a typical NP-hard problem. Each time

when any Aeligible is relocated to Starget, it is necessary for Starget to update

the eligibility of all the activities and reselect the eligible activities. After an
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Aeligible is relocated to Starget, the subsequent choice of Aeligible cannot guarantee

the optimal accumulative temporal performance compared with combination

of other Aeligibles. Under the constraints of my approach, the optimal waiting

time cannot be obtained unless all the possible Aeligible combination are tried

out and each of their performance relative to waiting time optimization is

compared. Even given a solution of Aeligible combination, the only way to

find out whether it is optimal is still to enumerate all the possible Aeligible

combinations and compare all the results in my approach at this point. This

can be generalized that the optimality of a given solution of this problem

cannot be ensured by any method to my knowledge within polynomial time.

Therefore, to optimize time performance for a single subprocess is an NP-hard

problem under the constraints of this approach.

To approach an optimal solution in this case, techniques of approxima-

tion need to be adopted in my algorithms. Initially, the absolute value of the

contribution to time optimization from each Aeligible , namely ABtime is calcu-

lated as the waiting time of Starget, namely WAtarget subtracting the working

time of each Aeligible, namely WOeligible. Aeligibles are sorted in an ascending

order of their ABtime.

After the first element in {Aeligible} is extracted, {Aeligible}, along with

{WAtarget} and {ABtime} are updated according to the varying pattern of the

data delivery of Starget. After sorting {ABtime}, the smallest one is compared

with WAtarget. If it is larger than WAtarget, then WAtarget is believed to be the

optimal waiting time of Starget and no further update is needed. Otherwise
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the above process is iterated until a smaller WAtarget is found. This algorithm,

instead of enumerating all the possibilities, affirmatively selects the observed

optimal solutions to approach an approximately optimal waiting time of a

single subprocess.

(a) Working time of subprocess A and B

(b) Eligible activities to subprocesses A and B

Figure 4.5: An example of a cluster with two subprocesses and the activities
eligible to be relocated to them
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The pseudo code of this algorithm is listed in Algorithm 1. In my

approach, the details of sorting and activity path discovery are not addressed

because they are well-known sophisticated techniques.

Algorithm 1 Optimize Time (Cluster Subprocess, Waiting Time): deriving
the optimized time for a cluster subprocess
Input:
Starget := a cluster process that needs to optimize time performance,
Aeligible := activity that is eligible for relocation to the cluster process that needs to optimize time
performance,
WOcluster := working time of the cluster, a constant
WAtarget := waiting time of the cluster process that needs to optimize time performance,
WOtarget := working time of the cluster process that needs to optimize time performance,
WOeligible := working time of the eligible activities,
ABtime := absolute value of working time of the eligible activities subtracting waiting time of the cluster
process that needs to be timely optimized,
Output:
Optimize Time(Starget, WAtarget) := optimized waiting time of Starget

1: WAtarget := absolute value of (WOcluster - WOtarget);
2: {Aeligible} := ∅;
3: {WOeligible} := ∅;
4: {ABtime} := ∅;
5: for each A /∈ Starget in business process do
6: check whether A is forwardly moveable, backwardly moveable, or loosely-parallelled move-

able to Starget;
7: if yes then
8: {Aeligible} := {Aeligible} + A;
9: ABtime := absolute value of (WAtarget - WOeligible);
10: {ABtime} := {ABtime} + ABtime;
11: {WOeligible} := {WOeligible} + WOeligible;
12: end if
13: end for
14: sort({ABtime});
15: sort({WOeligible}) according to sort({ABtime});
16: sort({Aeligible}) according to sort({ABtime});
17: if {ABtime}[0] < WAtarget and {Aeligible} 6= ∅ then
18: WOtarget := WOtarget + {WOeligible}[0];
19: Starget := Starget + {Aeligible}[0];
20: Optimize Time(Starget, WAtarget);
21: else
22: break;
23: end if

An example is used to illustrate how the algorithm above is applied in

a simple scenario, as in Figure 4.5, where Figure 4.5(a) introduces a cluster

that is composed of two subprocesses A and B, and Figure 4.5(b) lists all
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the activities that are eligible to be relocated to other subprocesses along

with these possible partial subprocesses. In Figure 4.5(a), the waiting time

of subprocess B is 2.4. Since the working time of activity C2 is the largest

among all the eligible activities, relocating C2 can result in the maximum

reduction of the waiting time of subprocess B. Therefore, C2 is relocated to

subprocess B with the waiting time of subprocess B updated to be 0.8, and

the corresponding data types updated, as in Figure 4.6(a). In addition, after

C2 being relocated to subprocess B, the eligible activities are subsequently

updated by deleting C2, as in Figure 4.6(b).

The process above is repeated for the remaining eligible activities D3

and E5. It can be observed that relocating E5 to subprocess B can reduce

its waiting time by 0.7. Therefore, E5 is relocated to subprocess B and the

waiting time of subprocess B is updated to be 0.1, as in Fig 4.7. Assuming

at this time D3 is still eligible to be relocated to subprocess B, it would not

be relocated to subprocess B since relocating it would result in the increasing

waiting time of the subprocess A. That terminates the process to reduce the

waiting time for a single subprocess.

4.3.2 Temporal Optimization for One Cluster

In some business processes, a cluster implies one or one group of busi-

ness object(s) where its components are likely to be tightly relevant to each

other. Therefore, it can be beneficial to reduce the working time of one cluster

within the business process. In this thesis, the technique of optimizing the
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(a) Updated working time of subprocess A and B

(b) Updated eligible activities to subprocesses A and B

Figure 4.6: The updated cluster with activity C2 relocated to the subprocess
B and updated eligible activities accordingly

working time of one cluster is generally based on that of a single subprocess.

Instead of focusing on simply optimizing the waiting time in one single subpro-
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Figure 4.7: The final updated cluster with the waiting time of subprocess B
minimized

cess, the technique of temporal optimization for one cluster aims at reducing

average working time of clusters.

One major difference is the fact that ABtime, that is calculated simply

as the absolute value of WAtarget subtracting WOeligible, cannot be used as the

criteria to accurately reflect the overall time optimization. In fact, not only the

contribution from WOeligible after Aeligible being relocated to Starget, but also the

impact that the relocation of Aeligible imposes on its original subprocess needs

to be considered. Define VAoriginal as the varying working time of the cluster

where Aeligible is originally located. VAoriginal is calculated as the working time

of the original cluster before Aeligible being relocated, subtracting the working

time of the original cluster after Aeligible being relocated. Similarly, VAtarget
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denotes the varying working time of the cluster that Aeligible is relocated to and

is calculated as the working time of that cluster after Aeligible being relocated

subtracting the working time of that cluster before Aeligible being relocated.

VAsum, defined as the summation of VAoriginal and VAtarget, is used

to indicate how the relocation of Aeligible changes the total working time of

the clusters that it is relocated from/to. If VAsum is negative, then the total

working time of the clusters that Aeligible is relocated from/to is decreased, and

vice versa.

Figure 4.8: Updated working time of subprocess C after C2 being relocated
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Ideally, to achieve the temporal optimization of overall business pro-

cess, it is equivalent to realizing the temporal optimization of each subprocess

and sum them up. However, each time after one Aeligible is relocated to a sub-

process, the subprocesses whose pattern of data delivery is impacted need to

update their respective {Aeligible}. Moreover, the possibility of an Aeligible be-

ing selected and relocated by another subprocess at a later stage increases the

uncertainty of identifying an optimal solution of reconstructing the business

process. Therefore, to optimize temporal performance of one cluster is at least

as hard as that of a single subprocess and can be perceived as an NP-hard

problem as well. To efficiently approach the approximated optimal temporal

performance of the overall business process, an array, namely {Aabandon} is

defined to store the Aeligible that has been relocated to make sure that even

Aeligible might be optimal for other subprocesses at a later stage, they would

not be relocated anymore. This process ensures the reduction of the number

of the remaining Aeligibles.

My algorithm is initiated by detecting {Aeligible} which is the set of the

Aeligibles that are eligible to be relocated to other subprocesses. {Aeligible} is

then sorted along with {VAsum} in an ascending order. All the first elements of

all the {VAsum} are then compared. The Aeligible associated with the smallest

VAsum is relocated to its corresponding Starget. Then this Aeligible is inserted to

{Aabandon}, that indicates this Aeligible cannot be relocated by any subprocess

at a later stage. This process is iterated in the algorithm.

One Starget exits relocating Aeligible when either its VAsum associated
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Figure 4.9: Updated working time of subprocess b after C2 being relocated

with the Aeligible is a non-negative value, that means the overall time of exe-

cuting business process would be increased after the relocation of the Aeligible,

or no Aeligible can be found.

The example of Figure 4.5 is used to illustrate the algorithm. C2,

D3, and E5 are still assumed to be eligible to be relocated to subprocess B.

Unlike the eligibly-relocated subprocess information that is maintained by each

eligible activity as in Figure 4.5(b), each activity needs to maintain a table

with the eligibly-relocated partial subprocess as the key and the working time
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gain as the value. The process to calculate working time gain is demonstrated

in Figure 4.8 and Figure 4.9. After C2 is relocated from subprocess C, the

working time gain of subprocess C is 1.6, as in Figure 4.8, while the working

time gain of subprocess B after C2 being relocated is 0, as in Figure 4.9.

Therefore, the overall working time gain by relocating C2 is calculated to

be 1.6. The table of the eligibly-relocated subprocess and the corresponding

working time gain can be reflected in Figure 4.10.

Figure 4.10: The tables of eligibly-relocated subprocess and the
corresponding working time gain maintained by eligible activities

All the values of each table then are collected and sorted in an ascending

order, as in Figure 4.11, where the working time gains of C2, D3, and E5 are

collected and sorted. The largest gain is obtained to retrieve the corresponding

activity along with its eligibly-relocated subprocess. C2 is then identified and

relocated.
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Figure 4.11: The process to sort the working time gains of all activities and
select the corresponding eligibly-relocated subprocesses

Before proceeding to obtain the next largest working time gain of the

sorted values, the activities and subprocesses associated with the relocated

activity (C2) and its associated subprocesses (subprocess B and C) need to be

updated, as in Figure 4.12, where D3 and E5 update their respective working

time gain relevant to the subprocesses that C2 is originally located in (C) and

relocated to (B). Then the above process is iterated until no working time

gains can be obtained.

The pseudo code of this algorithm is listed in Algorithm 2. The process

of calculating VAoriginal and VAtarget is omitted here for simplicity.
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Figure 4.12: The updates of the rest activities and their respective working
time gains with respect to the relocated activity and its associated

subprocesses
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Algorithm 2 Optimize Time (Business Process, Waiting Time): deriving the
optimized time for the overall business process
Input:
BP := business process that needs to optimize time performance,
WOBP := working time of the overall business process, apriori knowledge
Starget := a cluster process that needs to optimize time performance,
Aeligible := activity that is eligible for relocation to the cluster process that needs to optimize time
performance,
Aabandon := activity that has already been relocated to the cluster process that needs to optimize time
performance, {Aabandon} := ∅,
VAoriginal := varying working time of the original cluster where the eligible activity is located, apriori
knowledge for simplicity
VAtarget := varying working time of the target cluster where the eligible activity is located, apriori
knowledge for simplicity,
VAsum := varying working time of the business process contributed by the eligible activity after being
relocated,
VAinterim := interim element to represent the the smallest VAsum of all the subprocesses,
Ainterim := interim element to represent the Aeligible corresponding to its corresponding VAinterim,
Output:
Optimize Time(BP, WOBP ) := the optimized working time of the overall business process

1: for each Starget ∈ BP do
2: {Aeligible} := ∅;
3: {VAsum} := ∅;
4: {VAinterim} := ∅;
5: {Ainterim} := ∅;
6: for each A /∈ (Starget ∪ {Aabandon}) in BP do
7: check whether A is forwardly moveable, backwardly moveable, or loosely-parallelled

moveable to Starget;
8: if yes then
9: {Aeligible} := {Aeligible} + A;
10: VAsum := VAtarget + VAoriginal;
11: {VAsum} := {VAsum} + VAsum;
12: end if
13: end for
14: sort({VAsum});
15: sort({Aeligible}) according to sort({VAsum});
16: {VAinterim} := {VAinterim} + {VAsum}[0];
17: {Ainterim} := {Ainterim} + {Aeligible}[0];
18: end for
19: sort({VAinterim});
20: sort({Ainterim}) according to sort({VAinterim});
21: if {VAinterim}[0] < 0 and {Ainterim} 6= ∅ then
22: WOBP := WOBP + {VAsum}[0];
23: BP updates {Ainterim}[0];
24: {Aabandon} := {Aabandon} + {Ainterim}[0];
25: Optimize Time(BP, WOBP );
26: else
27: break;
28: end if
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Chapter 5

Generating Symbolic Business Processes for

Data-Centric Business Process Evaluation

This chapter is based on my paper entitled “Generating Symbolic Busi-

ness Processes in Support of Evaluating Process Optimization” in the Pro-

ceedings of the 12th IEEE International Conference on Services Computing1,

coauthored by Professor Dewayne Perry, who supervised this paper and served

as the correspondence author.

5.1 Summary

In this chapter, I introduce an approach, namely G-DCBP, to generate

symbolic business processes, rather than depending on real-world business pro-

cesses with their associated high cost, for evaluating approaches to optimize

business processes.

1Yuqun Zhang and Dewayne E. Perry. Generating symbolic business processes in support
of evaluating process optimization. In Services Computing (SCC), 2015 IEEE International
Conference on, pages 754–758, June 2015.
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5.2 Approach

G-DCBP maps the concepts of data-centric business processes to codes

by: 1) establishing the hierarchy that connects and layers activity2, subprocess,

cluster, and process ; 2) designing inputs in simple formats and outputting

components relevant to data-centric business processes; 3) symbolizing data

in different data types, assigning them to activities, and forming subprocesses

and clusters ; 4) defining data flow patterns among activities, subprocesses,

and clusters ; 5) providing easy access for associating the symbolic business

processes with the properties that need to be analyzed or evaluated.

5.2.1 Hierarchy

In G-DCBP, conceptual process components (i.e., activities, subpro-

cesses, clusters, and processes) are correspondingly mapped to be the com-

ponents: activities, subprocesses, clusters, and processes, that are implement-

ed as classes in codes, where subprocesses inherit activities, clusters inherit

subprocesses, and processes inherit clusters. That indicates that the derived

components in the hierarchy can obtain the shared properties from their su-

per components, from which their corresponding properties are aggregated or

deduced. For instance, in the hierarchy of G-DCBP presented in Figure 5.1,

by referencing data-setting methods (setInitialData, setConsumedData, etc.)

of class Activity, class Subprocess distributes data to activities (though assign-

2In this chapter, italic expressions are used to represent components of G-DCBP, while
the corresponding regular expressions are used to represent the theoretical concepts
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DataToActivity, etc.). Class Cluster is equipped with methods to determine

cluster types, and class Process comprehensively deploys all the instances of

the other classes. Each of the classes is illustrated as follows:

5.2.1.1 Activity

An activity is the fundamental component of the hierarchy where the

data types (e.g., input data,output data) and their associated settings are de-

fined.

5.2.1.2 Subprocess

A subprocess assigns data to its associated activities. Micro-level data

flows among activities within their associated subprocess are realized by inher-

it data pool that collects the data delivered from the executed activities and

imputing them to the subsequently unexecuted activities.

5.2.1.3 Cluster

A cluster aggregates the corresponding subprocesses, where the macro-

level data flows are realized by aggregating the subprocess-wise inherit data po-

ol to deliver data to the subsequently unexecuted clusters.

A cluster can be designed as beginning cluster, join cluster, split cluster,

join and split cluster, or singular cluster, due to their corresponding theoreti-

cal concepts illustrated in Chapter 3.
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5.2.1.4 Process

A process is composed of clusters and configured by their placements.

Process applies stochastic models (e.g., uniform, Gaussian) to determine the

runtime values of the corresponding input parameters for activities, subpro-

cesses, and clusters. Typically, subprocesses are generated one by one with

their associated activities and data assigned. Clusters are subsequently gen-

erated by aggregating their associated subprocesses one by one as well. Lastly,

clusters are placed according to their types, and a symbolic business process

is established.

5.2.2 System I/O

G-DCBP aims at offering end users easy access by generating symbolic

data-centric business processes according to their scenario settings of process

components. The detailed input parameters are listed as follows:

• total cluster number : the total number of the clusters that are needed

in the expected business processes

• beginning cluster number : the number of the clusters that indicate the

beginning of the execution of business processes

• singular cluster number : the number of the clusters whose execution is

triggered by and triggers one cluster

• connecting cluster number : the total number of the join cluster, split clu-

ster, join and split cluster
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• mean number of subprocesses in cluster : the mean number of subpro-

cesses in one cluster from which the runtime number of subprocesses

in each cluster, namely number of subprocesses in cluster is derived in

accordance with the stochastic models (e.g., uniform, Gaussian).

• mean number of activities in subprocess : the mean number of activities

in one subprocess from which the runtime number of activities in each

subprocess, namely number of activities in subprocess is derived in ac-

cordance with the stochastic models.

• mean data dependency rate: the mean value of data dependency rate that

is defined as the data assigned to one subprocess from the associated clus-

ter divided by the total number of the data in each associated cluster; the

runtime data dependency rate is derived by this mean and the stochastic

models.

• mean number of data per cluster : the mean number of data in one clus-

ter from which the runtime number of data in each cluster, namely

number of data in cluster is derived in accordance with the stochastic

models.

Given the deterministic input parameters regarding clusters, the mean input

parameters of data, activities, and subprocesses, and the pre-determined s-

tochastic models, G-DCBP generates data-centric business processes and all

the relevant components that meet end users’ expectations under such simple

input formats.
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5.2.3 Symbolization

In G-DCBP, data are symbolized as the combination of English letters,

e.g., “AE”, “BYCS”, with its digits determined by number of data per cluster,

data dependency rate, and the data that have already been designed. Particu-

larly, data is generated per cluster and assigned to the underlying subprocesses.

The digit number of data symbolization can be calculated as equation

(5.1), where n denotes number of data per cluster of the associated cluster,

Di denotes the number of data in the ith cluster, and m denotes the number

of the clusters that have been generated. An example is used to illustrate

the mechanism. Assume 100 pieces of data are generated for a cluster c.

The number of the assigned data for the generated clusters is 2000. It can

be derived that this scenario can be applied with the third sub-equation of

equation (5.1). Therefore the digit number of the data symbolization in c is

ceil(log262000), which is 3.

digit number =



ceil(log26 n), 26ceil(log26 n) − ‖
∑m

i=0Di‖ ≥ n
ceil(log26 n)+1, 0 ≤ 26ceil(log26 n) − ‖

∑m
i=0Di‖

< n
ceil(log26 ‖

∑m
i=0Di‖), 26ceil(log26 n) < ‖

∑m
i=0Di‖,

ceil(log26 ‖
∑m

i=0Di‖)=
ceil(log26(‖

∑m
i=0Di‖ + n))

ceil(log26(‖
∑m

i=0Di‖+n)), 26ceil(log26 n) < ‖
∑m

i=0Di‖,
ceil(log26 ‖

∑m
i=0Di‖)<

ceil(log26(‖
∑m

i=0Di‖ + n))
(5.1)

During the phase of generating one subprocess s, the number of the
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data assigned from the generated data of the associated cluster c, namely num-

ber of datas is calculated as number of data per clusterc * data dependency rates.

The corresponding data are randomly determined from the generated data in

c afterwards. The generation of these data follows the alphabetic order.

The entire process above is iterated to assign data for every subprocess.

5.2.4 Flow Patterns

Data-centric business processes depict the overall effects of business

processes by data flows that are represented as the transitions and transmis-

sions between data types, in both macro- and micro-levels.

To establish micro-level data flows, G-DCBP generates data according

to the input parameters, assign them to each activity, and define them as

different data types (e.g., input data, consumed data). This completion of the

assignments of the data types for each activity reflects the execution order of

activities, and therefore establishes micro-level data flows.

Typically, a piece of data can be consumed by the execution of its activ-

ity, delivered to the subsequent activities for their executions, or ended being

unused after executing its associated activity. However, flow patterns can be

complicated, for instance, when data is not instantaneously delivered to the

subsequently unexecuted activities for their executions. In G-DCBP, these da-

ta are collected by Inherit data pool, that is applied both subprocess-wise and

cluster-wise. A subprocess-wise Inherit data pool collects the input data and

the inject data that has not been consumed, and the output data each time

69



after completing the design of an activity. For each activity, its input data is

determined from its associated Inherit data pool. This process of updating In-

herit data pool and selecting the input data is iterated for every activity to en-

able the micro-level data flows. Similar to subprocess-wise Inherit data pools,

cluster-wise Inherit data pools collect subprocess-wise Inherit data pools with-

in the same clusters.

Macro-level data flows can be illustrated by examples. Assume 2 activ-

ities, labeled 1 and 2, and 5 pieces of data, labeled A to E, are assigned to a

subprocess. In an G-DCBP implementation, activity 1 is assigned with data

A, B, C, where A and B are the initial data, C is the output data, and A is

consumed by the execution. The subprocess-wise Inherit data pool collects B

and C as the possible input data delivered to activity 2, that takes B as its in-

put data and D as its initial data, B then is consumed and E is its output data.

The instantaneous subprocess-wise Inherit data pool then is updated with C,

D and E.

Macro-level data flows are realized by cluster-wise Inherit data pools,

that are formed by aggregating data from its associated subprocess-wise Inher-

it data pools bounded by convergence/divergence relations. Moreover, since

the neighboring clusters that are executed before (known as parent cluster)

and after (known as child cluster) the current cluster is identified in the cluster

component of G-DCBP, inter-cluster data delivery can be realized by simply

acquiring the Inherit data pool form the parent cluster and delivering its own

Inherit data pool to the child cluster, thus ensuring the macro-level data flows.
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5.2.5 Easy Access

G-DCBP delivers business processes with straightforward hierarchy of

concepts, i.e., activities, subprocesses, and clusters, that can be easily accessed

by simply referencing their classes and creating the corresponding objects,

fields, and methods. Moreover, the process module collects all the activities,

subprocesses, and clusters for easy access by end users.

5.3 A Case Study of the Usability of G-DCBP

In this section, G-DCBP is used to evaluate the efficacy of an approach

to improve the temporal performance of data-centric business processes that is

proposed in my previous work [67]. My approach in [67] improves the temporal

performance of data-centric business processes by relocating the placement of

business activities in the business processes and thus changing the execution

order of business activities such that the overall working time can be reduced.

The approach includes two parts: eligibility verification for business

activity relocation and the algorithm to change the execution order of business

activities, both of which are mapped and implemented in G-DCBP.

5.3.1 Eligibility Verification for Business Activity Relocation

Given a subprocess and a business activity, the execution order of the

business activity can be modified when that activity can be forwardly move-

able, backwardly moveable, or loosely-parallelled moveable to that

subprocess, as illustrated in [67].
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For each activity that is created in G-DCBP, it is designed with an

instantaneous Inherit data pool, that is updated by the data types of this ac-

tivity. When a data-centric business process is generated by G-DCBP with its

components (clusters, subprocesses, activities, etc) being delivered, each activi-

ty is validated for which of the partial subprocess (activities) it can be relocated

to by applying the rules of forwardly moveable, backwardly moveable,

and loosely-parallelled moveable. All the partial subprocess (activities)

where an activity can be forwardly moveable, backwardly moveable, or

loosely-parallelled moveable are collected.

5.3.2 Algorithms to Improve Temporal Performances

Assuming each activity is assigned with its working time (derived or

estimated) and has been verified whether it is eligible to be relocated to other

subprocesses, the algorithm to improve temporal performance of data-centric

business processes in [67] collects the eligible business activities, sorts their

respective temporal gains for the subprocesses that they can be relocated to,

and relocates the activities to their corresponding subprocesses according to

their rankings for an optimal overall temporal performance of the business

processes.

5.3.2.1 Time Assignments

In G-DCBP implementations, working time is randomly generated and

assigned to each activity. Therefore, the working time of subprocesses can be
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derived by simply summing the working time of their associated activities,

and the working time of clusters is calculated as the maximum working time

of their associated subprocesses.

5.3.2.2 Temporal Gain Calculations and Rankings

In this chapter, the optimized business goal is the average working time

of clusters. Therefore, the temporal gain of moving an activity is defined as the

difference between the temporal gain of its originally associated cluster after

being moved from, namely Gcf and the temporal gain of its newly associated

cluster after being moved to, namely Gct. Specifically, the temporal gains for

moving an activity are calculated as follows:

temporal gain = Gcf −Gct (5.2)

Gcf and Gct calculated as equation (5.3) and (5.4), where WTA denotes

the working time of the activity A, WTsf denotes the working time of A’s origi-

nally associated subprocess where A is moved from, WTcf denotes the working

time of A’s originally associated cluster where A is moved from, max{WTsi}

denotes the updated maximum working time among all the subprocesses with-

in the cluster where A is originally associated with after A being moved out,

WTst denotes the working time of A’s newly associated subprocess where A is

moved to, and WTct denotes the working time of A’s newly associated cluster

where A is moved to.
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Gcf =


WTA, WTsf = WTcf and WTsf −WTA

= max{WTsi}
WTcf −max{WTsi}, WTsf = WTcf and WTsf −WTA

< max{WTsi}
0, WTsf < WTcf

(5.3)

Gct =


WTA, WTst = WTct

WTst + WTA −WTct, WTst < WTct and WTst + WTA > WTct

0, WTst < WTct and WTst + WTA <= WTct

(5.4)

To record the partial subprocesses (activities) that each activity can

be moved to and the corresponding temporal gains, a lookup table, namely

activity gain table is designed for each activity, with the partial subprocesses

(activities) as keys and the corresponding gains as values. Furthermore, all

the temporal gains from all the activities are sorted in a list, namely activi-

ty gain rankings in descending order.

5.3.3 Implementation of Business Activity Relocation

The temporal performance improvements start off by obtaining the top

element in activity gain rankings and comparing it with each activity ’s activi-

ty gain table. After matching the value of the entry in the activity gain table,

the associated activity A can be found and the corresponding partial subpro-

cess S can be identified as the partial subprocess that is expected to improve

the temporal performance of the business processes after A being relocated

to it. A is then relocated to S with the relevant information (e.g., activi-

ty gain rankings) being updated.
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Subsequently, A is marked as unmoveable that indicates it would not be

relocated to other subprocesses even when temporal performance of business

processes can be improved, as explained in [67]. A’s corresponding entry in

activity gain table is deleted accordingly. This process repeats until all the

eligible activities are iterated and relocated to their respective subprocesses

before an optimal temporal performance of business processes is approached.

5.3.4 Evaluations

5.3.4.1 Scenarios

Two basic scenarios are adopted to evaluate my approach to improve

the temporal performance of data-centric business processes, with the uniform

distribution:

• light-load scenario:

– total cluster number : 10

– beginning cluster number : 2

– singular cluster number : 6

– connecting cluster number : 2

– mean number of subprocesses in cluster : 2

– mean number of activities in subprocess : 5

– mean data dependency rate: 100%

– mean number of data in subprocess : 30
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• heavy-load scenario:

– total cluster number : 100

– beginning cluster number : 10

– singular cluster number : 80

– connecting cluster number : 10

– mean number of subprocesses in cluster : 5

– mean number of activities in subprocess : 10

– mean data dependency rate: 100%

– mean number of data in subprocess : 60

All of the simulation scenarios in this thesis are adjusted in terms of

some variables of these two basic scenarios.

5.3.4.2 Metrics

• temporal improvement ratio: calculated as the increment ratio of the

average working time of clusters after being applied with the temporal

improvement algorithm divided by the average working time of clusters

before being applied with the temporal improvement algorithm

• occurrence ratio: defined as the number of runs where the improvement

of the temporal performance of business process occur divided by the

number of all runs in G-DCBP.
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5.3.4.3 Results

To better understand the causality of the metrics and the process-

relevant factors, the evaluation is conducted with multiple groups of mean nu-

mber of activities in subprocess (i.e., 5, 10, and 15 average activities per sub-

process).

light-load scenario in terms of mean activity working time Figure 5.2

shows the temporal improvement ratio in terms of the mean activity working

Figure 5.2: temporal improvement ratio vs. mean activity working time in
light-loaded scenario

time ranging from 5 to 25 of the light-load scenarios. It can be observed that
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the temporal improvement ratio does not vary significantly with the updates

of the mean activity working time (in general between 1.5% and 3.5%).

What is more, though the subprocesses with more average activity num-

ber generally have better temporal gains, they are not significant.

Figure 5.3: occurrence ratio vs. mean activity working time in light-loaded
scenario

Figure 5.3 illustrates the occurrence ratio in terms of the varying mean

activity working time (in general 37% to 75%). Similar to the temporal

improvement ratio performance, the occurrence ratio of temporal improve-

ment is not significantly correlated with the mean activity working time and

mean number of activities in subprocess.
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light-load scenario in terms of mean number of data per cluster Fig-

ure 5.4 illustrates the temporal improvement ratio in terms of mean number of-

data per cluster. It can be observed that temporal improvement ratio is not

significantly correlated with mean number of data per cluster, while it is more

significant that the subprocesses with fewer activities tend to have better tem-

poral gains than the ones with more when they have more data for executions.

Figure 5.4: temporal improvement ratio vs.
mean number of data in subprocess in light-loaded scenario

Figure 5.5 illustrates the occurrence ratio in terms of mean number of d-

ata per cluster. It can be observed that the occurrence ratio is not significantly

correlated with either mean number of activities in subprocess or mean numb-

er of data per cluster.
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Figure 5.5: occurrence ratio vs. mean number of data in subprocess in
light-loaded scenario

It can be speculated that under light-loaded scenarios, the temporal

performance of business processes does not have much to do with subprocess-

wise properties, e.g., mean number of data per cluster, etc.

heavy-load scenario in terms of mean activity working time Figure

5.6 shows the temporal improvement ratio in terms of mean activity work-

ing time in the heavy-load scenarios. Similar to the light-load scenario, it can

be observed that the temporal improvement ratio is not significantly correlated

with either mean activity working time or mean number of activities in subpro-

cess. On the other hand, compared with the temporal improvement ratio in the

light-load scenarios, the temporal improvement ratio in heavy-load scenario is
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significantly higher (15% to 23% compared with 1.5% to 3.5%).

Figure 5.6: temporal improvement ratio vs. mean activity working time in
heavy-loaded scenario

Figure 5.7 depicts the occurrence ratio in terms of mean activity work-

ing time in the heavy-load scenarios. Obviously, under the settings of the

heavy-load scenario, the temporal improvement occurs in every configuration

of data-centric business processes.

heavy-load scenario in terms of mean number of data per cluster

Figure 5.8 illustrates the temporal improvement ratio in terms of mean numbe-

r of data per cluster in the heavy-load scenarios. It can be observed that

the temporal improvement ratio does not vary by too much among different

mean number of activities in subprocess. Moreover, the results imply a weak
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Figure 5.7: occurrence ratio vs. mean activity working time in heavy-loaded
scenario

pattern that by increasing mean number of data per cluster, the temporal im-

provement ratio tends to be lower.

Figure 5.9 indicates that under the settings of the heavy-load scenari-

o, the temporal improvement occurs in every configuration of data-centric

business processes, no matter how may data items are distributed to each

subprocess.

Compared with the temporal performances in the light-load scenario,

the temporal performance in the heavy-load scenario are better in terms of

both temporal improvement ratio and occurrence ratio.
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Figure 5.8: temporal improvement ratio vs.
mean number of data in subprocess in heavy-loaded scenario

heavy-load scenario of 50% mean data dependency rate In real world,

processes with high data dependency can be limited, e.g., representing repeat-

ed business services for different customers. In this section, I investigate the

affect on the temporal improvement from data dependency between subpro-

cesses. Specifically, the mean data dependency rate is set to be 50%.

Figure 5.10 illustrates the temporal improvement ratio in terms of

mean number of data in subprocess. Compared with the heavy-load scenari-

o with 100% mean data dependency rate, the temporal improvement ratio of

the heavy-load scenario with 50% is significantly weaker. For instance, for

the processes with 10 mean activity number, the temporal improvement ratio

of the heavy-load scenario with 100% mean data dependency rate is around
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Figure 5.9: occurrence ratio vs. mean number of data in subprocess in
heavy-loaded scenario

13% to 25%, while it is only around 1% to 4% in the heavy-load scenario

with 50% mean data dependency rate. In addition, it also can be observed

that the processes with more mean number of activities in subprocess tend

to have better temporal improvement ratio performance (0.1% to 1% of 5

mean number of activities in subprocess and 1% to 4% of 10 mean number of a-

ctivities in subprocess). On the other hand, by increasing mean number of dat-

a per cluster, the temporal improvement ratio significantly decreases when

mean data dependency rate is 50%.

Figure 5.11 indicates the occurrence ratio in terms of mean number of d-

ata per cluster. It can be observed that the processes with fewer mean number-

of activities in subprocess (e.g., 5) has a lower occurrence ratio than the pro-
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Figure 5.10: temporal improvement ratio vs.
mean number of data in subprocess in heavy-loaded scenario of 50%

mean data dependency rate

cesses with more.

5.3.4.4 Analysis of Evaluation Results

The simulation using G-DCBP is established under the uniform distri-

bution model, which implies that the analysis below might not be fit for the

evaluation that is based on other types of stochastic models.

• The performance of temporal optimization of data-centric business pro-

cesses mainly relies on how subprocesses are involved with each other

with respect to their data dependencies. The higher data dependencies

are, the more chances business activities can be relocated and the better
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Figure 5.11: occurrence ratio vs. mean number of data in subprocess in
heavy-loaded scenario of 50% mean data dependency rate

the temporal improvement can be.

• Under the same level of data dependencies, the temporal improvement

performance is mainly subject to the size of the process. Typically,

large-size data-centric business process tends to have better temporal

improvement performance than the small-size ones.

• Besides data dependencies and the size of business processes, the num-

ber of data items of a subprocess can affect the temporal improvement

of data-centric business processes. This affect is more significant for

large-size business processes. Typically, in large-size data-centric busi-

ness processes, the temporal improvement ratio is lower when the number
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of data items of each subprocess is larger.

• The parameters relevant to activities (activity working time, activity

number per subprocess) do not impact significantly on the temporal

improvement performance of data-centric business processes.
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Chapter 6

Predict Inventory Shipments

This chapter is based on my paper entitled “Predict Inventory Ship-

ments of Oracle EBS Systems” in the Proceedings of the 13th IEEE Interna-

tional Conference on Services Computing1, coauthored by Professor Dewayne

Perry, who supervised this paper and served as the correspondence author.

6.1 Summary

In this chapter, I present a framework to forecast typical business pro-

cess data, (e.g., inventory shipments) and have it evaluated with real-world

data sets extracted from Oracle EBS systems.

6.2 Extracting Inventory Transactions

The inventory management process of the company A includes purchas-

ing and assembling parts, shipping them to customers, etc., all of which occur

in its warehouses. Particularly, these warehouses are designed with respec-

tive functions: storing purchased parts and having them ready for assemblies,

1Yuqun Zhang and Dewayne E. Perry. Predict Inventory Shipments of Oracle EBS
Systems. In Services Computing (SCC), 2016 IEEE International Conference on, June
2016.
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storing assembled products and having them ready to be transferred to the

shipment warehouses, shipping products out to customers, storing returned

products, etc. For each function, there are one or multiple physical warehous-

es that are made for certain parts or products.

In A’s Oracle EBS system, these warehouses are conceptually mapped

as “Inventory Organization”, and each of them is defined as a “Subinventory”.

Specifically, their codes and functions are listed in Table 6.1.

Subinventory code function
BULK Store returned items and certain purchased parts

GUADFGI Store products after assembly
INTRAN Store certain purchased parts and products

and distribute them to other Subinventories
MRB Store certain products and purchased parts

GUADPACK Assemble parts to be products
GUADSTAG Store products that are ready to be shipped out

Table 6.1: Subinventory lists

A typical inventory management process of A can be as follows. After

a purchase order is made, some parts are purchased and stored in INTRAN.

They are transferred later to GUADPACK for assembly in workshops accord-

ing to certain manufacture orders. Then the products are placed in GUADFGI

after assembly in workshops. When a sales order is made, products are trans-

ferred to GUADSTAG for being shipped out to customers.

The data set of our study is the inventory transactions that occurred

within one year, that are generated from the inventory management module of
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Oracle EBS system. Its .csv form is illustrated as Figure 6.1, where each entry

is an inventory transaction. For instance, entry 3 indicates that at 8 : 55am,

November 25, 2015, 2 pieces of the item with the code 88014-00 are shipped out

(transaction type is “sales order issue”) from GUADSTAG. Moreover, entry

5 indicates that at 7 : 13am, October 2, 2015, 10 items with the code 92000-

00 are transferred from GUADFGI to GUADSTAG because of a sales order

(transaction type is “sales order pick”). There are 32162 entries in our data

set.

Since our goal in the chapter is to predict inventory shipments for prod-

ucts, the target Subinventory code is set to be GUADSTAG, and 10 products

with the most shipment frequencies are selected for studies.

6.3 Predicting Inventory Shipments

In this section, we present out methodologies of predicting shipments.

Existing approaches, i.e., ARMA and the Primitive KNN, are first used for

shipment predictions. Then we propose new algorithms based on KNN algo-

rithms that can show that our approach is at least as accurate and effective

and requires significantly less computation time.

6.3.1 The Methodology with ARMA

6.3.1.1 ARMA Algorithm

Autoregressive moving average (ARMA) model is proposed for under-

standing and predicting future values by a given time series of data [70]. This
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model is composed of two parts: autoregressive model (AR) and moving av-

erage model (MA).

Define AR(p) the autoregressive model of order p. AR(p) can be writ-

ten as:

Xt = c+

p∑
i=1

ϕiXt−i + εt (6.1)

where ϕ1, . . . , ϕp are parameters, c is a constant, and the random

variable εt is white noise.

Define MA(q) the moving average model of order q. MA(q) can be

written as:

Xt = µ+ εt +

q∑
i=1

θiεt−i (6.2)

where θi are the parameters of the model, µ is the expectation of Xt.

Define ARMA(p,q) the autoregressive moving average with p AR terms

and q MA terms. ARMA(p,q) can be written as:

Xt = c+ εt +

p∑
i=1

ϕiXt−i +

q∑
i=1

θiεt−i (6.3)

6.3.1.2 Data Preprocess

Originally in the system, one inventory transaction is recorded with the

moment that it occurs. Therefore before proceeding to predicting inventory
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shipments it is necessary to determine the time scale of data points. In [71]

[72], data points are measured as “per hour”. In our ARMA implementation,

we define the time scale as “per day”, that is proven to optimize prediction

accuracy according to our observations.

To obtain the shipment quantity for each day demands accumulating

the quantity of each shipment transaction occurred in the same day, as in

equation 4:

N j
m =

nj∑
i=0

N ji
m (6.4)

where N j
m denotes the daily shipment quantity of product m in day j,

nj denotes the number of shipments occurred in day j for product m, and N ji
m

denotes each record of shipment quantity in day j for product m.

Figure 6.2 demonstrates the extracted shipment quantity records for

product 92000-20 in STAG by days. They do not indicate a general periodic

pattern, because the relevant business activities can be intricate and inter-

mittent. For instance, One factor that affects the shipments is sales orders,

that are not consistent in nature: some sales orders tend to be pooled when

it approaches the ends of quarters; some sales orders occasionally have varied

order quantities.
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Figure 6.2: Annual shipments of 92000-20

6.3.1.3 ARMA Evaluation

The data set that is used for our evaluation starts from September

25, 2014 and ends on September 24, 2015. In our implementation, we select

the inventory shipments that occurred before June 5, 2015 as training set,

and later ones as the testing set. For simplicity, in this chapter, we do not

apply a validation set to determine the parameter settings that achieve the
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optimal performance. Instead, we estimate some groups of parameters that

can approach the optimal prediction accuracy and evaluate the prediction

accuracy under each of them. Table 6.2 demonstrates the evaluation results

for 10 products with high shipment frequencies by the ARMA model under

different settings of the order p (q is not defined in this case because changing

q merely impact on the performance according to our observation). Root-

mean-square-error (RMSE) is the metric to depict how different the predicted

values are from the actual values, that is defined as

RMSE(θ̂) =

√
MSE(θ̂) =

√
E((θ̂ − θ)2). (6.5)

It can be observed from Table 6.2 that generally, changing p does not

change the prediction accuracy by very much. Moreover, the data set with

higher deviations among themselves tend to have worse prediction accuracy.

Products p=3 p=10 p=20 Effective Days Data Deviation
92000-20 9.94 9.94 9.93 110 84.25
94000-60 12.69 12.74 12.89 101 139.54
88014-00 7.46 7.41 7,42 87 37.07
88180-01 3.36 3.36 3.41 70 42.36
92000-60 18.31 18.35 18.49 98 152.27
94000-00 11.65 11.65 11.66 136 304.68
92000-00 3.10 3.10 3.10 93 25.27
88180-02 4.10 4.11 4.11 57 16.57
88004-04 8.07 8.02 8.08 123 85
88180-04 5.31 5.31 5.30 70 49.95

Table 6.2: RMSE under different p and q settings for ARMA
implementations
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6.3.2 The Methodology with KNN Algorithm

It can be observed from Table 6.2 that the shipment days of products

range from 1/7 to 1/2 year. This type of the data sets can be considered

sparse. To handle the prediction for sparse data, a new K Nearest Neighbor

(KNN) algorithm is proposed and proven to be efficient [71] [72]. In this

chapter, their insights of connecting past data points and future data points are

adopted while the data points configuration are modified for a better prediction

accuracy and response time performance.

6.3.2.1 Data Preprocess

It is assumed that there is a function relation between the future in-

ventory transactions and the past inventory transactions. Assume for any

product, S(t) denotes the actual inventory shipment at time t, Ŝ(t) denotes

the prediction of inventory shipment at time t, and ε(t) denotes the noise that

occurs at time t. The relation can be represented as

Ŝ(t) = F (S(t− i), ε(t)), i ∈ {1, 2, ...} (6.6)

Particularly in this chapter, by defining the time scale to be “per hour”,

we assume that the actual inventory transaction at time t is relevant to the

data points that are integer multiples of 24 hours earlier, e.g., t − 24 hours,

t − 48 hours, etc. It is reasonable in practice that inventories, especially the

ones with high-quality management tend to deal with inventory transactions by
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following certain patterns. Thereby it is possible that shipments for products

occur around certain time during a day. These patterns provide the feasibility

to associate the future inventory transactions with the past ones that occur

exactly integer multiple of 24 hours earlier.

S(24(D+1)) S(24D) S(24(D-1)) S(24) …… 

Output Input 

S(24(D+2)) S(24(D+1)) S(24D) S(48) …… 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

Training 
Set 

S(n-24) S(n-48) S(n-72) S(n-24(D+1)) …… 

S(n) S(n-24) S(n-48) S(n-24D) …… 

Test Set 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

Figure 6.3: Group past inventory shipments that differ by 24 hours as input
data and pair them with the future inventory shipments as output data

Figure 6.3 demonstrates how past inventory shipments are connected

with future inventory shipments. Typically, future inventory shipments are

defined as output data set. For each future inventory shipment, the ones that
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occur by every 24 hours earlier are defined as its input data set. The depth of

backtracing the input data set, i.e., the size of each input data set is defined

as D. The entire data set is divided into training set with earlier inventory

shipments and test set with later ones.

Our definition for input and output data sets differs from [71] in that

the data points in [71] is defined as the vector of the events that occur in

the past 24 hours while ours is simply a single value due to our assumption

for inventory shipment pattern mentioned above. Our solution advances in

reducing the response time performance.

6.3.2.2 Primitive KNN Algorithm

In our implementations, define y(t) as the output data, i.e., the pre-

dicted inventory shipment S(t) that occurs in time t, and x(t) as the input

data {S(t − 24), S(t − 48),...,S(t − 24D)}. According to Figure 6.3, if there

are N days in our data set, there is (N −D + 1) input-output pairs and 24N

total data points.

Originally, the KNN algorithm was used for classification with given

class labels. In this chapter, KNN is modified such that, for a given future

inventory shipment, its input is computed with all the inputs in training data

for dissimilarities and the K smallest ones are selected as its nearest neighbors

for averaging their outputs to be the predicted inventory shipment. Partic-

ularly in Algorithm 3, to find an estimate of one future inventory shipment,

namely y(ts∗), where ts∗ is an instance of test set ts, the dissimilarity between
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Algorithm 3 Primitive KNN Algorithm
Input:
x(tr), y(tr), x(ts∗), k
Output:
y(ts∗)

1: for j ∈ tr do
2: dis[j] = ‖x(ts∗) - x(j)‖;
3: end for
4: for i ∈ {1,...,k} do
5: idx[i] = index of ith smallest dis
6: end for
7: y(ts∗) = (1/k)

∑
i∈{1,...,k}y(idx[i])

its input x(ts∗) and all the data points of the training set x(tr) needs to be

computed. Here Euclidean Distance is applied to measure the dissimilarity.

Then the K nearest x(tr) to x(ts∗) can be determined and at last, y(ts∗) is

derived by averaging all the corresponding y(tr).

6.3.2.3 Primitive KNN Evaluation

In our Primitive KNN implementation, the prediction accuracy is found

to be optimal when K equals 1. The evaluations are implemented in terms

of various Ds (20, 30, 40, 50). Similar with the ARMA evaluation, we do not

apply validation sets for simplicity.

It can be observed from Table 6.3 and Table 6.2 that the prediction by

Primitive KNN algorithm can always provide better accuracy compared with

the prediction by ARMA algorithm by selecting proper Ds.
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Products D=20 D=30 D=40 D=50
92000-20 4.53 16.51 1.65 0.84
94000-20 14.14 1.02 6.03 5.36
94000-60 5.84 2.69 2.08 3.33
88014-00 6.99 7.10 6.67 6.74
88180-01 3.45 2.31 2.06 2.01
92000-60 12.72 5.86 5.44 5.41
94000-00 5.62 8.04 5.20 3.53
92000-00 3.46 3.36 2.88 2.09
88180-02 4.00 4.01 3.07 3.13
88004-04 5.83 8.96 4.31 3.91
88180-04 8.02 7.22 7.13 3.60

Table 6.3: RMSE under Primitive KNN implementations

6.3.2.4 Time-Efficient KNN

In KNN implementations, to find K nearest neighbors, a routing so-

lution is to simply sort all the dissimilarities in a certain manner and select

the K smallest ones. If the size of the dissimilarities is n, the optimal time

complexity to find out these K smallest dissimilarities is O(nlgn). In our ap-

proach, note that optimal accuracy can be achieved when K equals 1, that is,

for any future inventory shipment, namely Sf , its prediction is computed as

the inventory shipment whose input is nearest to Sf ’s. To quickly find this

smallest dissimilarity to Sf ’s input, an improvement based on the Primitive

KNN algorithm is proposed in this section and the time complexity to find

this smallest dissimilarity can be significantly reduced.

In Algorithm 4, two new fields are included as inputs, where Min s-

tores the updated minimum dissimilarity and the Minindex stores the index

100



Algorithm 4 Time-Efficient KNN Algorithm
Input:
x(tr), x(ts∗), Min = MAX VALUE, Minindex = -1
Output:
y(ts∗)

1: for j ∈ tr do
2: dis[j] = ‖x(ts∗) - x(j)‖;
3: if dis[j] < Min then
4: Min = dis[j]
5: Minindex = j
6: end if
7: end for
8: y(ts∗) = y(Minindex)

of the inventory shipment that renders the minimum dissimilarity. Given the

input of a future inventory shipment x(ts∗), each time when its dissimilarity

(e.g., Euclidean Distance) to the inputs of the training set is computed, the

dissimilarity is compared with Min. If the dissimilarity is smaller, then Min

is updated as that dissimilarity with Minindex updated. This process iterates

till all the computations are completed and Min at that time is guaranteed

to be the smallest dissimilarity between x(ts∗) and x(tr) with Minindex rep-

resenting the index of the inventory shipment with that dissimilarity.

Algorithm 4 guarantees finding the minimum dissimilarity along with

the computations of dissimilarities, where no specific step for sorting is needed.

101



6.3.3 The Methodology with Approximate Nearest Neighbor Al-
gorithm

Although the Time-Efficient KNN algorithm improves the response

time performance compared with the Primitive KNN algorithm, it still can

be inefficient in real-world applications, with the reasons listed as follows.

• In real-world applications, a validation set, that validates the optimal

configurations of parameters (such as the number of nearest neighbors

K, the time depth D, etc., in our approach), needs to be implemented

before running test sets. Generally in a validation set, multiple preset

groups of parameter settings are applied to the training set, e.g., (K =

1, D = 1), (K = 1, D = 2), (K = 2, D = 1). Then the ones with the

optimal prediction accuracy are selected as the parameters for test sets.

This process can be significantly time-consuming.

• While nowadays data engineers tend to upload data sets to clouds, e.g.,

Amazon EC2, for strong computation power to improve the response

time performance, business owners might be reluctant to do so because of

the security issues. More likely, computations are conducted in physical

servers owned by companies, that can vary widely in computation power.

Therefore, it can be risky to apply the cluster of KNN algorithms to build

Business Intelligence applications that are sensitive with response times.

To handle these challenges, in this section I propose a new algorith-

m that approximates the nearest neighbor algorithm for prediction but that
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Figure 6.4: Placing non-zero elements of an input inventory shipment to bins
with the same dimensions

demands much less response time so that it can be completely under the com-

pany’s control. Note that in many cases inventory shipments occur in daytime

and the effective days of inventory shipments for any product do not exceed

half a year. It can be concluded that there are large amounts of inventory

shipment inputs are all zeros, that causes redundant computations. Moreover,

it can be observed that for most of non-all-zero inputs, they have only a few

non-zero elements, that indicates there are amounts of redundant dissimilarity
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Algorithm 5 Approximate Nearest Neighbor Algorithm
Input:
x(tr), y(tr), x(ts∗), Min = Integer.MAX VALUE, Minindex = -1
Output:
y(ts∗)

1: Build bins and place non-zero elements to them from x(tr);
2: identify non-zero elements in x(ts∗);
3: identify the bins with the corresponding indices, all the indices included

within, namely bi, and the corresponding input inventory transactions,
namely x(bi);

4: for j ∈ bi do
5: dis[j] = ‖x(ts∗) - x(j)‖;
6: if dis[j] < Min then
7: if dis[j] < ‖x(ts∗)‖ then
8: Min = dis[j]
9: Minindex = j

10: else
11: Min = ‖x(ts∗)‖
12: Minindex = idx({0,...,0})
13: end if
14: end if
15: end for
16: y(ts∗) = y(Minindex)

computations that occur between two zeros. These redundancies imply that,

if they can be detected and discarded, it is possible that response time can be

significantly reduced.

This algorithm, aiming at easily detecting redundant computation be-

tween inputs, is initiated by creating bins with the same dimensions as the

depth D. In the training set, all the input inventory shipments place their

non-zero elements into the bins with the corresponding indices. This process
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(a) D =20

(b) D = 30

Figure 6.5: The evaluation results showing the computation time of the
Approximate Nearest Neighbor, Primitive and Time-Efficient KNN

implementations when D = 20 and 30
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(a) D =40

(b) D = 50

Figure 6.6: The evaluation results showing the computation time of the
Approximate Nearest Neighbor, Primitive and Time-Efficient KNN

implementations when D = 40 and 50
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can be illustrated in Figure 6.4, where D bins are built. Assume an input

inventory shipment {0,−2,−1, ..., 0} and its non-zero elements −2 and −1 are

placed in the bins with the same indices as theirs.

Given a future inventory shipment Sf , to compute dissimilarities be-

tween it and all the input inventory shipments in training set can be simplified

in our algorithm. First, the non-zero elements of Sf are selected. For each of

these non-zero elements, their corresponding bins are selected and the indices

of all the elements in these bins are identified. Then the computation of the

dissimilarity between Sf and the input inventory shipments is simplified as to

compute the dissimilarity between Sf and the input inventory shipments with

the identified indices, as in Algorithm 5. Note that a baseline input-output

pair, that is an all-zero input and 0 output, is included for computation to

determine the minimum dissimilarity.

The evaluation results of response time performance between the Ap-

proximate Nearest Neighbor, Time-Efficient KNN, and Primitive KNN algo-

rithms is listed in Figure 6.5 and 6.6. Overall, the Time-Efficient KNN algo-

rithm advances in response time compared with the Primitive KNN algorithm.

Specifically, when D is smaller, the performance gain is bigger. For instance,

when D is 20, the Time-Efficient KNN performs from 53.9% to 87.1% better

than the Primitive KNN algorithm. On the other hand, the Approximate N-

earest Neighbor algorithm achieves a significant advantage in response time

performance compared with the Time-Efficient KNN algorithm. For instance,

when D is 20, the Approximate Nearest Neighbor algorithm saves from 92.9%
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to 98.9% response time over Time-Efficient KNN algorithm. It can be con-

cluded that the Approximate Nearest Neighbor algorithm is much more time-

efficient than the others. In real-world applications, this advantage can be

expected to be more significant when validation sets are included.

Products D=20 D=30 D=40 D=50
92000-20 11.03 19.37 10.33 10.33
94000-60 13.69 12.72 12.62 12.92
88014-00 8.14 8.24 7.88 7.94
88180-01 3.55 3.55 3.55 3.53
92000-60 22.02 18.89 18.84 18.83
94000-00 10.37 12.86 11.87 11.84
92000-00 3.93 3.90 3.50 3.07
88180-02 4.09 4.09 4.34 4.39
88004-04 10.88 10.58 10.59 10.61
88180-04 8.55 8.14 8.05 5.26

Table 6.4: RMSE under Approximate Nearest Neighbor implementations

Methods ARMA KNN Approximate NN
Average RMSE 8.39 3.32 8.65

Table 6.5: Average RMSE under different methods

The results of prediction accuracy by the Approximate Nearest Neigh-

bors is demonstrated in Table 6.4. To better understand the performances

of all the methodologies, I average the optimal prediction accuracy for each

product as in Table 6.5. It can be shown that KNN algorithms have the best

prediction accuracy, and Approximate Nearest Neighbor and ARMA perform

similarly. As a trade-off, the Approximate Nearest Neighbor algorithm does
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not perform as well as KNN algorithms in prediction accuracy, while it is much

more time-efficient.

To further illustrate the response time performances among all the ap-

proaches, another set of evaluations are conducted where the validation sets

are included. 70% of the earlier data are used as the training set, 10% of the

later data are used as the validation set to determine the optimal parameter

settings for testing data. Specifically, starting from 20 and incrementing by 5

for the dimension D, 10 groups of pre-set parameter settings are conducted to

be selected for the optimal D that is used for testing data.

Products Time-Efficient KNN Approximate Nearest Neighbor
92000-20 3497.2 20.97
94000-60 4080.6 11.89
88014-00 3510.3 5.95
88180-01 2582.3 5.36
92000-60 2704.6 7.37
94000-00 5367.3 25.77
92000-00 2075.2 7.71
88180-02 1674.9 2.75
88004-04 5682.5 17.78
88180-04 2617.3 4.74

Table 6.6: Response time (seconds) for Time-Efficient KNN with validation
sets and Approximate Nearest Neighbor implementations

Table 6.6 records the response time of the Time-Efficient KNN and the

Approximate Nearest Neighbor, where 10 groups of dimension Ds are con-

sidered for validation sets for the Time-Efficient KNN. Table 6.7 records the

optimal RMSE and the corresponding D of the Time-Efficient KNN by involv-
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Products RMSE Optimal D
92000-20 0.84 50
94000-60 2.08 40
88014-00 6.67 40
88180-01 1.86 65
92000-60 5.26 60
94000-00 3.53 50
92000-00 2.09 50
88180-02 3.07 40
88004-04 2.28 55
88180-04 3.60 50

Table 6.7: RMSE and the corresponding D of the Time-Efficient KNN with
validation sets

ing validation sets. Table 6.6 indicates that the response time of Time-Efficient

KNN algorithm is around 200 to 700 times more than that of Approximate

Nearest Neighbor algorithm. It can be speculated that with more amount

of data points included and more groups of parameter settings for optimal

parameter selections, the response time of Time-Efficient algorithm could be

even larger than that of Approximate Nearest Neighbor algorithm. Moreover,

it seems that in this thesis, the fact that the optimal Ds for these products

range from 40 to 65 implies for these applications, the computation loads are

possibly reduced, especially when the computations on these data sets are re-

peated with these optimal Ds being apriori knowledge. However, in real-world

applications, even when these data are repeatedly used for computations, it is

much likely that they are included as a subset together with other data and

the optimal Ds could be different. Therefore, it is inevitable to conduct the
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validation sets in each run of the computations and the computation loads are

not expected to be lowered even if some of the data sources are repeated used.

All of the evaluations are conducted with Python 2.0 on an Intel Core

i-7 CPU at 3.40 GHz with 16 GB RAM.
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Chapter 7

Conclusion

My dissertation develops modeling techniques to provide solutions for

business process optimization and evaluation, and its data analysis. Specif-

ically, I develop a data-centric business process modeling technique and ap-

proaches to optimize the temporal performance of the data-centric business

processes by reconstructing them. To evaluate these approaches, I build a

symbolic process generator to stochastically generate symbolic data-centric

business processes that can be used to analyze their properties, i.e., to eval-

uate my temporal optimization techniques in this thesis. Finally, I present a

framework to forecast typical business process data, i.e., inventory shipments

and have it evaluated with real-world data sets extracted from Oracle EBS

systems.

My data-centric business process modeling technique explicitly models

composite business activities that is specified as a tuple of components: data,

human actor, and atomic activity. Data is modeled to reflect its states and

life cycle in workflows. Moreover, workflows of business processes are repre-

sented by defining the concepts of subprocesses, clusters, and policies of their

placements.
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The time-optimization approach reconstructs business process by mod-

ifying the execution order of business activities, that is realized by relocating

business activities from their original subprocesses to others. This approach is

initiated by determining whether a business activity is eligible for relocation in

a business process. One business activity is defined to be eligible for relocation

to a subprocess only when it follows the patterns of being forwardly moveable,

backwardly moveable, or loosely-parallelled moveable to the subprocess. Ac-

cordingly, the approaches that optimizes temporal performances of business

process under different circumstances are developed.

To evaluate these approaches, G-DCBP is developed to generate sym-

bolic business processes. It generates process components (i.e., data, activities,

subprocesses, and clusters) and creates a hierarchy that incorporates them into

data-centric business processes. Its inputs are simply the value (stochastic and

deterministic) of the process components. The evaluation results reflect the

degree of temporal improvements of business processes in different scenarios

and reveal that the size of business processes and the data dependency rate

have the significant impacts on the temporal improvements.

At last, I pay attentions to granular data of business processes, that

is inventory shipments. In this thesis, I present a framework to predict ship-

ments using historical data from Oracle EBS system, which is widely used in

enterprises for operation management. A set of Nearest-Neighbor-based algo-

rithms are developed for different performance metrics, including prediction

accuracy and response time, that are both important performance metrics in

113



the domain of business intelligence.
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Appendix A

An Example of Data-Centric Business Process

activity apartment_purchasing_application

{

role applicant , government_employee , government_officer;

initial_data apartment_application_form , contract;

input_data empty

global_data government_ID , bank_statement , credit_history;

consumed_data apartment_application_form , contract;

atomic_activity <fill_out_apartment_application_form >,

<submit_application_form >,

<verify_identification_and_qualification >;

<approve_apartment_application_form >;

output_data approved_apartment_application_form ,

final_data empty;

}

activity loan_application

{

role applicant , bank_employee , bank_manager;

initial_data loan_application_form;

input_data empty;

global_data government_ID , bank_statement , credit_history;

consumed_data loan_application_form;

atomic_activity <fill_out_loan_application_form >,

<submit_loan_application_form >,

<approve_loan_application_form >;

output_data approved_loan_application_form ,

final_data empty;

}

activity down_payment

{
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role applicant , bank_employee;

input_data approved_apartment_application_form ,

global_data government_ID ,

bank_statement ,

credit_history;

consumed_data empty;

atomic_activity <submit_approved_apartment_application_form >,

<pay_down_payment >;

output_data approved_apartment_application_form;

final_data empty;

}

activity apartment_evaluation

{

role applicant , bank_employee , government_employee;

initial_data empty;

input_data approved_loan_application_form ,

global_data archived_apartment_info;

consumed_data empty;

atomic_activity <check_archived_apartment_info >,

<evaluated_apartment_value >;

output_data approved_loan_application_form ,

apartment_value;

final_data empty;

}

activity asset_evaluation

{

role applicant , bank_employee , government_employee;

initial_data empty;

input_data approved_loan_application_form ,

apartment_value;

global_data government_ID , bank statement , credit history;

consumed_data apartment_value;

atomic_activity <submit_bank_statement_and_credit_history >,

<verify_identification_and_qualification >;

<verify_bank_statement_and_credit_history >,

<evaluate_qualification_of_asset >,

<make_decisions_after_evaluation >;

output_data approved_loan_application_form ,
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estimated_loan_rate ,

final_data empty;

}

activity insurance

{

role applicant , insurance_employee , insurance_manager;

initial_data empty;

input_data approved_loan_application_form ,

approved_apartment_application_form ,

global_data government_ID ,

bank_statement ,

credit_history ,

insurance_rules;

consumed_data empty;

atomic_activity <submit_materials >,

<evaluate_insurance_policy >,

<offer_insurance_policy >,

<negotiate_insurance_policy >,

<finalize_insurance_policy >;

output_data insurance_policy ,

approved_loan_application_form ,

approved_apartment_application_form;

final_data empty;

}

activity issue_certificate

{

role applicant , government_employee , government_officer;

initial_data empty;

input_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

global_data government_ID;

consumed_data empty;

atomic_activity <submit_materials >,

<verify_materials >,

<approve_certificate >,

<issue_certificate >;

output_data empty;
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final_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

}

activity public_notification

{

role government_employee , government_officer;

initial_data empty;

input_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

global_data empty;

consumed_data empty;

atomic_activity <verify_materials >,

<post_public_notification >;

output_data empty;

final_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

}

activity document_archive

{

role government_employee , government_officer;

initial_data empty;

input_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

global_data empty;

consumed_data empty;

atomic_activity <verify_materials >,

<archive_materials >;

output_data empty;

final_data approved_loan_application_form ,

approved_apartment_application_form ,

insurance_policy;

}
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