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Even from the early days of adaptive control theory, it has been a primary target

for several researchers to guarantee global stability using as limited assumptions

as possible. Currently, there exist applicable theories for output feedback adap-

tive control with which we can often guarantee only semi-global stability. When

compared to the corresponding non-adaptive (deterministic) case, these solutions

need several extra assumptions in the synthesis of the adaptive controller. In this

dissertation, we introduce the definition of a specific class of nonlinear systems,

which can be guaranteed global asymptotical stability. This is one of the main

result of this dissertation. We named this class as “Passivity Based Globally

Stabilizable Systems via Adaptive Output feedback(PBGSS/AOF)”. During the

arguments, we show how to construct passivity based adaptive controller.

As examples of actual systems, spacecraft attitude control problem and n degree

vi



of freedom(DOF) robot arm problem are chosen. For each case, The method to

construct a controller and an estimator is shown with its stability proof and its

effectiveness is displayed with numerical simulation results.
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Chapter 1

Introduction

In general engineering fields, we have to deal with numerous mechanical sys-

tems. Here, the phrase “mechanical systems” is generic, which describes systems

whose governing equations are derived from classically analytical dynamics ap-

proaches. As Greenwood says in [23], kinematics and dynamics are integral parts

of mechanics and therefore, they have been the primary motivation to study dy-

namical systems and their properties. In this dissertation, we adopt the following

definition for mechanical systems as follows.

Definition 1.1 (Mechanical Systems). The dynamics of an n-degree of free-

dom satisfies the following well-known Euler-Lagrange equation,

d

dt

(
∂L
∂q̇

(q, q̇)

)

− ∂L
∂q

(q, q̇) = Q (1.1)

where, q(t) and q̇(t) are practical position and velocity respectively and L(q, q̇)

is the scalar Lagrangian function defined by,

L(q, q̇) , T (q, q̇) − V(q) (1.2)
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Naturally, T (q, q̇) is the total kinetic energy and V(q) denotes the potential

energy function. Also, Q expresses the external force into the system

We refer to this class of systems as Mechanical Systems. (Note that this is a

relatively narrow sense definition for mechanical systems.)

Interesting feedback control problems always arise when we try to make these

mechanical systems execute desired motions. Since the dawn of modern control

theory, it has been the ultimate objective researchers in this field to establish a

control design method applicable to any type of mechanical systems in order to

guarantee global stability using least amount of a priori information and simplify-

ing assumptions. Although several researchers have developed numerous remark-

ably sophisticated control theories such as H∞ robust optimal control [14], sliding

mode control [15] etc., this ultimate objective has not been reached yet. Some of

the reasons for that may be stated as follows:

1. It is very difficult (if not impossible) to ignore or cancel the effects of un-

known (uncertain) parameters in the controller structure;

2. Even if we achieve the overall control objective when the full state measure-

ments are available, there exists no generally available method to extend

these solutions for the case of output feedback when the complete state

measurement is unavailable/impractical. However, more often than not,

they are severely handicapped in the presence of unknown parameters ex-

cept when one can formulate adaptive control solutions. This is the case

because non-adaptive robust control methods require prior availability of

bounds on all unknown/uncertain parameters leading to the requirements

of additional assumptions. Furthermore, the requirement of robustness often

2



leads to degradation of both closed loop stability and performance.

In order to achieve the overall objective of tracking desired motions, we seek

a control methodology which does not violate the two points stated above.

1.1 The Adaptive Control

As far as we can dig back into the literatures, The word “Adaptive Control”

was introduced by Drenick and Shahbender in 1957. It is defined as “the last

parts of a series of three stages in the development of control system” by Bellman

in 1960’s. (The first stage is defined as the control in deterministic case and

the stochastic case is that for the second stage.) During 1960’s and 1970’s, the

achievements of adaptive control can be broadly classified into three fields.

1. Extremum adaptation;

2. Sensitivity models;

3. Adaptive methods based on Lyapunov’s theory.

According to the reference of Narendra [42], the objective of extremum adap-

tation has been adjustment of the parameters of a plant after determining their

direct effects on the overall system performance index of that. This technique was

popularly well accepted by many practitioners of adaptive control of that time

due to its simplicity, applicability to nonlinear systems and the aspect that it did

not need explicit identification of the plant parameters.

Referring the words of Cruz [33], compared to the extremum methods, in the sen-

sitivity methods, researchers required more information about the target plant to
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be controlled. When we assume that the structure of a system is known but its pa-

rameters are unknown, the sensitivity functions of associated signals in the system

can be obtained via “sensitivity model.” Thus, when such sensitivity functions are

available online, the parameters can be adjusted for optimal performance. This is

the basic concept behind sensitivity methods and it has been currently inherited

to modern H∞ optimal control and even µ synthesis techniques. Point of time,

sensitivity methods fundamentally treat the adaptive system to be linear with

slowly time-varying coefficients.

The Lyapunov’s direct method, which is currently one of the most popular meth-

ods did not receive much attention during 1970’s because of certain mathematical

difficulties. However, discovery of the well known “Barbalat’s lemma” in 1970’s

led to the development of general stable adaptive control methods using Lya-

punov’s direct methods. (Currently it is slightly extended for a type of systems

by Tao [54].) Consequently, it led to the current prosperity of adaptive control

theories and contributed towards the development of the robust adaptive control,

multivariable adaptive control and several associated fields in 1980’s.

From the history of adaptive control, we know that adaptive controllers can be

broadly categorized as follows:

1. Model Reference Adaptive Control (MRAC) and Self Tuning Controller

(STC)

2. Direct and indirect adaptive control

Before giving a spotlight to the purpose of this dissertation, we would need to

review briefly the adaptive control methodologies mentioned above.

4
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Figure 1.1: MARC Control Scheme

1.1.1 Model Reference Adaptive Control

Fig. 1.1 shows the general frame work of Model Reference Adaptive Control

(MRAC). In the MRAC scheme, the elements of an overall system are made up

of four important sub-components.

The “plant” is assumed to have a known structure but parameters can be un-

known. For example, in a linear dynamical system, this means that we know the

number of poles and zeros in the system, although we do not know their exact

locations. This also implies that in the nonlinear system we know the structure

of dynamic equations except for some linearly appearing constant or slowly time

varying unknown parameters.

The “reference model” is used to specify the desired response characteristics of the

adaptive control system. It provides the ideal plant response which the adapta-
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tion law must seek when it adjusts the parameters. The questions of choosing the

reference model is one of the important aspects of adaptive control system design

and any acceptable choice must essentially satisfy two requirements. Primarily, it

has to reflect the specific closed-loop performance requirements such as rise time,

settling time, peak overshoots and frequency domain characteristics; secondly, the

desired behavior should be achievable for the adaptive control systems; in other

words, there are already several inherited constraints on the structure of reference

model due to the assumed structure of actual plant model.

The “controller” is frequently parameterized by a number of adjustable parame-

ters. The controller should have perfect tracking capacity to allow the possibility

of tracking convergence when we try to track the above reference model. This

yields that when the plant parameters are not known, the adaptive mechanism

will adjust the controller parameters so that perfect tracking is asymptotically

achieved. If the control law is linear with respect to controller parameters, it is

said to be “linearly parameterized” and existing adaptive control schemes usually

require this linear parametrization of the controller to obtain adaptive mechanism.

The “adaptive law” is the adaptive mechanism which is used to adjust the param-

eters in the control law. In MRAC, the adaptive law seeks parameters such that

the response of the plant with adaptive controller behaves as the same as that of

the reference trajectory. Naturally, the primary difference between the conven-

tional control and the adaptive control lies on the existence of this function. The

main issue of adaptation design is to synthesize an adaptation mechanism which

guarantees that the overall system remains stable and the tracking error converges

to zero.

Note that both in MRAC, the controller parameters are computed from the

6
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estimates of the plant parameters as if they were the true values of the actual plant

parameters. This idea is frequently called the “certainty equivalence principle.”

1.1.2 Indirect Adaptive Control

As mentioned above, an adaptive controller is formed by combining an online

parameter estimator, which provides estimates of unknown parameters at each

instant, with a control law that is motivated from the known parameters case.

The way to estimate the parameters is combined with the control law gives rise to

two different approaches; In the first approach, the plant parameters are estimated

online and used to calculate the controller parameters. This approach is normally

called “Indirect adaptive control” and Fig.1.2 shows that framework.
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1.1.3 Direct Adaptive Control

In the second approach, the plant model is “re”parameterized in terms of the

controller parameters that are estimated directly without calculated by the es-

timates of actual plant parameters. This approach is normally called “Indirect

adaptive control” and Fig.1.3 shows that framework. The typical difference be-

tween these two approaches are the presence of calculator for control parameters.

Direct adaptive scheme is slightly more complicate due to the presence of it.

1.2 The Concept of Passivity

On the other hand of developing adaptive control theory, passivity properties of

a system have received much attention to the development of new control schemes

that utilize measurement/output feedback instead of the restrictive sate feedback

assumption. Its basic concept and the relationship between the passivity and the

stability have been already introduced in late 1950’s by Youla et.al [12]. Roughly

speaking, the concept of passivity is that a system which holds passivity cannot
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store more energy than what is externally supplied. Mathematically, this property

within the system is defined by next.

Definition 1.2 (Passivity in Mechanical Systems). If a mechanical system

(1.1) with Q = MTu (M is a constant matrix and u is a torque vector.) can

define an operator Σ : u → MT q̇ such that

u · MT q̇|t=T ≥ H(q(T ), q̇(T )) −H(q(T ), q̇(T )) for all T ≥ 0 (1.3)

where, an operator (·) is an inner product which can be defined arbitrarily,

and H is a total stored energy function of the system.

Then, we can say that the system holds passivity and the operator Σ is called a

passive map between u and MT q̇.

In the later chapter, we also use the another definition of passivity by Slotine

[51].

Lemma 1.1 (Slotine). If the time derivative of H(q(t), q̇(t)) is expressed as,

Ḣ(q(t), q̇(t)) = u · y − g(t) (1.4)

and H(q(t), q̇(t)) is lower bounded and g(t) ≥ 0.

Then the system from u to y is passive. [g(t) is called “passive map.”]

The reasons why this property is much focused upon by many researchers are

as follows.

1. Passivity is invariant under negative feedback interconnection of two passive

systems.

2. Consider two interconnected passive systems. If the energy created by one

subsystem is dissipated by the other, then the closed loop system is stable

9



3. Passivity is independent of the full state measurement if one of the subsystem

is a controller.

Before introducing the true mathematical fashion of these concepts, The con-

cepts of L2 and L2e space and L2 stability must be prepared to be utilizable.

Definition 1.3 (L2 and L2e space).

L2 , {x|‖x‖2
L2

,

∫
∞

0

‖x‖2dt < ∞} (1.5)

L2e , {x|‖x‖2
L2

,

∫ T

0

‖x‖2dt < ∞,∀T} (1.6)

Note: This norm is induced from a vector inner product such that,

u · y|L2,2e
,

∫
∞,T

0

uTydt (1.7)

Definition 1.4 (L2 stability). Σ is said to be L2 stable if there exists a positive

constant γ s.t. for every initial condition x0, there exists a finite constant β(x0)

s.t.,

‖y‖L2e
≤ γ‖u‖L2e

+ β(x0) (1.8)

Here, we are ready to introduce the mathematical meanings of the passivity

properties.

Property 1.1 (Invariance of passivity). Consider the general input-output

system shown in Fig.1.4. (We denote Σ1 and Σ2 as passive map corresponding

to systems 1 and 2 respectively.) If Σ1 and Σ2 are both passive, then assuming

u , (u1, u2) and y , (y1, y2), a new mapping Σ : u → y is also passive.

Property 1.2 (Stability of Passive Systems). Assume Σ1 and Σ2 are passive,

which means that there exist constants αi1, αi2, αo1, αo2, β1, β2 such that,

e1 · y1|L2e
≥ αi1‖e1‖2

L2e
+ αo1‖y1‖2

L2e
+ β1 (1.9)
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e2 · y2|L2e
≥ αi2‖e1‖2

L2e
+ αo2‖y2‖2

L2e
+ β2 (1.10)

and αi1 + αo2 > 0, αi2 + αo1 > 0 holds for all T ≥ 0.

If e1, e2 ∈ L2e, (L2e is extended L2 space) then, Σ is L2 stable.

These definitions and properties were developed starting from the late 1970’s

through the mid 1980’s. Passivity based controller was introduced by Ortega and

Spong [48]. From this result, we have two basic steps to design a controller for

mechanical systems; the first is the energy shaping stage, in which we change

potential energy of the system to have a global and unique minimum at the fa-

vored/desired equilibrium state. In the second damping injection stage, we create

the dissipation term to guarantee asymptotic stability. This same logic flow is

always applied to accomplish many objectives when we try to design passivity

based controllers. We will also follow these same steps in this dissertation.

11



1.3 Motivation for Adaptive Output Feedback

Control

Existing adaptive control theories are, in general, are limited by the following

factors:

1. As introduced in MRAC scheme, the controller in deterministic case must

be linear parameterizable with respect to unknown parameters in order to

be extended to adaptive controller.

2. Unknown parameters in plant must be constants or “very slowly time vary-

ing” values.

Furthermore, we have to mention two more inferior aspects of adaptive control.

3. Adaptive control typically guarantees only state convergence and conver-

gence of parameter estimates to their true values happens only in rare and

restricted case, depending on persistence of excitation conditions on the in-

put to the reference input. In other cases, parameter convergence does not

happen. In any case, the parameter estimates fluctuate significantly leading

to poor transient performance.

4. These methods are not easy to extend to the adaptive output feedback con-

trol case. In the real world, there exist a lot of constraints on measurement

of full state vector in actual systems. For example, there are some cases we

cannot measure angular velocity of a robot arm joint due to the lack of cost

or space limitation.

12



In this dissertation, our target is to address the fourth aspect for a class of me-

chanical systems by taking advantage of the property of passivity, since passivity

properties help us relax requirements on the full state feedback. Simultaneously,

we also try to guarantee global asymptotic stability via adaptive output feedback.

The key issues are follows:

1. Adaptive controllers are designed based on “certainty equivalence principle.”

Thus, the region of attraction (convergence) is the same as that in the

deterministic case when all the plant parameters are completely known.

2. A traditional method to update unknown parameter estimates in adaptive

control scheme is to construct differential equations dynamics for the pa-

rameter estimates. In almost all the cases, the differential equation update

mechanisms include all the state signals which causes problems when only

output signals are available for feedback.

In order to handle the first item, we define a certain class of nonlinear systems

which are “globally” stabilizable via output feedback and describe the properties

of this class. For the second one, we introduce the two techniques to construct

“feasible” adaptive update laws that are implementable with output feedback.

By resolving these main issues for the chosen class of mechanical systems, we

construct adaptive controllers which guarantee global stability

Later chapters are organized as follows. First of all, we formulate a particular class

of nonlinear systems, that are globally stabilizable via output feedback for both

the deterministic case and adaptive case. As representative examples for this

class of systems, spacecraft attitude tracking problem and robot arm tracking

problem are also mentioned. At the beginning of each chapter of examples, we

13



review historical development of spacecraft attitude tracking control and robot

arm tracking control. Finally, this dissertation is summarized in the conclusions

chapter.

14



Chapter 2

An Adaptively Output

Stabilizable Class of Nonlinear

Systems

As shown in previous literatures ( [51], [23]) , both the attitude tracking prob-

lem of spacecraft and the desired trajectory tracking problem of robot manipu-

lators have very similar dynamics and there exist even more similar dynamics,

when a dynamics is constructed by Lagrangian. This means that we can define

this class as one of the adaptive output feedback stabilizable class. The purpose

of this chapter is to define this class as “Passivity Based Globally Stabilizable

System via Adaptive Output Feedback ” (PBGSS/AOF). This chapter also de-

fines the condition that this class of nonlinear systems must possess to be included

in this class. We also mention the relationship between this class and so called

“passivity property.”
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2.1 Passivity Based Globally Stabilizable Sys-

tems via Output Feedback

First, General system dynamics are defined that can be stabilized via output

feedback with no uncertainty present.

2.1.1 Definition

Defining a general system state ψ(∈ R3n) = [ψ11,ψ12,ψ2]
T (ψ11,12,2 ∈ Rn),

that dynamics must be expressed as follows. (Note:We assume that functions

which depends only on time are all bounded.)

ψ̇11 = A1(t,ψ11,ψ12) +B1(t,ψ11,ψ12)ψ2 (2.1)

ψ̇12 = A2(t,ψ11,ψ12) +B2(t,ψ11,ψ12)ψ2 (2.2)

ψ̇2 = D−1(t,ψ11,12)(F (t,ψ11,12,ψ2) + u) (2.3)

where, D(∈ Rn×n) = DT is a symmetric positive definite matrix and F ∈ Rn

is a nonlinear function.

Remark 2.1. In typically practical systems, each sub-state has the following

meaning.

ψ11 : Kinematics (Position Variable)

ψ12 : Filter (Observer) States

ψ2 : Velocity states

Also, A1,2 ∈ Rn×n each has a next property.

Assumption 2.1. A vector function A , [A1, A2]
T can be summarized via next

expression.
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




A1

A2




 =











Aca 0n×n

0n×n Acb




 +N (t,ψ11,ψ12)






︸ ︷︷ ︸

Ac

·






f1(t,ψ11)

f2(t,ψ12)






︸ ︷︷ ︸

f(t,ψ11,ψ12)

(2.4)

where, each Aca,cb ∈ Rn×n is a constant Hurwitz matrix and N (·) ∈ R2n×2n

is a zero matrix or a skew symmetric matrix. f1 and f2 must be bounded with

respect to their arguments and f1 = 0 must imply ψ11 = 0 and f2 = 0 must also

imply ψ12 as well. Summarizing these assumptions yields,

f = 0 ⇒ ψ11, ψ12 = 0 (2.5)

We are now trying to construct a general class of PBGSS/AOF and assume

that only measurable state is ψ11. Here, we have to mention about a condition to

make ψ12 feasible.

Assumption 2.2. If the matrix B1 in (2.1) must be full rank for ∀ψ11, ψ12, t

and

B2 ·B−1
1 = k (2.6)

where, k ∈ Rn×n is a nonsingular constant matrix, then, we can construct a

feasible differential equation to calculate ψ12 that does not involve ψ2 terms in

contrast to (2.2).

Remark 2.2. Typically, we design the filter dynamics (2.2). Hence it is not too

restrictive to assume that this proposition holds. As an example, we can always

select B1 = B2 and that satisfy (2.6).

Proof. From (2.1), we have

ψ2 = B−1
1 (ψ̇11 −A1) (2.7)
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Thus, substituting (2.7) into (2.2) yields,

ψ̇12 = A2 +B2B
−1
1 (ψ̇11 −A1)

= A2 + k(ψ̇11 −A1) (2.8)

When we define ϑ , ψ12 − kψ11, we can rewrite (2.8) as,

ϑ̇ = A2(t,ψ11,kψ11 + ϑ) − k ·A1(t,ψ11,kψ11 + ϑ) (2.9)

This does not depend on unmeasured state any more, thus this is feasible differ-

ential equation. Naturally, ψ12, which is our requiring state, is obtained by

ψ12 = kψ11 + ϑ (2.10)

Before introducing a class of nonlinear system, which is stabilizable via output

feedback, we need one more assumption.

Assumption 2.3. A scalar function G(t,ψ11,ψ12), which is defined by next (We

summarize [ψT
11,ψ

T
12]

T = ψ1),

G(t,ψ11,ψ12) ,

∫ t

0

fTPψ̇1dt (2.11)

where, P has the next partition,

P =






Pa 0n×n

0n×n Pb




 (2.12)
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and each symmetric positive definite matrix Pa and Pb satisfies the next Lyapunov

equations,

AT
caPa + PaAca = −Qa(= QT

a > 0) (2.13)

AT
cbPb + PbAcb = −Qb(= QT

b > 0) (2.14)

must be a mapping s.t.

G : R×Rn ×Rn → R+ (2.15)

and also G must be radially unbounded w.r.t ψ11 and ψ12.

Here, we are ready to introduce a class of “Passivity Based Globally Stabiliz-

able System via Output Feedback.” (PBGSS/OF)

Proposition 2.1. The system expressed as (2.1), (2.2) and (2.3) is PBGSS/OF

if and only if the next condition holds. (This is the sufficient condition.)

ψT
2 F (t,ψ1,ψ2) = ψT

2 g(t,ψ1,ψ2) −
1

2
xT

2 Ḋx2 (2.16)

where, g can be written in terms of

g = −g1(t,ψ1)ψ2 + g2(t,ψ1) (2.17)

and g1 holds,

−ψT
2 g1ψ2 ≤ 0 (2.18)
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2.1.2 Stability and Controllability Proof

The controllability (closed loop stability) of this system is shown by the exis-

tence of a certain control structure.

Theorem 2.1. Consider the system (2.1), (2.2) and (2.3). The control input u

described as, (Arguments of functions are omitted for simplification.)

u = −BT
1 Paf1 −BT

2 Pbf2 − g2 (2.19)

guarantees global stability for the system; i.e,

lim
t→∞

[ψ1,ψ2] = 0

Proof. From above properties, we choose the Lyapunov function candidate as,

V = G(t,ψ11,ψ12) +
1

2
ψT

2Dψ2 (2.21)

When we take a time derivative of this Lyapunov function, it yields, ( Q =

diag[Qa,Qb] > 0)

V̇ = fTPψ̇1 +ψT
2 [F + u]

= −fTQf +ψT
2 [−g1ψ2 + g2 +BT

1 Paf1 +BT
2 Pbf2 + u]

≤ −fTQf −ψT
2 g1ψ2

≤ 0 (2.22)

We use the control input (2.19) in the third step. Then, we have,G ∈ L∞,ψ2 ∈

L∞. G is radially unbounded from definition, thus, ψ1 ∈ L∞ and this implies

f , ḟ ∈ L∞. From the dynamics of overall system (2.1), (2.2) and (2.3), ψ̇1, ψ̇2 ∈
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L∞. Thus, by Barbalat’s lemma, we get ψ1 → 0 as t → ∞. Substituting these

result into (2.1) or (2.2) and considering the assumption 2.6 yield ψ2 → 0 as

t → ∞.

The relationship between the condition (2.16) and the system passivity can be

mentioned as follows.

Theorem 2.2. The condition (2.16) holds if a system holds passivity between ψ2

and u+ g and also between ψ2 and BTf (B , diag[B1,B2]).

Proof. From the original Lyapunov function (2.21), choose two sub-classes of

Lyapunov function V1, V2 as,

V1 =
1

2
ψT

2 Dψ2 (2.23)

V2 = G(t,ψ11,ψ12) (2.24)

their time derivatives are

V̇1 = ψT
2 [g + u] (2.25)

V̇2 = ψT
2 [BTf ] − fTQf (2.26)

where, (2.16) are taken advantage of. These are the definition of passivity

itself by Slotine [51] which has been already introduced in chapter 1. We can also

show the passivity based on the original definition of passivity. By integrating

(2.25) and (2.26) from 0 to T (time), we have,

V1(T ) − V1(0) =

∫ T

0

ψT
2 [g + u]dt (2.27)
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V2(T ) − V2(0) ≤
∫ T

0

ψT
2 [BTf ]dt (2.28)

These are obviously the originally same definition of passivity in chapter 1.

Thus, if (2.16) holds, the claimed passivity holds.

Remark 2.3. If F (t,ψ11,12,ψ2) +u− g2(hg2(t),ψ11,ψ12) = 0 when ψ12, ψ2 = 0

(not required ψ11 = 0), then the condition for Ac in (2.4) can be relaxed as at

least Acb is a Hurwitz and Aca can be permitted to be a zero matrix. (At this

time, Pa does not have to satisfy (2.13) and it can be chosen to be arbitrarily

symmetric positive definite matrix.)

Proof. In order to simply the arguments, we assume Aca = 0n×n. When we use

the same Lyapunov function (2.21) and take a time derivative of it, we have

V̇ = −fT
2 Qbf2 −ψT

2 g1ψ2

≤ 0 (2.29)

Thus, we can conclude ψ12, ψ2 → 0 as t → ∞ with the same procedure of

Theorem.1. Also we have ψ1, ψ2, ψ̇1, ψ̇2 ∈ L∞. When we substitute (2.19) into

(2.3) and take a time derivative of this equation, we have,

Ḋ(hdD(t),ψ1, ψ2, ψ̇1, ψ̇2)ψ̇2 +Dψ̈2 =
d

dt
[F (hF (t),ψ11,12,ψ2)

−g2(hg2(t),ψ11,ψ12) −BT
1 Paf1

−BT
2 Pbf2

]

, H(hH(t),ψ1, ψ2, ψ̇1, ψ̇2) (2.30)

The first term of LHS of (2.30) and RHS are bounded because they are con-

tinuous function and all their arguments are bounded. Also D is bounded below
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from its definition, thus, this conclude ψ̈2 ∈ L∞. By using Barbalat’s lemma

recursively, ψ2 → 0 and ψ̇2, ψ̈2 ∈ L∞ imply ψ̇2 → 0 as t → ∞. Consequently, we

have ψ12, ψ2, ψ̇2 → 0 as t → ∞. When we substitute this result into (2.3) with

(2.19) again, LHS of (2.3) goes to zero as time goes to infinity. However, there

remains only one term −BT
1 Paf1 in RHS. Hence,

−BT
1 Paf1 → 0 as t → ∞ (2.31)

From the Assumption.2.1, it happens only when f1 → 0. Thus, this automat-

ically implies ψ11 → 0 as t → ∞.

Remark 2.4. With the same reason as above, if F − g2 = 0 when ψ11, ψ2 = 0

(not required ψ12 = 0), then the condition for Ac in (2.4) can be relaxed as at

least Aca is a Hurwitz and Acb can be permitted to have zero poles.

2.2 Passivity Based Globally Stabilizable Sys-

tem via Adaptive Output Feedback

2.2.1 Definition

Theorem 2.3. Let us assume A1,2 are completely known. If g2 are linear with

respect to unknown parameters, then, the system is “Passivity Based Globally

Stabilizable system via Adaptive Output Feedback.” (PBGSS/AOF)
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2.2.2 Stability and Controllability Proof

Proof. We denote g∗2 as g2 with unknown parameters.

Choose Lyapunov function as,

Va = V + θ̃T Γ−1θ̃ (2.32)

When we take a time derivative of Va, we have

V̇a ≤ −fTQf + θ̃T Γ−1 ˙̃
θ

+ψT
2 [−g1ψ2 + g∗2 +B∗T

1Paf1 +B∗T
2Paf2 + u] (2.33)

Here, we choose the control input as

u = −ĝ2 −BT
1 Paf1 −BT

2 Paf2 (2.34)

where, ĝ2 means estimated values of g∗2.

By putting this control input into (2.33), Va is going to be,

V̇a ≤ −fTQf −ψT
2 g1ψ2 + θ̃T Γ−1 ˙̃

θ

+ψT
2 g̃2 (2.35)

where, g̃2 , g∗2 − ĝ2. As we mention above, all the unknown parameters are

included in this system linearly, thus, it can be parameterized by θ̃, i.e,

g̃2 = W (t,ψ1)θ̃ (2.36)

Hence, V̇a can be summarized as,

V̇a ≤ −fTQf −ψT
2 g1ψ2 + θ̃T [Γ−1 ˙̃

θ +W Tψ2] (2.37)
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Finally, we can choose ˙̃
θ as

˙̃
θ = − ˙̂

θ = −ΓW Tψ2 (2.38)

in order to show that,

V̇a = −fTQf −ψT
2 g1ψ2 ≤ 0 (2.39)

Thus, by processing the same steps in the previous cases, we can show the

stability of ψ1,2.

We have to mention about the property of (2.38). This differential update law

seems to be unfeasible due to the presence of ψ2, however, we can apply two

techniques to make this update law feasible; one is called decomposition technique

and the other is called integration technique. With these techniques, we can

construct θ̂ itself which does not include ψ2 any more. It depends on the system

which technique we can use to construct a feasible update equation.

2.2.3 Feasible Update Law

Lemma 2.1. If W TB−1
1 · [In×n, 0n×n] has the next decomposition,

W T (t,ψ1)B
−1
1 (t,ψ1) = φ(t) ·w(ψ1) (2.40)

then, (2.38) can be calculated by the next equation.

θ̂ = θ̂1(t) + θ̂(0) + φ(t)

∫ ψ

ψ0

w(ξ)dξ −
∫ t

0

φ̇(τ)

∫ ψ

ψ0

w(ξ)dξdτ (2.41)
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where, θ̂1(t) is an output from the next differential equation.

˙̂
θ1(t) = −ΓW TB−1

1 A1 (2.42)

Proof. Substituting (2.7) into (2.38), we have

˙̂
θ(t) = ΓW TB−1

1 (ψ̇11 −A1)

= −ΓW TB−1
1 A1 + ΓW TB−1

1 ψ̇11

,
˙̂
θ1(t) +

˙̂
θ2(t) (2.43)

Naturally,
˙̂
θ1 is a feasible part and we try to make

˙̂
θ2 feasible. Considering

ψ11 = [In×n, 0n×n] ·ψ1,
˙̂
θ2 will be,

˙̂
θ2(t) = ΓW TB−1

1 [In×n, 0n×n]ψ̇1 (2.44)

When we substitute (2.40) into (2.44), we have

˙̂
θ2(t) = Γφ(t) ·w(ψ1)ψ̇1 (2.45)

Thus, applying integration by parts to (2.44) directly and combining θ̂1 give us

the final expression (2.41).

If, this decomposition property does not hold, we also have the following tool.

Lemma 2.2. The vector function θ̂, which is defined by next

θ̂(t) , Γ

∫ t

0

W T (τ,ψ1)ψ̇2dτ (2.46)
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where, Γ is any arbitrarily positive definite matrix, can be calculated without

using ψ2 by the following expression.

Γ

∫ t

0

W T (τ,ψ1)ψ2dτ = θ̂1(t) + ΓH(t,ψ1)

−Γ

∫ t

0

∫ ψ1

ψ10

W T
t (τ, ε)dεdτ (2.47)

where, H(t,ψ) is defined as following.

H(t,ψ1) ,

∫ ψ1

ψ10

W T (t, ε)B−1
1 (t, ε)[In×n, 0n×n]dε (2.48)

and θ̂1 is an output from the same differential equation (2.42). Also, subscript

“t” of W in (2.47) means partial derivative with respect to time.

Proof. As the same in decomposable case, substituting (2.7) into (2.38) yields,

˙̂
θ(t) = −ΓW TB−1

1 A1 + ΓW TB−1
1 ψ̇11

,
˙̂
θ1(t) +

˙̂
θ2(t) (2.49)

As shown before, the first part of (2.49) is feasible and the second part is a

target to make feasible.

Let us consider time derivative of vector function H(hH(t),ψ1), which is,

d

dt
H(t,ψ) =

∂

∂t
H(t,ψ) +

∂

∂ψ
H(t,ψ) · ψ̇ (2.50)

When we integrate this expression with respect to time, we will get

H(t,ψ1) =

∫ t

0

∂

∂τ
H(τ,ψ1)dτ +

∫ t

0

W (τ,ψ1)ψ̇1dτ (2.51)
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The second term of (2.51) is nothing but our θ̂2 itself. Thus, θ̂2 can be calculated

as shown next.

θ̂2 = ΓH(t,ψ1) − Γ

∫ t

0

∂

∂τ
H(τ,ψ1)dτ

= ΓH(t,ψ1) − Γ

∫ t

0

∂

∂τ

∫ ψ1

ψ10

W (τ, ε)dεdτ

= ΓH(t,ψ1) − Γ

∫ t

0

∫ ψ1

ψ10

∂

∂τ
W (τ, ε)dεdτ

= ΓH(t,ψ1) − Γ

∫ t

0

∫ ψ1

ψ10

Wτ (τ, ε)dεdτ (2.52)

From the definition of H(t) and the nature of W (t,ψ1), (2.52) is not depen-

dent on ψ̇1 any longer.

According to this new definition of a class of nonlinear systems, we solve

the spacecraft attitude tracking problem first, and reference trajectory tracking

problem of robot manipulators secondly.
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Chapter 3

Spacecraft Attitude Tracking

Problem

3.1 Introduction

Spacecraft attitude tracking control has been researched for many years and

its adaptive problems with full state feedback has been successfully solved by

Junkins.et.al [32]. On the other hand, only during the past decade, great progress

has been achieved in the field of spacecraft attitude control without using an-

gular velocity measurements. When no inertia uncertainty is present, we have

already had a lot of interesting output feedback solutions for both attitude regu-

lation and tracking. Especially, when we focus on the passivity based formalisim,

the history began with Lizarralde and Wen’s achievements [17] for a regulation

problem of spacecrat attitude control. Furthermore, Tsiotras [46] extended this

result and took advantage of certain passivity properties inherent to this problem

to formulate a dynamic controller for attitude regulation, in which the kinemat-
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ics are expressed in terms of the Modified Rodrigues Parameters (MRPs). For

the tracking case, Caccavale and Villani [16] provide a solution with guaranteed

local exponential stability by adopting the nonminimal set of quaternions for kine-

matics and constructing a model based observer to estimate the angular velocity.

Recently, Akella [40] extended these results by developing an angular velocity

free controller formulation using a Lyapunov construction that guarantees global

asymptotic stability. An important feature within the results of both Caccavale

and Villani [16] and Akella [40] is that the control input torque has a linear de-

pendence on the inertia matrix, suggesting the applicability of Model Reference

Adaptive Control (MRAC) techniques for the unknown inertia matrix case.

For this class of problems, it must however be noted that there are only very few

and strongly limited solutions within the literatures. One of the latest and prac-

tical solution is based on the “complete observability assumption” [8], [41], [13].

However, in this framework, we need the following assumptions

1. Upper and lower bounds of unknown parameters

2. Upper bounds of measured signals and their time derivative signals.

These assumptions cause requirements of much costs and time for designing a con-

troller and it is interesting and important research to get rid of these assumptions

from the designing process of adaptive control scheme.

Thus, our purpose in this example is to formulate an adaptive output feedback

controller with as few a priori knowledge as possible. Actually, as shown later, we

try to formulate a controller which can guarantee global stability with no extra

assumption on the system.
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3.2 Using Modified Rodrigues Parameters (MRPs)

3.2.1 Problem Formulation

As it is well known, Euler’s rotational equation is formulated as follows.

Iω̇ = −S(ω)Iω + u (3.1)

where, ω ∈ R3 is angular velocity of spacecraft, I = IT ∈ R3×3 is the inertia

matrix of a spacecraft and u ∈ R3 is an external torque input. S(·) denotes the

skew-symmetric matrix to perform the vector cross product.

In order to construct the kinematic equation, we take advantage of the modified

Rodrigues parameters (MRPs), which is defined as the next equation.

σ = ê tan
Φ

4
(3.2)

σ ∈ R3 denotes MRP vector, ê ∈ R3 and Φ ∈ R represent the principal rota-

tion axis and principal rotation angle respectively. With using this MRPs, the

kinematic equation of the spacecraft attitude dyamics is defined by next.

σ̇ =
1

4
B(σ)ω (3.3)

The function B(σ) is given by the following expression.

B(σ) = (1 − σTσ)I3×3 + 2S(σ) + 2σσT (3.4)
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with I3×3 being the 3 × 3 identity matrix.

In order to create the whole system dynamics, let us introduce several reference

frames. N, B and C denote the inertial frame, a body fixed frame and the

commanded motion frame respectively. Also n̂, b̂ and ĉ represent the unit vector

triads in each frame. These three vectors are mutually related with,

b̂ = C(σ)n̂

ĉ = C(σc)n̂ (3.5)

b̂ = C(s)ĉ

C(·) is the direction cosine matrix and σc is the commanded MRPs in C.

(Namely, ωc and ω̇c represent the commanded angular velocity and accelaration

in C.) It is possible to show the relationship between the direction cosine matrix

and MRPs by the next equation.

C(σ) = I3×3 − 4
1 − σ2

(1 + σ2)2
S(σ) +

8

(1 + σ2)2
S2(σ) (3.6)

and C(s) is defined by

C(s) = C(σ)CT (σc) (3.7)

In our adaptive output feedback problem, we make use of this s to simplify

attitude tracking dynamics. Defining angular velocity error δω , ω − ωB
c and

the next relationship with respect to ωB
c

ωB
c = C(s)ωc (3.8)
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ω̇B
c = C(s)ω̇c − S(ω)C(s)ωc (3.9)

deliver the next open loop dynamics of a spacecraft attitude dyamics with

respect to s and δω.

ṡ =
1

4
B(s)δω (3.10)

˙δω = −S(ω)Iω + u − I[C(s)ω̇c − S(ω)C(s)ωc] (3.11)

Without proof, here we show the theorem to guarantee the global stability for

the system (3.10) and (3.11) with no angular velocity.

Theorem 3.1. Let us consider the system (3.10) and (3.11). If we adopt the

control torque input u as

u = −1

4
BT (s)s − 1

4
BT P (s + Amz) + IC(s)ω̇c + S(ωB

c )IωB
c (3.12)

then the closed loop system is globally asymptotically stable. Where Am is

any Hurwitz matrix and P = P T is positive definite matrix which satisfies next

Lyapunov equation

AT
mP + PAm = −Q(= QT > 0) (3.13)

and z is the filtered output, which dynamics is defined as,

ż = Amz + s (3.14)

Remark 3.1. The overall system (3.10), (3.11) and (3.14) is PBGSS/OF. Corre-

sponding expression in general formulation as in chapter 3, ψ11 → s, ψ12 → ż,

ψ2 → δω. Also in this case, matrix A in chapter 3 has the next form.
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Ac =






0n×n 0n×n

0n×n Am




 (3.15)

As shown in the sequel, We can relax the condition for A which is mentioned

in chapter 3 for this case.

3.2.2 Adaptive Output Feedback Controller

Now we are ready to discuss about the adaptive controller for the system (3.10)

and (3.11). We will try to estimate six entries in an inertia matrix, which is,

θ∗ ,

[

I∗

11 I∗

12 I∗

13 I∗

22 I∗

23 I∗

33

]T

(3.16)

Let us summarize the main result as a theorem.

Theorem 3.2. Consider the system (3.10) and(3.11) again with no information

of inertia matrix. If we adopt the next control structure and adaptive update law ,

u = −1

4
BT (s)s − 1

4
BT P (s + Amz) + I(t)C(s)ω̇c + S(ωB

c )I(t)ωB
c (3.17)

θ̂(t) = Γθ̂(0) + Γ
9∑

i=1

θ̂i(t) (3.18)

θ̂i(t) = φi(t)

∫
s

0

wi(s)ds −
∫ t

0

d

dτ
φi(τ)

∫
s

0

wi(s)dsdτ (3.19)

where, Γ = ΓT is an arbitrarily positive definite matrix and wi(s) ∈ R6×3 and

φi(t) ∈ R are defined later. z is the same filtered output from (3.14). Then, we

can gurantee the globally asymptotical stability for the system.

34



3.2.3 Stability and Controllability Proof

Before showing stability and controllability, we have to show the relationship

between “feasible” update law of unknown parameters and “unfeasible” differen-

tial update law. Note that the feasible update law (3.18) and (3.19) are derived

from decomposition technique in chapter 3.

Remark 3.2. As mentioned later, the feasible adaptive update law (3.18) and

(3.19) is completely equivalent to,

˙̂
θ = ΓWT

d (s, ω̇c,ω
B
c )δω (3.20)

where WT
d (s, ω̇c,ω

B
c ) ∈ R6×3 is described in the stability proof, then, we use

this differential expression for the stability proof and show the equivalency of these

two update laws in the following section.

Proof. Let us construct the next Lyapunov function candidate.

V =
1

2
δωT I∗δω +

1

2
sT s +

1

2
(s + Amz)T P (s + Amz)

︸ ︷︷ ︸

G

+
1

2
θ̃T Γ−1θ̃ (3.21)

When we take the time derivative of (3.21), it is going to be

V̇ = δωT I∗ ˙δω + sT ṡ +
1

2
(s + Amz)T P (ṡ + Amż)

+
1

2
(ṡ + Amż)T P (s + Amz) + θ̃T Γ−1 ˙̃

θ

= δωT [u +
1

4
BT (s)s +

1

4
BT P (s + Amz) − I∗C(s)ω̇c

−S(ω)I∗ω + I∗S(ω)ωB
c ]

+
1

2
(s + Amz)T (AT

mP + PAm)(ṡ + Amż) + θ̃T Γ−1 ˙̃
θ (3.22)
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By virtue of (3.13) and (3.17), (3.22) will end up with

V̇ = δωT [S(ωB
c )I∗ωB

c − S(ω)I∗ω + I∗S(ω)ωB
c ]

−1

2
żT Qż + δωT [Ĩ(t)C((s))ω̇c + S(ωB

c )Ĩ(t)ωB
c ] + θ̃T Γ−1 ˙̃

θ (3.23)

As mentioned in [40], the first part of (3.23) can be shown to be cancelled

and the second term is stable term. The third term is linear with respect to each

entry of inertia parameter and can be parameterized with using θ̃(t) like,

δωT [Ĩ(t)C((s))ω̇c + S(ωB
c )Ĩ(t)ωB

c ] = δωTWd(s, ω̇c,ω
B
c )θ̃(t) (3.24)

Noting that from the nature of (3.24), Wd(s, ω̇c,ω
B
c ) can divided into two

parts like,

Wd(s, ω̇c,ω
B
c ) = Wd1(s, ω̇c) + Wd2(ω

B
c ) (3.25)

Wd1 and Wd2 can be calculated as follows.

Wd1(s, ω̇c) =









cw1 cw2 cw3 0 0 0

0 cw1 0 cw2 cw3 0

0 0 cw1 0 cw2 cw3









(3.26)

where, scalar functions cw1, cw2 and cw3 are defind by

cw1 = c11ω̇c1 + c12ω̇c2 + c13ω̇c3 (3.27)

cw2 = c21ω̇c1 + c22ω̇c2 + c23ω̇c3 (3.28)

cw3 = c31ω̇c1 + c32ω̇c2 + c33ω̇c3 (3.29)

with letting cij be ith row and jth column element of direction cosine matrix.

Here is the Wd2.
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Wd2(ω
B
c ) =









0 −(ωB
c1)2 ωB

c1ωB
c2 −ωB

c1ωB
c2 −ωB

c1ωB
c3+ωB

c1ωB
c2 ωB

c2ωB
c3

(ωB
c1)2 ωB

c1ωB
c2 0 0 −ωB

c2ωB
c3 −(ωB

c2)2

−ωB
c1ωB

c2 −(ωB
c2)2+ωB

c1ωB
c3 −ωB

c2ωB
c3 ωB

c2ωB
c3 (ωB

c3)2 0









(3.30)

Then, we can construct adaptive update law using (3.23) and fourth term in

(3.23).

˙̂
θ(t) = − ˙̃

θ = ΓWT
d (s, ω̇c,ω

B
c )δω (3.31)

Finally, adopting (3.20), (3.23) becomes

V̇ = −1

2
żT Qż ≤ 0 (3.32)

Thus, δω, s, z, ż, θ̃ ∈ L∞. It is reasonable to assume that σc, ωc and its

higher derivatives are all bounded. Then, by (3.20), θ̃(t) ∈ L∞. By integrating

(3.32), ż ∈ L2 can be easily shown. From (3.14), we get

z̈ = Amż + ṡ (3.33)

By the previous bounds and Eq.(3.10), we can conclude z̈ ∈ L∞, thus, ż → 0

as t → ∞. Using the same process above implies d3

dt3
z ∈ L∞. Hence, by recursive

Barbalat’s lemma, z̈ → 0 as t → ∞. Substituting these two results to (3.33), we

have ṡ→ 0 as t → ∞. This automatically implies δω → 0 as t → ∞ by Eq.(3.10)

(Note that B(s) is a non-singular matrix.). Eq.(3.11) can be differentiated to be

taken advantage of to show δ̈ω ∈ L∞. Thus, by recursive Barbalat’s lemma again,

δω → 0, ˙δω ∈ L∞, δ̈ω ∈ L∞ ⇒ ˙δω → 0 as t → ∞ (3.34)
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This final result can be used to show thats→ 0 as t → ∞ by (3.11) with (3.17).

Consequently, by Eq.(3.14),

s→ 0, ż → 0 ⇒ z → 0 as t → ∞ (3.35)

When we summarized above, we have,

lim
t→∞

[δω, s, z] = 0 (3.36)

as required.

3.2.4 Proof of Equivalence Between Update Laws

The adaptive update law (3.20) can not be implemented directly because of the

lack of information δω. Here, we try to create practically implementable update

law.

Proof. From the (3.10), we can describe δω as a function of s and ṡ.

δω = 4B−1(s)ṡ (3.37)

Substituting (3.37) into (3.20), we get a new differential update law.

˙̂
θ(t) = 4ΓWT

d (s, ω̇c,ω
B
c )B−1(s)ṡ (3.38)

Its integrated expression is the same as,

θ̂(t) = Γθ̂(0) + 4Γ

∫ t

0

WT
d (s, ω̇c,ω

B
c )B−1(s)ṡdτ (3.39)
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(3.39) is still dependent on ṡ. However, (3.39) can be converted to executable

form by the next technique. Before introducing a certain technique, we change

the notation of Wd. As described in (3.8), ωB
c is a function of s and ωc. Then,

Wd is a function of s, ω̇c and ωB
c , i.e,

Wd = Wd(s, ω̇c,ωc) (3.40)

Furthermore,this new Wd can be divided into nine parts, i.e,

WT
d (s, ωc, ω̇c)B

−1(s) =
9∑

i=1

βdi (3.41)

where, each βdi is described as,

βdi =







ω̇ciwi(s) for i = 1, 2, 3

ω2
ciwi(s) for i = 4, 5, 6

ωc1ωc2w7(s) for i = 7

ωc1ωc3w8(s) for i = 8

ωc2ωc3w9(s) for i = 9

(3.42)

Naturally, each wi(s) ∈ R6×3 is a function only by s calculated as follows.

For i = 1, 2, 3, wi(s) have the next form.

wT
i (s) = B−T (s)γi (3.43)

where, each γi ∈ R3×6 is defined as follows with letting cij(s) be each entry of

direction cosine matrix with respect to s.
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γ1 =









c11(s) c21(s) c31(s) 0 0 0

0 c11(s) 0 c21(s) c31(s) 0

0 0 c11(s) 0 c21(s) c31(s)









(3.44)

γ2 =









c12(s) c22(s) c32(s) 0 0 0

0 c12(s) 0 c22(s) c32(s) 0

0 0 c12(s) 0 c22(s) c32(s)









(3.45)

γ3 =









c13(s) c23(s) c33(s) 0 0 0

0 c13(s) 0 c23(s) c33(s) 0

0 0 c13(s) 0 c23(s) c33(s)









(3.46)

For i=4 to 9, wi(s) have the same form as (3.43). However, the structure of

each γi is different from those of the cases i = 1, 2, 3. Here are the exact definitions

of them.

γi =









0 −γi1 γi2 −γi2 γi3 γi4

γi1 γi2 0 0 −γi4 −γi5

−γi2 −γi3 −γi4 γi4 γi5 0









(3.47)

where, each γi1 to γi5 is defined as follows.

γ41 = c2
11(s) γ51 = c2

12(s)

γ42 = c11(s)c12(s) γ52 = c12(s)c22(s)

γ43 = c2
21(s) − c11(s)c31(s) γ53 = c2

22(s) − c12(s)c32(s)

γ44 = c21(s)c31(s) γ54 = c22(s)c32(s)

γ45 = c2
31(s) γ55 = c2

32(s)
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γ61 = c2
13(s)

γ62 = c13(s)c23(s)

γ63 = c2
23(s) − c13(s)c33(s)

γ64 = c23(s)c33(s)

γ65 = c2
33(s)

γ71 = 2c11(s)c12(s)

γ72 = c11(s)c22(s) + c12(s)c21(s)

γ73 = 2c21(s)c22(s) − (c11(s)c32(s) + c12(s)c31(s))

γ74 = c21(s)c32(s) + c22(s)c31(s)

γ75 = 2c31(s)c32(s)

γ81 = 2c11(s)c13(s)

γ82 = c11(s)c23(s) + c13(s)c21(s)

γ83 = 2c21(s)c23(s) − (c11(s)c33(s) + c13(s)c31(s))

γ84 = c21(s)c33(s) + c23(s)c31(s)

γ85 = 2c31(s)c33(s)
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γ91 = 2c12(s)c13(s)

γ92 = c12(s)c23(s) + c13(s)c21(s)

γ93 = 2c22(s)c23(s) − (c12(s)c33(s) + c13(s)c32(s))

γ94 = c22(s)c33(s) + c23(s)c32(s)

γ95 = 2c32(s)c33(s)

Using these wi, θ̂ can be implemented as follows.

θ̂(t) = Γθ̂(0) + Γ
9∑

i=1

θ̂i(t) (3.48)

Each θ̂i(t) can be implemented by the next technique.

Here is a property of integral.

d

dt

∫ t

0

φi(t)

∫
s

0

wi(s)dsdt =

∫ t

0

d

dt
φi(t)

∫
s

0

wi(s)dsdt +

∫ t

0

φi(t)wi(s)ṡdt (3.49)

where φi(t) is a coefficient scalar function of each wi.

By (3.49), θ̂i(t) can be realized by the next expression.

θ̂i(t) =

∫ t

0

φi(t)wi(s)ṡdt

= φi(t)

∫
s

0

wi(s)ds −
∫ t

0

[
d

dt
φi(t)

∫
s

0

wi(s)ds]dt (3.50)

This is the continuous time expression of the estimator realization. In (3.50),

there is no dependence on the unmeasured signals. Thus this update law can be

feasible to estimate the inertia parameter instead of (3.20)

42



3.2.5 Numerical Example

In order to show the performance of proposed adaptive control structure, we

show the simulation result of tracking a certain reference trajectory, which is the

same as one in [41].

σc(t) , κ(t) tan(Φc/4) (3.51)

with κ(t) = [0.5 cos(0.2t), 0.5 sin(0.2t),
√

3/2]T and Φc = π.

I =









20 1.2 0.9

1.2 17 1.4

0.9 1.4 15









ALL initial conditions are set like these.

s(0) = [ 0.5 0
√

3/2 ]T

δω(0) = [ 0.0 0.0 0.0 ]T

z(0) = [ 0.4 0.005 0.7 ]T

θ̂(0) = [ 0 0 0 0 0 0 ]T

After some simulation, we also set Am = −0.5I3×3 and P = diag([5, 16, 16])

(subsequently Q = −diag([2.5, 8, 8])). Adaptive gain matrix Γ is chosen to be,

Γ = diag([1000, 50, 50, 1000, 50, 1000])

Fig.(3.1), Fig.(3.2), Fig.(3.3) and Fig.(3.4) show MRPs tracking error vector,

angular velocity tracking error, estimated parameters and control torques respec-

tively. As shown in Figs. 3.1,3.2, MRP vector s and angular velocity error δω

are asymptotically stable. However, as seen in Fig.3.3, we can not get parameter
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Figure 3.1: Position tracking error with respect to MRPs
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Figure 3.2: Angular velocity tracking error

44



0 50 100 150 200
0

5

10

15

θ*
1
=20

θ 1(t)
, k

g−
m2

sec
0 50 100 150 200

−2

−1

0

1

θ
2
* =1.2

θ 2(t)
, k

g−
m2

sec

0 50 100 150 200
0

0.5

1

1.5

2

θ*
3
=0.9

θ 3(t)
, k

g−
m2

sec
0 50 100 150 200

−10

0

10

20
θ*

4
=17

θ 4(t)
, k

g−
m2

sec

0 50 100 150 200
−0.4

−0.2

0

0.2

0.4
θ*

5
=1.4

θ 5(t)
, k

g−
m2

sec
0 50 100 150 200

−10

0

10

20 θ*
6
=15

θ 6(t)
, k

g−
m2

sec

Figure 3.3: Estimated Parameters
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Figure 3.4: Control torques
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Figure 3.5: Control torques during steady states.

convergence for estimated values. This is due to violation of persistent exitation

condition. Control torques in Fig.(3.4) seem to converge to origin, however, actual

torques are oscillatory to keep the reference trajectory as shown in Fig.(3.5).

3.3 Using Unit Quaternions

3.3.1 Problem Formulation

As it is well known, the unit quaternion for the attitude representation of

spacecraft is defined as,

q = â sin
Φ

2
(3.54)

q0 = cos
Φ

2
(3.55)

where,[q, q0] ∈ R4 denotes unit quaternion vector, â ∈ R3 and Φ ∈ R represent
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the principal rotation axis and principal rotation angle respectively. Using this

unit quaternion and Euler’s rotational equation, the kinematic equation of the

spacecraft attitude dynamics and motion of equation are defined by next.

q̇ =
1

2
(S(q)ω + q0ω) (3.56)

q̇0 = −1

2
qTω (3.57)

Iω̇ = −S(ω)Iω + u (3.58)

where, ω ∈ R3 is angular velocity of spacecraft, I = IT ∈ R3×3 is the inertia

matrix of a spacecraft and u ∈ R3 is an external torque input. S(·) denotes the

skew-symmetric matrix to perform the vector cross product.

unit quaternion is unit vector because of holding the following property.

qTq + q2
0 = 1 (3.59)

Furthermore, the rotation matrix is expressed via quaternion as follows.

C(q) , (q2
0 − qTq)I3×3 + 2qqT − 2q0S(q) (3.60)

In order to create the whole system dynamics for a tracking problem, let us

introduce several reference frames. N, B and C denote the inertial frame, a body

fixed frame and the commanded motion frame respectively. Also n̂, b̂ and ĉ

represent the unit vector triads in each frame. These three vectors are mutually

related with,
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b̂ = C(q, q0)n̂

ĉ = C(qc, qc0)n̂ (3.61)

b̂ = C(e, e0)ĉ

C(·) is the direction cosine matrix and qc is the quaternion in commanded

frame C. (Namely, qc and q̇c represent the commanded angular velocity and

acceleration in C.) It is possible to show the relationship between the direction

cosine matrix and unit quaternion by the next equation.

C(q, qc0) = (q2
0 − qTq)I3×3 + 2qqT − 2q0S(q) (3.62)

and C(e) is defined by

C(e, e0) = C(q, q0)C
T (qc, qc0) (3.63)

As in the case using MRPs, we make use of this e to simplify attitude tracking

dynamics. Defining angular velocity error δω , ω−ωB
c and the next relationship

with respect to ωB
c

ωB
c = C(e, e0)ωc (3.64)

ω̇B
c = C(e, e0)ω̇c − S(ω)C(e, e0)ωc (3.65)

deliver the next open loop dynamics of a spacecraft attitude dynamics with

respect to e and δω.
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ė =
1

2
(S(e) + e0I3×3) δω (3.66)

ė0 = −1

2
eTδω (3.67)

˙δω = −S(ω)Iω + u − I[C(e, e0)ω̇c − S(ω)C(e, e0)ωc] (3.68)

We show the theorem to guarantee the global stability for the system (3.66)

and (3.68) with no angular velocity.

Theorem 3.3. Let us consider the system (3.66) and (3.68). If we adopt the

control torque input u as

u =
1

2
(S(e) − e0I3×3) (P (Amz + e) + e) + IC(s)ω̇c + S(ωB

c )IωB
c (3.69)

then the closed loop system is globally asymptotically stable. Where Am is any

Hurwitz matrix and P = P T is positive definite matrix which satisfies next Lya-

punov equation

AT
mP + PAm = −Q(= QT > 0) (3.70)

and z is the filtered output, which dynamics is defined as,

ż = Amz + e (3.71)

Remark 3.3. The overall system (3.66), (3.68) and (3.71) is PBGSS/AOF. Cor-

responding expression in general formulation as in chapter 3, ψ11 → [e, e0]
T ,
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ψ12 → ż, ψ2 → δω. Also in this case, matrix A in chapter 3 has the next

form.

Ac =






0n×n 0n×n

0n×n Am




 (3.72)

As shown in the sequel, We can relax the condition for A which is mentioned

in chapter 3 for this case.

Proof. Let us construct the next Lyapunov function candidate.

V =
1

2
δωT Iδω +

1

2
eTe +

1

2
(e + Amz)T P (e + Amz) (3.73)

When we take the time derivative of (3.73), it is going to be

V̇ = δωT I ˙δω + eT ė +
1

2
(e + Amz)T P (ė + Amż)

+
1

2
(ė + Amż)T P (e + Amz)

= δωT [u +
1

2
T T (e, e0)e +

1

2
T T P (e + Amz) − IC(e, e0)ω̇c

−S(ω)Iω + IS(ω)ωB
c ]

+
1

2
(e + Amz)T (AT

mP + PAm)(ė + Amż) (3.74)

where,

T (e, e0) , (S(e) + e0I3×3) (3.75)

are used to simplify the arguments. By virtue of (3.70) and (3.69), (3.74) will

end up with
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V̇ = δωT [S(ωB
c )IωB

c − S(ω)Iω + IS(ω)ωB
c ]

−1

2
żT Qż + δωT [Ĩ(t)C((e), e0)ω̇c + S(ωB

c )Ĩ(t)ωB
c ] (3.76)

As mentioned in [40], the first part of (3.76) can be shown to be cancelled and

the second term is stable term. Finally,

V̇ = −1

2
żT Qż ≤ 0 (3.77)

Thus, δω, e, z, ż, θ̃ ∈ L∞. It is reasonable to assume that qc, q̇c and its higher

derivatives are all bounded. Then, by integrating (3.77), ż ∈ L2 can be easily

shown. From (3.71), we get

z̈ = Amż + ė (3.78)

By the previous bounds and Eq.(3.66), we can conclude z̈ ∈ L∞, thus, ż → 0

as t → ∞. Using the same process above implies d3

dt3
z ∈ L∞. Hence, by recursive

Barbalat’s lemma, z̈ → 0 as t → ∞. Substituting these two results into (3.78), we

have ė→ 0 as t → ∞. This automatically implies δω → 0 as t → ∞ by Eq.(3.66)

(Note that T (e, e0) is a non-singular matrix.). Eq.(3.68) can be differentiated to

be taken advantage of to show δ̈ω ∈ L∞. Thus, recursive Barbalat’s lemma again,

δω → 0, ˙δω ∈ L∞, δ̈ω ∈ L∞ ⇒ ˙δω → 0 as t → ∞ (3.79)

This final result can be used to show thate → 0 as t → ∞ by (3.68) with

(3.69). Consequently, by Eq.(3.71),
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s→ 0, ż → 0 ⇒ z → 0 as t → ∞ (3.80)

When we summarized above, we have,

lim
t→∞

[δω, e, z] = 0 (3.81)

as required.

Also, by calculating decomposition matrix for this case as in chapter 3, we can

easily extend this control input to adaptive case.

3.3.2 Adaptive Output Feedback Controller

Now we are ready to discuss about the adaptive controller for the system (3.66)

(3.67)and (3.68). We will try to estimate six entries in an inertia matrix, which

is,

θ∗ ,

[

I∗

11 I∗

12 I∗

13 I∗

22 I∗

23 I∗

33

]T

(3.82)

Let us summarize the main result as a theorem.

Theorem 3.4. Consider the system (3.66),(3.67) and(3.68) again with no in-

formation of inertia matrix. If we adopt the next control structure and adaptive

update law ,

u =
1

2
T T (P (Amz + e) + e) + Î(t)C(e, e0)ω̇c + S(ωB

c )Î(t)ωB
c (3.83)
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θ̂(t) = Γθ̂(0) + Γ
9∑

i=1

θ̂i(t) (3.84)

θ̂i(t) = φi(t)

∫ ε

0

wi(ξ)dξ −
∫ t

0

d

dt
φi(t)

∫ ε

0

wi(ξ)dξdt (3.85)

where, Γ = ΓT is an arbitrarily positive definite matrix and wi(ξ) ∈ R6×3 and

φi(t) ∈ R are defined later. z is a filtered output from (3.71). Also note that ε is

a combined state as ε = [e, e0]
T . Then, we can guarantee the globally asymptotical

stability for the system.

3.3.3 Stability and Controllability Proof

As the same as MPRs case, the feasible adaptive update law (3.84) and (3.85)

is completely equivalent to,

˙̂
θ = ΓWT

d (e, e0, ω̇c,ω
B
c )δω (3.86)

where WT
d (e, e0, ω̇c,ω

B
c ) ∈ R6×3 is described in the stability proof, then, we

use this differential expression for the stability proof and show the equivalency of

these two update laws in the following section.

Proof. Let us construct the next Lyapunov function candidate.

V =
1

2
δωT I∗δω +

1

2
eTe +

1

2
(e + Amz)T P (e + Amz)

︸ ︷︷ ︸

G

+
1

2
θ̃T Γ−1θ̃ (3.87)

When we take the time derivative of (3.87), it is going to be
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V̇ = δωT I∗ ˙δω + eT ė +
1

2
(e + Amz)T P (ė + Amż)

+
1

2
(ė + Amż)T P (e + Amz) + θ̃T Γ−1 ˙̃

θ

= δωT [u +
1

2
T T (e, e0)e +

1

2
T T P (e + Amz) − I∗C(e, e0)ω̇c

−S(ω)I∗ω + I∗S(ω)ωB
c ]

+
1

2
(e + Amz)T (AT

mP + PAm)(ė + Amż) + θ̃T Γ−1 ˙̃
θ (3.88)

By virtue of (3.70) and (3.83), (3.88) will end up with

V̇ = δωT [S(ωB
c )I∗ωB

c − S(ω)I∗ω + I∗S(ω)ωB
c ]

−1

2
żT Qż + δωT [Ĩ(t)C((e), e0)ω̇c + S(ωB

c )Ĩ(t)ωB
c ] + θ̃T Γ−1 ˙̃

θ (3.89)

As mentioned in [40], the first part of (3.89) can be shown to be cancelled and the

second term is stable term. The third term is linear with respect to each entry of

inertia parameter and can be parameterized with using θ̃(t) like,

δωT [Ĩ(t)C(e, e0)ω̇c + S(ωB
c )Ĩ(t)ωB

c ] = δωTWd(e, e0, ω̇c,ω
B
c )θ̃(t) (3.90)

Noting that from the nature of (3.90), Wd(e, e0, ω̇c,ω
B
c ) can divided into two

parts like,

Wd(e, e0, ω̇c,ω
B
c ) = Wd1(e, e0, ω̇c) + Wd2(ω

B
c ) (3.91)

Wd1 and Wd2 can be calculated as follows.
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Wd1(e, e0, ω̇c) =









cw1 cw2 cw3 0 0 0

0 cw1 0 cw2 cw3 0

0 0 cw1 0 cw2 cw3









(3.92)

where, scalar functions cw1, cw2 and cw3 are defined by

cw1 = c11ω̇c1 + c12ω̇c2 + c13ω̇c3 (3.93)

cw2 = c21ω̇c1 + c22ω̇c2 + c23ω̇c3 (3.94)

cw3 = c31ω̇c1 + c32ω̇c2 + c33ω̇c3 (3.95)

with letting cij be ith row and jth column element of direction cosine matrix.

Here is the Wd2.

Wd2(ω
B
c ) =









0 −(ωB
c1)2 ωB

c1ωB
c2 −ωB

c1ωB
c2 −ωB

c1ωB
c3+ωB

c1ωB
c2 ωB

c2ωB
c3

(ωB
c1)2 ωB

c1ωB
c2 0 0 −ωB

c2ωB
c3 −(ωB

c2)2

−ωB
c1ωB

c2 −(ωB
c2)2+ωB

c1ωB
c3 −ωB

c2ωB
c3 ωB

c2ωB
c3 (ωB

c3)2 0









(3.96)

Then, we can construct adaptive update law using (3.90) and fourth term in

(3.89).

˙̂
θ(t) = − ˙̃

θ = ΓWT
d (e, e0, ω̇c,ω

B
c )δω (3.97)

Finally, adopting (3.86), (3.89) becomes

V̇ = −1

2
żT Qż ≤ 0 (3.98)

Thus, δω, e, z, ż, θ̃ ∈ L∞. It is reasonable to assume that σc, ωc and its higher

55



derivatives are all bounded. Then, by (3.86), θ̃(t) ∈ L∞. By integrating (3.98),

ż ∈ L2 can be easily shown. Finally, by applying Barlalat’s lemma recursively

from ż to z̈, ė, ˙δω, we can show that e → 0 and δω → 0. z → 0 follows by using

(3.71).

3.3.4 Proof of Equivalence for Update Laws

The adaptive update law (3.86) can not be implemented directly because of the

lack of information δω. Here, we try to create practically implementable update

law. From the (3.66), we can describe δω as a function of e and ė.

δω = 2T−1(e, e0)ė (3.99)

Substituting (3.99) into (3.86), we get a new differential update law.

˙̂
θ(t) = 2ΓWT

d (e, e0, ω̇c,ω
B
c )T−1(e, e0)ė (3.100)

Its integrated expression is the same as,

θ̂(t) = Γθ̂(0) + 2Γ

∫ t

0

WT
d (e, e0, ω̇c,ω

B
c )T−1(e, e0)ėdτ (3.101)

(3.101) is still dependent on ė. However, (3.101) can be converted to executable

form by the next technique. Before introducing a certain technique, we change

the notation of Wd. As described in (3.64), ωB
c is a function of e and ωc. Then,

Wd is a function of e, ω̇c and ωB
c , i.e,

Wd = Wd(e, e0, ω̇c,ωc) (3.102)

Furthermore,this new Wd can be divided into nine parts, i.e,
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WT
d (e, e0, ωc, ω̇c)T

−1(e, e0) =
9∑

i=1

βdi (3.103)

where, each βdi is described as,

βdi =







ω̇ciwi(e, e0) for i = 1, 2, 3

ω2
ciwi(e, e0) for i = 4, 5, 6

ωc1ωc2w7(e, e0) for i = 7

ωc1ωc3w8(e, e0) for i = 8

ωc2ωc3w9(e, e0) for i = 9

(3.104)

Naturally, each wi(e, e0) ∈ R6×3 is a function only by e and e0. The exact

expression of each wi is follow.

For i = 1, 2, 3, wi(e) have the next form.

wT
i (e, e0) = T−T (e, e0)γi (3.105)

where, each γi ∈ R3×6 is defined as follows with letting cij(e) be each entry of

direction cosine matrix with respect to e.

γ1 =









c11(ε) c21(ε) c31(ε) 0 0 0

0 c11(ε) 0 c21(ε) c31(ε) 0

0 0 c11(ε) 0 c21(ε) c31(ε)









(3.106)

γ2 =









c12(ε) c22(ε) c32(ε) 0 0 0

0 c12(ε) 0 c22(ε) c32(ε) 0

0 0 c12(ε) 0 c22(ε) c32(ε)









(3.107)
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γ3 =









c13(ε) c23(ε) c33(ε) 0 0 0

0 c13(ε) 0 c23(ε) c33(ε) 0

0 0 c13(ε) 0 c23(ε) c33(ε)









(3.108)

where, a combined state ε is used for simplicity. For i=4 to 9, wi(ε) have the

same form as (3.105). However, the structure of each γi is different from those of

the cases i = 1, 2, 3. Here are the exact definitions of them.

γi =









0 −γi1 γi2 −γi2 γi3 γi4

γi1 γi2 0 0 −γi4 −γi5

−γi2 −γi3 −γi4 γi4 γi5 0









(3.109)

where, each γi1 to γi5 is defined as follows.

γ41 = c2
11(ε) γ51 = c2

12(ε)

γ42 = c11(ε)c12(ε) γ52 = c12(ε)c22(ε)

γ43 = c2
21(ε) − c11(ε)c31(s) γ53 = c2

22(ε) − c12(ε)c32(ε)

γ44 = c21(ε)c31(ε) γ54 = c22(ε)c32(ε)

γ45 = c2
31(ε) γ55 = c2

32(ε)

γ61 = c2
13(ε)

γ62 = c13(ε)c23(ε)

γ63 = c2
23(ε) − c13(ε)c33(ε)

γ64 = c23(ε)c33(ε)

γ65 = c2
33(ε)

58



γ71 = 2c11(ε)c12(ε)

γ72 = c11(ε)c22(ε) + c12(ε)c21(ε)

γ73 = 2c21(ε)c22(ε) − (c11(ε)c32(ε) + c12(ε)c31(ε))

γ74 = c21(ε)c32(ε) + c22(ε)c31(ε)

γ75 = 2c31(ε)c32(ε)

γ81 = 2c11(ε)c13(ε)

γ82 = c11(ε)c23(ε) + c13(ε)c21(ε)

γ83 = 2c21(ε)c23(ε) − (c11(ε)c33(ε) + c13(ε)c31(ε))

γ84 = c21(ε)c33(ε) + c23(ε)c31(ε)

γ85 = 2c31(ε)c33(ε)

γ91 = 2c12(ε)c13(ε)

γ92 = c12(ε)c23(ε) + c13(ε)c21(ε)

γ93 = 2c22(ε)c23(ε) − (c12(ε)c33(ε) + c13(ε)c32(ε))

γ94 = c22(ε)c33(ε) + c23(ε)c32(ε)

γ95 = 2c32(ε)c33(ε)

Using these wi, θ̂ can be implemented as follows.

θ̂(t) = Γθ̂(0) + Γ
9∑

i=1

θ̂i(t) (3.110)

59



Each θ̂i(t) can be implemented by the next technique.

Here is a property of integral.

d

dt

∫ t

0

φi(τ)

∫ ε

0

wi(ξ)dξdτ =

∫ t

0

d

dτ
φi(τ)

∫ ε

0

wi(ξ)dξdτ +

∫ t

0

φi(τ)wi(e, e0)ėdτ

(3.111)

where φi(t) is a coefficient scalar function of each wi.

By (3.111), θ̂i(t) can be realized by the next expression.

θ̂i(t) =

∫ t

0

φi(τ)wi(e, e0)ėdτ

= φi(t)

∫ ε

0

wi(ξ)dξ −
∫ t

0

[
d

dτ
φi(τ)

∫ ε

0

wi(ξ)dξ]dτ (3.112)

This is the continuous time expression of the estimator realization. In (3.112),

there is no dependence on the unmeasured signals. Thus this update law can be

feasible to estimate the inertia parameter instead of (3.86)

3.3.5 Numerical Example

In order to show the performance of proposed adaptive control structure, we

show the simulation result of tracking a certain reference trajectory, which is the

same as one in MRPs case.

qc(t) , κ(t) tan(Φc/4) (3.113)

with κ(t) = [0.5 cos(0.2t), 0.5 sin(0.2t),
√

3/2]T and Φc = π.
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I =









20 1.2 0.9

1.2 17 1.4

0.9 1.4 15









ALL initial conditions are set like these.

e(0) = [ 0.7906 0 0.6124 ]T

e0(0) = 0

δω(0) = [ 0.0 0.0 0.0 ]T

z(0) = [ 0.4 0.005 0.7 ]T

θ̂(0) = [ 0 0 0 0 0 0 ]T

After some simulation, we also set Am = −0.5I3×3 and P = diag([5, 16, 16])

(subsequently Q = −diag([2.5, 8, 8])). Adaptive gain matrix Γ is chosen to be,

Γ = diag([1000, 50, 50, 1000, 50, 1000])

Fig.3.6, Fig.3.7, Fig.3.8 and Fig.3.9 show quaternions tracking error vector,

angular velocity tracking error, estimated parameters and control torques respec-

tively. As shown in Figs.3.6, 3.7, quaternions vector e and angular velocity error

δω are asymptotically stable. However, as seen in Fig.3.8, we can not get pa-

rameter convergence for estimated values either. This is also due to violation of

persistent excitation condition. Control torques in Fig.3.9 seem to converge to

origin, however, actual torques are oscillatory to keep the reference trajectory as

shown in Fig.3.10.
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Figure 3.6: Position tracking error with respect to MRPs
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Figure 3.7: Angular velocity tracking error
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Figure 3.8: Estimated Parameters
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Figure 3.9: Control torques
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Figure 3.10: Control torques during steady states.

3.4 Using Other Kinematics

As introduced in [27], there are also several kinematic equations for attitude

representation of spacecraft like Euler-Rodrigues (Gibbs) Parameters and they are

also useful to construct these types of controllers. However, these representations

have singular points between 0 deg and 360 deg. Thus, if we need to use these

representation, we have to consider these singular points carefully and required to

define a “shadow” sets to transform the singular point to actual attitude.
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Chapter 4

Robot Arm Trajectory Tracking

Problem

4.1 Introduction

As well known, a dynamics of robot manipulator is one of a typical Euler-

Lagrange system. Euler-Lagrange method is frequently used to derive motion

of equations in many engineering fields and derived dynamics are frequently ex-

pressed as nonlinear differential equations with respect to their state variables.

For the full state feedback control case of this dynamics, Many useful solutions

have already existed and they are applied to practical robot like industrial robot

and manipulators in space and deep ocean ( [37], [50]). However, the history of

full state adaptive case has begun with the research of Sadegh and Horowitz [43].

They have successfully formulated how to solve the full state adaptive control

problem for general robot manipulator in regulation case and this is extended to

many types of controllers (e.g. [45]) even for the tracking problem. However, in
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the output feedback case (only link position measurements are available.), there

is no general solutions for the tracking problem without any extra assumptions,

although several attempts were tried to solve this problem. For examples, using

quaternions was attempted by Yuan [34], Funda [31], Chou [30] and Jain [2]. Ko-

suge [37] and Wen [35] tried to use the torque sensors in stead of velocity sensors.

Attempt to decouple each link motion were performed by Arai [24], Fardanesh [9]

and Liu [22] and this technique is known to be partially useful to adaptive case

when we only require semi-global stability by the results of Liu [39], Zhu [55] and

Shishkin [53]. These whole stories tells us that we need a certain type of ob-

servers or filters to estimate unmeasured link velocity signals. For this problem,

there exists lots of remarkable approaches in deterministic cases (no uncertainty

presents.). For example, in the robotics fields, Nicosia and Tomei [52] try to con-

struct a model based observer to estimate unmeasured joint angular velocity and

guarantee semi-global stability. Non-model based observer was also formulated by

Wit [11]. In all these great results, Nijimeijer and Berghuis’ results [25] were pas-

sivity based and gave much influences on later researches like [26], [36], [10], [38].

When the purpose of control is just a regulation problem, Ortega et al. [49] use

(low-pass)filtered variable of output signals instead of velocity signals and guar-

antee semi-global stability. Also, Laib [4] succeeds in guaranteeing semi-global

stability with inertia uncertainty and actuator saturation recently.

Tracking case of this problem is also solved by many researchers. Loria [5] treats

a robot arm which has only one joint with using special type of filtered variables

from output and also Loria and Nijimeijer [7] take advantage of the same type of

filter and guarantee semi-global stability for higher degree of freedom case. Here,

we should remark the fact that most of these approaches use not only the gener-
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alized inertia matrix and centrifugal matrix but also their inverse matrix, normed

value, upper and lower bounds and so on. This causes the difficulty to extend these

results to adaptive case directly. Only under several a priori knowledge, Zhang et

al. [19], [18] and Pagilla and Tomizuka [44] propose a certain type of controller

for semi-global stability, however, they required following a priori knowledge.

1. Upper and/or lower bounds of generalized inertia matrix

2. Upper bound of Corioris and centrifugal matrix with respect to the norm of

angular velocity vector

3. Upper bound of reference trajectory

4. In addition to above, Upper bounds on generalized inertia matrix and Cori-

oris and centrifugal term must be expressed by certain type of function with

respect to measurable states.

4.1.1 Details of History in Global Stability

The purpose of this dissertation is not only to treat uncertainties of the sys-

tems, but also to guarantee global stability. As shown in the above historical

developments, there exists only a few solutions for global stability.

In the case of regulation problem, globally stability is achieved by Kelly et al. [47]

using (high-pass) filtered variables of output information. On the other hand,

the first solution which treat global stability for tracking case is Loria’s [5]. The

author considers an Euler Lagrange system (robot arm) whose degree of freedom

is just one and guarantee the global stability. In this approach, the author sug-

gest a way to construct a controller and an observer and simultaneously the lower
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bounds on the controller and filter gains as functions of system parameters and

reference trajectory norms. Separately from above solution, Burkov [29] showed

that it is possible to create a controller which is based on a linear observer for

tracking a trajectory form any initial condition. However, explicit (lower) bounds

on gains of controller and observer were not presented by the author and only

existence of the gains were shown.

After the results, Lefeber [1] introduced a new approach to switch two control

laws, one of which is a set point control law and the other of which is a local

output feedback control law. Naturally, this control law is discontinuous and the

switching time is dependent on the bounds on unmeasured velocity signals. Thus,

this approach can not guarantee global stability in the true sense.

Recently, Besancon [20] gave a very simple alternative methods compared with

Loria’s [5]. This controller is one of PD type controllers and designed on nonlin-

ear coordination change. This controller has a remarkable property such that the

controller grows up its gains at most linearly in the state variables. Thus, in the

practical sense, this is much superior to the results of Loria’s [5].

In general n-degree of freedom case, however, there is no established method in

order to guarantee global stability with no a priori knowledge. Only possibility of

existence of output feedback controller is proposed by Besancon [21] checking the

existence of suitable coordinate transformation of original states. As a state of the

art results, Loria [6] shows the explicit existence of such a (nonlinear) state trans-

formation. However, an adaptive case of this problem is still an open problem.

Zhang [18] show the global stability in the sense that tracking errors approaches

to origin asymptotically in adaptive cases. This approach uses some special type

of observer to estimate unmeasured velocity signals and the initial condition of
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this observer can not be taken arbitrarily. Thus, in the true sense [6], this is not

a solution of global stability. However, in the practical sense, it is adequate to

guarantee global stability for error signals from the practical point of view.

4.2 Problem Formulation

As well known, The original dynamics of an n degree of freedom robot arm is

formulated by Lagragian, which is

ẋ1 = x2

M(x1)ẋ2 + C(x1,x2)x2 + g(x1) + Fdx2 = τ (4.2)

where x1 ∈ Rn,x2 ∈ Rn are the generalized position and velocity vectors

respectively, M ∈ Rn×n is the generalized inertia matrix, C ∈ Rn×n is the matrix

due to Coriolis and centrifugal forces, g ∈ Rn is the gravitational force term and

τ ∈ Rn is the each control torque in each joint. Fdx2 is a viscus friction term,

thus, Fd is a known, symmetric positive definite matrix. This system has the next

properties.

Property 4.1. The generalized inertia matrix is positive definite and upper and

lower bounded by some positive constants σm and σM , i.e,

σmI ≤ M(x1) ≤ σMI (4.3)

Property 4.2. Ṁ(x1) − 2C(x1,x2) is the skew symmetric.
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Property 4.3. The matrix C(x1,x2) caused by Coriolis and centrifugal force is

bounded by the norm of its second argument and able to interchange with any

vector when it is combined by some vectors, i.e,

‖C(x1,x2)‖ ≤ cm‖x2‖ (4.4)

C(x1,x2)y = C(x1,y)x2 (4.5)

Our purpose is to formulate the passivity based controller which guarantee the

global stability for both deterministic case and adaptive case of tracking problem.

It is natural to assume that there exists a certain bounds on reference trajectory

signals. Especially, we need the bound for the velocity reference trajectory, i.e,

Property 4.4.

‖x2d‖ ≤ vM (4.6)

4.3 New Tracking Dynamics of A Robot Arm

First of all, we should note that direct parametrization is not useful to con-

struct tracking dynamics in robotics case. The dynamics through direct parametriza-

tion of tracking error can be described as,

ė1 = e2

M(x1)ë2 = τ − C(x1, e2 + x2d)(e2 + x2d) − g(x1) − Fdx2

where, e1 , x1 − x1d and e2 , x2 − x2d.

When we choose the Lyapunov function as,
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V =
1

2
eT

2 M(x1)e2 +
1

2
eT

1 e1

then V̇ includes eT
2 C(x1,x2d)e2, which is quadratic and neither positive or

negative definite. We cannot handle this term within PBGSS/OF or/AOF frame-

work. Thus, as in the previous literature [19], we take advantage of a filtered

error-like variables η ∈ Rn, which has the next dynamics.

η = ė+ Tanh(e) + Tanh(ef ) (4.8)

where, e is a position tracking error defined by e , x1d−x1, Tanh(·)is defined

by next.

Tanh(ξ) = [tanh(ξ1), tanh(ξ2), · · · , tanh(ξn)]T (4.9)

Also, ef ∈ Rn is an auxiliary filter variable which is defined to have the next

dynamics. (ef (0) = 0)

ėf = −Tanh(ef ) + Tanh(e) − kCosh2(ef )η (4.10)

A positive scalar constant k is to be determined in the stability proof later

and a matrix function Cosh is defined by the following expression.

Cosh(ξ) = diag[tanh(ξ1), tanh(ξ2), · · · , tanh(ξn)] (4.11)

We have to note that we can not use η in an actual control torque due to the

presence of ė in (4.8), however, Tanh(ef ) can be used by [19]. When we define

yi = tanh ei, this yi can be calculated by the following differential equation.
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ṗi = −(1 − (pi − kei)
2)(pi − kei − tanh(ei))

−k(tanh(ei) + pi − kei), pi(0) = kei(0)

yi = pi − kei (4.12)

Thus, we use the expressions (4.8) and (4.10) only in stability proof.

Now we are ready to reconstruct the system dynamics with respect to η.

Taking the time derivative of (4.8), multiplying both side of this equation M(x1)

and substituting (4.2) yields,

M(x1)η̇ = M(x1)ẋ2d + C(x1,x2)x2 + g(x1) + Fdx2 − τ

+M(x1)Cosh−2(e)ė+ M(x1)Cosh−2(ef )ėf (4.13)

Here, we can utilize (4.8) and (4.10) again and summarize (4.13).

M(x1)η̇ = −C(x1,x2)η − kM(x1)η + χ− τ (4.14)

where, χ ∈ Rn are defined as follows.
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χ = M(x1)Cosh−2(e)(η − Tanh(ef ) − Tanh(e))

+M(x1)Cosh−2(ef )(−Tanh(ef ) + Tanh(e))

+C(x1,x2d + Tanh(ef ) + Tanh(e))(Tanh(ef ) + Tanh(e))

+C(x1,x2d)(Tanh(ef ) + Tanh(e))

−C(x1,x2d + Tanh(ef ) + Tanh(e))η

+M(x1)ẋ2d + C(x1,x2d)x2d + g(x1)

+Fd(Tanh(ef ) + Tanh(e) − η + x2d) (4.15)

and

χ1 , (M(x1)Cosh−2(e) − C(x1,x2d + Tanh(ef )

+Tanhe) − Fd)η (4.16)

χ2 , χ− χ1 (4.17)

Here, we define a combined state X as

X = [ηT , TanhT (e), TanhT (ef )]
T (4.18)

Our final target is to stabilize this X with a certain control law.

4.4 Deterministic Case

Now, we are ready to introduce one of our main result.

73



Theorem 4.1. Consider the system (4.14) with (4.8) and (4.10). If we adopt

the next control torque to the system,

τ = Tanh(e) − kCosh2(ef )Tanh(ef ) + χ2 (4.19)

Then, the closed loop system of (4.14) is globally asymptotically stable.

Remark 4.1. The overall system (4.8), (4.10) and (4.14) is PBGSS/OF. Cor-

responding expression in general formulation as in chapter 3, ψ11 → Tanh(e),

ψ12 → Tanh(ef ), ψ2 → η. Also in this case, matrix A in chapter 3 has the

next form.

Ac =






−In×n 0n×n

0n×n −In×n




 (4.20)

Proof. Let us choose the Lyapunov function V as,

V =
n∑

i

ln(cosh(ei)) +
n∑

i

ln(cosh(efi))

︸ ︷︷ ︸

G

+
1

2
ηTM(x1)η (4.21)

When we take a time derivative of this Lyapunov function, it yields,

V̇ = TanhT (e)ė+ TanhT (ef )ėf + ηTM(x1)η̇

+
1

2
ηTṀ(x1,x2)η (4.22)

When we use the property 4.2 ,substitute (4.8) and (4.10) and adopt the control

torque (4.19), V̇ is going to be,
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V̇ ≤ −‖Tanh(e)‖2 − ‖Tanh(ef )‖2 + ηT [−kM(x1)η + χ1] (4.23)

We construct an upper bound of the third term in (4.23) with properties 4.1,

4.3 and 4.4. This makes V̇ as

V̇ ≤ −‖Tanh(e)‖2 − ‖Tanh(ef )‖2 − λ(Fd))‖η‖2

− (kσm − σM − cm(vM + 2
√

n))
︸ ︷︷ ︸

k1

‖η‖2 (4.24)

where, λ(·) means the smallest eigenvalue. Thus, by choosing k as,

k >
σM + cm(vM + 2

√
n)

σm

(4.25)

We may ensure k1 > 0 and thus finally get,

V̇ ≤ −‖Tanh(e)‖2 − ‖Tanh(ef )‖2 − k1‖η‖2 ≤ 0 (4.26)

where, k1 is some positive constant.

Thus, we get the bounds on
∑n

i ln(cosh(ei)),
∑n

i ln(cosh(efi)), η, i.e,

n∑

i

ln(cosh(ei)) ∈ L∞,

n∑

i

ln(cosh(efi)) ∈ L∞, η ∈ L∞ (4.27)

Due to the nature of ln(·) and cosh(·), the first two bounds in (4.27) imply e ∈ L∞

and ef ∈ L∞. These bounds also imply ė ∈ L∞ and ėf ∈ L∞ considering the

dynamics (4.8) and (4.10). These all bounds can be summarized as follows.

X ∈ L∞, Ẋ ∈ L∞ (4.28)
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From (4.26), we also have

X ∈ L2 (4.29)

Then, by using Barbalat’s lemma, we can conclude X → 0 as t → ∞. This

automatically implies e, ef → 0 as t → ∞

4.5 Proof of Equivalence between Update Laws

We extend theorem 4.1 to adaptive case without any additional assumption.

Before that, we introduce an important lemma, which we always encounter when

we try to construct feasible adaptive update law in our controller design scheme.

Lemma 4.1. The vector function θ̂, which is defined by next

θ̂ , Γ

∫ t

0

W (τ,ψ)ψ̇dτ (4.30)

where, Γ is any arbitrarily positive definite matrix, can be calculated without

using ψ̇ by the following expression.

Γ

∫ t

0

W (τ,ψ)ψ̇dτ = ΓH(t,ψ) − Γ

∫ t

0

∫ ψ

ψ0

Wt(τ, ε)dεdτ (4.31)

where, H(t,ψ) is defined as following.

H(t,ψ) ,

∫ ψ

ψ0

W (t, ε)dε (4.32)
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and subscript “t” of W in (4.31) means partial derivative with respect to time.

Proof. Let us consider time derivative of vector function H(t,ψ), which is,

d

dt
H(t,ψ) =

∂

∂t
H(t,ψ) +

∂

∂ψ
H(t,ψ) · ψ̇ (4.33)

When we integrate this expression with respect to time, we will get

H(t,ψ) =

∫ t

0

∂

∂τ
H(τ,ψ)dτ +

∫ t

0

W (τ,ψ)ψ̇dτ (4.34)

The second term of (4.34) is nothing but our θ̂ itself. Thus, θ̂ can be calculated

as shown next.

θ̂ = ΓH(t,ψ) − Γ

∫ t

0

∂

∂τ
H(τ,ψ)dτ

= ΓH(t,ψ) − Γ

∫ t

0

∂

∂τ

∫ ψ

ψ0

W (τ, ε)dεdτ

= ΓH(t,ψ) − Γ

∫ t

0

∫ ψ

ψ0

∂

∂τ
W (τ, ε)dεdτ

= ΓH(t,ψ) − Γ

∫ t

0

∫ ψ

ψ0

Wτ (τ, ε)dεdτ (4.35)

From the definition of H(t) and the nature of W (t,ψ), (4.35) is not dependent

on ψ̇ any longer.
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Remark 4.2. The calculation result of θ̂ is numerically equivalent to the output

from the next differential equation.

˙̂
θ = ΓW (t,ψ)ψ̇ (4.36)

Thus, we will use this expression only in the following stability proof. However,

actual control is performed by adopting (4.35).

Remark 4.3. The most typical difference between (4.35) and the previous liter-

atures (e.g. [19] and [44]) is the dependence of W on the measured states. In

the previous literature, their W only depend on the reference trajectory signals

in order to use “integration by parts” directly. Our results shows we do not have

to choose such a W to execute “integration by parts.”

4.6 Adaptive Output Feedback Controller and

Stability Proof

At this point, we have completely prepared to show our second main result.

Theorem 4.2. Consider the system (4.13) again with presenting parameter un-

certainty. we assume that there are “m” numbers of unknown parameters in M,

C, g and Fd and they are summarized as a vector θ∗, i.e,

θ∗ = [p∗1, p
∗

2, · · · , p∗m]T (4.37)

Note that θ̂ is an estimater of this θ∗.

If we adopt the next control torque to the system,
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τ = Tanh(e) − kCosh2(ef )Tanh(ef ) + χ̂2 (4.38)

where, χ̂2 and Ŷ2 are their estimated values and each unknown parameters are

simultaneously estimated by (4.31) to be reflected to estimated values M̂, Ĉ, ĝ,

F̂d. (Actual definition of W (t,ψ) will appear in the stability proof.)

Then, the closed loop system of (4.14) is globally asymptotically stable.

Proof. Let us choose the Lyapunov function Va as,

Va =
n∑

i

ln(cosh(ei)) +
n∑

i

ln(cosh(efi))

︸ ︷︷ ︸

G

+
1

2
ηTM∗(x1)η +

1

2
θ̃TΓ−1θ̃ (4.39)

where, superscript “*” means “unknown.” Again, when we take a time derivative

of this Lyapunov function and use the property 4.2, it yields,

V̇a = TanhT (e)ė+ TanhT (ef )ėf + ηTM(x1)η̇

+
1

2
ηTṀ(x1,x2)η + θ̃TΓ−1 ˙̃

θ (4.40)

when we adopt the control torque (4.38), apply the property 4.1 to 4.4 and take

the same procedures in the deterministic case, it renders us,

V̇a ≤ −‖Tanh(e)‖2 − ‖Tanhef‖2 − k1‖η‖2

+ηT χ̃2 + θ̃TΓ−1 ˙̃
θ (4.41)
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The first three terms of (4.41) can be negative definite with suitable k1 in

(4.25). Now, all we have to do is to cancel the third term by using “unfeasible”

update law (4.36). We note that χ2 is linear with respect to their unknown

parameters. Thus, by using θ̃, the third term of (4.41) can be parameterized as

follows.

ηT χ̃2 = ηTW (t,ψ)θ̃ (4.42)

where, ψ , [eT , eT
f ]T and the regressor matrix W ∈ Rm×n only include reference

trajectory and position error signals. When we substitute (4.8), we can construct

the next update law.

˙̃
θ = ΓW T (t,ψ)[ė+ Tanh(e) + Tanh(ef )]

= ΓW T
d (t,ψ)ψ̇ + ΓW T (t,ψ)[Tanh(e) + Tanh(ef )] (4.43)

where W T
d (t,ψ) , W T · [In×n, 0n×n]. We can use (4.36) in order to make

feasible update law for the first part of (4.43) and the last part of (4.43) is feasible

itself.

Above all, we finally get

V̇ ≤ −‖Tanh(e)‖2 − ‖Tanhef‖2 − k1‖η‖2 (4.44)

Thus, using Barbalat’s Lemma again , we can guarantee global stability of X

even in the case of adaptive case.
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4.7 Numerical Example

In order to show the effectiveness of our design scheme, we show the numerical

simulation result. We take the second order (DOF) system as an example. For

the two joint arm robot, generalized inertia matrix M(x1) and centrifugal term

C(x1,x2) are described as follows.

M(x1) =






p1 + 2p3 cos(x12) p2 + p3 cos(x12)

p2 + p3 cos(x12) p2




 (4.45)

C(x1,x2) = p3 sin(x12)






−x22 −x21 − x22

x21 0




 (4.46)

Here, p1,p2 and p3 are constant parameters and chosen to be 3.6, 0.15 and 0.2

(kgm2) respectively. (These are totally the totally same in [44].) We assume that

the robot is located in horizontal plain, thus, g = 0. Also, the friction term is

defined by next.

Fd(x1,x2) =






fd1 0

0 fd2




 (4.47)

and the coefficients of friction are set to be fd1 = 5.3 and fd2 = 1.1.

Reference trajectories are also chosen to be,

x1d1 = 1.57 sin(2t)(1 − exp−0.05t3) (4.48)

x1d2 = 1.2 sin(3t)(1 − exp−0.05t3) (4.49)
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All the initial conditions are set zero except for the next signals in deterministic

case.

e0 = [0.2, − 0.2]T (4.50)

Tanh(ef0) = k · e0 (4.51)

where, k must be a positive number greater than 1.5, thus, we choose k = 5.

Also, in adaptive case, we choose relatively large initial conditions such that,

e0 = [0.5, − 0.5]T (4.52)

in order to make clear the difference of adaptive control torques.

Fig.4.1, 4.2 and 4.3 show the simulation result of deterministic case. We can

choose any arbitrarily large k to guarantee the stability, however, it cases to in-

crease the initial torques. Thus, it is better to choose k as small as possible.

Fig.4.4 to 4.8 show the result of adaptive case. In this case, the persistent excita-

tion seems to be held because parameter convergence is achieved. We also show

the control torques in Fig.4.6, in which red line shows control torques and blue

line shows that of deterministic case. Initially, adaptive controller try to adapt the

system, thus, the torques seems to hesitate. However, after 5 seconds, it almost

adapt to the system and the two torques are almost the same.
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Figure 4.1: Position tracking error in deterministic case
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Figure 4.2: Angular velocity tracking error in deterministic case
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Figure 4.3: Control torques in deterministic case
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Figure 4.4: Position tracking error in adaptive case
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Figure 4.5: Angular velocity tracking error in adaptive case
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Figure 4.6: Control torques in adaptive case
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Figure 4.7: Inertia Parameter Estimates in adaptive case
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Figure 4.8: Friction Coefficients Estimates in adaptive case
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Chapter 5

Conclusions

5.1 Summary of Results

In this dissertation, we have addressed the problem of adaptive output feed-

back control for a special class of nonlinear systems. We expect this study to

successfully contribute to the field of nonlinear control in the following ways:

1. Formal definition of a class of nonlinear systems that are controllable via

adaptive output feedback.

2. Introduction of novel methods that implement feasible adaptive update laws

in the presence of partial state (output) measurements.

3. Prototype examples for rigid spacecraft motion and robot manipulator are

analyzed to discuss the applicability and impact of the proposed methodol-

ogy.

Following is a brief summary of the major aspects within each of contributed

achievements.
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5.1.1 Definition of PBGSS/AOF

In this dissertation, we defined a class of nonlinear systems that can be stabi-

lized with adaptive output feedback. We summarize this class as “Passivity Based

Globally Stabilizable Systems via Adaptive Output Feedback. (PBGSS/AOF) ”

Within this definition, we indicated the following important aspects:

• We explicitly characterized the structure (or dynamics) and the properties

of this class. This automatically provides us sufficiency criteria to determine

whether a system is PBGSS/AOF. One of the most important properties

within this class of systems must hold is that the dynamics of all the mea-

surable signals must be linear with respect to the unmeasured states.

• We also show the relationship between this class and the property of passiv-

ity. In previous arguments, we stated that passivity is a sufficient condition

for a system to be included in PBGSS/OF (or AOF). Further exploration is

required to discover regarding the necessity of this condition.

• Especially in the adaptive case, we showed that if unknown parameters exist

linearly in the deterministic controller of a system, then the same controller

can be directly extended to the adaptive case according to the “certainty

equivalence principle.” However, if unknown parameters exist non-linearly,

we can not apply our method and there is no general approach for such a

case. Under specific conditions, Kojic [3] has shown the way to adapt for

non-linearly parameterized systems. The applicability of these techniques

to PBGSS/AOF needs to be investigated in the future.
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5.1.2 Implementation of Feasible Adaptive Update Laws

During the definition of PBGSS/AOF, we also introduced two ways to con-

struct a feasible update law from an unfeasible differential equation update law.

Either method can be chosen and both are suitable for our chosen target systems.

However, the most important condition that the unfeasible (differential equation)

update law must hold is that it should be linear with respect to unmeasured

states. Under this condition, the following implementation techniques have been

proposed:

• If the regressor matrix has a decomposition property, “integration by parts”

can be directly made use for the purpose of constructing feasible update

laws.

• If the regressor matrix cannot be decomposed, it becomes necessary to con-

struct an integrated function from the regressor matrix with respect to the

measured states, followed by integration by parts to obtain available update

laws.

• Both techniques do not adversely affect to the stability of the overall system.

Even when a higher order system holds the decomposition property of the

regressor matrix, it may be efficient to use the alternate technique to reduce

the analysis time involved in evaluating the decomposition matrices.

5.1.3 Actual Examples

As prototypical system examples, we choose the spacecraft attitude tracking

problem and reference trajectory tracking problem of robot manipulators. Our
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achievements in the case of each system are listed as follows.

Spacecraft Attitude Tracking Problems

• Simple filtered output signals are useful in lieu of unmeasured angular ve-

locity signals.

• No additional assumptions on the system parameters or reference trajectory

in order to guarantee global stability in the adaptive case.

• The above results do not change no matter how the kinematic equation for

attitude representation is chosen. However, as always, it is necessary to be

cautious concerning singularities in the representation of rotational motion.

• In this dissertation, actuator constraints were not considered. Naturally in

the actual system, actuator constraints (constraint of maximum torques) do

exist. In order to solve this problem, further exploration concerning gain

selection is required.

Trajectory Tracking Problem of Robot Manipulators

• Using previous results of Wong [41] and Teel [8], a certain type of observer

was formulated to estimate the unmeasured joint angle rate variables.

• We needed three assumptions on the system in order to guarantee global sta-

bility and to determine the gains of the above observer. Most recent adaptive

solution by Wong [41] require seven assumptions to set up an adaptive con-

troller. Hence, in the sense that less assumption required, our methodology

is superior to that results.
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5.2 Future Work

In this dissertation, we do not investigate several aspects of this class of prob-

lems. Thus, future work on these types of problems will be required to be focused

on the following.

5.2.1 Actuator Constraints

As shown in Loria [7], under certain assumption, it is possible to guarantee

semi-global stability for robot manipulator problems and there may be a possibil-

ity of guaranteeing global stability with actuator constraints. However, adaptive

output feedback control methodology for this problem has not been developed.

Due to the result of Laib [4], we can guarantee global stability for set-point reg-

ulation problems and this technique can prove to be fruitful in extending to the

tracking case.

5.2.2 Noisy Measurements

In this dissertation, we assume perfect measurements and complete absence

of noise. In real applications, there always exists some type of noise along with

effects of un-modeled dynamics. In our proposed scheme, unknown parameters

are estimated by adaptive update law and there is always the possibility of the

parameter drift, divergence, bursting and other catastrophic effects due to the

presence of un-modeled phenomena. It will also be important to explore and try

to extend our formulation with dead-zone, parameter projection and other basic

techniques to eliminate these undesirable effects. (e.g. Ioannou [28])
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5.2.3 Structure of the Filter or Observer

In the definition of PBGSS/AOF, we do not determine the structure of the

filter dynamics. Actually, we use a simple first order filter for the spacecraft

problem and a certain high-gain observer for the robotics case. These filter and

observer dynamics certainly satisfy the property of PBGSS/AOF. However, we do

not investigate the explicit synthesis of such a filter or an observer. The selection

of this filtered output is intimately dependent on the structure of the control input.

Especially, if the control input holds to the so called “reduction property,” it is

related to the regulation part of the input. This fact is automatically reflected

in the structure of a Lyapunov function as well. Hence, in order to investigate

the issue of construction of the filter or observer, it is essential to survey the

intrinsic relationships between the required filtered output, control input and the

underlying Lyapunov function.

5.2.4 Persistency in Excitation

As mentioned in the results of each chapter, we do not guarantee the presence

of “persistent excitation.” This means that we cannot guarantee the parameter

convergence within this framework. Eventually, it is possible to obtain parame-

ter convergence in the robotics case due to the time varying inertia matrix and

centrifugal terms.

5.2.5 Transient Performance

As introduced in chapter 1, one of weak properties of adaptive control is that

the transient fluctuation cannot be controlled. This characteristic is also inherited
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in our adaptive control scheme. In order to restrict the transient response, the

general methodology to restrict the migration width of estimation errors (e.g.

θ̃(t)) must be developed in our adaptive control design procedure.

5.2.6 Nonlinearly Appearing Parameters

In the numerical example of a robotics case, we try to estimate p1, p2, p3 in our

control structure and it has succeeded due to their linear presence in the original

dynamics of robot manipulator. However, they do not have physical meanings.

Actually, these unknown parameters are described by (unknown) physical values

as follows.

p1 = m1r
2
1 + m2(r

2
1 + r2

2)

p2 = m2r
2
2

p3 = m2r1r2

(5.1)

where each parameter has the next physical meanings.

m1:weight of the first joint of manipulator

m2:weight of the second joint of manipulator

r1 :length of the first joint of manipulator

r2 :length of the second joint of manipulator

As shown above, unknown parameters are present nonlinearly in the sense of

m1, m2, r1 and r2, thus, it is impossible to estimate these physical values in our

adaptive scheme. One way to estimate these practical values is to try Kojic’s

framework [3] to our design scheme.
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