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Drainage methods for liquefaction remediation have been in use since the 1970’s
and have traditionally included stone columns, gravel drains, and more recently
prefabricated vertical drains. The traditional drainage techniques such as stone
columns and gravel drains rely upon a combination of drainage and densification
to mitigate liquefaction and thus, the improvement observed as a result of these
techniques cannot be ascribed solely to drainage. Therefore, uncertainty exists as
to the effectiveness of pure drainage, and there is some hesitancy among engineers
to use newer drainage methods such as prefabricated vertical drains, which rely

primarily on drainage rather than the combination of drainage and densification.
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Additionally, the design methods for prefabricated vertical drains are based on
the design methods developed for stone columns and gravel drains even though
the primary mechanisms for remediation are not the same. The objectives of this
research are to use physical and numerical models to assess the effectiveness of
drainage as a liquefaction remediation technique and to identify the controlling
behavioral mechanisms that most influence the performance of sites treated with
prefabricated vertical drains.

In the first part of this research, a suite of three large-scale dynamic
centrifuge tests of untreated and drain-treated sloping soil profiles was performed.
Acceleration, pore pressure, and deformation data was used to evaluate the
effectiveness of drainage in reducing liquefaction-induced lateral deformations.
The results showed that the drains reduced the generated peak excess pore
pressures and expedited the dissipated of pore water pressures both during and
after shaking. The influence of the drains on the excess pore pressure response
was found to be sensitive to the characteristics of the input motion. The drainage
resulted in a 30 to 60% reduction in the horizontal deformations and a 20 to 60%
reduction in the vertical settlements.

In the second part of this research, the data and insights gained from
the centrifuge tests was used to develop numerical models that can be used to
investigate the factors that most influence the performance of untreated and
drain-treated lateral spread sites. Finite element modeling was performed using
the OpenSees platform. Three types of numerical models were developed - 2D
infinite slope unit cell models of the area of influence around a single drain,
3D infinite slope unit cell models of the area of influence around a single drain,
and a full 2D plane strain model of the centrifuge tests that included both the
untreated and drain-treated slopes as well as the centrifuge container. There

was a fairly good match between the experimental and simulated excess pore
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pressures. The unit cell models predicted larger horizontal deformations than
were observed in the centrifuge tests because of the infinite slope geometry. Issues
were identified with the constitutive model used to represent the liquefiable sand.
These issues included a coefficient of volumetric compressibility that was too low
and a sensitivity to low level accelerations when the stress path is near the failure
surface.

In the final part of this research, the simulated and experimental data was
used to examine the relationship between the generated excess pore water pressures
and the resulting horizontal deformations. It was found that the deformations are
directly influenced by both the excess pore pressures and the intensity of shaking.
There is an excess pore pressure threshold above which deformations begin to
become significant. The horizontal deformations correlate well to the integral of
the average excess pore pressure ratio-time history above this threshold. They
also correlate well to the Arias intensity and cumulative absolute velocity intensity

measures.
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Chapter 1

Introduction

1.1 Background

Liquefaction is a phenomenon in which saturated, loose sandy soils lose their
strength and stiffness due to pore water pressure generation during undrained
cyclic loading. Under drained cyclic loading, loose saturated sand tends to
contract. However, if the same sand is undrained, only minimal volume changes
can occur and the normal stresses resulting from the sand’s tendency to contract
are transferred from the soil matrix to the pore water, which generates excess pore
water pressures. These generated excess pore water pressures reduce the effective
stresses and strength of the soil. Liquefaction occurs when the magnitude of the
generated excess pore water pressures is equal or nearly equal to the magnitude
of the initial vertical effective stresses of the soil. A liquefied soil has little or no
strength and little resistance to deformation.

One damaging consequence of liquefaction is lateral spreading. Lateral

spread sites are generally characterized by gently sloping or nearly flat ground



(small static shear stresses) located near water such as rivers, bays, oceans, etc
(Figure 1.1). Lateral spread deformations can be significant (up to several meters)
and they can cause substantial damage to nearby structures and infrastructure.
An example of lateral spread deformations and associated cracking, as observed
in the 2010 Haiti earthquake, is shown in Figure 1.2. According to the National
Research Council (1985), lateral spread deformations have caused more cumulative
damage than any other type of liquefaction-induced ground failure. The economic
losses due to the 2010 - 2011 Christchurch, New Zealand earthquakes, in which
liquefaction and lateral spreading were prevalent, are currently estimated to be

between 25 to 30 billion NZ dollars (Cubrinovski et al., 2012).

Lateral Spread Site
Cross Section

Liquefiable Sang

Figure 1.1: Cross section of a typical lateral spread site.

There are several soil improvement methods that can be used to reduce
deformations due to liquefaction and lateral spreading. These methods include
densification, grouting, drainage, soil mixing, and removal and replacement of the
liquefiable soil (Kramer, 1996). This research focuses on the use of drainage for

mitigating liquefaction-induced deformations at lateral spread sites.



Figure 1.2: Aerial photograph of a lateral spread site in Port Au Prince, Haiti,
taken by the U.S. Geological Survey after the 2010 earthquake (USGS, 2013).



Drainage methods were first introduced in the 1970’s (Seed and Booker,
1977). Drains reduce the magnitude of the generated excess pore water pressures,
expedite the dissipation of generated pore water pressures, and provide drainage
paths through low-permeability soil layers. Traditional drains such as gravel
drains and stone columns are installed using vibratory methods and rely on a
combination of densification and drainage to mitigate liquefaction. The drainage
capacity of traditional drains can be negatively impacted by soil mixing during
drain installation, the migration of native soil into the drain over time, and
clogging due to previous liquefaction events. Therefore, although gravel drains
and stone columns my expedite drainage, their drainage capacity is generally not
relied upon and their primary mechanism for mitigating liquefaction stems from
the densification that accompanies their installation.

Prefabricated vertical drains (PVDs) are a more recently introduced drainage
method. PVDs are hollow, perforated, plastic pipes ranging from 75 to 100 mm in
diameter (Figure 1.3). PVDs can be installed using non-vibratory methods, mean-
ing that their installation is not necessarily accompanied by densification; their
primary mechanism for mitigating liquefaction is drainage. PVDs are wrapped in
filter fabric to prevent problems experienced by traditional drains such as native
soil migrating into drains over time and the clogging of drains during liquefaction
events. Prefabricated vertical drains have been installed in liquefiable sites in the
United States, but as yet have not been subjected to a design-level earthquake.
Therefore, field verification of their effectiveness in reducing deformations during

earthquakes is lacking.



Figure 1.3: Photo of a prefabricated vertical drain.

1.2 Objectives of Research

The objective of this research is to use physical and numerical models to investigate
the effectiveness of drainage as a liquefaction remediation technique and to identify
the controlling behavioral mechanisms that most influence the performance of
lateral spread sites treated with prefabricated vertical drains.

This research will focus on lateral spread sites in the general sense; there is
no particular site associated with this project. Thus, the physical and numerical
models used in this research will be designed to model a hypothetical, idealized
lateral spread site. The soil profile at this idealized site will be homogeneous
across the site, consisting of a relatively thin layer of clean, loose sand overlain by
a clay crust. PVDs are most effective in clean sands where the soil has a large
enough hydraulic conductivity to allow the pore water to flow to the drains during
the short time of earthquake shaking. The clay crust slows the dissipation of
excess pore water near the low-permeability interface, which can result in pore

water accumulation and localized shearing, particularly in sloping soil profiles, at



that interface. Additionally, most lateral spread sites have some sort of crust of
unsaturated material; thus including a crust in the models will make them more
representative of field conditions.

The idealized lateral spread site represented by the physical and numerical
models used in this research will not capture all aspects of a field lateral spread
site. A lateral spread site in the field will have material properties that vary
spatially throughout the site. Additionally, the geometry of a field lateral spread
site will be larger than modeled in this research. However, these issues make the
material and geometrical characterization of a field lateral spread site difficult and
thus, validation of numerical models relative to a field site difficult. Therefore,
physical models with more precise control of material properties and site geometry
will be used to investigate the general mechanisms of behavior and numerical
models will be created to further study the important behavioral mechanisms.

In the first part of this research, large-scale dynamic centrifuge tests are
performed to assess the performance of untreated and drain-treated sloping
ground subjected to sinusoidal and earthquake input motions. The centrifuge
tests performed as part of this research allow the effects of drainage to be isolated,
the relationship between excess pore pressures and deformations to be investigated,
and the influence of ground motion characteristics to be examined.

Although dynamic centrifuge tests are very useful, only a small number
of variables can be investigated due to the time and expense of performing the
experiments. For parametric studies in which a large number of variables are to
be investigated, the use of large-scale centrifuge tests is not feasible. Similarly,
large-scale centrifuge tests are not feasible to evaluate the performance of a field

lateral spread site. In these cases, numerical modeling is the more appropriate



approach. In the second part of this research, the data and insights gained from
the centrifuge tests are used to develop and evaluate numerical models of untreated
and drain-treated lateral spread sites. Ultimately, these models can be used for

future parametric or field design studies.

1.3 Organization of the Dissertation

The following dissertation consists of nine chapters:

Chapter 2 summarizes previous research. Specifically, the chapter intro-
duces the concepts associated with the use of drainage as a liquefaction remediation
measure, the use of centrifuge testing as a means of modeling drains and lateral
spread sites, the use of numerical modeling as a means of modeling lateral spread
sites and drains, and the use of data from centrifuge tests to validate numerical
models,.

Chapter 3 presents the design of the large-scale centrifuge models and
the results of the dynamic centrifuge testing.

Chapter 4 describes the numerical models, including a discussion of the
finite element modeling platform used, the constitutive models, and the calibration
of the numerical models.

Chapter 5 describes the numerical simulations of the SSKO1 centrifuge
test. The simulated and experimental excess pore pressure and horizontal defor-
mation data are compared, and the numerical data is analyzed with emphasis
given to identifying the behavioral trends that were observed in the centrifuge
test.

Chapter 6 describes the numerical simulations of the RNKO1 centrifuge

test. The simulated and experimental excess pore pressure and horizontal defor-
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mation data are compared, and the numerical data is analyzed with emphasis
given to identifying the behavioral trends that were observed in the centrifuge
test.

Chapter 7 describes the numerical simulations of the RLHO1 centrifuge
test. The simulated and experimental excess pore pressure and horizontal defor-
mation data are compared, and the numerical data is analyzed with emphasis
given to identifying the behavioral trends that were observed in the centrifuge
test.

Chapter 8 investigates the relationship between pore pressure gener-
ation/dissipation and horizontal deformations using the centrifuge data and
numerical simulation data. The development of pore pressures and deformations
will be examined in relation to shaking intensity and time of shaking, and then
the correlation between the pore pressures and deformations will be examined.

Chapter 9 summarizes the findings of this dissertation and provides

recommendations for future research.



Chapter 2

Previous Research

2.1 Introduction

This research uses physical and numerical models to assess the effectiveness of
drainage in minimizing ground deformation due to liquefaction-induced lateral
spreading. The following chapter details the history of gravel drains and prefab-
ricated vertical drains for liquefaction remediation. This chapter also discusses
the general principles of centrifuge testing and the use of centrifuge testing to
investigate drainage techniques and lateral spread sites. Finally, this chapter
discusses numerical modeling of lateral spread sites and the validation of numerical
models using centrifuge data. Specific examples are provided of centrifuge tests
used to model lateral spread sites, numerical models used to simulate lateral

spreading, and centrifuge tests used to validate numerical models.



2.2 Drainage for Liquefaction Remediation

2.2.1 History of Drainage for Liquefaction Remediation

Traditional drainage systems consist of gravel/stone columns spaced regularly
across a site. Drainage systems can reduce the magnitude of the generated excess
pore water pressures, modify the flow patterns within the soil, and expedite the
dissipation of the excess pore water pressures at a liquefiable site such that the
earthquake-induced deformations are significantly reduced. In a drain-treated soil
deposit, the shortest drainage path is radial toward the drains rather than upward
(Figure 2.1). The shortened drainage paths in conjunction with the relatively
high permeability of the drains increase the rate of excess pore water pressure
dissipation. If the characteristics of the seismic shaking are such that the pore
water has time to reach the drains during shaking and the drain capacity is not
overloaded, the drains can reduce the magnitude of the generated excess pore
water pressures (Sasaki and Taniguchi, 1982; Iai et al., 1988). The drains also
create a pathway through an overlying low-permeability layer, should one exist,
that helps prevent the accumulation of pore water and localization of deformation
at the low-permeability interface (Idriss and Boulanger, 2008).

The effectiveness of a drainage system for liquefaction resistance depends
on the soil characteristics (cyclic liquefaction resistance, compressibility, hydraulic
conductivity, and layer thickness), the characteristics of earthquake shaking
(intensity and duration of shaking), and the drain characteristics ( drain radius,
drain-to-drain spacing, and hydraulic resistance of the drain). Drainage system
design is primarily concerned with selecting a drain diameter and drain spacing

that will keep the peak excess pore water pressures below a specified threshold
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Figure 2.1: Drianage paths in an (a) untreated and (b) drain-treated soil deposit.

level for the design earthquake (Seed and Booker, 1977). This threshold level

is defined in terms of an excess pore water pressure ratio (r,, where r, = ff“,

Au = excess pore water pressure, and o, = initial vertical effective stress) or
an average excess pore water pressure ratio (T, = r, averaged over space at any
time). Generally, a threshold of less than 0.6 for Ty 1,y is used, where Ty .., is the
largest average excess pore pressure ratio at any time during earthquake shaking
(Onoue, 1988; Japanese Geotechnical Society, 1998).

Seed and Booker (1977) developed an analytical procedure that predicts
the development of pore water pressures in drain-treated liquefiable soil as a
function of drain spacing, the hydraulic conductivity and compressibility of the

soil, and the characteristics of earthquake loading. In this approach, pore pressure

generation is modeled through a simple expression that relates r, to the cycle

N

ratio (§,

where N = the number of uniform loading cycles and N, = the number

of uniform cycles to cause liquefaction) using the following equation:

A 2 N
0_: = %arcsin(N—L)i (2.1)



where « is an empirical constant generally taken to be 0.7 (Seed et al., 1975). Pore
pressure dissipation is modeled using Darcy’s Law and radial flow. The hydraulic
conductivity (k) and volumetric compressibility (m,) of the soil are required
to model the dissipation. The number of loading cycles at a given amplitude
(N), the number of cycles to cause liquefaction at the same amplitude (Ny,), and
the loading duration (tq) are required to model pore pressure generation. This
approach assumes perfect drainage (i.e., that the drain is infinitely permeable),
meaning the pore water pressures at the drain remain at their hydrostatic levels
throughout loading.

Seed and Booker (1977) used a finite element program (LARF - Liquefaction
Analysis for Radial Flow) to solve the differential equations governing the pore
pressure generation/dissipation process. They summarized their results in design

charts that relate the excess pore pressure ratio to the drain spacing (£, a =

a
b’
drain radius, b = half of the effective spacing between drains), a time factor

that accounts for the hydraulic properties of the soil and the duration of loading

(Taq = %mtvdaz), and the cycle ratio NﬁL

Two design charts from Seed and Booker (1977) are provided in Figures 2.2
and 2.3. Figure 2.2 predicts r,, which is the largest excess pore pressure ratio (i.e.,
I'umax), &b any point in space in the soil deposit at any time during earthquake
shaking, while Figure 2.3 predicts Ty, which is the largest, average excess pore
pressure ratio (i.e., T, = r, averaged over space at any time, T, =largest value

of Ty. In this dissertation we will call this Ty ,,.x). Generally, r, is larger than T,

because it is the largest value within the soil deposit.
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Figure 2.2: Relationship between the greatest pore pressure ratio and drain
parameters for NﬁL = 2 (Seed and Booker, 1977).
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Figure 2.3: Relationship between the greatest average pore pressure ratio and
drain parameters for N% = 2 (Seed and Booker, 1977).
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Figures 2.2 and 2.3 indicate that the excess pore pressure ratio decreases
with increasing T,q and increasing . T.q is similar to the time factor used in
consolidation analysis, and relates the drainage properties of the soil, the duration
of shaking, and the geometric properties of the drain. Larger values of T.q
represent more efficient drainage of water and thus smaller values of excess pore
pressure. Larger values of T,q are associated with more permeable soils (larger k),
less compressible soils (smaller m, ), longer duration motions that allow for more
pore pressure dissipation, or larger diameter drains. Larger values of { for a given
radius represent smaller values of the effective spacing between the drains, which
decreases the drainage path length and leads to smaller pore pressure ratios. The
ratio NﬁL is essentially a measure of the cyclic resistance of the soil relative to the
cyclic loading. An NﬁL equal to 1.0 indicates that the number of loading cycles is
just enough to cause liquefaction under undrained conditions (i.e., factor of safety
~1.0), while larger values of N% indicate that liquefaction will occur earlier during

cyclic loading (i.e., factor of safety less than 1.0). As the N% ratio increases, the

2

& curves for the varying T.q values shift to the right, meaning that for

Iy Versus
a given spacing ratio and a given T,q4, the excess pore water pressure increases
because the factor of safety against liquefaction is smaller.

Seed and Booker (1977) made two critical assumptions when developing
their drain spacing design charts: (1) the drain is infinitely permeable and (2)
purely radial flow. Seed and Booker (1977) asserted that as long as the permeability
of the drain was more than 200 times greater than that of the surrounding soil,
the permeability of the drain could be neglected. Gravel drains, however, are not

infinitely permeable. Onoue (1987) performed in-situ dynamic tests on gravel

drains in sandy soil and found that even if the permeability of the gravel drain

14



is more than 400 times greater than that of the sand, the well/drain resistance
associated with water flowing in the drain is still substantial and must be taken
into consideration. Onoue (1987) concluded that there is no limit at which the
well resistance of a gravel drain can be considered negligible. Onoue (1988) also
evaluated the assumption of purely radial flow and found that as the time factor
for horizontal flow (Tq) increases, the effects of vertical water flow increase. The
effects of vertical water flow were determined to be particularly significant for the
case where NﬁL = 1. The effects of vertical water flow are less important when NﬁL
=2

Omnoue (1988) created a new set of design charts that incorporate the well
resistance of the drain. Well resistance can be quantified based on the hydraulic
conductivities of the drain and soil materials, as well as the drain dimensions,

using the following equation:

= S (2.2
where kg is the hydraulic conductivity of the soil, k, is the hydraulic conductivity
of the drain, H is the drain length, and d,, is the diameter of the drain. Figure
2.4 represents the Onoue (1988) design chart for NEL = 2. The Onoue (1988)

charts predict the spacing ratio required to achieve a given Ty . (i-e., the same

T, from Seed and Booker, 1977) as a function of well resistance. The spacing ratio

dw

in Figure 2.4 (g, where d,, = drain diameter, d. = effective drain spacing) is

the same as ? in the Seed and Booker (1977) charts. The chart in Figure 2.4
indicates that as well resistance increases, the spacing ratio must increase (i.e.,

drain spacing decrease) to maintain the same pore pressure ratio.
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Ohkita (1986) proposed a third method of determining the design spacing
for gravel drains. The Ohkita method uses the Seed and Booker (1977) design
charts, but modifies the time factor, T,q, to take into account the well resistance
of the drain (JGS, 1998).

Although drainage system design focuses on limiting the induced excess pore
water pressures, traditional gravel drains do not rely solely on drainage to remediate
liquefaction. Traditional drains composed of gravel or crushed stone are commonly
installed using vibratory installation methods (e.g., Adalier and Elgamal, 2004).
The vibrations are known to produce a considerable degree of densification and
increase in lateral stresses in the soil deposit, which strengthens the soil’s resistance
to liquefaction. In Japanese practice, a combined auger-casing/compaction-rod
type installation method is used to densify the soil adjacent to the drain without
inducing significant vibrations (Oishi and Tanaka, 1993; Adalier and Elgamal,
2004). Sites treated with drains installed via vibratory or densification methods
have generally performed well in earthquakes (e.g., Mitchell and Wentz, 1991;
Hayden and Baez, 1994; lai et al., 1994; Adalier and Elgamal, 2004), but because
of the associated densification of the soil during drain installation, the improved
performance cannot be definitively ascribed to drainage.

With traditional gravel drains, there have been some concerns that soil
mixing (particularly as a result of the vibratory installation methods) and migra-
tion of soil into the drain over time reduce the drain’s permeability and thus its
effectiveness (Boulanger et al., 1998). It has also been shown that the permeability
of drains previously subjected to a liquefaction event may be decreased by as
much 60% due to clogging (Onoue et al., 1987). As a result of the concerns about

decreased drain permeability and the lack of confidence in pure drainage as a soil
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improvement technique, engineers tend to rely more on the densification resulting
from the drain installation rather than the drain’s drainage capacity to mitigate

liquefaction.

2.2.2 Prefabricated Vertical Drains

PVDs provide an alternative to traditional drains. PVDs are hollow, perforated,
plastic pipes ranging in diameter from 75 to 100 mm that can be installed in a
triangular or square pattern using either an auger-casing or vibratory method
(Figure 2.5). PVDs are wrapped in filter fabric in an effort to prevent issues related
to soil mixing and clogging. As is the case with traditional gravel drains, there
may be some degree of densification associated with PVD installation; however, it
is believed that the primary benefit of PVDs stems from drainage rather than
densification. If the primary benefit of PVDs stems from drainage rather than
densification, then it is important to isolate the effects of drainage alone on the
performance of liquefiable sites in order to evaluate the potential effectiveness of
PVDs.

The drain spacing design procedure for PVDs is identical to that of
gravel drains. The same parameters are used, but the time factor parameter
(Taa = %ﬁ) is much larger because a PVD has a much smaller diameter than a
gravel drain and the drain radius is in the denominator of the time factor. Neither
the Seed and Booker (1977) nor the Onoue (1987) charts show design curves
for the large values of T,q associated with PVDs. The Japanese Geotechnical
Society (1998) has provided new charts (Figure 2.6) that have been expanded to

incorporate the large Ty values (Tq = m - Tqg, where m = a correction factor
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Figure 2.5: Photograph of a PVD and an example of a triangular installation
grid.

and Tqg = T.q as defined by Seed and Booker, 1977). The JGS charts plot the
maximum average pore pressure ratio, Ty m.x, versus the ratio of the effective
drain spacing to drain radius, g, for specified N% ratios and T4 values ranging
from 200 to 3000. The T4 values in the JGS charts pick up where the Ty values
in the Seed and Booker (1977) and Onoue (1987) charts leave off. Additionally,
the JGS charts invert the 2 ratio used by Seed and Booker (1977) and Onoue
(1987), which is reasonable given that 2 is very small for PVDs (i.e., less than
1) as compared to the typical values for gravel drains. The relationship between
Ty max, the hydraulic conductivity and compressibility of the soil, and the drain
spacing remains the same; T, ,,,, decreases with increasing hydraulic conductivity,
decreasing compressibility, and decreasing drain spacing. One issue that is a
concern for PVDs and not gravel drains is smearing of the soil at the drain/soil
interface during drain installation. This issue is important for PVDs in clay, but

it is generally ignored in sands.
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Figure 2.6: Example of a Drain Spacing Design Chart for PVDs with NﬁL =1
(JGS, 1998).

PVDs have been installed at sites across the United States, but as yet none
of these sites has been subjected to a design-level earthquake; therefore, field
verification of their effectiveness in reducing deformations during earthquakes is
lacking. Full-scale field tests performed by Rollins et al. (2003) showed that (1)
significant settlements may accompany the installation of the drains if a vibratory
installation method is employed, (2) PVDs are effective in dissipating excess pore
water pressures, and (3) PVDs are effective in reducing settlements during a
post-installation event. However, these field tests were performed using controlled

blasting, which does not mimic the dynamic loading applied by an earthquake.
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2.2.3 FEQDrain

FEQDrain is a finite element program developed by Pestana et al. (1997) that
models the generation and dissipation of earthquake-induced pore water pressures,
as well as liquefaction-induced settlement, in level ground soil deposits treated
with drains. For the soil, FEQDrain uses the same pore pressure generation
and dissipation models as Seed and Booker (1977) and Onoue (1988). However,
FEQDrain includes modifications to the drain elements and boundary conditions
that allow it to more accurately represent the drain resistance and account for
drain storage capacity. FEQDrain is capable of modeling an untreated condition,
a “perfect drain” condition in which well resistance is ignored, an equivalent gravel
drain, or a prefabricated vertical drain.

FEQDrain requires input parameters to describe the soil profile, the earth-
quake loading conditions, the time step, and the drainage type. While most of
these parameters are fairly common and easy to determine with some measure of
accuracy (e.g., hydraulic conductivity, unit weight, and relative density), some of
the parameters are not as easily characterized. These difficult parameters are not
unique to FEQDrain, but are also used by the design charts described previously.
These parameters stem from the models used for pore pressure generation and
dissipation. For example, a coefficient of volumetric compressibility (m,) must be
specified for each soil layer and it is used along with k to model the coefficient of
consolidation ( ¢) for pore pressure dissipation. This is not a commonly measured
parameter, its value varies with the applied stresses, and even relatively small
variations in m, can significantly impact pore pressure generation and dissipation.

Other examples of parameters that are difficult to estimate include the number
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of equivalent uniform cycles and the time duration of shaking, which are used
to characterize the earthquake loading. There are more than 50 different cycle
counting techniques (Hancock and Bommer, 2005) and there are multiple ways to
define the duration of loading (e.g., significant duration measures such as D5_7s,
Ds_g5, bracketed duration measures, uniform duration measures, etc.). Moreover,
it is known that the effectiveness of drainage elements depends on the specific
ground motion characteristics (Sasaki and Taniguchi, 1982; Iai et al., 1988); thus,
characterizing the ground motion in terms of equivalent cycles of harmonic loading
is not the best representation of the seismic loading.

In addition to having multiple parameters that may be difficult to char-
acterize, FEQDrain is also limited in that it only models the area of influence
around a single drain and therefore cannot model complex geometries such as
sloping soil profiles or embankments, and it cannot predict lateral deformations.
Rollins et al. (2003) found FEQDrain to be adequate for modeling pore pressure
generation and dissipation for drain treated sites subjected to controlled blasting
events. However, for more complex loading conditions (i.e., earthquake loading)

and site geometries, FEQDrain may not be as adequate.

2.3 Centrifuge Testing

2.3.1 Principles of Geotechnical Centrifuge Testing

Testing small-scale models is a common practice in civil engineering; however, the
use of small-scale models in geotechnical engineering is problematic. The properties

of soil are stress-dependent, meaning that the soil response that develops in a small-
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scale model at 1g does not accurately reflect the response that develops in the field
at full scale. Centrifuge testing allows geotechnical engineers to test relatively small-
scale models in an enhanced gravity field that produces prototype-level stresses and
therefore prototype-level soil properties and responses. Geotechnical centrifuge
testing has existed since the 1930’s although early geotechnical centrifuges did not
have dynamic testing capabilities (Schofield, 1998). Centrifuges with shake tables
were developed and refined in the late 1980’s and early 1990’s, and since the early
1990’s, dynamic centrifuge testing has become an increasingly important tool in
geotechnical earthquake engineering (Kutter, 1995).

Scaling laws are used to relate model (i.e. small-scale) behavior to prototype
(i.e, field-scale or full-scale) behavior and can be derived from dimensional analysis
(Schofield, 1980). The earliest scaling laws were put forth by Bucky (1931) and
Pokrovsky (1934). Since then, much research has been performed regarding the
scaling of phenomena such as heat transfer, fluid flow, particle size effects, strain
rate effects, etc. The Technical Committee for Physical Modelling in Geotechnics
(TC2) of the International Society for Soil Mechanics and Geotechnical Engineering
has published a catalogue of geotechnical centrifuge model scaling laws (Garnier
and Gaudin, 2007). These scaling laws represent a compilation of all current
geotechnical centrifuge modeling research. The most relevant scaling laws for
earthquake engineering experiments that consider flow problems are provided in
Table 2.1. The scale factor, N, is the centrifugal acceleration.

The scaling laws in Table 2.1 indicate that scale factors for time differ when
dealing with dynamic events versus consolidation/flow problems. The scaling of
time for consolidation is significantly larger because it scales with N2, which means

that consolidation occurs very quickly. This effect becomes significant when the
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Table 2.1: Centrifuge Scaling Laws Relevant to Earthquake Engineering Experi-
ments Modeling Flow Problems.

Property Prototype Scale / Model Scale
Acceleration 1/N
Length N/1
Time (Dynamic) N/1
Time (Consolidation) N2 /1
Pressure 1
Stress, o 1
Strain, ¢ 1
Density (Identical Materials), p 1

time scale for consolidation is of similar magnitude to the time scale for dynamic
events, i.e., when the time required for reconsolidation of the sand is roughly the
same as the duration of shaking. In cases where consolidation is important, the
differing time factors become important and the hydraulic conductivity of the
model soil may be modified (i.e., reduced) so that the consolidation time scales
similarly to the dynamic time. It is possible to modify the hydraulic conductivity
in one of two ways, either a more viscous pore fluid (e.g., methyl cellulose) can be
used or a finer grained sand can be used that has a smaller hydraulic conductivity

(Kutter, 1995).

2.3.2 Centrifuge Testing of Drain-Treated Sites

A small number of centrifuge tests have been performed previously to assess the
performance of drain-treated sites. Brennan and Madabhushi (2002) performed a
dynamic centrifuge test to explore the effectiveness of gravel drains in mitigating
liquefaction. The centrifuge model consisted of a loose sand with a single sand
drain, constructed of coarser material, extending the full depth of the liquefiable

sand. The model was spun at a centrifugal acceleration of 50 g and three sinusoidal
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shaking events were applied at 1 Hz for 25 seconds. The peak input accelerations
of the shaking events ranged from 0.14 to 0.24 g. Results showed that the drains
did not significantly reduce the peak pore pressure ratios. However, during the
drain process it was observed that pore water drains first from the deeper strata,
meaning that the shallower strata remain liquefied longer while the pore fluid
from the deeper strata utilizes the capacity of the drains (Figure 2.7). Brennan
and Madabhushi (2002) concluded that when dealing with thick liquefiable strata,
the drainage capacity of the drain should be increased (i.e., by doubling the drain
radius). In a separate set of centrifuge tests, Brennan and Madabhushi (2006)
showed that in order for drains to be effective, they have to penetrate the full
depth of the liquefiable soil layer. Partial drains were found to have little or no
dissipative effects at all.

Brennan and Madabhushi (2005) performed additional centrifuge tests to
further research gravel drains, evaluating the effects of soil stratification. Two
of the models, one containing a single drain and the other containing a small
grouping of drains, were tested with and without an overlying silt layer. The
models were spun at a centrifugal acceleration of 50 g and sinusoidal shaking
events were applied at 1 Hz for 25 seconds. From these tests, Brennan and
Madabhushi (2005) concluded that in stratified soil deposits, drains could prevent
the formation of water films at the interfaces between high- and low-permeability

soil layers.
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2.3.3 Centrifuge Testing of Lateral Spread Sites

Over the past 20 years, there have been a multitude of dynamic centrifuge tests
designed to represent the lateral spreading of sites due to liquefaction (e.g. Fiegel
and Kutter, 1994; Taboada et al., 1996; Taboada-Urtuzuastegui and Dobry, 1998;
Haigh et al., 2000; Madabhushi et al., 2001; Haigh and Madabhushi, 2002; Sharp
and Dobry, 2002; Abdoun et al., 2003; Boulanger et al., 2003; Brandenberg et al.,
2005). These models can be divided into three basic categories: centrifuge models
of lateral spreading used to evaluate soil-structure interaction (Abdoun et al.,
2003; Boulanger et al., 2003; Brandenberg et al., 2005; Haigh and Madabhushi,
2002), centrifuge models used to evaluate the phenomena of lateral spreading itself
(Fiegel and Kutter, 1994; Haigh et al., 2000; Madabhushi et al., 2001; Taboada-
Urtuzuastegui and Dobry, 1998), and centrifuge models of lateral spreading used
to calibrate relatively simple (sliding block) numerical analyses for predicting
deformations (Sharp and Dobry, 2002; Taboada et al., 1996).

Centrifuge models used to simulate lateral spread sites generally consist
of a single slope in either a laminar or shear beam model container subjected
to a horizontal excitation. This excitation may be harmonic or an earthquake
acceleration-time history, and the excitation is applied parallel to the slope.
Drawings of various model configurations from the aforementioned centrifuge
studies are shown in Figure 2.8. These models represent plane strain simulations
of typical lateral spread sites (e.g., infinite slopes or sloping ground with a free
face) in which the geometry depicted in the model is assumed to extend infinitely

in the out-of-plane direction.
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2.4 Numerical Modeling

2.4.1 Numerical Modeling of Lateral Spread Sites

Lateral spread sites are generally characterized by gently sloping ground or nearly
flat ground near water. It is common for lateral spread sites to cover a large areal
extent and the numerical models used to predict the performance of a lateral
spread site generally used simplified geometries of the field site. Some examples
of numerical models with simplified geometries are Seid-Karbasi and Byrne, 2007;
Mayoral et al., 2009; Cheng and Jeremi¢, 2009; and Phillips et al., 2012. These
models (Figure 2.9), though they vary in dimensionality and complexity, are all
simplifications that do not reflect the full geometry of the field site or centrifuge
test that they are modeling.

Seid-Karbasi and Byrne (2009) examined the effects of low permeability
layers in stratified soil deposits that are subjected to earthquake shaking, and the
use of drains to stabilize such soil deposits. They used simplified 2D models for
both the untreated and drain-treated simulations (Figure 2.9a) and only modeled
the zone of influence around a single drain. The input motion was applied as an
acceleration-time history at the base of the model and the deformations at the left
and right boundaries of the soil column were linked to create a shear beam type
condition. The drain column is modeled using soil elements with a permeability
100 times greater than that of the surrounding soil, and the 3D drain effects are
represented using an equivalent drain area approach.

Mayoral et al. (2009) used 1D finite element modeling to predict the
performance of liquefiable soil deposits (Figure 2.9b). The goal of their study was

to produce a simple, practice-oriented model with relatively few parameters that
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could be used to generate representative estimates of liquefaction-induced lateral
deformations. This model can accommodate a slight slope, but for sites where the
slope inclination is important, a 2D modeling approach is required (Mayoral et
al., 2009). The model’s performance was evaluated using three well-documented
case histories from the 1979 Imperial Valley, 1987 Superstition Hills, and 1999
Koacaeli earthquakes, and it was found that the displacements predicted by the
finite element model were closer to the observed displacements than were the
displacements predicted using empirical relationships. Thus, although this model
is very simple, it was shown to develop realistic predictions of lateral deformations.

Cheng and Jeremi¢ (2009) simulated piles in laterally spreading liquefiable
ground to investigate the effects of pile pinning (Figure 2.9¢). This work is part of
a larger effort to develop models and simulation tools for use in the performance-
based design of infrastructure. Cheng and Jeremi¢ (2009) opted for a 3D model of
a region around a single pile, which allowed them to explore different constraints
on the pile head and capture, as fully as possible, the complexities of soil-pile
interaction.

Phillips et al. (2012) simulated an infinite slope lateral spreading centrifuge
test (Figure 2.9d) in order to determine whether their numerical model can
reproduce the behavior of soils undergoing lateral spreading. They constructed
two numerical models in order to compare the performance of simplified and more
complex numerical models. Their complex model was a full 3D model of the
centrifuge test. Their simplified model was a 3D shear beam type model (Figure
2.9d). For the simplified model, equal displacement constraints were applied at
each depth in the x, y, and z directions, creating a shear beam effect. Phillips et
al. (2012) determined that the simplified shear beam type model and the full 3D

model had nearly identical responses Wilr))llen modeling free-field liquefaction.



2.4.2 Numerical Model Validation

In the absence of robust field data, is not uncommon to use data from centrifuge
tests to validate numerical models (e.g., Popescu and Prevost, 1993; Madabhushi
and Zen, 1998; Yang et al., 2003; Pitilakis et al., 2004; Byrne et al., 2004;
Elgamal et al., 2005; Seid-Karbasi and Byrne, 2007; Phillips et al., 2012, Kamai
and Boulanger, 2012). Centrifuge models are highly instrumented and test
conditions are tightly controlled, making them ideal for testing a numerical model.
Additionally, centrifuge tests produce a significant amount of data that is not
generally available from field observations, and these data are created under known
test conditions. While the centrifuge models may not be exact representations of
particular sites, the controlling behavioral mechanisms and observed behavioral
trends are still valid and are therefore useful in calibrating and validating numerical
models (Dobry and Liu, 1994; Madabhushi and Zeng, 1998).

Because centrifuge tests are not exact representations of field conditions,
the agreement between the centrifuge data and the numerical data may vary
depending on how closely the numerical model mimics the centrifuge test. In
particular there are various manners in which the centrifuge container may be
taken into account in the numerical model. From the examples cited previously,
Popescu and Prevost (1993), Madabhushi and Zeng (1998), Pitilakis et al. (2004),
and Kamai and Boulanger (2012) use numerical models that include the effects
of the centrifuge container in some way, while Yang et al. (2003), Byrne et al.
(2004), Elgamal et al. (2005), Seid-Karbasi and Byrne (2007), and Phillips et al.
(2012) use simplified numerical models that do not model the centrifuge container.

Popescu and Prevost (1993), Madabhushi and Zeng (1998), and Pitilakis
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et al. (2004) used various boundary conditions to replicate the conditions created
by the container. For example, the Popescu and Prevost (1993) numerical models
(Figure 2.10) have impervious lateral boundaries and the base of the model is fixed
to prevent vertical motion. The Madabhushi and Zeng (1998) numerical models
(Figure 2.11) use artificial non-reflecting boundaries developed by Madabhushi
(1993) at the lateral edges of the numerical model to prevent stress waves from
re-entering the main soil mesh. Pitilakis et al. (2004) created three models, each
with different boundary conditions (Figure 2.12). Model A uses extended lateral
boundaries and viscous dampers to reduce refracted waves. Model B assumes that
the soil and container are tied at the lateral boundaries and so fixities are applied
at these boundaries to prevent the soil from moving in the vertical direction.
Model C uses the same fixities as Model B, but also includes a zone of material
with a low shear modulus in between the soil and the lateral boundary. This zone
allows for some vertical soil movement and allows for debonding and recontact
of the soil and container. For all three of the Pitilakis et al. (2004) numerical
models, the horizontal deformations of the lateral boundaries at each depth are

constrained such that they equal.
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Figure 2.10: Centrifuge test and associated finite element model of a structure
underlain by liquefiable soil used by Popescu and Prevost (1993).
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(1998).
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Kamai and Boulanger (2012) represents one of the few studies available
in which the numerical model explicitly models the centrifuge container (Figure
2.13). The aluminum and rubber rings of the centrifuge container are modeled
as elastic materials. The masses applied to the aluminum rings in the numerical
model take into account the fact that the physical rings are hollow. The container
is constrained horizontally during the construction phases of loading, and it is
constrained vertically, but not horizontally, during shaking. There is a frictional
interface and an impervious boundary between the soil and the container. Vertical

deformations at the base of the model are prevented.
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The studies by Yang et al. (2003), Byrne et al. (2004), Elgamal et al.
(2005), Seid-Karbasi and Byrne (2007), and Phillips et al. (2012) use simplified
numerical models that do not explicitly model the centrifuge container, but rather
use various boundary conditions to account for some of the effects of the centrifuge
container. Yang et al. (2003) used impervious lateral boundaries (Figure 2.14).
Byrne et al. (2004) applied constraints such that the width of the model remained
constant and the top of each element remained horizontal (Figure 2.15), and for
one of the Byrne et al. (2004) models, interface elements were added on either
side of the sand column to account for the presence of side friction present in
the laminar centrifuge model container. Elgamal et al. (2005) used impervious
lateral boundaries and the horizontal and vertical deformations at each depth
were constrained to create a shear beam type effect (Figure 2.16). Seid-Karbasi
and Byrne (2007) (Figure 2.17) and Phillips et al. (2012) (Figure 2.9d) also
constrained the horizontal and vertical deformations at each depth to create a

shear beam type effect.
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2.5 Summary

This chapter provided background on drainage for liquefaction remediation,
geotechnical centrifuge modeling, centrifuge tests that model lateral spread sites,
and numerical models that simulate lateral spreading.

The use of drains as a liquefaction remediation technique began with gravel
drains in the 1970’s. More recently, prefabricated drains have been used for
liquefaction remediation. The first design charts for drain spacing were developed
by Seed and Booker (1977). However, the Seed and Booker (1977) design charts
assumed that the drain was infinitely permeable. Onoue (1987 and 1988) showed
that the permeability of the drain must be considered when determining drain
spacing and developed new design charts that accounted for resistance in the
drain. The Japanese Geotechnical Society (1998) provided new design charts for
use with prefabricated drains that have been expanded to incorporate the large
time factors that result due to the smaller drain radius. Alternatively, the finite
element program FEQDrain can be used to select an appropriate drain spacing.
However, neither FEQDrain nor the design charts can predict the deformation
response of a lateral spread site treated with drains.

Centrifuges allow for the reproduction of prototype-scale stresses using
relatively small-scale models. Although centrifuge models do not exactly replicate
what happens in the field, the controlling behavioral mechanisms are still valid.
Examples were provided of centrifuge tests used to model lateral spread sites. On
the whole, these models consist of a single slope and they represent plane strain
simulations of typical lateral spread sites. Numerical models of centrifuge tests
of lateral spread sites often used simplified geometries and boundary conditions.

These numerical models often capture the controlling behavioral mechanisms
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present in the centrifuge tests and allow one to validate the numerical models

against the centrifuge data.
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Chapter 3

Centrifuge Testing of Lateral
Spread Sites Treated with

Prefabricated Vertical Drains

3.1 Introduction

A suite of three dynamic centrifuge tests are investigated and analyzed as part
of this research. These tests are used to evaluate the performance of sloping
ground treated with PVDs. All centrifuge testing was performed at the UCDavis
Center for Geotechnical Modeling (CGM). The centrifuge at the CGM is 9 m in
radius, can operate up to 75 g, and has a payload capacity of 340 g-tons. The
centrifuge incorporates a large servo-hydraulic shaker that can be used to generate
earthquake shaking (Kutter et al., 1994). Although the centrifuge models are small
in scale compared to the field, the models used in this research, are considered

large-scale centrifuge models, measuring 1.651 m (length) x 0.787 m (width) x
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0.584 m (height). Each model was heavily instrumented with accelerometers, pore
pressure transducers, and displacement transducers so that the model’s responses
could be evaluated. This chapter describes each of the centrifuge models and the
observed responses from each model. Two of the centrifuge models (SSK01 and
RNKO1) were constructed and tested by others, and will be summarized here.
The third centrifuge test (RLH01) was performed as part of this research and the

results from this test will be investigated more fully in this chapter.

3.2 Relationship between Centrifuge Models and

Field Sites

The centrifuge models used in this research are not modeled on a particular
lateral spread site and do not capture all the characteristics of real lateral spread
sites in the field. For instance, the centrifuge model container imposes boundary
conditions that are not present in the field, and the centrifuge model lacks any
spatial variability in material properties that would be present in a lateral spread
site in the field. However, the objective of a centrifuge test is not to predict the
response of a particular field site, but rather to enhance our understanding of the
behavioral mechanisms controlling the general response of the phenomenon under
consideration. The centrifuge test allows this phenomenon to be investigated under
controlled conditions without the complexities and unknowns present at a field
site. In this way, centrifuge tests complement field testing and field observations
of behavior.

Centrifuge tests are particularly well-suited for studying mechanisms of
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behavior under controlled conditions. The models are constructed with a known
geometry and soil profile; shaking is applied in predetermined direction and at
a selected intensity; and they are highly instrumented so their response can be
recorded as fully as possible. Each of the centrifuge models used in this research
contained over 80 instruments (accelerometers, pore pressure transducers, linear
potentiometers), most of which were embedded in the model during construction.
In most cases, installing such dense instrumentation within a field site is cost
prohibitive and then there would be no guarantee that an earthquake would occur
in a timely manner. An additional benefit associated with centrifuge testing
for this project is that the drains were placed in the centrifuge model during
construction and the sand was pluviated around the drains such that there were
no densification effects associated with their placement. This approach to model
construction allows the effects of drainage on the performance of liquefied ground
to be investigated alone. There may be densification effects associated with the
installation of drains in the field, but these centrifuge tests were designed to study
the effects of drainage alone, not drainage with added densification, which will

only increase the soil’s resistance to liquefaction.
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3.3 Centrifuge Test SSKO01

3.3.1 Model Construction

The first dynamic centrifuge test, SSK01, was designed by Antonio Marinucci
(Marinucci, 2010) and constructed by Seiji Kano. For more information on
centrifuge test SSKO1, please reference Kamai et al. (2007) and Kamai et al.
(2013b). The SSKO01 centrifuge model featured untreated and drain-treated mildly
sloping (3°) soil profiles separated by a central channel (Figure 3.1). The model was
designed for a centrifugal acceleration of 15 g, which makes the model dimension
15 times smaller than the prototype. Each slope was comprised of a 4 to 5 m
thick (prototype scale) layer of liquefiable sand overlain by a 1 m thick (prototype
scale) clay cap. The treatment areas were separated by a central channel that
acted as a buffer between the two slopes such that the impact of the response of
one area on the other area was minimized.

Nevada sand was used as the liquefiable sand in all three centrifuge models,
and this sand is a relatively uniform, clean, fine sand. It has a specific gravity (Gy)
of 2.64, a mean grain size (Dso) of 0.17 mm (model scale), a uniformity coefficient
(Cy,) of 1.64, and a hydraulic conductivity of 0.002 cm/s (at 1 g) (Howell et al.,
2009a). The Nevada sand was placed in multiple layers using dry pluviation with
the pluviator calibrated to the appropriate relative density for the layer (i.e.,
40%). The model was saturated under vacuum with de-aired water (Howell et
al., 2009a). Water was used as the pore fluid rather than a more viscous liquid
(e.g., methyl cellulose) because there were concerns as to how well a more viscous
fluid would flow through the model drains. The use of water meant that the

scaling laws for consolidation and dynamic response were not simultaneously
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satisfied (Section 2.3.1). The model’s response can still be interpreted using
the scaling laws for dynamics, but with the hydraulic conductivity of the sand
being effectively 15 times greater than that for the same sand at 1 g. The scaled
hydraulic conductivity for fine Nevada sand corresponds to values that would be
more typical of medium to coarse sands, which is realistic in terms of the type of
soil in which drains would likely be installed. It should be noted that although
the Catalogue of scaling laws and similitude questions in centrifuge modeling
prepared by the International Technical Committee TC2 -Physical Modelling
in Geotechnics (Garnier and Goudin, 2007) recommends scaling the hydraulic
conductivity for dynamic flow in saturated centrifuge samples and this discussion
references a scaled hydraulic conductivity, it can also be argued that the hydraulic
conductivity does not scale directly but rather the flow is affected by the scaling

of the length of the flow path and the applied head.
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Figure 3.1: Model geometry of centrifuge test SSKO1.
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The model was built in a flexible shear beam container that consists of
hollow aluminum rings separated by layers of neoprene rubber. The container is
designed to be flexible enough to deform with the liquefied soil and minimize the
reflection of stress waves off of the container walls (Kutter, 1995). There are shear
rods on either end of the container that are designed to produce complementary
shear stresses. A schematic of the container is shown in Figure 3.2.

NEOPRENE RUBBER
/" SHEAR LAYER (TYPICAL)

_~TOP ALUMINUM SHEAR RING

CONTAINER BASE—

/f/

MIDDLE ALUMINUM SHEAR RINGS—

Figure 3.2: Schematic of a flexible shear beam container (Pedersen, 2004).

The treated area of the SSKO1 model contained 58 model drains in a
triangular pattern at a center-to-center spacing of 1.5 m (prototype scale). The
drains were modeled using nylon tubes with an inside diameter of 7 mm (105 mm
prototype scale). The drains were perforated along their lengths for the portion
extending into the liquefiable soil layer. Each drain was wrapped in a precision
woven polypropylene fabric mesh to prevent sand from entering the drain. The
drains were placed in the model prior to the pluviation of the sand layers so there

were no densification effects due to their placement.
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Instrumentation in the model included vertical arrays of accelerometers and
pore pressure transducers located at mid-slope within each treatment area, as well
as vertical and horizontal deformation monitors along the surface of the model.
The instrumentation embedded in the model was placed along the longitudinal
mid-line of the slope where the response would be least affected by boundary

effects (Figure 3.3).
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Figure 3.3: Instrumentation locations for SSKO1.
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The model was spun up to a centrifugal acceleration of 22 g to overcon-
solidate the soil (OCR = 1.5), and then the centrifugal acceleration was reduced
to 15 g for the remainder of the test. The model was subjected to 12 sinusoidal
input motions, each with 20 cycles of motion at a frequency of 2 Hz (prototype
scale), and shaking was performed parallel to the slope. The amplitudes of the
first three shaking events were too small to be captured by the sensors. The
remaining shaking events ranged in PGA from 0.01 g to 0.3 g. The shaking events
were spaced such that the generated excess pore water pressures from one event
had fully dissipated before the next event was applied. The model was not rebuilt

or modified between shaking events.

3.3.2 Test Results

The improved performance of the drain-treated area is evaluated based on the
pore pressure and deformation responses. Figure 3.4 shows the measured excess
pore pressures versus depth for the treated and untreated zones for shaking event
SSK01.12 (PGA = 0.30 g). Drains are effective in reducing the peak excess
pore water pressures and increasing the rate of pore water pressure dissipation.
Figure 3.5 shows the cumulative horizontal and vertical deformation time series
for the treated and untreated areas across the five main shaking events. For each
shaking event, the treated zone experienced less deformation than the untreated
zone, particularly in the horizontal direction. At the conclusion of the test, the
permanent horizontal and vertical deformations in the drain-treated zone were

80% and 50% smaller, respectively, than those observed in the untreated zone.
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The observed reduction in the horizontal deformations in the drain-treated
area of this model was much larger than anticipated. It was hypothesized that the
rigidity of the model drains, which were made of a stiff nylon plastic, reinforced
the soil in the drain-treated area resulting in an exaggerated reduction in the
horizontal deformations. For more information on the results of this test, please

see Marinucci et al. (2008) and Marinucci (2010).
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Figure 3.4: Excess pore pressure development with depth and time in the treated
and untreated zones for shaking event SSK01_12 (PGA = 0.30 g) (Marinucci et
al., 2008).
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3.4 Centrifuge Test RNKO01

3.4.1 Model Construction

The second centrifuge test, RNKO1, used the same design as centrifuge test SSK01
(Marinucci, 2010) and was constructed and tested by Ronnie Kamai. For more
information on centrifuge test RNKO01, please reference Kamai et al. (2008) and
Kamai et al. (2013a). The RNKO01 model was designed to investigate the potential
slope reinforcement issue identified in SSKO1. Like the SSKO01 centrifuge model,
the RNKO1 model featured untreated and drain-treated sloping (3°) soil profiles
separated by a central channel. However, the untreated area in the RNK01 model

contained non-draining tubes of a material identical to that of the drains so that
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the effect of their stiffness on the untreated response could be evaluated. The
RNKO1 model was designed for a centrifugal acceleration of 15 g and the geometry
of the model was identical to that of the SSK01 model. The RNKO01 model was
constructed in a flexible shear beam container (Figure 3.2), and instrumentation
was placed along the longitudinal mid-line of the slope where the response would
be least affected by boundary effects (Figure 3.6).

The treated and untreated areas of RNKO01 each contained 58 model drain-
s/tubes in a triangular pattern at a center-to-center spacing of 1.5 m (prototype
scale). The model drains/tubes used in RNKO1 were identical to those used
in SSKO01 (Section 3.3.1) and as before each drain was wrapped in a precision
woven polypropylene fabric mesh to prevent sand from entering the drain. The
drains/tubes were placed in the model prior to pluviation of the sand layers so

that there were no densification effects due to their placement.

Instrumentation Arrays

Figure 3.6: Photo of centrifuge model RNKO01 with instrumentation locations.
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Water was used as the pore fluid, and the model was saturated under
vacuum over a period of 24 hours. The model was spun up to a centrifugal
acceleration of 22 g to overconsolidate the soil (OCR = 1.5), and then the
centrifugal acceleration was reduced to 15 g for the remainder of the test. The
model was subjected to 18 shaking events. The first shaking event was a 0.05 g
step wave. The next 15 shaking events were earthquake motions ranging in PGA
from 0.018 to 0.88 g. Two earthquake acceleration-time histories (Figure 3.7)
were used for these input motions. These are outcrop motions recorded during the
1994 Northridge earthquake (PAC175) and the 1974 San Fernando earthquake
(PSL180). Finally, two sine wave input motions with 20 cycles of motion at a
frequency of 2 Hz (prototype scale) with PGAs of 0.26 g and 0.56 g were applied
to the model. The shaking events were spaced such that the generated excess
pore water pressures from one event had fully dissipated before the next event

was applied. The model was not rebuilt or modified between shaking events.
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Figure 3.7: RNKO1 input motions.

3.4.2 Test Results

The RNKO1 model featured drains in the drain-treated area and non-draining
tubes in the untreated area. Because both slopes in the RNK01 model contain
drains/tubes, the only difference between the untreated and drain-treated areas
in this model is drainage. Thus, it can be determined whether the improvement
observed in RNKO1 differs significantly from the SSKO01 observations. Figures
3.8 and 3.9 show the cumulative horizontal and vertical displacements for the
RNKO1 centrifuge test. In the SSKO1 centrifuge test, there was an 80% and 50%
reduction observed in the horizontal and vertical deformations, respectively. In
RNKO1, the drain-treated zone still showed improvement in terms of the excess
pore water pressures, but the cumulative horizontal and vertical deformations

in the treated area and the untreated-tube area were very similar up until the
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0.88 g shaking events (PACO8 and PSL07). At the conclusion of this test, the
cumulative horizontal and vertical deformations in the drain-treated area were
only 27% and 33% smaller, respectively, than those observed in the untreated
area. The decrease in the observed improvement indicates that the stiffness of the
tubes did affect the deformations of the drain-treated area in the SSK01 centrifuge
test. Therefore, the improved performance observed in SSK01 cannot be solely

attributed to the effects of drainage through the model PVDs.
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Figure 3.9: Cumulative vertical displacements for RNKO1.
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3.5 Centrifuge Test RLHO1

3.5.1 Model Construction

The third centrifuge test, RLHO01, was designed to investigate the slope reinforce-
ment issue associated with the nylon drains, as well as to provide additional data
regarding the beneficial effects of drains. To minimize the slope reinforcement
effects, the nylon tubes were replaced by more flexible tubes made of a rubber-
plastic blend. To further investigate the reinforcement issue, the slope consisted
of three adjacent treatment areas: a drain-treated area, an untreated area, and an
untreated area with non-draining tubes. In order to fit all three treatment areas
in a single model, the orientation of the model was rotated such that it consisted
of a single slope and a channel aligned with the longer dimension of the laminar
box (Figures 3.10 and 3.11). As a result, shaking took place orthogonal to the
direction of the slope. To compensate for the lack of inertial forces parallel to
the slope and ensure that significant lateral deformations would occur, the slope
angle was steepened from 3° (SSK01 and RNKO1) to 10° and the clay layer was
thickened from 1 m (SSK01 and RNKO01) to 1.5 m.

The model for RLHO1 was built in the same flexible shear beam container
used in SSK01 and RNKO1 (Section 3.3.1). Due to the rotated geometry, additional
measures were taken to limit the boundary effects due to both the container and
the close proximity of the treatment areas. The clay crust was separated from
the container and bentonite slurry was placed between the clay and the container
walls. Cuts were made in the clay cap between the treatment areas, and these
cuts were also filled with bentonite slurry (Figure 3.12). The instrumentation was

placed in the center of each treatment area to minimize the boundary effects on
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the recorded data. Figure 3.13 shows the placements of the pore water pressure
transducers and accelerometers in the drain-treated area. Post-shaking photos
of the model indicate that although there was a zone of overlapping influence
between the untreated and drain-treated areas, the instrumentation for each area

was outside of this zone (Figure 3.14).
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Figure 3.10: Model geometry of centrifuge test RLHO1.
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Figure 3.12: Bentonite slurry in the RLHO1 centrifuge model.
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Figure 3.13: Instrumentation placement in the drain-treated area of the RLHO1
centrifuge model.

The treated area and untreated area containing non-draining tubes each
contained 40 model drains/tubes in a triangular pattern at a center-to-center
spacing of 1.5 m (prototype scale). The drains/tubes were constructed of a
rubber-plastic blend tubing. The drains were perforated along their lengths for
the section of the drain located within the liquefiable layer. Each drain was
wrapped in a precision woven polypropylene fabric mesh to prevent sand from
entering the drains. The drains/tubes were placed prior to the pluviation of the
sand layers so that there were no densification effects due to the placement of the
drains.

Water was used as the pore fluid, and the model was saturated under
vacuum. However, the saturation tubes in this model were clogged and the model

had to be saturated from the top down rather than from the bottom up. The
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Figure 3.14: Post-shaking photo of the RLHO1 centrifuge model.

model was spun up to a centrifugal acceleration of 22 g to overconsolidate the soil
(OCR = 1.5) and stiffen up the clay layer, and then the centrifugal acceleration
was reduced to 15 g for the remainder of the test. A total of 10 shaking events
were applied to the model. The first shaking event was a step wave with a PGA
of 0.016 g. The next eight shaking events were earthquake motions ranging in
PGA from 0.1 to 0.95 g. The same input motions used in RNKO01 were used again
in RLHO1 (Figure 3.7). The final shaking event was a sine wave with 20 cycles
of motion at a frequency of 2 Hz (prototype scale) and a PGA of 0.6 g. As was
the case with SSK01 and RNKO1, the shaking events were spaced such that the
generated excess pore water pressures from one event had fully dissipated before
the next event was applied, and the model was not rebuilt or modified between

shaking events.
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3.5.2 Test Results

The RLHO1 model contained two untreated areas (i.e. untreated and untreated
with non-draining tubes) in an effort to investigate the influence of the stiffness
of the tubing on the results. Figures 3.15 and 3.16 show measured excess pore
pressure ratio (r,) and displacement-time histories from the untreated area and
the untreated area with non-draining tubes for selected shaking events. The
untreated area and the untreated area with non-draining tubes had similar pore
water pressure and deformation responses (e.g., Figures 3.15 and 3.16), indicating
that the new tubing used to model the drains was flexible enough such that the

presence of the tubes did not influence the behavior of the tube-treated area.
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Figure 3.15: Comparison of pore pressure responses at the base of the untreated
area and untreated area with non-draining tubes for shaking events PAC03 and
PSLO03.
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Figure 3.16: Comparison of deformation responses for the untreated area and
untreated area with non-draining tubes for shaking events PAC03 and PSLO3.

The pore pressure response in the untreated and treated areas of the RLHO01
model was evaluated by means of the vertical array of PPTs located at mid-slope
in each treatment area (Figure 3.10). The r,-time histories for the untreated and
treated areas at a depth of approximately 2.2 m (prototype scale) are shown in
Figure 3.17 for the three highest intensity events (PAC04, PSLO04, and SINO1).
These data illustrate how the ground motion characteristics influence the pore
pressure response.

The PACO04 event is dominated by a few, large intensity cycles within the
first second of shaking, which cause the r, levels in both the untreated and treated
areas to increase rapidly towards 1.0. In the untreated area, r, remains elevated
throughout shaking and for several seconds afterwards, whereas in the treated
area, 1, decreases after the initial high intensity cycles of shaking, increases again
during later acceleration cycles, and then decreases quickly at the end of shaking

(Figure 3.17).
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The PSL04 motion is similar in PGA to the PAC04 motion, but the pore
pressure response is different due to the characteristics of shaking. The PSL04
input motion builds up in intensity with the PGA occurring about five seconds
after shaking begins. In the untreated area, r, increases quickly at the start
of shaking, continues to increase as larger cycles of shaking occur, and remains
elevated for more than 10 seconds after shaking ends (Figure 3.17). In the treated
area, the average r, throughout shaking is smaller than that of the untreated area
because the acceleration-time history evolves slowly enough over time to give the
soil time to drain. While the r, level in the untreated area remains elevated for
more than after shaking ends, the r, level in the treated area decreases to 0.2
within 5 seconds of the end of shaking (Figure 3.17).

The SINO1 motion is distinct from either the PAC or PSL motions because
the amplitude and frequency content of shaking are constant throughout the 10
seconds of shaking. Large r, levels are evident in both the untreated and treated
areas during shaking. However there are significant dilation spikes in the pore
pressure response for the treated area (i.e., cyclic reductions in r, during shaking),
and the r, level in the treated area drops to 0.3 immediately after shaking ends.
In the untreated area, r, is still above 0.9 six seconds after shaking ends and
above 0.4 sixteen seconds after shaking ends.

There are two key observations that can be made from Figure 3.17. The
first observation is that the drains are effective in dissipating excess pore water
pressures both during and after shaking. This is evident in the reduction in r,
after the initial high intensity acceleration cycles in the PAC04 event, the smaller
average 1, levels throughout shaking in the PSL04 event, the large dilation spikes

in the SINO1 event, and the rapid excess pore pressure dissipation at the end
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Figure 3.17: Excess pore water pressure ratio, r,, vs. time for the PAC04 (PGA
= 0.95 g), PSL04 (PGA = 0.90 g), and SINO1 (PGA = 0.60 g) events.
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of shaking in all three events. The second observation that can be made from
Figure 3.17 is that the impact of the drains on the excess pore pressure response
is sensitive to the characteristics of the input motion, which is consistent with the
observations made for gravel drains in previous studies by Sasaki and Taniguchi
(1982) and Iai et al. (1988). In the PACO04 event, the highest intensity cycles
occur almost immediately such that the pore water does not have time to flow
to the drains. The impact of the drains is therefore not immediately realized
and r, approaches 1.0 in both the untreated and treated areas. In the PSL04
event, the highest intensity cycles occur near the middle of the shaking event
such that the pore water has time to reach the drains. As a result, the average
r, level in the treated area is smaller than that in the untreated area. All of
the acceleration cycles in the SINO1 event are of the same intensity, and without
the smaller intensity cycles to allow time for drainage, the r, level in the treated
area remains high (r, > 0.8 ) throughout shaking. For the SINO1 motion, the full
impact of the drains cannot be realized until shaking has ended.

The results shown in Figure 3.17 are from a single depth in the liquefiable
layer, whereas the drains impact the pore pressure response and flow patterns
throughout the entire soil deposit. Figure 3.18 illustrates profiles of excess pore
water pressure (Au) versus depth for the untreated and treated areas at multiple
instances in time for the PAC04, PSL04, and SINO1 events. These data are
used to illustrate the influence of the drains on the flow patterns and dissipation

mechanisms in treated soil.
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Figure 3.18: Development of excess pore water pressure versus depth with time
for the PAC04 (PGA = 0.95 g), PSL04 (PGA = 0.90 g), and SINO1 (PGA = 0.60

g) events.
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In the PAC04 event (Figure 3.18a and 3.18b) the Au profiles near the start
of shaking (t = 6 s) in the untreated and treated areas are similar, with Au ~ o/
in the top 3 m and Au < o/ at depths below 3 m. In the untreated area (Figure
3.18a), the Au profile remains elevated throughout shaking (t = 8 s and 10 s).
After shaking ends, dissipation in the untreated area is observed at the bottom
of the liquefiable layer while Au in the upper part of the layer remains elevated,
indicating that there is an upward flow pattern. In the treated area (Figure 3.18b),
the Au profile indicates that dissipation begins earlier (t ~ 8 s) and a Au profile
develops that is generally uniform throughout the liquefiable layer for most of the
shaking event. The shortened drainage path disrupts the upward flow pattern
such that a uniform Au profile develops due to radial drainage. The uniform Au
profile in the treated area (Figure 3.18b) at t = 14 s represents r, = 0.48 at 1.4
m depth and r, = 0.14 at 6.8 m depth.

In the PSL04 event (Figures 3.18c and 3.18d), the Au profile in the
untreated area (Figure 3.18c) follows the same pattern as it did in the PAC04
event - large Au during strong shaking followed by dissipation and a decrease
in Au at the bottom of the liquefiable layer and little to no decrease in Au for
the upper part of the liquefiable layer. In the treated area, smaller values of Au
are realized at all times and Au stays fairly uniform throughout shaking (Figure
3.18d).

In the SINO1 event (Figures 3.18e and 3.18f), the untreated area liquefies
(Au = o!,) throughout most of the entire depth of the loose sand layer (Figure
3.18¢). At the end of shaking (t = 14 to 16 s), dissipation begins and Au decreases
at the bottom of the liquefiable layer, but the upper part of the layer remains

liquefied more than 6 seconds after shaking has ended (t = 20 s). In the treated
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area (Figure 3.18f), only the upper ~3 m of the layer liquefies, and once dissipation
begins at the end of shaking (t > 14 s), the Au profile quickly becomes uniform
throughout the layer.

While Figure 3.18 shows the excess pore water pressures at several depths
in the liquefiable layer at multiple instances in time, it is more convenient to
summarize the spatial and temporal excess pore water pressure responses with a
single parameter. One such parameter that has been used in the past is Ty .. (€.8-,
T, from Seed and Booker, 1977), where Ty .5 is defined as the peak of the Ty - time
history, and T is the spatial average (over depth and radius) of r, within the radius
of the influence of the drain. The average excess pore pressure ratio, Ty, is also
recommended for use in slope stability calculations by Bishop and Morgenstern
(1960) to characterize pore pressures in sections of slopes where r, is not constant.
Calculation of T, and Ty . for the centrifuge data is illustrated in Figure 3.19.
T, was calculated from the point measurements of Au along the vertical PPT
array. Radial PPT arrays from the first centrifuge test (SSK01) indicated that
pore pressures did not vary significantly with radial distance (Marinucci, 2010),
and thus considering only vertical variations in the T, calculation is deemed
appropriate. The 1, calculation used a weighted average in which the r, - time
history for each PPT was weighted by the layer thickness (Az) derived from the
mid-points between the upper and lower adjacent PPTs. In the treated area of
RLHO1, there was a large area in the lower half of the liquefiable layer where
no Au - time histories were available due to the instrumentation failures. To
compensate for the instrument failure and to fill this gap when computing T,
an interpolated data point of Au was created between the bottom PPT and the

next functional PPT (Figure 3.19). The interpolated data was created assuming

70



a linear variation of Au with depth. The functional PPTs in the untreated area
were more uniformly distributed; therefore, no data interpolation was needed for
that treatment area. After computing T,, at each time step, Ty j,.x Was taken as

the maximum value in the T, time series.
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Figure 3.19: Calculation of ry, Ty, and Ty .y in RLHOL.

Figure 3.20 shows T .« graphed as a function of input PGA for the RLHO1
shaking events that induced excess pore water pressures. These data show that
Ty max generally increases with increasing PGA and it is consistently smaller in the
treated area than in the untreated area. For the untreated area, Ty .y is slightly
larger for the large intensity PSL event (PGA = 0.9 g) than for the large intensity
PAC event (PGA = 0.95 g) because the PSL event has more cycles of motion. In
contrast, values of Ty, ;. in the treated area are larger for the PAC events than

the PSL events because the short duration of the PAC input motion does not
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provide much time for water to drain and thus there is a smaller reduction in the
peak excess pore pressure ratios and Ty yay. The Ty .y values for the SIN event
are significantly larger than the T . values for the PAC and PSL events because

of its different ground motion characteristics.
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Figure 3.20: Ty .« as a function of PGA.

From the results presented, it is apparent that the 0.60 g SINO1 event
produced larger excess pore pressures than either the 0.95 g PAC event or the
0.90 g PSL event. The fact that the sine waves and earthquake motions produced
significantly different responses from the model illustrates that it is important
to avoid overly generalizing observations from any one shaking event, whether
sine waves or earthquake motions. Additionally, it is valuable to obtain model
responses to a range of input motions for the purpose of providing a thorough

test for the validation of numerical models.
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PVDs affect the deformation response through their impact on the generated
excess pore water pressures, the dissipation rate of excess pore pressures, and the
flow patterns within the soil. By reducing the magnitude of the generated excess
pore water pressures and increasing the rate of dissipation, drains decrease the
amount of time that the soil spends in a low-strength or liquefied state, which in
turn decreases the intensity of the resulting deformations. Additionally, drains can
prevent the loosening of soil near the low-permeability interface and the resulting
localized shear deformations.

The deformations of the surface of the centrifuge model were measured
via three vertical and three horizontal displacement transducers located at the
back, middle, and toe of the slope in each treatment area (Figure 3.10). The
cumulative vertical and horizontal displacements at mid-slope in the untreated
and treated areas for the eight earthquake shaking events are shown in Figure 3.21.
The deformation measurement system began to malfunction in some locations
due to excessive deformations after the PSL04 event, and therefore data from
SINO1 are not shown. The results in Figure 3.21 show that there was a 30 to
60% reduction in the horizontal displacements and a 20 to 60% reduction in the
vertical settlements in the treated area. The most significant improvements were
observed for the most intense shaking events.

Additional deformation data was obtained from vertical colored sand mark-
ers that were located in each treatment area and surface measurements that
were made before and after the test. The colored sand markers showed that the
displacements in the untreated area distributed over a significant depth in the
soil layer, while those in the treated area were concentrated mainly in the upper

half of the layer (Figure 3.22). These displacement patterns reflect the fact that
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r, = 1.0 was experienced through most of the layer in the untreated area, but
only in the top half of the layer in the treated area (Figure 3.18). The colored
sand markers in the untreated area also showed evidence of localized shearing
at the interface between the liquefiable sand layer and the overlying clay layer,
indicating that there was some accumulation of pore water and loosening of the
soil at the low-permeability interface (Figure 3.22). There were no discernible
areas of localized shear in the treated area. Additionally, sand vents (i.e., sand
boils that did not reach the surface) formed in the untreated area but did not form
in the treated area. Finally, it was determined from the surface measurements
that the untreated area experienced more heave in the channel area and at the
toe of the slope, as well as larger vertical settlements at the middle and back of

the slope, than did the treated area (Howell et al., 2009b).
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Figure 3.22: Colored sand markers in the untreated and treated areas after
shaking.
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As previously discussed, one potential parameter for characterizing the
excess pore water pressure response for a soil deposit is Ty j.x, Which describes
the Au response over both space and time and is therefore a good indicator of
overall excess pore water pressure response. Figure 3.23 shows the untreated and
treated mid-slope horizontal and vertical deformations as a function of Ty -
The data shown in Figure 3.23 indicate that deformations become significant and
increase dramatically for Ty ., greater than about 0.5, which agrees well with
previous observations that large deformations generally begin to occur when r,
exceeds 0.5 to 0.6 (e.g., as summarized in Adalier and Elgamal, 2004). As r,
increases, the vertical effective stress (07,) decreases, and the stress path moves
towards the failure surface. As r, exceeds about 0.5 and the stress path nears
the failure surface, plastic yielding increases, and the deformations become more
significant (Figure 3.24). However, the deformation data for Ty ,,.x greater than
0.5 show significant scatter (Figure 3.23). For example, the untreated area in
PACO04, the treated area in PACO04, and the treated area in SINO1 all recorded an
Ty max Of ~0.8, but the resulting horizontal deformations ranged from 6.5 cm to 16
cm. These results illustrate that while Ty, 1, ~ 0.5 is a good indicator of whether
or not the displacements will be significant, other factors control the resulting

magnitude of the deformation.
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The relationship between the evolution of excess pore pressures and de-
formations over time is illustrated in Figure 3.25, which shows time histories for
acceleration, r, , mid-slope vertical settlement, and mid-slope horizontal displace-
ment for the PAC04 event. For this motion, the peak r, values in the untreated
and treated areas are similar (~0.8), but the treated-area displacements are 30 to
40% smaller. Considering r, = 0.5 as being the threshold for deformation develop-
ment, let us define tr-~¢5 as the time between the first and last exceedance of r,
= 0.5. In the treated area tw~5 = 5.6 seconds while in the untreated area tw—-¢5
= 8.4 seconds. This 3.8 second difference equates to a 44% reduction in ty~q3s,

which directly relates to the 30 - 40% reduction in the induced displacements.
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Figure 3.26 plots the horizontal and vertical deformations at mid-slope
in the untreated and treated areas versus tr~¢5 for all events in which r, = 0.5
was exceeded. It can be seen that larger values of tw~o5 correspond with larger
deformations. It can also be seen that the results for the SINO1 event now follow
the same trend as the results for the PAC and PSL events, which was not the
case when Ty ., was related to the deformations (Figure 3.23). These results
indicate that a relationship exists between deformations and ty~¢5, and that the
relationship appears to hold true regardless of the individual characteristics of the
input motions. It should be noted that these results are based on a data set from
only a single centrifuge test and that further studies are needed to determine if

this relationship holds true for other cases.
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Figure 3.26: (a) Horizontal displacement and (b) Vertical displacement as a
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3.6 Assessment of Centrifuge Results

In general, the centrifuge tests used in this research were successful. Liquefaction
was triggered in the untreated areas of all three models. The clay crust slowed
the dissipation of excess pore water at shallow depths and there was pore water
accumulation at the sand/clay interface in the untreated areas as evidenced by
localized shearing. The drains worked and did not clog; water was observed
flowing from the drains for all shaking events in which liquefaction was triggered.
Finally, the drain-treated area of the RLHO1 model, which was not subject to
reinforcement effects, had smaller peak average excess pore pressures, faster pore
pressure dissipation, and smaller horizontal deformations than did the untreated
area, which showed definitively that drainage is successful in mitigating, at least
to some degree, damaging deformations due to liquefaction.

The pore pressure and deformation responses recorded in the centrifuge
models are assumed to be a representative reflection of the general behavior that
would be observed in the field. Without field data for comparison, there is no
formal quantitative confirmation of this assumption; however, there are some
behavioral markers from the centrifuge tests that compare well with observations
made in the field. For example, the centrifuge models exhibit cracking in the clay
crust and sand ejecta, both of which are observed in the field at lateral spread
sites. The displacement profiles that developed at mid-slope in the untreated area
are similar to the displacement vs. depth profile expected of a lateral spread site
with an impervious surface layer (Figure 3.27). Horizontal deformations start to
become significant when 1, ¢ exceeds 0.5, which agrees well with the previous

research showing that large deformations generally begin to occur when r, exceeds
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0.5 to 0.6 (e.g., as summarized by Adalier and Elgamal, 2004). While there is
no field data with which to compare the centrifuge data, the models’ behavior
is consistent with the behavior expected of a lateral spread site and thus, the
models’ responses are assumed to be accurate reflections of the responses that

would develop in a comparable field site.

Unliquefied
Surface
Lateral Soil Layer
Displacement
Profile

Figure 3.27: (a) Displacement profile typical of a lateral spread site with an
impervious surface layer (Rauch, 1997). (b) Colored sand markers from the
untreated area of the RLHO1 centrifuge model

Successful though they were, the centrifuge tests were not without their
issues and limitations that influenced the results. The most important issues to
consider are the container effects, boundary effects, potential interaction between
the treatment areas, and changes to the model geometry during testing. Where

possible, steps were taken to minimize the impact of these issues.
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The centrifuge container produces boundary effects related to the interface
between the container and the soil. Wilson (1998) examined boundary effects in
flexible shear beam containers and found that while the container and soil move
together during shaking, the lateral deformations are restricted near the container
edges. The instrumentation in the SSK01, RNKO01, and RLHO1 centrifuge models
was concentrated in the central part of the models to minimize boundary effects
on the data (Figures 3.3, 3.6, and 3.13).

Other boundary condition effects are related to the geometry of the cen-
trifuge models. The centrifuge models all contained more than one slope; this was
necessary in order for the treated and untreated areas to be constructed and tested
under identical conditions. However, this geometry resulted in models where
either the treatment areas were deforming in opposition to each other (SSKO01
and RNKO1) or the performance of one area was affected by that of an adjacent
area (RLHO1). The central channel was used to minimize these effects in SSK01
and RNKO1, and other steps were taken to minimize these effects (e.g., cutting
the clay crust between adjacent zones, placing the instrumentation in the center
of the treatment area) in the RLHO1 model.

Finally, one of the limitations of using large-scale centrifuge models is that
it takes three to five weeks to build a model, meaning that the model cannot be
re-built or put back in its original state before each shaking event. The shaking
events in the SSK01, RNKO01, and RLHO1 centrifuge tests were applied in order of
increasing intensity (i.e., the smallest events which would have the least significant
impact were applied first), but as the intensity of shaking increased, permanent
changes resulted (e.g., the slope flattened, the sand liquefied and reconsolidated,

cracks developed in the clay crust, etc.). By the end of the test, the model had
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been significantly transformed (e.g., Figure 3.28), and certain changes, such as

the flattening of the slope, most likely had a significant impact on the horizontal

deformations that developed.

Figure 3.28: The RLHO1 centrifuge model (a) before shaking and (b) after shaking.

3.7 Summary

In the first phase of this research, a suite of three dynamic centrifuge tests was
performed on specimens of liquefiable soil treated with PVDs. Centrifuge test
SSKO01 was designed by Antonio Marinucci (Marinucci, 2010) and constructed and
tested by Seiji Kano. Centrifuge test RNKO1 used the same design as centrifuge
test SSKO1 and was constructed and tested by Ronnie Kamai. Centrifuge test
RLHO1 used a modification of the SSKO01 design and was constructed and tested

as part of this dissertation research. The objective of these tests was to assess
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the effectiveness of PVDs in mitigating liquefaction-induced deformations and to
identify behavioral trends for drain-treated sites.

The first test, SSKO01, compared the performance of an untreated slope to
that of a drain treated slope. The results of SSKO1 showed that the drains were
effective in reducing excess pore water pressures and increasing the rate of excess
pore water pressure dissipation. At the end of testing, the drain treated slope had
80% smaller horizontal deformations than those observed in the untreated slope;
however, it was suspected that the stiffness of the model tubes was influencing
the response of the drain-treated slope.

The second test, RNKO1, compared the performance of a drain-treated
slope to that of an untreated slope containing non-draining tubes. The goal of
RNKO1 was the investigate the effect of the stiffness of the model tubes used in
SSKO01 on the performance (i.e., deformations) of the slope. The results of RNKO01
confirmed that the stiffness of the model tubes affected the deformations of the
drain-treated slopes such that the improved performance that was observed in
SSKO01 could not be solely attributed to the effects of drainage.

The third test, RLHO1, compared the performance of a drain-treated slope,
an untreated slope, and an untreated slope containing non-draining tubes. This
test used more flexible tubes to model the drains than the previous tests. The
goals of RLHO1 were to confirm that the new model tubes had no impact on
the performance of the slope, and to assess the effectiveness of the drains in
mitigating liquefaction-induced deformations. The results of RLHO1 indicated
that the new model tubes were flexible enough such that their presence did not
impact the response of the drain-treated slope. Thus, the 30 to 60% reduction

in horizontal deformations observed in this test could be ascribed solely to the
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effects of drainage. It was also observed in this test that the impact of the drains
on the excess pore water pressure response is sensitive to the characteristics of
the input motion. For certain motions (e.g., PAC motions), the untreated and
treated areas had similar Ty ., values even though the influence of the drains was
still evident in the excess pore water pressure dissipation patterns. Deformations
in RLHO1 become significant when T ., exceeds a threshold of about 0.5 and
the magnitude of the deformations corresponds more strongly to the time the soil

spends at an T, that exceeds this threshold rather than the peak 1; value.
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Chapter 4

Numerical Models of Lateral

Spread Sites Treated with PV Ds

4.1 Introduction

Three types of numerical models of varying complexity are developed for this
research: 2D unit cell models of the area of influence around a drain, 3D unit
cell models of the area of influence around a drain, and a full 2D model of the
centrifuge model geometry and container. These models will be used to analyze
the centrifuge tests and the results from these models will be compared with the
centrifuge data. As previously noted, lateral spread sites are commonly modeled
as infinite slopes and the unit cell models fit well within this approach. The full 2D
model is used to investigate the various aspects of the centrifuge model (e.g., 2D
geometry, container mass, etc.) that may influence the comparison between the
unit cell models and the centrifuge data. This chapter discusses the characteristics
of the constitutive models used to represent the soil materials and the different

numerical models.
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4.2 Constitutive Models

4.2.1 OpenSees Finite Element Modeling Platform

Numerical simulations of untreated and drain-treated sites are being performed
using the Open System for Earthquake Engineering Simulation (OpenSees).
OpenSees is an open-source software framework intended for use in simulat-
ing the seismic response of structural and geotechnical systems (Mazzoni et al.,
2004). OpenSees is capable of modeling the nonlinear dynamic response of systems,
making it an appropriate choice for modeling the response of a liquefiable soil
subjected to earthquake loading. Additionally, because OpenSees is open source,
the code is easily accessible and the inner workings of the individual constitutive
models, elements, and solution algorithms are relatively transparent to the user.

Within the OpenSees framework, there are three constitutive models avail-
able for modeling soil. For sands, there are the PressureDependMultiYield and
PressureDependMultiYield02 material models. For clays, there is the Presureln-
dependMultiYield material model. The PressureDependMultiYield02 model is a
modification of the PressureDependMultiYield model with additional parameters
to account for the Ko effect and the effect of dilation on the contraction phases,
and modified logic for the permanent accumulation of shear strain (Mazzoni et
al., 2004). The models used in this research have both sand and clay layers.
The PressureDependMultiYield02 and PressurelndependMultiYield constitutive

models are used to simulate these materials.
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4.2.2 Sand

The PressureDependentMultiYield02 (PDMY02) constitutive model has been
chosen to represent the behavior of the liquefiable sand. The PDMY02 model
is an elasto-plastic model used to simulate the cyclic response of soils whose
behavior is sensitive to applied stresses (i.e., sands and silts). The model includes
characteristics such as dilatancy, non-flow liquefaction, and permanent shear strain
accumulation, which are critical for modeling the response of sands subjected to
cyclic loading (Yang et al., 2008).

The PDMYO02 model’s response can be either elastic or elasto-plastic, and
is controlled by a user-defined setting. For these analyses, the model is set to
behave elastically during the gravity loading stage, and elasto-plastically during
the dynamic loading stage. The plasticity model uses nested Druker-Prager
yield surfaces that are automatically generated by the model. The number of
yield surfaces can vary from 20 to 100, and is set by the user. Each yield
surface represents a linear piecewise approximation of a segment of the nonlinear,
stress-dependent, shear stress-shear strain backbone curve, which is defined by a

hyperbola (Yang et al., 2003; Yang et al., 2008):

Gmax’)/

TS T A (4.1)
+ ()

Where 7 is the octahedral shear stress, G,.x is the small-strain shear modulus,
v is the octahedral shear strain, =, is a reference shear strain, p. is the user-
defined reference mean effective confining pressure, p’ is the current effective
confinement, and d is the user-defined stress dependency coefficient (for more

detailed descriptions of these parameters see Table 4.1). Each nonlinear segment is
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represented by a linear piecewise approximation that is then used in determining
the bounds of the yield surface (Figure 4.1). The failure criterion is defined by
the outermost yield surface, the size of which is determined by the friction angle,
while the inner yield surfaces make up the the hardening region (Khosravifar,
2011). Plastic strain is divided into deviatoric and volumetric components with the
deviatoric strain component following an associative flow rule and the volumetric
strain component following a non-associative flow rule (Khosravifar, 2011). The
use of the non-associative flow rule for the volumetric strain component enables

the PDMY02 model to capture the dilatancy behavior of the soil (Yang et al.,

2008).

Yield supfaces

Figure 4.1: Relationship between the backbone curve and the yield surfaces
generated for the PDMY02 model (Khosravifar, 2011).
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The PDMYO02 model has 25 user-defined parameters. These parameters
are presented in Table 4.1. Of these parameters, the most critical parameters in
determining the behavior of the model are the $refShearModul (G,), $refBulk-
Modul (B,), $frictionAng (¢), $PTAng (¢pr), volumetric contraction parameters
($contracl, $contrac2, $contrac3), and volumetric dilation parameters ($dilatl,
$dilat2, $dilat3). The friction angle parameter ($frictionAng) is used to define
the size of the outermost yield surface (i.e., the failure surface). The phase
transformation angle parameter ($PTAng) is used to define the phase transforma-
tion surface, which is the point at which the soil transitions from contractive to
dilative behavior (Figure 4.2). The contraction parameters ($contracl, $contrac2,
$contrac3) and dilation parameters ($dilatl, $dilat2, $dilat3) are used in the flow

rules for contractive and dilative volumetric plastic strains, respectively.

q »
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o>/ dilation . 25
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Figure 4.2: A plot of the failure surface defined by the friction angle, the phase
transformation surface defined by the phase transformation angle, and the transi-
tion from contractive to dilative behavior.
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Table 4.1: Parameters for the PDMY02 model (Yang et al., 2008).

Parameter Definition
$nd Number of dimensions, 2 for plane-strain, 3 for 3D.
$rho Saturated soil mass density.

$refShearModul (G,)

$refBulkModul (B,)

$frictionAng (¢)

$peakShearStra (Vimax)

$refPress (pl)

Reference low-strain, octahedral shear modulus de-
fined at a reference mean effective confining pres-
sure ($refPress). The octahedral shear strain is
related to normal shear strain (Gyeg) as follows:

3 pl

Goot = (1 + 2kg)oy

Gireg (4.2)

Reference bulk modulus defined at a reference mean

effective confining pressure ($refPress).
Friction angle.

The octahedral shear strain at which the maximum
shear strength is reached, defined at a reference

mean effective confining pressure ($refPress).

Reference mean effective confining pressure.
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Table 4.1 — Continued

Parameter

Definition

$pressDependCoe (d)

$PTAIlg ((pr)

$contracl

$contrac2

$contrac3

$dilatl

$dilat2

A positive constant defining variations of G and B

as a function of instantaneous effective confinement,

/

p"
_ o (P
G= r(pg) (4.3)
_p(P e
B—Br(pi) (4.4)

Phase transformation angle.

A non-negative constant defining the rate of shear-
induced volume decrease or pore pressure buildup.
A larger value corresponds to a faster contraction

rate.

A non-negative constant reflecting the influence of

the dilation history on the contraction tendency.
A non-negative constant reflecting the K, effect.

A non-negative constant defining the rate of shear-
induced volume increase. A larger value corre-

sponds to a stronger dilation rate.

A non-negative constant defining the rate of shear-
induced volume increase. A larger value corre-

sponds to a stronger dilation rate.
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Table 4.1 — Continued

Parameter Definition

$dilat3 A non-negative constant reflecting the K, effect.

$liquefacl A damage parameter to define the accumulated
permanent shear strain as a function of dilation
history.

$liquefac2 A damage parameter to define the biased accumu-
lated permanent shear strain as a function of load
reversal history.

$noYieldSurf The number of yield surfaces.

$e Initial void ratio.

$csl, $es2, $es3, $pa

Parameters defining a straight critical-state line

(ec) in e-p’ space.

If $cs3 = 0,
p/
e. = csl — cs2 log(—) (4.5)
else
p/
ec = csl — cs2(=—)*? (4.6)
Pa

This critical-state line does not appear to be fully

implemented or is disabled at this time.

Numerical constant (cohesion).
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The authors of the PDMY02 model have provided default parameters for
sands with relative densities (Dg) of 30%, 40%, 50%, 60%, and 75% (Yang et al.,
2008). The parameters for the Dg = 40% soil were chosen as a starting point
for the liquefiable sand, and these parameters were then modified to match the
properties of the Nevada Sand used in the centrifuge tests. The mass density
was changed from the suggested 1.8 ton/m? to 1.99 ton/m?, which equates to a
unit weight of 19.5 kN/m?® (Kamai et al., 2007). The shear modulus was reduced
from the suggested 9.e4 kPa to 7.5e4 kPa to achieve a Vg, of 175 m/s at 1 atm of
confining pressure (Kamai and Boulanger, 2012). This value of Vg; equates to
shear wave velocities of 120 to 161 m/s at the confining stress levels in the sand
layer of the RLHO1 model, which agrees well with the values of 120 to 165 m/s
measured in the RLHO1 centrifuge model after the consolidation phase of the test
(Howell et al, 2009a). The bulk modulus was changed to match the new shear
modulus, assuming a Poisson’s ratio of 0.333. The void ratio was increased from
0.77 to 0.8, although this parameter does not seem to impact on the results.

OpenSees was used to simulate simple cyclic shear tests using the model
parameters. Simulations were performed for several values of cyclic stress ratio
(CSR = ;T) at a vertical effective stress of 40 kPa, which is the average overburden
pressure in the liquefiable sand layer in the centrifuge models, and the results were
used to develop cyclic resistance ratio (CRR) curves for the modeled liquefiable
sand, where the CRR is the CSR required to trigger liquefaction in a specified
number of uniform loading cycles. The simulated CRR curves along with the

measured CRR curves from lab data for Nevada Sand from Kano (2008), Doygun
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(2009), and Arumoli et al. (1992), are shown in Figure 4.3. The lab data were
adjusted to a Ko of 0.575, an OCR of 1.5, and a o/, of 40 kPa. The $contracl
parameter was adjusted until the simulated CRR curve was within the upper and
lower bound limits for the lab data at 10 to 20 cycles. Most of the shaking events
used in this research (SIN and PSL180) will have somewhere between 10 and 20
cycles, so this range was determined to be the most critical range for matching
the CRR data. The PAC175 shaking events have less than 10 cycles of motion.
For these shaking events the CRR of the simulated liquefiable sand is larger than
indicated by the lab data, meaning that liquefaction resistance of the simulated
sand is larger than Nevada sand. It is evident in Figure 4.3 that the CRR curve
for the simulated sand is much steeper than the lab data. No set of PDMY02
parameters was found that could make the simulated CRR curve match the lab
data; it was overly steep for all combinations of parameters that were tried. These
results are consistent with the findings of Ziotopoulou and Boulanger (2012) and
Karamitros (2010) for other, similar constitutive models for liquefiable sand (e.g.,

Dafalias and Manzari, 2004 and Andrianopolous et al., 2010).
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Figure 4.3: Cyclic resistance ratio curve for the simulated sand compared to
lab data for Nevada sand from Kano (2008), Doygun (2009), and Arumoli et al.

(1992).
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The suggested value for the $contracl parameter for a Dy = 40% soil is
0.067 (Yang et al., 2008). This value was decreased to 0.057 during the simulated
simple cyclic shear tests to decrease the rate of pore pressure build up and better
match the cyclic resistance of Nevada sand. The suggested values for the PDMY02
parameters from Yang et al. (2003) and final values for the PDMY02 model
parameters for the liquefiable sand are shown in Table 4.2. For all parameters not

shown in Table 4.2, the Yang et al. (2003) suggested values were used.

Table 4.2: Suggested (Yang et al., 2008) and final values for the PDMY02 model
parameters.

Parameter Suggested for Dg = 40% Final
$rho (ton/m?) 1.8 1.99
$refShearModul (G,) (kPa) 9e4 7.5e4
$refBulkModul (B,) (kPa) 22e4 20.e4
$frictionAng (¢) (deg) 32 32

$PTAng (¢pr) (deg) 26 26

$contracl 0.067 0.057
$contrac3 0.23 0.23
$dilat1 0.06 0.06
$dilat3 0.27 0.27
$e 0.77 0.80
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The PDMYO02 constitutive model parameters were determined using lab-
oratory data and simulated cyclic direct simple shear tests, but the hydraulic
conductivity of the liquefiable sand is an independent parameter that does not
influence the cyclic direct simple shear simulations. While the measured hydraulic
conductivity of Nevada sand, scaled appropriately based on the centrifugal ac-
celeration (Section 3.3.1) could be used, the drainage properties of the sand are
so critical in evaluating drain performance that it is important to confirm an
appropriate value.

For the untreated condition, the hydraulic conductivity is not generally of
concern as long as it is small enough to ensure that the soil remains undrained
during dynamic loading. The hydraulic conductivity is most important when
evaluating the drain-treated condition as it affects the flow of pore water towards
the drains during dynamic loading. The pore pressure dissipation response of soil
is controlled by the coefficient of consolidation (c,), which is related to both k

and the coefficient of volumetric compressibility (my) of the soil through:

k

MyYw

(4.7)

Cy =

By definition, the volumetric compressibility is the ratio of the volumetric strain
to the effective stress.

The Nevada sand used in the centrifuge models is a relatively uniform, clean,
fine sand. It has a specific gravity (Gs) of 2.64, a mean grain size (Djsg) of 0.17 mm
(model scale), a uniformity coefficient (C,) of 1.64, and a hydraulic conductivity
of 0.002 cm/s at 1 g (Kamai et al., 2007). For a centrifugal acceleration of 15 g
and with water as the pore fluid, the scaled hydraulic conductivity is 0.03 cm/s,

which is typical of a medium sand (Dsy = 0.25 to 0.5 mm). For a medium sand,
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typical values of m, are generally on the order of 4.e-5 to 10.e-5 1/kPa (Pestana
et al., 1997) and vary based on relative density, confining pressure, and the peak
excess pore pressures in the soil (Lee and Albaisa, 1974). The m, of liquefiable
soil can be calculated from cyclic laboratory tests by measuring the volumetric
strain during consolidation after generation of excess pore pressure. In this case,

the change in the effective stress associated with the volumetric strain is r, *

o, ., where o/  is the initial vertical effective stress. Figure 4.4 shows volumetric

0,00
strain vs. peak pore pressure ratio (rymax) data for Monterey sand (Lee and
Albaisa, 1974). Each point on this graph represents the measured volumetric
strain upon consolidation, after reaching a given peak pore pressure ratio in an
undrained cyclic test. In this figure m, is related to the slope of the volumetric
strain vs. peak pore pressure ratio line, and it is clear from these data that m, is
not constant. Most importantly, m, increases with increasing r, because of the
increased volumetric strain that occurs as r, approaches 1.0. For a loose sand

(Dr = 30 to 40%), m, can increase by as much as a factor of 10 as liquefaction is

approached (Figure 4.5).

100



-
e

L] PR

1.4|_Monterey sand (MS) {03, = 60 psi i
- D, = 50%
5 1.2
U’
gho
ol
08 74 0
£ o /
3 15
> 04

0.2 “

0 |
0 0.1 02 03 04 05 0.6 0.7 08 09 1.0
Peak Pore Pressure Ratio, Au/o !'c

Figure 4.4: Volumetric strain vs. peak pore pressure ratio (rymax) for Monterey
Sand (Lee and Albaisa, 1974)

101



] :
5
A

iz -
= D, = 30% -
£
o
[ &

10—
E 40%
2
°
=
L E"- -
o
€
w 50%
Y
= B |
(-1}
O
& 60 %
L=
.; a— 70 %
°
E
o
Z 2= —

80%
90 %

0 H [ I I
Q 0.2 04 06 08 1.0

Peok Pore Pressure Ratlio

Figure 4.5: Normalized relationships between peak pore pressure ratios (rymax)
and m, of sands from Seed et al. (1975).

102



The volumetric compressibility of the liquefiable sand in the numerical
model is controlled by the PDMY02 constitutive model, although in this case not
explicitly. The equivalent volumetric compressibility of the PDMY02 constitutive
model was evaluated by modeling cyclic simple shear tests and computing the
predicted volumetric strain for different levels of pore pressure generation. The
simulated cyclic simple shear tests were performed on a single element with a
CSR of 0.15 and an initial vertical effective stress of 40 kPa, which is the average
vertical effective stress in the centrifuge models. The applied number of cycles
ranged from 1 to 11 and the induced peak r, ranged from 0.19 to 0.95. After
cyclic loading was stopped, the element was allowed to drain (consolidate), and

m, was calculated as €,/Ad’, where ¢, is the volumetric strain and Aoc] is the

/

change in o] during consolidation calculated as r, * o/ .

Figure 4.6 plots the simulated values of €, vs. r,.In comparison to the Lee
and Albaisa (1974) data for Monterey Sand, the volumetric strains exhibited by
the simulated sand are very small and the slope of the €, vs. r, curve is relatively
constant (Figure 4.6), indicating that the m, for the simulated sand is too small
and remains relatively constant even as r, increases. Figure 4.7 shows the m,
values associated with the data in Figure 4.6. The m, values from Lee and Albaisa
range from 3e-5 to 8e-5 1/kPa, which agrees well with the range of 4e-5 to 10e-5
1/kPa reported by Pestana et al. (1997). The m, values for the simulated sand
range from 0.7e-5 1/kPa to 1.5e-5 1/kPa and are much smaller than expected
(Figure 4.7). Additionally, the m, values for the simulated sand only change by
a factor of about 2 for an increase in ry max from 0.19 to 0.95. The smaller m,
associated with the PDMY02 model will influence the equivalent ¢, associated

with the model.
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Figure 4.6: Volumetric strain vs. peak pore pressure ratio (Iymax) for the simulated
sand and the Monterey Sand from Lee and Albaisa (1974)
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A range of ¢, values for the prototype sand from the centrifuge tests was
computed using k = 0.03 cm/s and assuming m, values of 4.0e-5 1/kPa and 10.e-5
1/kPa (the lower and upper values of the range provided by Pestana et al. (1997)).
The resulting range of prototype c, values is 0.31 m?/s to 0.76 m?/s. These
values are slightly larger than the 0.25 m?/s ¢, of a uniformly graded fraction
E silica sand calculated by Brennan and Madabushi (2011) using experimental
data. If one simply uses the prototype k of 0.03 cm/s with the equivalent m,
modeled by the PDMYO02 constitutive model, the resulting c, values range from
2.0 to 4.3 m?/s. These values are approximately 3 to 15 times larger than the
magnitudes of the prototype values. The larger c, values indicate that the model
soil will consolidate (or drain) faster than the prototype soil. Because we cannot
control the equivalent m, for the PDMY02 constitutive model, we must modify
the specified k to achieve the desired c,. Using the PDMY02 equivalent m, range
of 0.7e-5 to 1.5e-5 1/kPa and the prototype c, range of 0.31 to 0.76 m?/s, the
resulting hydraulic conductivity values are between .002 and .01 ¢cm/s. Therefore
to appropriately model the drainage properties (i.e., ¢,) of a sand with a prototype
k ~0.03 cm/s using the PDMY02 constitutive model, we must use a k between
.002 and .01 em/s. The modified k range is quite large (0.002 to 0.01 cm/s); a
single value for the hydraulic conductivity was determined during the calibration

phase of this research and will be discussed in a later section.
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4.2.3 Clay

The PressureIndependMultiYield (PIMY) constitutive model was chosen to repre-
sent the behavior of the clay cap. The PIMY model is an elasto-plastic model used
to simulate the cyclic response of soils whose behavior is insensitive to applied
stresses (i.e., undrained clays). The response of the PIMY model can be either
elastic or elasto-plastic, and is controlled by a user-defined setting. For these
analyses, the model’s behavior is elastic during the gravity loading stage, and
elasto-plastic during the dynamic loading stage. The plasticity model uses nested
Von Mises yield surfaces and an associative flow rule. Plasticity is exhibited in
the deviatoric stress-strain response, while the volumetric stress-strain response is
linear-elastic and independent of the deviatoric response (Yang et al., 2008).
The PIMY model has 10 user-defined parameters. These parameters
are presented in Table 4.3. The critical parameters defined by the user are
$refShearModul (G,), which is the reference shear modulus at small strains and

$cohesi (c¢), which is the apparent cohesion or undrained shear strength.

Table 4.3: Parameters for the PIMY model (Yang et al., 2008).

Parameter Definition
$nd Number of dimensions, 2 for plane-strain, 3 for 3D.
$rho Saturated soil mass density.
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Table 4.3 — Continued

Parameter

Definition

$refShearModul (G,)

$refBulkModul (B,)

$cohesi (c)
$frictionAng (¢)

$peakShearStra (Ymax)

$refPress (pl)

$pressDependCoe (d)

$noYieldSurf

Reference low-strain shear modulus defined at a ref-

erence mean effective confining pressure ($refPress).

Reference bulk modulus defined at a reference mean

effective confining pressure ($refPress).
Apparent cohesion at zero confinement.
Friction angle.

The octahedral shear strain at which the maximum
shear strength is reached, defined at a reference

mean effective confining pressure ($refPress).
Reference mean effective confining pressure.

A positive constant defining variations of G and B

as a function of initial effective confinement, p;:

G =G (2 (4.8)
Pr
B = Br<§>d (4.9)

If ¢ = 0, this parameter is reset to 0.

The number of yield surfaces.
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The authors of the PIMY model have provided default parameters for soft,
medium, and stiff clays (Yang et al., 2008). The clay cap in the centrifuge test
was placed in layers and compacted well using metal cylinders and miniature
sheepsfoot rollers. The suggested parameters for a medium clay have been used to
model this material. The dynamic response of the clay cap is not critical to these
analyses, therefore no attempt has been made to improve upon the suggested

parameters, which are presented in Table 4.4.

Table 4.4: Suggested Parameters for a Medium Clay (Yang et al., 2008).

Parameter Value

$rho (ton/m?) 1.5
$refShearModul (G,) (kPa) 6.0e4
$refBulkModul (B,) (kPa)  3.0e5

$cohesi (c) (kPa) 37
$frictionAng (¢) (deg) 0.0
$peakShearStra (Ymax) 0.1
$refPress (p.) (kPa) 101
$pressDependCoe (d) 0.0
$noYieldSurf 20

To facilitate the achievement of hydrostatic conditions during the appli-
cation of gravity, the hydraulic conductivity of the clay layer is set equal to the
hydraulic conductivity of the sand layer, making it a drained material. Prior
to dynamic loading, the hydraulic conductivity of the clay layer is reduced to

1.e-10 m/s, making it an undrained material. Although the clay layer is above the
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groundwater table, the bulk modulus of water is used as the combined undrained
bulk modulus for the clay elements, meaning that these elements are saturated.
This approach facilitates the generation of excess pore water pressures at the
sand/clay interface. If the clay elements are modeled as “dry” or unsaturated
elements, pore water pressures do not develop at the sand/clay interface, even
though the clay is modeled as a low-permeability material and pore water should
get trapped below this layer. It should be noted that this model will resist tension
without cracking and thus, pore water trapped at the low-permeability interface
will not be able to dissipate through cracks in the crust as was the case in the

centrifuge models.

4.3 Numerical Models

4.3.1 2D Unit Cell Infinite Slope Model

The least complex type of numerical model that is used for this research is the 2D
unit cell, infinite slope model. This is a plane strain model of the area of influence
around a single drain (or, in the case of the untreated model, a free-field untreated
area equal to the area of influence around a single drain). This model assumes an
infinite slope condition. In slope stability, an infinite slope assumption is often
used in cases in which the soil profile consists of cohesionless soils or cases in
which the length of the slope is much greater than the thickness of the soil profile
being modeled and the soil profile is fairly consistent across the entire length
slope (Duncan and Wright, 2005). This assumption would not strictly apply to

the centrifuge models where the slopes were necessarily shortened in order to fit

110



more than one treatment area into each model, but it would be applicable to a
lateral spread site in the field. Even though centrifuge data was used to validate
the numerical models, the numerical model geometry is based on the geometry of
the hypothetical field site. The circular failure surface that was observed in the
centrifuge tests would only be applicable to the very edges (shorelines) of a lateral
spread site in the field, the rest of the site would develop sliding deformations

akin to those produced by an infinite slope (Figure 4.8).

Lateral Spread Site
Cross Section

S ——

Liquefiable

Infinite Slope Model
Sliding Failure —

Figure 4.8: Cross sectional view of a lateral spread site with an example of where
an infinite slope model would be appropriate.

Using unit cell or single column models to simulate lateral spreading is not
uncommon (e.g., Yang et al., 2003; Seid-Karbasi and Byrne, 2007; Mayoral et
al., 2009; Cheng and Jeremié, 2009; Phillips et al., 2012). However, the unit cell
approach assumes that what happens at one drain is indicative of what happens
at all drains. Though only one set of PPT data was discussed when analyzing
the RLHO1 centrifuge data (Section 3.5), there were actually two PPT arrays in
the RLHO1 model. The pore pressure data for instruments at similar locations
in these two arrays are in good agreement (Figure 4.9). While the deformation

data for these two locations may not match because of the characteristics of the
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circular failure surface that developed in the centrifuge model, the pore pressure
data is comparable, indicating that the periodicity assumption of the unit cell
model is valid. When modeling the field condition, this periodicity assumption
would likely still be made, but it may be less accurate due to the spatial variability

in the site geometry and material properties.

A\Y E

. 8 0.6
?’j 0.5 ‘
2 ’ . 0.4 \ j]--
g' S 0.3 lp i A
S 4 05| & e p12 [ ©° ,y,ﬂ.lW' -
< * * 02 m‘ "N’ MW‘M ol
N 0.0 tene o Jl"_i |

_ ¢ 0 5 10 15 20 25

0 —T T T ¢ T T Time (s)

0 2 4 0 8 10
¥ (m) (prototype scale)
(a) (b)

Figure 4.9: (a) PPT locations in the treated area of the RLHO1 centrifuge model,
and (b) r,-time histories for PPTs located at similar depths (shown in red in (a))
for shaking event PSL0O3 (PGA = 0.46 g).

The 2D unit cell model consists of a 4.5 m (SSK01 and RNKO01) or 5.5 m
(RLHO1) thick layer of liquefiable sand overlain by a 1 m (SSK01 and RNKO01)
or 1.5 m (RLHO1) thick clay cap, which is consistent with the geometry of the
mid-slope sections of the centrifuge models. A slope angle of 3° (SSKO01 and
RNKO01) or 10° (RLHO1) is applied using horizontal and vertical gravitational

components applied as body forces on the elements (e.g., Lu et al., 2010; McGann
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and Arduino, 2011; and Phillips et al., 2012). The ground water table was placed
at the sand/clay interface. The 2D unit cell model geometries are summarized in

Table 4.5.

Table 4.5: Model geometries for the 2D unit cell models corresponding to the
mid-slope geometries of centrifuge tests SSK01, RNKO01, and RLHO1.

Centrifuge ,%;?d Clz}y Slope Centrifuge Numerical
Test ickness Thickness Angle Shaking Shaking

(m) (m) (deg)
SSKO01 4.5 1.0 3 parallel to slope parallel to slope
RNKO1 4.5 1.0 3 parallel to slope parallel to slope
RLHO1 5.5 1.5 10 orthogonal to slope parallel to slope

In the treated 2D unit cell model, a perfect drain was created by holding
the pore water pressures at hydrostatic levels during shaking at the nodes up the
vertical centerline of the model. The hydraulic conductivity (k) of the liquefiable
sand in the 2D unit cell models is adjusted based on scaling laws from Hird et
al. (1992) to compensate for the fact that the drain acts as a wall drain in a
2D model. The Hird et al. (1992) scaling laws modify the drain spacing or soil
hydraulic conductivity in order to equate the average degree of consolidation on
a horizontal plane for an axisymmetric unit cell with a drain and a plane strain
unit cell with a drain. For this research, the drain spacing is held constant and
the soil hydraulic conductivity is modified. An axisymmetric unit cell model is a
circular model with a drain in the center, and the radius of the model is equal to
the radius of influence of the drain. In the centrifuge tests, the drains were placed
in a triangular pattern at a center-to-center spacing of 1.5 m (prototype scale).

Using equivalent areas, the 1.5 m center-to-center triangular spacing equates to
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a circular area of influence with a 0.7 m radius (1.4 m diameter). Therefore the
plane strain 2D unit cell model has a 1.4 m width. The determination and scaling
of the hydraulic conductivity for the liquefiable sand will be detailed in Section
4.4.

The 2D unit cell model uses Nine_Four_Node_QuadUP elements, which are
9-node quadrilateral plane strain u-p elements in which the solid-fluid response is
fully coupled based on Biot’s theory of porous medium (Yang et al., 2008). The
u-p formulation solves for the deformations of the soil skeleton (u) and the changes
in excess pore water pressures (p), neglecting the relative accelerations between
the pore fluid (U) and the soil skeleton (u) that would be solved for in a u-p-U or
u-U formulation. The four corner nodes of the Nine_Four_Node_QuadUP element
have three degrees of freedom (two for displacement and one for fluid pressure),
while the other five nodes only have two degrees of freedom for solid displacement.
A 9-node quadrilateral element was chosen over the 4-node quadrilateral element
in order to prevent volumetric mesh locking, which can sometimes result when
displacements take place under undrained conditions. The SSK01 and RNKO1
unit cell models are divided into 10 elements in the horizontal direction and 38
elements in the vertical direction. The RLHO1 unit cell model is divided into 10
elements in the horizontal direction and 52 elements in the vertical direction.

The horizontal and vertical deformations at the outer nodes of the soil
column at each depth within the model are tied together, the base of the column
is fully fixed, and input acceleration-time histories are applied in the horizontal
direction at all nodes as a uniform excitation (Figure 4.10). These boundary
conditions produce a 1D shear beam type effect. Simplified shear beam type
numerical models are commonly used to represent lateral spread sites when the

model consists entirely of soil (i.e., there are no structures) (e.g., see Section 2.4.1:
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Seid-Karbasi and Byrne (2007), Mayoral et al. (2009), Cheng and Jeremi¢ (2009),
and Phillips et al. (2012)). The use of simplified shear beam type models is one
of the earliest approaches to dynamic analyses of 2D problems in geotechnical
engineering (Kramer, 2006). This type of approach was first applied in the study
of earth dams in the 1930’s (Mononobe et al., 1936). The assumptions built into
this model are that deformations occur in simple shear (i.e., purely horizontal
deformations) and that the stresses and strains are uniform across the horizontal
planes. The assumption of simple shear was verified by Hatanaka (1952) for
earth dams with rigid foundations, and the assumption of uniform stresses and
strains was verified, for earth dams, by Chopra (1996) and Dakoulas (1985). The
shear beam approach has since been extended to cover a variety of geotechnical
applications (as summarized by Gazetas, 1987).

There is no field data available for use with this research. The centrifuge
data is the only data available with which to validate the numerical models and
thus, the simulations need to be at least somewhat comparable to the centrifuge
tests. To simulate the centrifuge conditions as closely as possible while modeling
the infinite slope condition, the PDMY02 parameters are calibrated to match the
Nevada sand material properties, the layer thicknesses of the sand and clay layers
in the unit cell models match those of the mid-slope geometry in the centrifuge
models, shear beam type constraints are applied (Zienkiewicz, 1999), and a rigid
base is used. The material properties and layer thicknesses could be representative
of any field site and are not particular to the centrifuge models, and the shear
beam type constraints are necessary to prevent the unit cell models from falling
over during shaking. The rigid base assumption is the only condition applied to

the numerical model that is not applicable to a field site. If field data were being
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used in place of centrifuge data for the model validation, a Lysmer-Kuhlemeyer
(1969) absorbing boundary would be a more appropriate choice for the base of

the model.
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Fixed inxandy
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Figure 4.10: Drawing of the drain-treated 2D unit cell model.
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4.3.2 3D Unit Cell Infinite Slope Model

The 3D unit cell infinite slope model is one step up in complexity from the 2D
unit cell infinite slope model. Like the 2D unit cell model, this is a model of the
area of influence around a single drain (or, in the case of the untreated model,
a free-field untreated area equal to the area of influence around a single drain).
The 3D unit cell model is a square model. Using equivalent areas, the 1.5 m
center-to-center triangular drain spacing from the centrifuge test equates to a
1.578 m square spacing (Figure 4.11). Therefore, the 3D unit cell model is 1.578
m wide and extends 1.578 m into the page (Figure 4.12). With a 3 dimensional
model, it was possible to shake the RLHO1 unit cell model in the out-of-plane
direction (i.e., orthogonal to the slope), which is the direction of shaking that was
applied in the centrifuge test. Shaking was also applied parallel to the slope for
some simulations so that the effects of parallel vs. orthogonal shaking could be
studied.

The 3D unit cell model uses 8-node brickUP elements. These are hexahedral
linear isoparametric u-p elements in which the solid-fluid response is fully coupled
based on Biot’s theory of porous medium (Yang et al., 2008). 8-node elements
were chosen instead of 20-node elements due to concerns about computational cost
and available memory. Additionally, preliminary results showed that the data for
the untreated 2D and 3D unit cell models were nearly identical, indicating that
mesh locking was not a problem and higher order elements were not necessary.
Each node of the 8-node brickUP element has four degrees of freedom, 3 for solid
displacement and one for fluid pressure. The SSKO1 and RNKO1 unit cell models

are divided into 10 elements in the in-plane (x) and out-of-plane (y) horizontal
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Figure 4.11: Triangular and square drain spacing equivalency (Civil Engineering
Portal, 2012).

directions and 38 elements in the vertical direction (z). The RLHO1 unit cell
model is divided into 10 elements in the in-plane and out-of-plane horizontal
directions and 52 elements in the vertical direction.

At each depth within the 3D unit cell model, the in-plane (x-z plane)
horizontal and vertical deformations at the outer nodes of the model are constrained
to be equal, the base is fully fixed, and input acceleration-time histories are
applied at all nodes as a uniform excitation (Figure 4.12). Again, these boundary
conditions produce a shear beam type effect. For the SSKO1 and RNK01 numerical
simulations, shaking was applied in the in-plane horizontal direction and all of
the nodes in the model were fixed in the out-of-plane (x-y plane) direction to
prevent out-of-plane deformations; the effects of this fixity on the pore pressure
and in-plane horizontal deformation responses were examined and found to be
negligible. For the RLHO1 numerical simulation, shaking was applied orthogonal

to the slope and the model was allowed to move in the out-of-plane direction. For
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these simulations an additional constraint was added such that the out-of-plane
horizontal deformations at each depth were equal.

In the treated 3D unit cell model, a perfect drain was created by holding
the pore water pressures at hydrostatic levels during shaking at the nodes up the
vertical centerline of the model. The k of the liquefiable sand was determined
during the calibration phase of this research and will be discussed in Section 4.4.
In the 2D models, the k of the liquefiable sand must be scaled to account for the
fact that the drains act as wall drains. It is not necessary to scale the k of the
liquefiable sand in the 3D unit cell models as the drains do not extend infinitely

in the out-of-plane direction.
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Figure 4.12: Drawing of the
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4.3.3 2D Centrifuge Model

The final model that was constructed was a full 2D, plane strain model of the
SSKO01 and RNKO1 centrifuge models, including the centrifuge model container.
Because the data being used to validate the numerical models comes from the
centrifuge tests, it is important to be able to identify those aspects of the centrifuge
test that may influence the results. For example, the flexible shear beam container
and the 2D geometry of the centrifuge models may affect the results of the tests;
it is important to identify the effects these factors have on the results from the
numerical models.

The 2D centrifuge model consists of an untreated slope and a drain-treated
slope, each comprised of liquefiable sand overlain by a clay cap. The drain-treated
slope contains perfect drains spaced approximately 1.5 m apart (Figure 4.13).
The soil was modeled using four-node quadUP elements. These are bilinear
isoparametric u-p elements in which the solid-fluid response is fully coupled based
on Biot’s theory of porous medium (Yang et al., 2008). Each node has two degrees
of freedom for solid displacement and one degree of freedom for fluid pressure.
The elements were of varying size depending on their location in the model. This
model contains both untreated and treated slopes. A scaled k, the determination
of which is discussed in Section 4.4, was necessary for the treated slope in order
to account for the fact that the drains act as wall drains in a plane strain model.
The scaled k was also used for the untreated slope in order to prevent having a
discontinuity in the k across the model that may affect the flow patterns of the

pore water.
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Four-node bilinear isoparametric Quad elements were used to model the
aluminum rings and rubber layers of the container. The aluminum rings of the
flexible shear beam are hollow and the mass density of the elements is adjusted
to reflect this. The aluminum and rubber are modeled using the Elasticlsotropic
constitutive model and the properties for each ring, developed by Armstrong
(2010), are listed in Table 4.6. The material properties for each ring vary according
to the size and shape of the ring (Pedersen, 2004). The top ring of the container
is referenced as Aluminum Ring 1. The soil and container elements are tied
together using an equal degree of freedom constraint, and the container rings are
constrained to move together in the horizontal and vertical directions. Shaking was
performed by applying acceleration-time histories recorded during the centrifuge

tests as a uniform excitation to all of the nodes in the model.

Table 4.6: Parameters for Container elements.

Element Young’s Modulus Poisson’s Mass Density
(kPa) Ratio (ton/m?)
Aluminum Ring 1 68900 0.3 1.623
Rubber Ring 1 4654 0.4 3.639
Aluminum Ring 2 68900 0.3 1.947
Rubber Ring 2 2605 0.4 2.065
Aluminum Ring 3 68900 0.3 1.947
Rubber Ring 3 3192 0.4 2.524
Aluminum Ring 4 68900 0.3 3.688
Rubber Ring 4 3192 0.4 2.524
Aluminum Ring 5 68900 0.3 4.123
Rubber Ring 5 1771 0.4 2.787
Container Base 68900 0.3 4.123
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4.4 Selection of Appropriate Hydraulic Conduc-
tivity using Data from Centrifuge Test SSKO01

A range of potential hydraulic conductivities (k) for the liquefiable sand was
identified in Section 4.2.2. This range is quite large (0.002 to 0.01 cm/s), and 3D
unit cell simulations of the drain-treated area of the SSKO01 centrifuge model were
used to select the most suitable k from the potential range of k. Two shaking
events (SSK01_10 and SSK01_11) with moderate to large pore pressure generation
were used. The analyses focused on hydraulic conductivities in the middle of the
modified k range of 0.002 to 0.01 cm/s.

Figure 4.14 shows the excess pore water pressure-time histories at three
different depths within the 3D unit cell model for shaking event SSK01_-10 (PGA
= 0.07 g) and three hydraulic conductivities. It can be seen in Figure 4.14 that
when k = 0.005 cm/s, the excess pore water pressures near the sand/clay interface
match the centrifuge data and the excess pore water pressures at mid-depth and
near the base of the model are slightly higher at the end of shaking than in the
centrifuge model. When k = 0.006 cm/s, the excess pore water pressures near
the sand/clay interface are slightly lower than in the centrifuge model and the
excess pore water pressures at mid-depth and near the base of the model are
slightly higher at the end of shaking. When k = 0.007 cm/s the excess pore
water pressures near the sand/clay interface are lower, but the excess pore water
pressures at mid-depth and near the base of the model match the centrifuge data
at the end of shaking. It should be noted that if the prototype k of 0.03 cm/s
was used in these simulations, no excess pore water pressures would be generated

because the soil would drain too quickly.
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Figure 4.14: Excess pore water pressure-time histories at different depths within
the treated 3D unit cell model for shaking event SSK01_10 (PGA = 0.07 g) and a
range of hydraulic conductivities.
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All of the excess pore water pressure-time history results shown in Figure
4.14 are fair to good matches to the centrifuge data. It would be difficult to choose
a hydraulic conductivity from those shown based on these results alone. However,
when the intensity of shaking increases, the differences between the different
hydraulic conductivities becomes more apparent. Figure 4.15 shows the excess
pore water pressure-time histories at three depths within the 3D unit cell model
for shaking event SSK01_11 (PGA = 0.11 g) and the same range of hydraulic
conductivities used previously. It can be seen in Figure 4.15 that when k = 0.005
cm/s, the excess pore water pressures near the sand/clay interface are slightly high
compared to the centrifuge data and the excess pore water pressures at mid-depth
and near the base of the model are very high compared to the centrifuge data at
the end of shaking. When k = 0.006 cm/s, the excess pore water pressures at all
three depths are still higher than in the centrifuge model. When k = 0.007 cm/s,
the excess pore water pressures near the sand/clay interface, at mid-depth, and
at the base of the model are still slightly higher than in the centrifuge model, but

the overall match to the centrifuge data is good.
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Figure 4.15: Excess pore water pressure time histories at different depths within
the treated 3D unit cell model for shaking event SSK01_11 (PGA = 0.11 g) and a
range of hydraulic conductivities.
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Based on the results shown in Figures 4.14 and 4.15, a hydraulic conductivity
of 0.007 cm/s was chosen for the liquefiable sand in the numerical model. Finding
an exact match to the centrifuge model hydraulic conductivity is not critical
since the numerical model is not an exact model of the centrifuge tests. However,
having a comparable hydraulic conductivities does aid in the comparison of the
data.

The 0.007 cm/s hydraulic conductivity chosen for the 3D model cannot
directly be used in the 2D plane strain models. The 2D models effectively have
wall drains that extend infinitely into the page, which significantly increases
drainage within the model. Hird et al. (1992) introduced scaling laws that modify
the drain spacing or soil hydraulic conductivity in a plane strain unit cell model
in order to equate the average degree of consolidation on a horizontal plane for
an axisymmetric unit cell with a drain and a plane strain unit cell with a drain.
For this research, the soil hydraulic conductivity rather than the drain spacing
was scaled. The Hird et al. (1992) scaling laws modify the hydraulic conductivity
based on the radius of influence of the drain and the radius of the drain. Based on
these scaling laws, the 0.007 cm/s hydraulic conductivity in the 3D unit cell model
equates to a 0.0023 cm/s hydraulic conductivity in the 2D models. A complete
derivation of the scaled hydraulic conductivity for the 2D unit cell models can be

found in Appendix A.
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4.5 Summary

This chapter described the development of the numerical models used in this
research. Simulations have been performed using OpenSees, which is an open-
source software framework intended for use in simulating the seismic response
of structural and geotechnical systems. The PressureDependentMultiYield02
(PDMY02) constitutive model was chosen to represent the liquefiable sand. This is
an elasto-plastic model used to simulate the cyclic response of soils who behavior
is sensitive to applied stresses. The PressurelndependentMultiYield (PIMY)
constitutive model was chosen to represent the clay. This is an elasto-plastic
model used to simulate the cyclic response of soils whose behavior is insensitive
to applied stresses.

Three types of numerical models have been developed: a 2D unit cell model,
a 3D unit cell model, and a full 2D, plane strain model of the centrifuge models.
The 2D and 3D unit cell models are infinite slope, shear beam type models. These
models are appropriate for modeling the free-field response of a lateral spread
site where sliding deformations parallel to the slope dominate the displacements.
These models are not appropriate for modeling the response of lateral spread sites
in locations where circular failure surfaces would be expected to form (e.g., near
shorelines).

The hydraulic conductivity of the simulated sand is most critical for the
drain-treated condition as it affects the flow of pore water into the drains. A range
of hydraulic conductivities for the simulated sand were identified such that the
resulting coefficient of consolidation for the simulated sand was equivalent to the

coefficient of consolidation of the prototype sand. A final hydraulic conductivity
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was selected based on simulations of the mid-range intensity SSK01 shaking events
performed using the treated 3D unit cell model. This hydraulic conductivity
was then scaled again to account for the drainage effects in the 2D unit cell
models using the Hird et al. (1992) scaling laws for equating an axisymmetric unit
cell model with a drain to a 2D plane strain unit cell model with a drain. The
hydraulic conductivity of the prototype sand was 0.03 cm/s and the hydraulic
conductivity of the simulated sand is 0.007 cm/s; this is the hydraulic conductivity
of the simulated sand in the 3D unit cell models. The hydraulic conductivity of
the simulated sand in the 2D unit cell models is further reduced to 0.0023 cm/s
to account for the improved drainage effects resulting from the fact that the drain

in the 2D model acts as a wall drain instead of a line drain.
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Chapter 5

Comparison of Numerical Models
and Data from Centrifuge Test
SSKO01

5.1 Introduction

This chapter describes the results of the numerical simulations of centrifuge test
SSKO01 and focuses on how well the numerical results compare with the observed
behavioral trends from the SSKO1 centrifuge test. Simulations of shaking events
SSK01.09 (PGA = 0.03 g) through SSK01_.12 (PGA = 0.30 g) were performed
using the untreated and drain-treated 2D and 3D unit cell models. The numerical
data is analyzed with emphasis given to identifying the behavioral trends that

were observed in the centrifuge test.
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5.2 Comparison of Untreated 2D and 3D Unit

Cell Models

The first step in the evaluation of the numerical models is to confirm that the
2D and 3D unit cell models produce similar results for the untreated condition.
Figure 5.1 shows the excess pore water pressure-time histories at three different
different depths within the untreated 2D and 3D unit cell models for shaking
events SSK01.09 (PGA = 0.03 g) through SSK01.12 (PGA = 0.30 g). It can
be seen in Figure 5.1 that the excess pore water pressure-time histories for the
untreated 2D and 3D unit cell models are identical during shaking with only minor
discrepancies. The unit cell models are completely undrained with impervious
lateral boundaries and a clay crust. These boundary conditions are generally
acceptable during shaking because the soil layer remains undrained. However,
after shaking, the soil will drain vertically through cracks in the clay crust and
horizontally to areas with smaller excess pore pressures. To model this behavior
in the unit cell models, a manual drainage phase is included after shaking. This
drainage phase is accomplished by increasing the hydraulic conductivity of the clay
layer to simulate vertical drainage through the crust. If this drainage phase is not
included in the numerical analyses, the excess pore water pressures do not dissipate

and the lateral deformations continue, albeit at a slower pace, indefinitely.
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Given that the excess pore pressures for the untreated 2D and 3D unit
cell models are nearly identical, the horizontal and vertical deformations for the
untreated 2D and 3D unit cell models should also be similar. Figure 5.2 shows the
horizontal and vertical deformation-time histories at top of the clay layer and the
horizontal displacement vs. depth profiles for the untreated 2D and 3D unit cell
models for shaking events SSK01_09 (PGA = 0.03 g) through SSK01_12 (PGA =
0.30 g). It can be seen that the horizontal and vertical deformation-time histories
at the top of the clay layer for the untreated 2D and 3D unit cell models are
nearly identical for all shaking events. The horizontal deformation vs. depth data
for the untreated 2D and 3D unit cell models are also a good match for shaking
events SSK01_09, 11, and 12. There are some slight differences evident in the 2D
and 3D horizontal displacement vs. depth profiles for shaking event SSK01_10,
but these differences are minor (2.5 cm or 7%) and are not evident in the other
shaking events.

Boundary conditions have been applied to the untreated 2D and 3D unit cell
models such that they both exhibit an infinite slope, shear beam type response.
The data shown in Figures 5.1 and 5.2 confirm that the pore pressure and
deformation responses of the untreated 3D unit cell model are identical or nearly
identical to the untreated 2D unit cell model responses. For the remainder of this
section, no distinction will be made between the 2D and 3D data when discussing

the untreated unit cell models.
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5.3 Comparison of Untreated Numerical Mod-
els and Centrifuge Data

This section compares the excess pore pressure and deformation responses of the
numerical models with the centrifuge data for the untreated condition. Figure
5.3 shows the excess pore water pressure-time histories at three different depths
within the untreated unit cell models versus data from comparable depths within
the SSKO1 centrifuge model for shaking events SSK01_.09 (PGA = 0.03 g) through
SSK01.12 (PGA = 0.30 g). For the lowest intensity shake, SSK01.09 (PGA =
0.03 g), the untreated unit cell models significantly overestimate the excess pore
water pressures in comparison to the centrifuge data. For SSK01_.10 (PGA =
0.07 g) and SSK01_11 (PGA = 0.11 g), the numerical models do well near the
sand/clay interface and at mid-depth, but still somewhat overestimate the excess
pore water pressures near the base of the model. For SSK01.12 (PGA = 0.3
g), the numerical data matches well with the centrifuge data at all depths. For
shaking events SSK01_10 thorugh SSK01_12, the numerical models exhibit larger
dilation spikes (i.e., cyclic reductions in r, during shaking) than the centrifuge
model during shaking, but the magnitudes of excess pore water pressures at the
end of shaking are similar to the values observed in the centrifuge test.

Figure 5.3 illustrates that, with the exception of SSK01.09, there is a good
match between the simulated and experimental excess pore water pressure data.
The difference between the simulated and observed excess pore water pressures
for shaking event SSK01_09 is likely due to the effects of the centrifuge container.
The SSKO1 centrifuge model was constructed in a flexible shear beam container

that was designed to deform with the liquefiable sand. However, the container

136



has mass and this mass affects the centrifuge model’s response, particularly for
lower-intensity shaking events. To confirm that the container was affecting the
pore pressure response, SSK01_09 was simulated using the full 2D plane strain
model (the 2D numerical model of the full centrifuge model including the container
described in Section 4.3.3), and the results are shown in Figure 5.4. The excess
pore water pressure-time histories from the full 2D model, which takes into account
the effects of the container, match very well with the centrifuge data for SSK01_09.
As the intensity of shaking is increased, the effects of the container are less critical.
In Figure 5.4, the pore pressure data from both the unit cell model and the full
2D model are a good match to the centrifuge data for the SSK01_12.

Taking into account that the centrifuge container is influencing the excess
pore water pressure response from the centrifuge model for the low-intensity
SSK01_09 shaking event, the untreated unit cell models do well in predicting the
excess pore water pressures that developed in the untreated area of the SSKO01

centrifuge model.
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Figure 5.4: Excess pore water pressure-time histories at three different depths for
the untreated unit cell models, the untreated area of the full 2D model, and the
untreated area of the SSKO01 centrifuge model for shaking events SSK01_.09 (PGA
= 0.03 g) and SSK01_12 (PGA = 0.30 g).
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Figure 5.5 shows the horizontal and vertical displacement-time histories
at the top of the clay layer for the untreated unit cell models compared with
the mid-slope data from the untreated area of the SSKO1 centrifuge model for
shaking events SSK01.09 (PGA = 0.03 g) through SSK01.12 (PGA = 0.30
g). It can be seen the untreated unit cell models exhibit significant horizontal
deformations and almost no vertical settlement for all shaking events. The largest
overprediction is for SSK01_12, but the centrifuge model at this stage of shaking
had flattened significantly due to deformation from previous shaking events such
that the SSK01_12 deformations were actually smaller than the deformations for
the lower-intensity SSK01_11 shake.

The larger horizontal deformations in the unit cell models are due to the
fact that these models represent infinite slope conditions in which all deformations
are translational and there is no passive resistance at the toe of the slope. As
noted in Chapter 4, infinite slope models are most appropriate when the length of
the slope is much greater than the thickness of the soil layer. The length of the
slope in the centrifuge model was not significantly longer than its thickness and
the presence of the treated area of the model provided passive resistance at the toe
of the slope in the untreated area. As a result, the failure surface in the centrifuge
model was more circular in nature and the lateral deformations in the centrifuge
were smaller than in the numerical models. The smaller vertical deformations
in the unit cell models are due to the fact that the infinite slope model does
not capture vertical deformations associated with a circular failure surface, as
well as the fact that the PDMY02 constitutive model does not accurately model
volumetric strain due to liquefaction, as evidenced by the smaller equivalent

volumetric compressibility in Section 4.2.2.
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To illustrate how the geometry of the centrifuge model is influencing the
deformation response, simulations of shaking events SSK01_09 (PGA = 0.03 g)
through SSK01_12 (PGA = 0.30 g) were performed using the full 2D plane strain
model and the results are shown in Figure 5.6. The full 2D model accurately
predicts no horizontal deformations for SSK01_09, it underpredicts the horizontal
deformations for SSK01_10 and SSKO01_11 by factors of 2 to 3, and predicts well
the horizontal deformations for SSK01_12. The better agreement for SSK01_12
may simply be caused by the centrifuge experiencing smaller deformations due
to flattening of the slope. Thus, in general the full 2D model underpredicts the
centrifuge deformations. However, the full 2D model develops vertical deformations
that are consistent with those from the centrifuge test. The full 2D model captures
the vertical deformations better than the unit cell models because it can model
a circular failure surface. Figure 5.7 shows the deformed mesh and contours of
displacement for the full 2D model for shaking event SSK01_12. It is evident that

a circular failure surface develops in the untreated area of the model.
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The differences between the numerical and experimental pore pressure and
deformation responses may also be affected by differences between the simulated
and experimental accelerations. The input acceleration-time histories used in
the numerical models are the recorded acceleration-time histories from an ac-
celerometer located at the base of the centrifuge container; however, the models’
response to these accelerations over the depth of the soil profile may differ. Figure
5.8 shows the acceleration time histories at depths of 2.4 m and 3.7 m for the
untreated unit cell model, the untreated area of the full 2D model, and the
untreated area of the centrifuge model for shaking events SSK01_10 and SSK01_12.
For SSK01_10 (Figure 5.8a), both the centrifuge model and the numerical models
exhibit accelerations that are generally between £0.1 g at both the 2.4 m and 3.7
m depth. The accelerations at 2.4 m in the centrifuge increase slightly to ~ -1.5 g
between time = 10 and 20 seconds, while those in the numerical models decrease,
but the general agreement between the simulated and experimental accelerations
for SSK01_10 are fairly decent. The differences are much more significant for
shaking event SSK01_12 (Figure 5.8b). In the centrifuge model, the accelerations
at both depths decrease dramatically after the initial cycles of shaking due to the
liquefaction of the loose sand, whereas the accelerations in the numerical models
cycle between £0.3 g throughout significant shaking. The accelerations decrease
somewhat in the full 2D model, but that decrease is relatively insignificant in
comparison to the decrease observed in accelerations from the centrifuge model.
The larger accelerations in the numerical models may also contribute to larger

deformation and pore pressure responses.

145



(8060 = vOd) 2T T0MSS (4) pue (8 L0°0 = VDJ)
0T TOMSS (®) $3uosd SULeTS 10§ [PPOUI ABNFLINUGD O} JO BOTE PIIROIIUN T} PUE ‘[OPOUL (Jg [0 OY} JO BOIE PoyeaIyunl
oY} ‘[opow [[@0 JuUN ([ PojyeaIjun oy} I0j W )¢ pue W g Jo sydop Je SOLIO)SIY oWI)-UOTJeId[addy :8'G 9Insr

(a) (e)
(s) awiL (s) awiL
_umm cmw o O-0-
€0 2
v}
S .U H
. — _— 1 — co @
abnynuan —
90
(s) swiy <
Qm omm E 0o —
€0 m.
0o 2
co & R SRR ... W) : : ! 0
[lePoW Qz N4 — | loPON QZ Iin4 —| !
90 : Z0 : 0
(s) swiy (s) swiy (s) swiy (s)swiy
o€ omm .um_ %o o€ omm .um_ %o 0 0z omv 00 0¢ omm oL 0o
v €0 W v i g0 W
¥ : ¥
. o 0 o “ 0 @
: €0 @ FO ]| AL L\ €0 @ ...............................
12D 1un Az — 12D Wun Az — 120 wun ag— 120 Wn ag—
_ 90 _ 90 _
w g = ydag w $'Z = ydag w g = ydag w $'Z = ydag
ZT TOMSS pajeasiun 0T TOMSS paiealiun



Regardless of how well the simulated and experimental data match for
specific shaking events, there are behavioral trends related to both pore pressure
generation and deformations that the numerical models are expected to capture.
These trends include an increase in pore pressure generation and deformation
with increasing input intensity.

To evaluate the spatial and temporal variation in the pore pressure response,
T'umax 18 Used (Section 3.5.2). For the numerical model, 1y ., Was computed from
the excess pore pressures at each node along the vertical centerline of the model.
Figure 5.9a shows Iy . as a function of the PGA of the input motion for
the untreated unit cell models and the untreated are of the SSKO1 centrifuge
model. For both the unit cell models and the centrifuge model, 1 ,,x increases
with increasing PGA until 1, ;. reaches a maximum value of 1.0. The greatest
difference between the experimental data and the simulated data exists for shaking
event SSK01.09 (PGA = 0.03 g), but as illustrated in Figure 5.4, this is due
the influence of the container. For the remaining shaking events, there is good
agreement between the centrifuge and numerical data and the behavioral trend
associated with the 1y ., is consistent for both models.

Figure 5.9b shows the horizontal displacements as a function of the PGA
of the input motion for the untreated unit cell models and the untreated area of
the SSKO1 centrifuge model. While the simulated deformations are significantly
larger than the deformations from the centrifuge test; the relationship between
the PGA and the horizontal deformations is the same for both the numerical
models and the centrifuge model. With the exception of the SSK01_12 (PGA =
0.30 g) data from the centrifuge test, the magnitudes of horizontal displacements

for both the untreated unit cell models and the centrifuge model increase with
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increasing input intensity. The smaller centrifuge deformations for SSK01_12 are
most likely due to flattening of the slope during previous shakes.

Because the unit cell models do not capture vertical deformations, vertical
deformations and the behavioral trends associated with the vertical deformations
will not be evaluated further. Emphasis will instead be placed on the horizontal
deformation response, the excess pore pressure response, and the relationship

between the excess pore pressures and the horizontal deformations.
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Figure 5.9: (a) Peak average excess pore water pressure (Iy max) vs. PGA and
(b) Horizontal displacement vs. PGA for the untreated unit cell models and the
untreated area of the SSKO1 centrifuge model.
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5.4 Comparison of the Treated 2D and 3D Unit

Cell Models

This section focuses on the numerical modeling of the drain-treated condition.
The most significant difference between the treated 2D and 3D unit cell models is
the drainage around the drain at the center of the unit cell. In the treated 3D
unit cell model, the drain acts as a vertical line drain, whereas in the 2D unit
cell model, the drain acts as a wall drain because of the plane strain condition.
The Hird et al. (1992) scaling laws for equating axisymmetric and plane strain
unit cell models with drain elements were applied as discussed in Section 4.4. As
a result of the scaling, the hydraulic conductivity of the 2D unit cell model is
reduced from 0.007 cm/s to 0.00238 cm/s (See Appendix A) to account for the
differences between the drainage conditions in the 2D and 3D unit cell models.
However, the Hird et al. (1992) scaling laws are based on the average degree of
consolidation on a horizontal plane; they do not consider horizontal deformations,
nor do they consider the pore pressure variation along a horizontal plane (Figure
A3).

Figure 5.10 shows the excess pore water pressure-time histories at three
different depths for the treated 2D and 3D unit cell models for shaking events
SSK01.09 (PGA = 0.11 g) through SSK01_12 (PGA = 0.30 g). These excess pore
pressures were recorded at the upslope edge of the unit cell, which represents the
centerline between adjacent drains. This location is consistent with the location
of the PPT array in the centrifuge tests. It can be seen in Figure 5.10 that the
excess pore water pressures for the 2D and 3D unit cell models are similar, but,

as expected, they are not identical and the differences are most evident at shallow
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depths near the sand/clay interface. The 2D unit cell model exhibits somewhat
smaller excess pore water pressures at these depths, indicating that it is draining
faster than the 3D unit cell model. Figure 5.11 shows the excess pore pressures
across the treated 2D and 3D unit cell models at a depth of 1.30 m for shaking
event SSK01.09 (PGA = 0.03 g) at time = 10 seconds. The treated 2D unit cell
model has smaller excess pore pressures than the treated 3D unit cell model at

all locations, except at the drain where the excess pore pressures are set to zero.
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Figure 5.11: Excess pore pressures across the treated 2D and 3D unit cell models
at a depth of 1.30 m for shaking event SSK01_12 (PGA = 0.30 g) at time = 10
seconds.

Figure 5.12 shows horizontal displacement-time histories at the top of the
clay layer and the horizontal displacement vs. depth profiles at the end of shaking
for the treated 2D and 3D unit cell models for shaking events SSK01.09 (PGA
= 0.11 g) through SSK01.12 (PGA = 0.30 g). The horizontal displacements
are minimal for shaking events SSK01_09 and SSK01_10 because the excess pore
water pressures stay well below the vertical effective stress (Figure 5.10). The
displacements are still less than 1.0 cm for SSKO01_11, but there is some discrepancy
between the 2D and 3D models due to the larger pore pressures predicted by the
3D model (Figure 5.10). For SSK01_12, the horizontal deformations predicted by
the 3D model are 70% larger than those predicted by the 2D model, despite the

fact that the 2D and 3D pore pressures are very similar (Figure 5.10).
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For SSK01_12, the larger deformations in the 3D unit cell model are a result
of the differences between the 2D and 3D drainage conditions, which are illustrated
in Figure 5.13. The presence of a drain reduces the excess pore pressures in the
adjacent soil and thus, the soil next to the drain retains more of its strength than
the soil further away from the drain (i.e., at the edges of the model). In the 3D
unit cell model (Figure 5.13a), the drain acts as a vertical line drain, and the
excess pore pressures are reduced in a cone around the very center of the model
while the pore pressures around the edges of the model remain elevated. In the 2D
unit cell model (Figure 5.13b), the drain acts as a linear wall drain and the excess
pore pressures are reduced along a wedge parallel to the drain. This effectively
creates a wall of stronger soil across the center of the 2D unit cell model, which is
much larger and more effective in reducing deformations than the small area of
stronger soil along the centerline of the 3D unit cell model. If r, were calculated
for the cross sectional planes shown in Figure 5.13, the 3D model have a larger
average r, than the 2D model, and larger excess pore pressures result in larger

deformations.
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Figure 5.13: (a) 3D and (b) 2D drainage conditions for the unit cell models.
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5.5 Comparison of the Treated Numerical Mod-
els and Centrifuge Data

Figure 5.14 shows the excess pore water pressure-time histories for the treated
2D and 3D unit cell models and the treated area of the SSKO1 centrifuge model
at three different depths for shaking events SSK01.09 (PGA = 0.11 g) through
SSK01-12 (PGA = 0.30 g). The excess pore pressures for the numerical models
were recorded at the left edge of the model, which is the upslope boundary at
the edge of the area of influence for the drain. The excess pore pressures for
the centrifuge model were recorded by a vertical array of PPTs located in line
with and midway between two drains, putting them at the edges of the areas of
influence around each drain and outside of the area of influence of any other drain
(Figure 5.15). It can be seen in Figure 5.14 that the treated models overpredict the
excess pore water pressures for shaking event SSK01_09. This result is due to the
effects of the centrifuge container, which are not modeled in the unit cell models,
and was similarly observed for the untreated models (Figures 5.3, 5.4). There is
a good match between the simulated and experimental data for shaking events
SSK01_-10 and SSKO01_11, but this is expected given that these are the shaking
events that were used to calibrate the hydraulic conductivity of the numerical
models. For SSK01_12, the numerical data compares well with the centrifuge data
at shallow depths, but the numerical model overpredicts the excess pore pressures
at depth. This too may be related to the container effects as the base shearing
ring of the centrifuge container is actually steel, not aluminum (Figure 3.2), and
thus, has a higher mass and more significant inertial effects. To investigate this

effect, SSK01_12 was simulated using the full 2D model. All of the container rings
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in the full 2D model are modeled as aluminum, but the base shearing ring and
the container base have a higher mass density to account for the fact that they
are actually made of steel. The pore pressure results for the full 2D simulation of
SSK01_12 are shown in Figure 5.16. When modeling the container, liquefaction
is still triggered at shallow and mid-depths, but the base of the model does not

liquefy.
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Figure 5.15: Pore pressure recorder location for the treated unit cell models and
PPT array location for the SSK01 centrifuge model.
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Figure 5.17 shows the horizontal displacement-time histories at the top
of the clay layer for the treated 2D and 3D unit cell models and the treated
area of the SSKO01 centrifuge model for shaking events SSK01_.09 (PGA = 0.11 g)
through SSK01_12 (PGA = 0.30 g). The deformations in the centrifuge model
for SSK01.09, SSK01_10, and SSK01_11 are minimal (less than 2 ¢cm) due to
the small levels of induced pore pressure (Figure 5.14). The numerical models
also predict minimal deformations for these events, although the details in the
deformation-time histories do not match with the centrifuge data. For shaking
event SSK01_12, which induced significant pore pressures, the unit cell models
predict significantly larger deformations than observed in the centrifuge model
(50-85 cm vs. 8 cm).

The lack of horizontal deformation in the treated area of the SSKO01 cen-
trifuge model can be attributed to reinforcement of the slope. The model drains
used in the SSKO1 centrifuge model were constructed using a stiff nylon material.
These drains were stiff enough such that their presence affected the response of
the drain-treated slope, which was confirmed in the RNKO1 centrifuge test (see
Section 3.4.2). Given that the treated slope in the centrifuge model was reinforced
by the presence of the stiff drains and the stiffness of these drains was not modeled
in the numerical models, the treated 2D and 3D numerical models should undergo
larger horizontal deformations than were observed in the centrifuge test. This
difference was only noticeable for shaking event SSK01_12 because this was the
only shaking event for which the treated numerical models reached an r, of one

over the entire depth of the model.
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Figure 5.17: Horizontal displacement-time histories at the top of the clay layer
for the treated 2D and 3D unit cell models and the treated area of the SSKO1
centrifuge model for shaking events SSK01_.09 (PGA = 0.11 g) through SSK01_12
(PGA = 0.3 g).
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5.6 Comparison of Treated and Untreated Nu-
merical Models

One important use of numerical modeling of soil improvement is the evaluation
of improved performance. The treated and untreated unit cell models previously
compared with the centrifuge data are now interpreted within the context of the
predicted improvement in performance. The predicted level of improvement is
compared with the observed level of improvement from the centrifuge tests.

Figure 5.18 shows the excess pore water-pressure time histories for the
untreated and treated 3D unit cell models. It can be seen that for shaking events
SSK01_09 through SSK01_11, the drains significantly reduce the peak excess pore
water pressures. For shaking event SSK01_12, the peak excess pore water pressures
are similar, but the pore pressures dissipate much more quickly in the treated
unit cell model even though the untreated unit cell model is also allowed to drain
through the clay crust at the end of shaking (vertical drainage only). The excess
pore pressure-time histories for the SSK01_12 shaking event demonstrate that
for very large shaking events, pore pressure dissipation towards a drain may not
be fast enough to overcome the rate of pore pressure generation. Of course, this
result depends on the drainage characteristics (i.e., ¢,) of the sand. Nonetheless,
even in these cases the shortened drainage paths and the horizontal drainage
due to the presence of the drain facilitate the dissipation of excess pore water
pressures.

Figure 5.19 shows the 1, 1., values as a function of PGA for the untreated
and treated unit cell models and the untreated and treated areas of the SSKO01

centrifuge model. As expected, the untreated condition experienced higher 1y ;,ax
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values than did the treated condition, for both the centrifuge data (Figure 5.19a)
and the unit cell models (Figure 5.19b). This reduction holds true even for shaking
event SSK01.12 (PGA = 0.30 g), in which the untreated and treated peak excess
pore pressure values shown in Figure 5.18 for the unit cell models are similar.
The reason for the difference between the untreated and treated 1y ., values is
illustrated in Figure 5.20. While the untreated and treated unit cell models have
similar peak excess pore pressures, the T, values for the untreated unit cell model
are higher than those for the treated unit cell model (Figure 5.20a and b). The
smaller T, values in the treated unit cell model is a result of the timing of the
peaks in the r,-time histories. In the untreated unit cell model there are times
when all of the r,-time histories are at 1.0 (e.g., 15.0 to 15.1 s and 15.5 to 15.6 s
in Figure 5.20c) and thus, 1, is equal to 1.0. In the treated unit cell model (Figure
5.20d), each node spends less time at an r, = 1.0 and the r, = 1.0 peak is offset in

time for each node, which lowers the overall average peak in the T,-time history.
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Figure 5.19: Peak average excess pore water pressure (Iy max) vs. PGA for (a) the
untreated and treated unit cell models and (b) the untreated and treated areas of
the SSKO1 centrifuge model.
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Figure 5.21 shows the horizontal displacement-time histories at the top
of the clay layer and the horizontal displacement vs. depth profiles at the end
of shaking for the untreated and treated 3D unit cell models for shaking events
SSKO01.09 through SSKO01.12. It can be seen that for all shaking events, the
untreated horizontal displacements are significantly larger than the treated hori-
zontal displacements. For SSK01_09 through SSKO01_11, the treated deformations
are essentially reduced to zero. For SSKO01_12, the treated deformations are
about 35% smaller than the untreated deformations, even though the untreated
and treated ry ., values were similar. It should be noted that the horizontal
deformations in both the untreated and treated unit cell models for shaking
event SSK01_12 stop at the end of shaking (t ~ 19 seconds), so the difference in
the horizontal deformations cannot be ascribed to the faster post-shaking pore
pressure dissipation in the treated model. While the treated and untreated ry .«
values were similar for SSK01_12, the treated values were computed at the edge
of the area of influence for the drain. However, the the average r, across the area
of influence in the treated model would be smaller because the pore pressures are
smaller near the drain (Figure 5.13). Because deformations are affected by the
excess pore pressures across the entire area of influence, the deformations for the

treated model are smaller.

168



(B¢0=vDd)

ST TOMSS ysnoqy (8 170 = vOI) 60 TOMSS SIU0Ad UL RYS I0J SOPOU [[90 JIUN ([¢ POJRSI) PUR PoJRAIIUN dY) I0]
[3dop "sA juoweor[dSIp [RIUOZLIOY PUR IaAR] AR[D o) JO dO} S} )€ SOLIO)SIY SWII}-)UsWIR[dSIP [RIUOZLIOY :T7 G 9INJI]

(wo) "dsip [eluozuoH

ovlL

80€'0=Vv9d
ZT TONSS

oL

paleal] Q¢ ——|

‘pajeanun ge—e—

0¢

(s) s
0z

oL

0

o
o
=4

(wo) “dsip |eyUOZIIOH

81T'0=Vv9d
TT TOMSS

(wo) “dsip |euczUoH

08 or 0q.
[ pelesas) gg——|
pejeaiun g —— :
I ’ - o)
a i 4]
§E O
P S
0
(s) swiL
L
e 0z 0 %01~ T
Q
3
[=]
s =
w
o
LU
o
s 3

8/0'0=v5d
0T TOMSS

(wo) "dsip |guozZUOH

or 0z 0o
[ peess) g ——| ;
pajeanun as ——
. | i O
[ L 1]
: O
L 5
(s) swiL
L
€ 0 0 O =
)
3
[e]
i Ta=1
o
o
0 3
o
sz 2

8€0'0 = ¥od
60 TOMSS

(wa) "dsip |guozZLIOH

z b 0 o
[ pejess) gg—|
pajealun] Qg ——

| | -0
1]

o

=2

_Num

0
(s) swil

e 0z Ol 0, -

)
2

o

-3
&
o

03
=)
w2

169



Table 5.1 shows the percent improvement for each individual shaking event
from the SSKO1 centrifuge test. There were no deformations in either the treated
or untreated slopes for shaking event SSK01.09 (PGA = 0.03 g). There were 86%
and 96% reductions in the horizontal deformations for shaking events SSK01_10
(PGA = 0.07 g) and SSK01_11 (PGA = 0.11 g), respectively. There was only a
40% reduction in the horizontal deformations for shaking event SSK01_12 (PGA
= 0.30 g), but the horizontal deformations for the untreated slope for this shaking
event were not as large as would have been expected as a result of the deformations
and flattening of the slope that occurred for the previous shaking events. Also
note that the untreated deformations for SSK01_11 were larger than for SSK01_12,
further bringing into question the untreated deformations for SSK01_12. Negating
the SSK01_12 data, the average percent reduction in the horizontal deformations
for the SSK01 model is ~ 90%. However, these levels of improvement were
influenced by the presence of the stiff drains.

Table 5.1 also shows the percent improvement in the horizontal deformations
for 2D and 3D unit cell models for shaking events SSK01.09 (PGA = 0.03 g)
through SSK01.12 (PGA = 0.30 g). The treated 2D and 3D unit cell models
did not show any significant deformations for shaking events SSK01_09 through
SSKO01_11, and thus experienced 100% improvement. For shaking event SSK01_12,
the percent reduction in the horizontal deformations is 62% for the 2D unit cell
model and 34% for the 3D unit cell model. The larger percent improvement for the
2D unit cell model is due to the plane strain condition in which the drain acts as a
wall drain and effectively reduces pore pressures over a larger volume than does the
drain in the 3D model. While the improvements indicated for the unit cell models

of SSK01_12 are similar to those from the centrifuge (particularly for the 3D unit
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cell model), this agreement may simply be due to the fact that the SSK01.12
centrifuge deformations in the untreated area were influenced by flattening of the
slope. The deformations in the untreated area were smaller than expected because
of the flattening of the slope, making the untreated deformations more similar to
those in the treated area and artificially decreasing the percent improvement. For
this shaking event, the centrifuge showed about 40% improvement although the

absolute levels of deformations were quite different from the numerical models.
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Table 5.1: Untreated and treated horizontal deformations from centrifuge test
SSKO1 and the 2D and 3D unit cell models

Centrifuge Test

Event PGA (g) Untreated Treated Improvement

(cm) (cm) (%)
SSK01.09 0.01 0.0 0.0 N/A
SSKO01_10 0.07 14.1 2.0 86
SSKO01_11 0.11 29.9 1.3 96
SSK01-12 0.30 13.3 8.0 40

2D Unit Cell Models

Event PGA (g) Untreated Treated Improvement

(cm) (cm) (%)
SSK01_-09 0.01 1.6 0.0 100
SSK01.10 0.07 32.8 0.0 100
SSKO01_11 0.11 66.6 0.0 100
SSKO01_12 0.30 129.0 49.1 62

3D Unit Cell Models

Event PGA (g) Untreated Treated Improvement

(cm) (cm) (%)
SSK01.09 0.01 1.6 0.0 100
SSK01_10 0.07 32.8 0.0 100
SSKO01-11 0.11 66.6 0.6 99
SSK01.12 0.30 129.0 84.9 34
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5.7 Summary

This chapter detailed the numerical simulations of the SSK01 centrifuge test and
comparisons of the SSKO01 simulation and experimental data. Simulations of
the SSKO1 shaking events were performed using untreated and drain-treated 2D
and 3D unit cell models and the numerical data was analyzed with emphasis
placed on identifying the behavioral trends related to pore pressure generation
and dissipation and the development of horizontal deformations and comparing
these trends to those observed in the centrifuge test.

The excess pore pressures in the untreated unit cell model were comparable
to the centrifuge data with the exception of the data for SSK01.09. Through
simulations performed using the full 2D model, it was shown that the centrifuge
model produced much smaller excess pore pressures than the unit cell model for
SSK01.09 as a result of the container effects. In comparison to the centrifuge
data, the untreated unit cell models overpredict the horizontal deformations and
underpredict the vertical settlements. This was shown to be due to differences in
the unit cell and centrifuge model geometries. The untreated unit cell models do
well in capturing the fundamental relationship between the intensity of shaking
and the magnitudes of the pore pressure and deformation responses.

The hydraulic conductivity of the drain-treated 2D unit cell model was
scaled to account for the differences between the 2D and 3D drainage conditions;
however, there were minor differences in the 2D and 3D excess pore pressure
data. Even with the scaling of the hydraulic conductivity, the 2D model had more
drainage, and the difference between the 2D and 3D drainage conditions resulted

in larger horizontal deformations in the 3D unit cell model. The pore pressure
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data for the treated 3D unit cell model is comparable to the centrifuge data,
particularly for the mid-range shaking events, which were used to calibrate the
hydraulic conductivity of the model. Both the centrifuge model and the numerical
models predict minimal horizontal deformations for shaking events SSK01_09
through 11. For SSKO01_12, the treated 3D unit cell model predicts horizontal
deformations that are significantly larger than those observed in the centrifuge
test as a result of the infinite slope geometry, which lacks the passive resistance
at the toe of the slope that was present in the centrifuge model.

In comparing the untreated and treated simulation data, the untreated
models were shown to develop higher excess pore pressures and larger horizontal
deformations than the treated models. SSK01_12 is the only shaking event in
which the treated model underwent significant deformations. For this event,
the percent reduction observed in the horizontal deformations for the centrifuge
and numerical models was similar even though the experimental and simulation

deformation data differed greatly in magnitude.
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Chapter 6

Comparison of Numerical Models

and Data from Centrifuge Test
RNKO1

6.1 Introduction

This chapter describes the results of the numerical simulations of centrifuge test
RNKO1. The SSK01 and RNKO1 centrifuge models had the same geometry; thus,
the unit cell models used to simulate RNKO1 are identical to the models that
were used to simulate SSKO1. The primary differences between the RNKO1 and
SSKO1 centrifuge tests were the non-draining tubes in the untreated area of the
RNKO1 model and the input motions. While the SSK01 centrifuge test had only
sine wave input motions, the RNKO1 centrifuge test had two different earthquake
input motions (as described in Section 3.4.1). The numerical models will not be

used to simulate the presence of the non-draining tubes in the RNK01 model;
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therefore, the only difference between the RNKO01 and SSK01 simulations is the
input motions.

Simulations of shaking events PACO1 (PGA = 0.02 g) through PAC08
(PGA = 0.88 g), PSL0O1 (PGA = 0.01 g) through PSL07 (PGA = 0.88 g), SINO1
(PGA = 0.26 g), and SIN02 (PGA = 0.56 g) were performed using the untreated
and drain-treated 2D and 3D unit cell models. The simulated excess pore pressure
and deformation data is analyzed with emphasis given to identifying the behavioral
trends that were observed in the experimental data. For many of the shaking
events, the excess pore pressure and deformation response was not significant;
therefore, the figures and discussions in this chapter will focus on the earthquake
shaking events with PGA > 0.4 g (PAC06 through PAC08 and PSL06 and PSLO07)

and the two sine wave shaking events (SINO1 and SIN02).

6.2 Comparison of Untreated Numerical Mod-
els and Centrifuge Data

This section compares the excess pore pressure and deformation responses of the
numerical models with the centrifuge data for the untreated condition. It was
shown for the SSKO01 simulations that the untreated 2D and 3D unit cell models
have nearly identical excess pore pressures, thus, only one data set is shown for
the untreated unit cell models when comparing the simulated and experimental

pore pressure data.
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Figure 6.1 shows the excess pore pressure-time histories for the untreated
unit cell models and the untreated area of the RNKO1 centrifuge model for the
PAC06, PACO7, and PACOS8 shaking events. For PAC06 and PACO07, the numerical
models significantly overestimate the excess pore water pressures in comparison
to the centrifuge data. For PACOS8, the numerical models agree well with the
centrifuge data for the first peak in the excess pore pressure-time histories (time
~ 8 s), but overestimate the excess pore pressures for the second peak (time ~ 12
s) near the base of the model. For pore pressures to be lower at time = 12 s than
at time = 8 s, some drainage must have occurred in the untreated area of the
centrifuge model. The untreated unit cell models are completely undrained until
drainage is manually triggered at the end of shaking by increasing the hydraulic
conductivity of the clay layer; therefore, it is not possible for the unit cell models
to match the lower second excess pore pressure peak at time = 12 seconds.

Figure 6.2 shows the excess pore pressure-time histories for the untreated
unit cell models and the untreated area of the RNKO1 centrifuge model for
the PSL0O6 and PSLO7 shaking events. For PSL06, the numerical models again
significantly overestimate the excess pore water pressures in comparison to the
centrifuge data, particularly at mid-depth and near the base of the model. For
PSLO7, the the peak excess pore water pressures in the numerical models are
similar to the peak excess pore water pressures from the centrifuge model, but
the pore pressures at mid-depth and near the base of the numerical model reach
their peak value several seconds earlier than in the centrifuge model, where the

pore pressures increase more gradually at the start of shaking.
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Figure 6.3 shows the excess pore pressure-time histories for the untreated
unit cell models and the untreated area of the RNKO1 centrifuge model for the
SINO1 and SIN02 shaking events. For SINO1, the excess pore pressure data from
the numerical models near the sand/clay interface and at mid-depth compares
well with the centrifuge data, while the numerical model overestimates the excess
pore pressures near the base of the model. For SINO2, the simulated data and
the experimental data matches well at all depths. In general, the simulated and
experimental data agree better for the sine wave motions than the earthquake

motions.
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Figure 6.1: Excess pore water pressure-time histories for the untreated unit cell
models and the untreated area of the RNKO1 centrifuge model for shaking events
RNKO01_PAC06 (PGA = 0.41 g) through RNK01_PAC08 (PGA = 0.88 g).
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= 0.46 g) and RNKO01_PSL07 (PGA = 0.88 g).
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There are two possible reasons for the differences between the simulated
and experimental pore pressure data shown in Figures 6.1 through 6.3. First,
the relative density of the lower half of the "loose” sand layer in the RNKO1
centrifuge model was actually about 68% due to a problem with the box pluviator
(Kamai et al., 2008). Second, excess pore pressures in the centrifuge model are
affected by the presence of the centrifuge container, which reduces pore pressure
generation resulting from low-intensity accelerations (see Section 5.3) and peak
pore pressures near the base of the model (see Section 5.5). To study the effects of
the centrifuge container and the relative density on the numerical data, the unit
cell models and full 2D model were used to simulate the PAC06 shaking events
using PDMY02 model parameters representative of sands at relative densities of
40%, 60%, and 75%. Dr = 40% corresponds to the parameters already being used
for the simulated sand. For the Dgr = 60% and 75% simulations, the recommended
parameters provided by Yang et al. (2008) were used. All three parameter sets,
as well as the resulting cyclic resistances from simulated cyclic simple shear tests,
are summarized in Table 6.1. Increasing the relative density, results in increases
in the shear wave velocity and the soil’s resistance to liquefaction. The Dg =
40% sand has a shear wave velocity of 139 m/s and will liquefy in 10 cycles of
motion at a CSR of 0.158. The Dg = 75% sand has a much higher shear wave
velocity at 178 m/s and at 10 cycles of motion a CSR of 1.08 is required to trigger

liquefaction.
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Table 6.1: PDMY02 model parameters for sands at relative densities of 40%, 60%,
and 75%.

Parameter Dr = 40% Dgr = 60% Dy = 75%
$rho (ton/m?) 1.99 2.00 2.10
$refShearModul (G,) (kPa) 7.5e4 11.0e4 13.0e4
$refBulkModul (B,) (kPa) 20.e4 24.e4 26.e4
StrictionAng (¢) (deg) 32.0 35.0 36.5
$PTAng (¢pr) (deg) 26 26 26
$contracl 0.057 0.028 0.013
$contrac3 0.23 0.05 0.00
$dilatl 0.06 0.10 0.30
$dilat3 0.27 0.05 0.00
$e 0.80 0.65 0.55
Vo (m/s) 139 166 178
CRR at 10 cycles 0.158 0.26 1.08
CRR at 20 cycles 0.099 0.13 0.44

Figure 6.4 compares the pore pressure results from the full 2D model with
the results from the unit cell and centrifuge models for PAC06. Results are shown
for simulations with Dg = 40%, 60%, and 75%. It can be seen in Figure 6.4 that
the peak excess pore pressures near the base of the full 2D model compare well
with the centrifuge data; however, the peak excess pore pressures at mid-depth and
near the sand/clay interface are still slightly higher than in the centrifuge model.
When the relative density of the simulated sand in the unit cell models and the
full 2D model is increased to 60%, the peak excess pore pressures decrease slightly
for both the unit cell models and the full 2D model and the match between the

centrifuge data and the full 2D model data improves slightly. When the relative
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density is increased to 75%, the peak pore pressures for both the unit cell models

and the full 2D model agree well with the
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Figure 6.4: Excess pore water pressure-time histories for the untreated unit cell
models, the full 2D model, and the RNKO01 centrifuge model for shaking event
RNKO01_PAC06 (PGA = 0.41 g) for Dgr = 40%, 60%, and 75%.
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It should be noted in Figure 6.4 that the excess pore pressures at shallow
depths reach an r, of nearly 1.0 for all three relative densities. This behavior is not
consistent with the results expected based on the CRR data for these simulated
sands. The PACO06 motion with PGA = 0.41g is estimated to induce a CSR
between 0.2 and 0.3 (CSR = 0.65 « 2 « PGA % rd, where rd = 0.9). For CSRs of
0.2 to 0.3 and a o), of 18 kPa (i.e., the vertical effective stress at 1.30 m depth),
the cyclic simple shear simulation for Dg = 75% predicts that 28 to 32 cycles of
motion would be needed to reach an r, of 0.95. Even at a larger CSR of 0.4, the
simulations predict 23 cycles of motion to trigger liquefaction in the Dy = 75%
sand. In Figure 6.4, the Dr = 75% model reaches an r, of nearly 1 within 2-3
cycles. This result is caused by the vertical migration of pore water from the base
of the model to the sand/clay interface. When vertical drainage is stopped by
assigning k = 1.e-10 m/s to the sand, an r, of 0.4 to 0.5 is reached in the first
2 to 3 cycles and the peak r, is reduced to about 0.7. This agrees well with the
simple cyclic shear data for the Dy = 75% sand, which predicts an r, of 0.5 in 2
to 3 cycles and an r, of 0.7 in 6 to 7 cycles of loading.

In addition to being overly dense, the sand layer in the RNKO1 centrifuge
model was also reinforced by the stiff drains/tubes, which were found in both
the treated and untreated areas. The horizontal displacements in the untreated
area of the RNKO1 centrifuge model were less than 1 cm for all but the highest
intensity PAC and PSL motions (PGA = 0.88 g) and the two sine wave motions.
Due to the lack of horizontal deformations in the RNKO1 centrifuge model, a
comparison of the simulated and experimental untreated deformations will not be

included in this discussion.
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Figure 6.5 shows the peak average excess pore water pressures (I'y p.x) as a
function of PGA for the untreated unit cell models for the PAC and PSL shaking
events. It can be seen in Figure 6.5 that the ry ., values for both the untreated
unit cell models and the RNKO1 centrifuge model increase with increasing PGA
up to a maximum Iy . 0of 1.0. However, for both PAC and PSL, the numerical
models reach 1y ;. = 1.0 at smaller intensity motions than the centrifuge data.
Additionally, the relationship is different for different input motions. For example,
the 0.26 g PAC event results in smaller 1, ;. values than the 0.04 g PSL event.
This result demonstrates the importance of the ground motion characteristics on

the pore pressure response.
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6.3 Comparison of the Treated 2D and 3D Unit

Cell Models

It was shown for the SSKO1 simulations that the 2D unit cell models drain
more effectively than the 3D unit cell models, which results in smaller horizontal
deformations. This is illustrated again in Figure 6.6 for the RNK01_PACO08 shaking
event. The average excess pore pressure (T,) - time histories for the treated 2D
and 3D unit cell models are shown in Figure 6.6a. It can be seen that the 2D and
3D data are similar up until about time = 8 seconds, at which point the difference
in the 2D and 3D pore pressure dissipation becomes evident. For the remainder
of significant shaking, the pore pressures in the 2D model are lower than the pore
pressures in the 3D model. The smaller pore pressures for the 2D model at times
greater than 8 seconds, leads to a smaller rate of deformation accumulation for
the 2D model over this time interval (Figure 6.6Db).

Table 6.2 summarizes the horizontal deformations for the treated 2D and
3D unit cell models for the RNKO1 simulations. For PAC06 and PACO07, the
differences between the 2D and 3D horizontal deformations are minor (less than
5%) because the induced pore pressures are relatively small (ry . < 0.7). For
PACO8 and the PSL and SIN motions, the 3D horizontal deformations are 30 to
55% larger. These motions induced larger pore pressures (Iy ., > 0.9), such that

the slower drainage in the 3D models lead to more deformation.
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Table 6.2: Treated 2D and 3D horizontal deformations from centrifuge test RNKO1

for shaking events with a PGA greater than 0.4 g.

Motion PGA (g) Tumax 2D Model 3D Model 2D /3D
(cm) (cm)
PAC0O6  0.41 0.60 0.7 0.7 0.97
PACO7  0.56 0.69 1.2 1.3 0.96
PAC0O8  0.88 0.90 6.1 8.7 0.70
PSLO06 0.46 0.92 8.7 18.9 0.46
PSLO7 0.88 0.98 32.3 53.6 0.60
SINO1 0.28 0.95 46.1 77.5 0.59
SIN02 0.56 0.96 85.2 122.9 0.69

Because the drainage conditions in the treated 3D unit cell model more

accurately reflect the drainage conditions that existed in the centrifuge tests

and the drainage conditions that would exist in the field, the 3D unit cell pore

pressure and deformation responses will be used for the remaining discussions in

this section. No further comparisons involving the treated 2D unit cell data will

be shown.
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6.4 Comparison of Treated Numerical Models
and Centrifuge Data

Figures 6.7 through 6.9 show the excess pore water pressure-time histories for the
treated 3D unit cell model and the treated area of the RNKO1 centrifuge model
at three different depths for the shaking events with PGA > 0.4 g. For the PAC
shaking events (Figure 6.7), the 3D unit cell model has peak excess pore pressures
that are similar to the centrifuge data for the initial cycle of loading, but they are
larger than the centrifuge data thereafter. For the PSL and SIN shaking events
(Figures 6.8 and 6.9, respectively), the 3D unit cell model overestimates the peak

excess pore pressures, particularly at mid-depth and near the base of the model.
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An interesting feature for the PAC08 and two PSL shaking events (Figures
6.7 and 6.8) is that the excess pore pressures near the sand/clay interface remain
elevated well beyond the end of significant shaking. For PAC, significant shaking
ends at about 8 seconds, but pore pressures remain elevated until 15 seconds.
For PSL, significant shaking ends at about 13 seconds but pore pressures remain
elevated until about 30 to 35 seconds. The levels of shaking immediately before
drainage initiates (i.e., 8-15 s for PAC, 13-30 s for PSL) in the numerical models
are very small (< 0.05 g, Figure 6.10) and the rate of pore pressure generation
should be small enough for the rate of pore pressure dissipation to take over and
significant drainage to occur. However, dissipation does not fully develop until
the input accelerations fall below ~0.01 g for these events (Figure 6.10). This
effect was not observed in the SIN motions because the SIN motions end abruptly
rather than tapering off gradually, and the acceleration levels immediately drop
to < 0.005 g when shaking ends.

To investigate the effects of the low-level accelerations, the 2D unit cell
model was analyzed for the PSL0O6 input motion with the low-level accelerations
removed from the input acceleration-time history starting at time = 21 seconds.
Under these conditions, the excess pore pressures in the treated unit cell models
start to dissipate quickly at t = 21 seconds (Figure 6.11a). These results indicate
that pore pressure generation in the PDMY02 model is sensitive to low levels
of shaking the stress path is near the failure surface. This issue with PDMY02
is magnified when using a unit cell model because the centrifuge container and
the influence of its inertia are not included such that low levels of acceleration
are fully transmitted to the soil elements. When the PSL06 input motion is

simulated using the full 2D model, drainage begins much earlier at around time =
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18 seconds (Figure 6.11b) because the container effectively damps out the low-level
accelerations.

Figure 6.12 shows the stress paths near the sand/clay interface for the
PACO8 and PSL06 shaking events. For each event, the 2 to 3 seconds before the
start of significant pore pressure dissipation have been highlighted in red, and the
first 2 to 3 seconds of significant pore pressure dissipation have been highlighted in
blue. For both events, in the seconds before the start of significant pore pressure
dissipation the stress paths stay near the origin and do not show the effects of
drainage, indicating that the rate of pore pressure generation is similar to the
rate of drainage. This rate of pore pressure generation is not generally expected
for such small levels of excitation. If the hydraulic conductivity of the sand is
increased, this issue is minimized because the drainage rate starts to exceed the

rate of pore pressure generation.
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As was discussed in Section 6.2 for the untreated condition, the pore
pressures in the RNKO1 centrifuge model were affected by the presence of the
centrifuge container and the increased relative density of the liquefiable sand layer.
The influence of these factors on the treated condition are evaluated through 3D
unit cell and 2D full model analyses with PDMY02 parameters for Dg = 40 and
75%. Again, the parameters suggested by Yang et al. (2008) for a Dg = 75% sand
were used for the simulations (Table 6.1). Figure 6.13 shows the excess pore water
pressure-time histories for these analyses for shaking events PAC06 (PGA = 0.41
g) and PSL0O6 (PGA = 0.46 g). It can be seen in Figure 6.13 that for PAC06, the
presence of the container reduces the peak excess pore pressures near the base of
the model for the Dr = 40% simulations. At mid-depth and near the sand/clay
interface, there are some minor differences in how quickly the models drain, but
the peak excess pore pressures are the same for both the 3D unit cell model and
the full 2D model. Both models overestimate the peak excess pore pressures in
comparison to the centrifuge data. When the relative density is increased to 75%,
the peak excess pore pressures at all three depths for both the 3D unit cell model
and the full 2D model agree well with the centrifuge data. For the PAC06 shaking
event, the effects of the relative density are more critical than the effects of the
container.

For the PSL06 shaking event, the presence of the container has a significant
effect on the excess pore pressure-time histories at all three depths for the Dr =
40% simulations. In the 3D unit cell model, the excess pore pressures at mid-depth
and near the sand/clay interface remain elevated well after significant shaking has
ended at time = 19 seconds. Again, this effect is due to the model’s sensitivity

to low acceleration levels when the stress path is near the failure surface. In the
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full 2D model, the mass of the centrifuge container and its associated inertia
dampen out the low-intensity accelerations, which in turn reduces the pore pressure
generation. Thus, the pore pressures in the full 2D model are able to fully dissipate
at the end of shaking. However, these drainage differences do not affect the peak
excess pore pressures that develop during shaking; both the 3D unit cell model
and the full 2D model overestimate the peak excess pore pressures at all three
depths shown when model parameters for Dg = 40% are used. When the relative
density is increased to 75%, the peak excess pore pressures at all three depths for
both the 3D unit cell model and full 2D model compare better with the centrifuge
data. Additionally, the effects of the container are still evident near the sand/clay
interface as the pore pressures in the full 2D model dissipate more quickly than in
the 3D unit cell model. For the PSL0O6 shaking event, the effects of the container
are significant, but in terms of matching the centrifuge data, the relative density

is again the most critical factor.

201



(83 9%°0 = vOd) 9071Sd Pu® (3 170 = VHA) 900Vd Syuoro
suneys 10J 9,G), puR 9, JO SOIJISUOP OAIIR[OI 1R [9POW 9SNJLIIUAD TOSNY O) JO BoIe POjeoI) o) pue ‘[Opoul (Ig
[0 O3 JO BIR POJRAI) ) [OPOU [[8D JIUN (¢ POIRSI} ) I0J SOLIO)SIY oSwir)-o1nssald 1oyem a10d s$80XH €179 2INSIy

%GL =9a %0t = *Q 06G. = i@ %0% = ¥q
90715d 90715d 900Vvd 900Vd
(s) swiy (s) swi) (s) swiy (s) swi)
og og ol oo og og oL oo [0} 0z 0] oo oc g oL oo
_ 0e £ “‘ 0e £
s s
o U oy ©
= =
.om% _cw%
‘08 '08
(edi) LIS = 2 WLy = yideq (e L'lg =" WL = Yidag {ed) 1’15 ="2 'Wgsp = uidaq (edb) 115 ="\ 'WgLp = yideq
(s) swiL _ﬁv mE_._. (s) sl (s) swi)
0g oc oL m 0g 0e oL oo og 0c o L om
"na% 3 0 A N 3
r 102 102 102 102
S = S
oy 9 d oy U oy U op U
= = =
_mm% _mm% .am% _mm%
‘08 ‘08 ‘08 ‘08
(ead) e'6z =0 'wgZ = Yidag (e e'62 =0 'wgZ = Yidag {ed¥) £'62 = "2 w05z = widaq (e £'62 =0 'wogZ = Ydag
(s) swi) (s) swi) (s) swiy (s) swi)
0g 0e ol _uo og o_N ol co oc 0e 0] oo ac 0e ol co
02 ﬁ 1 0e ﬁ | 0e ﬁ
o ov = o or = o or = o o¥ =
| [ | ' 1apo| nd— { | 1epo| nd— | |
IePON QZ lInd— = | 1ePon az g — = o E I oA =
—_ 09D g © : - (oo © : - e ©
18D WuN ae 09 F| neownase— 09 eBnnUesy — 09§ eBunuesy — 09
abnjuan — | i log | lng . : i log - : i lng
(e 921 =" ‘woe| = ydag (e 921 =" ‘woe'| = ydag {egw) 921 =" ‘woe'| = ydag (ecp) 921 =2 ‘wog'| = ydag

202



The treated area of the RNKO1 centrifuge model, like the untreated area
was reinforced by the presence of the stiff model drains. Horizontal deformations
in the treated area of the RNKO1 centrifuge model were less than 1 cm for all
but the three highest intensity shaking events (PSLO07, SINO1, and SIN02). Due
to the reinforcement of the slope and the lack of horizontal deformations in the
centrifuge model, a comparison of the simulated and experimental deformation

data will not be shown for the treated condition.

6.5 Comparison of Treated and Untreated Nu-
merical Models

Even though both areas of the RNKO01 centrifuge model were reinforced by the
tubes/drains, it may still be possible to compare the improved performance for the
largest shaking events to the improved performance seen in the simulations. The
only difference between the untreated and treated areas of the RNKO1 centrifuge
model was drainage. Therefore, the improved performance for those shaking
events in which there were deformations can be compared to the improvements
predicted by the numerical models. In this section the treated and untreated unit
cell models are interpreted within the context of the predicted improvement in
performance, and then the predicted level of improvement is compared with the
observed level of improvement from the centrifuge tests.

Figures 6.14 through 6.16 show the excess pore water pressure-time histories
for the untreated and treated 3D unit cell models for the RNKO1 shaking events

with PGA < 0.40 g. It can be seen in Figure 6.14 that for PAC06 and PACO07, the
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drains reduce the peak excess water pressures and significantly increase the rate
of pore pressure dissipation. For PACOS, the treated and untreated peak excess
pore pressures are similar, but again the pore pressures dissipate more quickly
in the treated model. For PSL06 and PSLO7 (Figure 6.15), the peak excess pore
pressures for the treated and untreated models are again similar, and again the
treated unit cell model drains more quickly at mid-depth and near the base of the
model. Near the sand/clay interface, the excess pore pressures for time = 20 to
35 seconds are actually higher in the treated model than in the untreated model.
This is related to the model’s sensitivity to low-intensity accelerations (see Section
6.4) and the manual drainage imposed in the untreated model time = 20 seconds.
For SINO1 and SINO2 (Figure 6.16), the treated and untreated unit cell models
again have similar peak excess pore water pressures at all three depths shown

with the treated unit cell models draining faster after significant shaking ends.
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Figure 6.14: Excess pore water pressure-time histories for the untreated and
treated 3D unit cell models at three different depths for shaking events PAC06
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Figure 6.17 shows the peak average excess pore water pressures (Iy jay) as
a function of PGA for the untreated and treated unit cell models for the PAC
and PSL events. In general, for both motions ry ;. is lower in the treated model
than in the untreated model, although the difference is less significant as 1y yax

approaches 1.0.
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Figure 6.17: Peak average excess pore water pressures (Iy max) vs. PGA for the
untreated and treated unit cell models for (a) the PAC shaking events and (b)
the PSL shaking events.
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Figure 6.18 shows the horizontal displacement-time histories at the top of
the clay layer for the untreated and treated 3D unit cell models for the RNKO1
shaking events with PGA > 0.4 g. It can be seen that for all shaking events,
the untreated horizontal deformations are larger than the treated horizontal
deformations. This holds true even for the shaking events in which the untreated
and treated Ty ., values are similar (i.e., PSLO7, SINO1, and SIN02) because the
horizontal deformations are influenced by the time the model spends at those pore
water pressures. For the PAC events, the deformations stop at a much earlier time
for the treated model than the untreated model. For the PSL and SIN events,
the deformations occur over approximately the same time interval for the treated
and untreated conditions, but they accumulate less rapidly for the treated model
due to the fact that the center of the treated model has smaller pore pressures

than the untreated model.
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In centrifuge test RNKO1, both the untreated and treated areas of the
centrifuge model were reinforced such that the only difference between the two
areas was drainage. The untreated and treated horizontal deformations for the
RNKO1 centrifuge model are detailed in Table 6.3. The percent improvement
varies considerably from event to event, although generally the treated defor-
mations are smaller than the untreated. Neglecting events with less than 1 cm
of deformation, the improvement was 50 to 80% for the earthquake events and
only 2-25% for the SIN events. Table 6.3 also details the untreated and treated
horizontal deformations for the 3D unit cell models for the RNKO01 simulations.
The deformations for the 3D unit cell models are more than an order of magnitude
greater than the centrifuge results due to both the stiff tubes in the centrifuge
model and the larger pore pressure response in the numerical models. In terms of
percent improvement for the numerical models, the PAC events showed about 70
to 80% improvement while the PSL events showed about 50 to 70% improvement,
and the SIN events showed only about 20 to 35% improvement. The average
percent improvement for the 3D unit cell simulations of the earthquake shaking
events shown in Table 6.3 is a little over 60%, which is slightly lower than the
average percent improvement for the earthquake events in the centrifuge model.
However the average percent improvement for the SIN events in the 3D unit cell
models is around 30%, which is higher than the percent improvement observed

for the SIN events in the centrifuge model.
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Table 6.3: Untreated and treated horizontal deformations from centrifuge test
RNKO1 and the 3D unit cell models for shaking events with a PGA greater than
0.4 g.

Centrifuge Test

Motion PGA (g) Untreated Treated Improvement
(cm) (cm) (%)
PAC0O6  0.41 0.3 0.2 33
PACO7  0.56 0.5 0.5 0
PACO8  0.88 3.3 1.5 o4
PSL06 0.46 0.7 0.4 43
PSLO7 0.88 5.4 1.2 78
SINO1 0.28 12.2 11.9 2
SIN02 0.56 16.2 12.2 25

3D Unit Cell Models

Motion PGA (g) Untreated Treated Improvement
(cm) (cm) (%)
PACO6  0.41 4.2 0.7 83
PACO7  0.56 9.3 1.3 86
PACO8  0.88 26.0 8.7 67
PSLO6 0.46 56.0 18.9 66
PSLO7  0.88 101.0 53.6 47
SINO1 0.28 121.2 7.5 36
SINO2 0.56 157.7 122.9 22
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6.6 Summary

This chapter detailed the numerical simulations of the RNKO01 centrifuge test and
comparisons of the RNKO01 simulation and experimental data. Simulations of
shaking events PACO1 through PACO08, PSLO1 through PSL07, and SINO1 and
SINO2 were performed using untreated and drain-treated 2D and 3D unit cell
models. These analyses focused only on those events in which significant pore
pressures were generated - PAC06 through PAC08, PSL0O6 and PSLO7, and SINO1
and SINO2. The data from these events was analyzed with emphasis placed on
identifying the pore pressure and deformation-related behavioral trends that were
observed in the centrifuge test.

A good portion of the loose sand layer in the RNKO1 centrifuge model had
a relative density of about 70%, which is much denser than the target relative
density of 40%. Additionally, both the untreated and treated areas of the RNKO1
centrifuge model were reinforced by the model drains/tubes. The untreated unit
cell models over predicted the peak excess pore pressures for all but the SIN
shaking events. However, when the simulated sand was replaced by the Dg =
75% sand from Yang et al. (2008), the peak excess pore pressures in the unit cell
models were comparable to those observed in the centrifuge test. Because the
untreated area of the RNKO1 centrifuge model was reinforced, and the geometry of
the unit cell models does not match that of the centrifuge models, no comparison
of the simulated and experimental horizontal deformation data was performed.
For the numerical data, it was shown that the horizontal deformations increase
with increasing input intensity and begin to exceed 1 cm when the peak 1 .«

exceeds 0.6.
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The simulation data and the experimental data for the treated condition
were compared, and it was shown that the unit cell model overestimates the
peak excess pore pressures, but predicts peak excess pore pressures that are more
comparable to those observed in the centrifuge model when the relative density
of the simulated sand is increased to 75%. It was also shown that the unit cell
models are particularly sensitive to low-level accelerations when the stress path is
near the failure surface. This sensitivity resulted in excess pore pressure elevation
well beyond the end of shaking for the PSL shaking events.

The treated and untreated pore pressure and deformation data from the
numerical models was compared and it was shown that, as expected, the untreated
model had higher peak excess pore pressures and larger horizontal deformations.
The percent improvement observed in the 3D unit cell simulations was around
60%, which agrees well with the percent improvement from the centrifuge test for

the earthquake shaking events in which there was more than 1 cm of deformation.
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Chapter 7

Comparison of Numerical Models

and Data from Centrifuge test

RLHO1

7.1 Introduction

This chapter describes the results of the numerical simulations of centrifuge test
RLHO1. The RLHO1 centrifuge test differed from the SSK01 and RNKO1 centrifuge
tests in that it contained three test areas and the geometry of the model was
rotated such that shaking took place orthogonal to the slope in each test area.
Additionally, at the mid-slope locations the liquefiable sand layer of the RLHO1
model was 5.5 m thick (versus 4.5 m in the SSK01 and RNKO1 models), the clay
layer was 1.5 m thick (versus 1 m in the SSK01 and RNKO1 models), and the
slope angle for each treatment area was 10° (versus 3° in the SSK01 and RNKO01
models). The RLHO1 unit cell models differ from the SSK01 and RNKO1 unit
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cell models in terms of the slope angle and layer thicknesses, but the boundary
conditions applied to the RLHO1 models are the same as those applied to the
SSKO01 and RNKO01 models.

Simulations of shaking events PAC01 (PGA = 0.11 g) through PAC04
(PGA = 0.95 g), PSLO1 (PGA = 0.10 g) through PSL04 (PGA = 0.90 g), and
SINO1 (PGA = 0.60 g) were performed using the untreated and drain-treated 3D
unit cell models. The 2D unit cell model was not considered because shaking for
RLHO1 was applied orthogonal to the slope and this direction of shaking cannot
be modeled in the 2D analyses. For the numerical simulations performed using
the 3D unit cell models, shaking was applied either parallel or orthogonal to the
slope to investigate the influence of the direction of shaking. The simulated excess
pore pressure and deformation data for the 3D unit cell models were analyzed
with emphasis given to identifying the behavioral trends that were observed in

the experimental data.

7.2 Influence of Shaking Direction on the Un-

treated 3D Unit Cell Models

The RLHO1 3D unit cell simulations were performed with shaking applied ei-
ther parallel or orthogonal to the slope. The 3D unit cell model with shaking
orthogonal to the slope has different boundary conditions in that the out-of-plane
deformations are not fixed, but rather the out-of-plane deformations at each depth
are constrained to be equal for all nodes along the outer boundary of the model

(see Figure 4.12).
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Figures 7.1 through 7.3 show the excess pore water pressure-time histories
for the untreated 3D parallel and orthogonal unit cell models at three different
depths for the PAC events (Figure 7.1), PSL events (Figure 7.2), and SIN event
(Figure7.3). Generally, excess pore pressure generation is not sensitive to the
direction of shaking, and it can be seen in Figures 7.1 and 7.2 that for the lower-
intensity PAC and PSL events (PGA < 0.4 g) there are only minor differences
in the data from the parallel and orthogonal models. For the higher-intensity
PAC and PSL events, there are differences evident in the hydrodynamic features
of the pore pressure time-histories. When shaking is performed parallel to the
slope, the downslope inertial forces and larger shear strains result in significant
dilation that is not present in the orthogonal model. There are more differences
evident in the pore pressure time-histories for the SINO1 shaking event (Figure
7.3). During shaking, the excess pore pressures for the orthogonal model are lower
than the excess pore pressures for the parallel model. At the end of shaking, the
excess pore pressures for the orthogonal model jump up such that they are equal

in magnitude to the pore pressures for the parallel model.
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Figure 7.3: Excess pore water pressure-time histories for the untreated 3D unit
cell models at three different depths for the RLHO1_SINO1 shaking event (PGA =
0.60 g).
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The pore pressure jump observed in the orthogonal model for the SINO1
shaking event was not expected and is related to the direction and constant
amplitude of the cyclic shear stresses. Figure 7.4 shows the octahedral shear stress
(Toct) Vs. the mean effective stress (p’) for an element at a depth of 2.05 m for
the untreated RLHO1 3D unit cell model for shaking orthogonal and parallel to
the slope. It can be seen that the range of 7, for orthogonal shaking is much
smaller than for parallel shaking because the dynamic shear stresses are acting
perpendicular to the static shear stresses. In this case, the smaller range of 7,
generates less pore water pressure than the larger range of 7. After shaking
ends, both models approach the same values of 7., and p’, with the orthogonal
model decreasing its effective stress and the parallel model increasing its effective
stress. Note that this behavior was not observed for the earthquake shaking events
because the small loading cycles that are interspersed between the large loading

cycles allow the stress path to move towards smaller effective stresses.
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It should also be noted in Figures 7.1 and 7.2 that the excess pore pressures
reach a maximum value at an r, less than 1.0. This cap is related to the static
shear stresses present in the slope, which limit the maximum excess pore water
pressures that can be generated and sustained. Figure 7.5 shows the stress paths
on the horizontal plane at a depth of 6.45 m for simulations of the PSL03 shaking
event for two untreated 3D orthogonal unit cell models, one with a 10° slope
and one representing flat ground. For the model with a 10° slope, the initial
static shear stresses on the horizontal plane (7y,) are about 20 kPa. As shaking
progresses, the vertical effective stresses decrease, but there are no stress reversals
(i.e., transitions from positive to negative shear stress) and the stress path cannot
reach the origin (i.e., zero effective stress and r, = 1.0). At this depth, the lowest
effective stress that the model with the 10° slope can reach is about 23 kPa, which
corresponds to an r, of about 0.67. For the flat model, there are no static shear
stresses such that shaking induces stress reversals and the stress path can reach
the origin (i.e., r, = 1.0) Thus, when the slope angle is 10°, as it is in the RLHO1
unit cell models, r, = 1.0 is harder to achieve and the excess pore pressures will

reach a maximum value at an r, less than 1.0.
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Figure 7.5: Stress paths at a depth of 6.45 m for simulations of the PSL03 shaking
event for a 10° slope and flat ground.
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Horizontal deformations, unlike excess pore pressures, are significantly
affected by the direction of shaking. Figures 7.6 through 7.8 show the horizontal
(downslope) displacement-time histories at the top of the clay layer and the
horizontal displacement vs. depth profiles for the untreated 3D parallel and
orthogonal unit cell models for the PAC events (Figure 7.6), PSL events (Figure
7.7), and SIN event (Figure 7.8). It can be seen that for all but the lowest
intensity PAC and PSL events (PACO1 and PSLO01), the horizontal (downslope)
deformations are smaller for the orthogonal model than for the parallel model.
For the lowest intensity shaking events, it may be that the intensity of shaking
is low enough such that the upslope movement in the parallel model actually
helps keep reduce the horizontal deformations. It can also be seen in Figures 7.6
through 7.8 that the difference between in the horizontal deformations for the
parallel and orthogonal models increases as the intensity of shaking increases. For
example, the horizontal deformations for the parallel model are 40% larger than
those of the orthogonal model for PAC02, 52% larger for PAC03, and 68% larger
for PAC04. For the SINO1 shaking event, which has the highest Arias intensity of
all the RLHO1 shaking events, the horizontal deformations for the parallel model
are 78% larger than the horizontal deformations for the orthogonal model. In
general, the parallel models experience 40 to 80% more deformation than the

orthogonal models.
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Figure 7.8: Horizontal displacement-time histories at the top of the clay layer and
horizontal displacement vs. depth profiles for the untreated 3D unit cell models
for the RLHO1_SINO1 shaking event (PGA = 0.60 g).
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7.3 Comparison of Untreated Numerical Model
and Centrifuge Data

Shaking in the RLHO1 model was applied orthogonal to the slope; therefore, for
the comparisons of the simulated and experimental data, only the data from
the 3D unit cell model in which shaking took place orthogonal to the slope will
be shown. Figures 7.9 through 7.11 show the excess pore water pressure-time
histories for the untreated orthogonal 3D unit cell model and the untreated area of
the RLHO1 centrifuge model for the PAC events (Figure 7.9), PSL events (Figure
7.10), and SIN event (Figure 7.11).

For PACO1 (Figure 7.9), the numerical model slightly overestimates the peak
excess pore pressures. However, for PAC02 through PAC04 the simulated pore
pressure data show general agreement with the centrifuge data at all three depths.
Near the sand/clay interface, the numerical model still slightly overestimates
the peak excess pore pressures, and near the base of the model the numerical
model slightly underestimates the peak excess pore pressures. While the peak
pore pressures match relatively well, the simulations do not accurately model the
decrease in pore pressure after the initial shaking. This result is because the unit

cell model does not allow for any lateral flow out of the unit cell.
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For the PSL shaking events (Figure 7.10), the match between the simu-
lated and experimental data is not as good. The numerical model significantly
overestimates the peak excess pore pressures for PSLO1 and PSL0O2. The match
between the simulated data and the centrifuge data is somewhat better for PSL0O3
and PSL04, but this is due to the fact that the pore pressures in both models are
approaching their maximum limit based on the intersection of the static shear
stresses and the failure envelope (see Section 7.2).

For SINO1, the numerical model underpredicts the pore pressures at depth
and matches the pore pressures near the sand/clay interface where the pore
pressures reach the pore pressure limit. Interestingly, the pore pressures from

parallel shaking (Figure 7.3) match better with the centrifuge data in this case.
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Figure 7.11: Excess pore water pressure-time histories for the untreated 3D unit
cell model with shaking orthogonal to the slope and the untreated area of the
RLHO1 centrifuge model for the RLH01_SINO1 shaking event (PGA = 0.60 g).
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Figure 7.12 shows the peak average excess pore water pressures (I'y yax)
for the untreated orthogonal 3D unit cell model and the untreated area of the
RLHO1 centrifuge model for the PAC and PSL shaking events. For the PAC
shaking events (Figure 7.12a), the 1 ., values predicted by the numerical model
are slightly high for the lowest PGA shaking event and low for the highest PGA
shaking event. The match between the simulated and experimental data is good
for the mid-range (0.26 g and 0.38 g) shaking events. For the PSL shaking events
(Figure 7.12b), the numerical model overestimates Iy ., for the two lowest PGA
events. The match between the simulation data and the centrifuge for the 0.46
g shaking event is good, and the numerical model slightly underestimates 1 .«
for the highest intensity (0.90 g) shaking event. In general, the simulations show

decent agreement with the centrifuge except for the smallest shaking events.
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Figure 7.12: Peak average excess pore water pressures (Iy max) for the untreated
3D unit cell model with shaking orthogonal to the slope and the untreated area
of the RLHO1 centrifuge model for (a) the PAC shaking events and (b) the PSL
shaking events.
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Figure 7.13 shows the horizontal (downslope) displacement-time histories
at the top of the clay layer for the untreated orthogonal 3D unit cell model
and the untreated area of the RLHO1 centrifuge model for all shaking events for
which centrifuge displacement data was available. Due to sensor malfunctions, no
centrifuge displacement data was available for shaking events PSL04 and SINO1
(Howell et al., 2009a). It can be seen in Figure 7.13 that the numerical model
overestimates the horizontal (downslope) displacements for all shaking events.
For PACO1 through PACO03, the simulated data does not consistently match the
experimental data, but both the numerical model and the centrifuge model predict
minimal deformations (i.e., less than a few cm) for these events. For PAC04, the
numerical model predicts horizontal deformations that are more than twice those
observed in the centrifuge model. For the PSL shaking events, the horizontal
deformations predicted by the numerical model are 93 to 99% larger than those
observed in the centrifuge model. The differences in displacements between the
simulations and the centrifuge are caused by various factors. First, the pore
pressures remain elevated in the unit cell models for a much longer time period
than in the centrifuge model. Second, the unit cell models are infinite slope models
that only model translational movement. These models have no passive resistance

at the to and thus, may overpredict displacements relative to the centrifuge model.
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237



7.4 Influence of Shaking Direction on the Treated

3D Unit Cell Models

This section focuses on the numerical modeling of the drain-treated condition
and examines how the direction of shaking affects the 3D drainage conditions.
Specifically, the pore pressure and horizontal deformation data for the treated 3D
unit cell models are compared for shaking parallel and orthogonal to the slope.
Figures 7.14 through 7.16 show the excess pore pressure-time histories for
the treated parallel and orthogonal 3D unit cell models for the PAC events (Figure
7.14), PSL events (Figure 7.15), and SIN event (Figure 7.16). It can be seen
in Figures 7.14 and 7.15 that for the PAC and PSL events, the most significant
difference is again in the hydrodynamic effects due to the downslope inertial forces
and large shear strains that develop in the parallel model and do not develop in the
orthogonal model. For SINO1 (Figure 7.3), the pore pressures in the orthogonal
model are again lower during shaking and then jump up after immediately at the
end of shaking, although the pore pressure jump for the treated model is not as

significant as it was for the untreated model.
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Figure 7.16: Excess pore water pressure-time histories for the treated 3D unit cell
models at three different depths for the RLHO1_SINO1 shaking event (PGA =
0.60 g).
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Figures 7.17 through 7.19 show the horizontal (downslope) displacement-
time histories at the top of the clay layer and horizontal displacement vs. depth
profiles for the treated parallel and orthogonal 3D unit cell models for the PAC
events (Figure 7.17), PSL events (Figure 7.18), and SIN event (Figure 7.19).
Similar to the untreated models, parallel shaking leads to 20 to 80% larger
deformations because of the downslope inertial effects. This difference is most
significant under higher levels of shaking where the inertial effects are more
destabilizing. These results are similar to those for the untreated simulations

(Section 7.3).
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Figure 7.19: Horizontal displacement-time histories at the top of the clay layer
and horizontal displacement vs. depth profiles for the treated 3D unit cell models
for the RLHO1_SINO1 shaking event (PGA = 0.60 g).
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7.5 Comparison of Treated Numerical Model and
Centrifuge Data

This section details the comparison between the pore pressure and deformation
data for the 3D unit cell model with shaking orthogonal to the slope (i.e. orthogonal
3D unit cell model) and the RLHO1 centrifuge model for the treated condition.
Figures 7.20 through 7.22 show the excess pore pressure-time histories for the
treated orthogonal 3D unit cell model and the treated area of the RLHO1 centrifuge
model. It can be seen in Figure 7.20 that there is a fairly good match between the
simulated and experimental pore pressure data for the PAC shaking events. For
all four of the PAC shaking events, the peak pore pressures and the rate of pore
pressure dissipation predicted by the numerical model are similar to the centrifuge
data. The match between the simulated and experimental pore pressure data is
not as good for the PSL events (Figure 7.21). For PSL01 and PSL02, the numerical
model slightly overestimates the peak excess pore pressures. Additionally, pore
pressures in the numerical model are generated earlier, which is likely a result of
the low-level accelerations at the start of shaking to which the centrifuge model is
less sensitive as a result of the inertia of the container. For PSL03 and PSL04, the
excess pore pressures in the numerical model remain elevated well after significant
shaking ends, particularly at mid-depth and near the sand/clay interface. This
behavior was also observed in the RNKO1 simulations (see Section 6.4) and is
related to the numerical model’s response to low-level accelerations when the
stress path is near the failure surface. For SINO1 (Figure 7.22), the numerical
model does well in predicting the excess pore pressures and even with the pore

pressure jump, the simulated data compares well to the centrifuge data.
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Figure 7.22: Excess pore water pressure-time histories for the treated 3D unit cell
model with shaking orthogonal to the slope and the treated area of the RLHO1
centrifuge model for the RLHO1_SINO1 shaking event (PGA = 0.60 g).
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Figure 7.23 shows the horizontal (downslope) displacement-time histories
at the top of the clay layer for the treated orthogonal 3D unit cell model and the
treated area of the RLHO1 centrifuge model. It can be seen that the simulated
and experimental data are comparable for the PAC shaking events, and even
though the data differs both models predict relatively small deformations (i.e.,
less than about 10 cm) for all four events. For the PSL and SIN shaking events,
the simulated and experimental data are not as comparable; the numerical model
overpredicts the horizontal deformations by 80 to 95%. Again this overprediction
is a result of the infinite slope geometry and the lack of passive resistance at the
toe of the slope in the numerical model. Additionally, for the PSL shaking events,
the peak pore pressures in the numerical model are larger than in the centrifuge
and these large pore pressures are maintained for a longer time (Figure 7.21). As
a result, the deformations occur over a longer time period for the numerical model.
For example, significant shaking ends at around 19 seconds, but the horizontal
deformations for the simulations of PSL0O3 and PSL04 continue on for several
seconds after shaking ends, while the centrifuge model stopped at around 11

seconds.
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Figure 7.23: Horizontal displacement-time histories for the treated 3D unit
cell model with shaking orthogonal to the slope and the treated area of the
RLHO1 centrifuge model for shaking events RLHO1_PAC01 (PGA = 0.11 g)
through RLHO1_.PAC04 (PGA = 0.95 g), RLHO1_PSLO1 (PGA = 0.10 g) through
RLHO1_PSL04 (PGA = 0.90 g), and RLHO1_SINO1 (PGA = 0.60 g).

251



7.6 Comparison of Treated and Untreated Nu-
merical Models

RLHO1 is the only one of the three centrifuge tests in which reinforcement due to
the stiffness of the model drains was not an issue; thus, the improvement observed
in the RLHO1 centrifuge test can be ascribed solely to the effects of drainage.
This section compares the pore pressure and deformation data for the treated
and untreated orthogonal 3D unit cell models, and compares the improvement
observed in the numerical models to that observed in the centrifuge test.
Figures 7.24 through 7.26 show the excess pore pressure-time histories for
the untreated and treated orthogonal 3D unit cell models. For the PAC shaking
events (Figure 7.24), it can be seen that the drain-treated model has lower peak
excess pore pressures and faster pore pressure dissipation than the untreated
model (note the untreated model is manually drained via vertical drainage through
the clay layer at the end of significant shaking). For PSL0O1 and PSL02 (Figure
7.25), the treated model again has lower peak excess pore pressures and faster
pore pressure dissipation. For PSL03 and PSL04 (Figure 7.25), the excess pore
pressures are approaching their maximum based on the inclination of the slope and
the treated and untreated peak excess pore pressures are similar, particularly near
the sand/clay interface and at mid-depth. For SINO1(Figure 7.26), the treated
and untreated excess pore pressures are nearly identical and both models exhibit
the post-shaking pore pressure jump; however, the pore pressures in the treated
model dissipate while the excess pore pressures in the untreated model decrease

some but are dissipating at a much slower rate.
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Figure 7.26: Excess pore water pressure-time histories for the untreated and treated
3D unit cell models with shaking orthogonal to the slope for the RLHO1_SINO1
shaking event (PGA = 0.60 g).
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Figure 7.27 shows the displacement vs. depth profiles at selected times for
the three highest intensity RLHO1 shaking events - PAC04, PSL04, and SINO1. In
comparison to the displacement vs. depth profiles for the centrifuge data (Figure
??), the maximum r, achieved and sustained by the numerical models is lower
due to the static shear stresses in the slope. In the centrifuge test, flattening of
the slopes over the course of the test decreased the static shear stresses, which
allowed the slopes to develop higher excess pore pressures in the later shaking
events. For the PAC04 events (Figures 7.27a and b), the excess pore pressures in
the in the untreated and treated areas are similar at time = 6 seconds. The pore
pressures increase at time = 8 and 10 seconds, and that increase is larger in the
untreated area than in the treated area. The pore pressures in the treated area
dissipate by time = 14 seconds while the pore pressures in the untreated area
remain elevated because the drainage phase is not triggered until 15 seconds in the
untreated simulations. For the PSL04 shaking events (Figures 7.27¢ and d), the
excess pore pressures in the untreated and treated areas are similar throughout
the time of significant shaking and even up to time = 20 seconds as a result of
the treated numerical model’s sensitivity to low level accelerations, which keeps
the excess pore pressures elevated. For the SINO1 events (Figures 7.27e and f),
the treated and untreated excess pore pressures are similar at times = 8 and 12
seconds. The pore pressure jump occurs at time = 13 to 15 seconds (Figure 7.26).
After the pore pressure jump, the excess pore pressures in the untreated area
remain elevated even though the drainage phase has been triggered and the model
is able to drain vertically through the clay layer, while the excess pore pressures

in the treated model dissipate.
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Figure 7.27: Excess pore water pressure vs. depth profiles at selected times for
the untreated and treated 3D unit cell models with shaking orthogonal to the
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slope for the RLHO1 PACO04, PSL04, and SINO1 shaking events.
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Figure 7.28 shows the peak average excess pore water pressures (I'y yax)
as a function of PGA for the treated and untreated orthogonal 3D unit cell
models for the PAC and PSL shaking events. It can be seen that for all but the
PSL04 shaking event, the 1 ., values in the treated model are lower than in the
untreated model. For the PSL04 shaking event, the treated model actually had a
slightly higher 1, ;,,x than the untreated model. For this shake, both the untreated
and treated pore pressures reach the maximum pore pressure cap that results from
the presence of the static shear stresses in the slope, but hydrodynamic effects for
the treated model result in slightly higher peaks in the pore pressure fluctuations,
likely due to the effects of drainage, which increases the soil’s strength and results

in a stronger dilative response.
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Figure 7.28: Peak average excess pore water pressures (Iy max) vs. PGA for the
untreated and treated 3D unit cell models with shaking orthogonal to the slope
for (a) the PAC shaking events and (b) the PSL shaking events.
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Figures 7.29 through 7.31 show the horizontal (downslope) displacement-
time histories at the top of the clay layer and the horizontal displacement vs.
depth profiles for the untreated and treated orthogonal 3D unit cell models. It
can be seen that for the PAC and PSLO1 through PSL03 shaking events (Figures
7.29 and 7.30, respectively), the untreated model produced significantly larger
horizontal deformations (i.e., about 30 to 80% reduction). For shaking events
PSL04 and SINO1 (Figures 7.30 and 7.31, respectively), the untreated and treated
horizontal deformations are very similar. In both cases the treated and untreated
pore pressures were very similar because they hit the threshold associated with

the slope angle.
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Figure 7.31: Horizontal displacement-time histories at the top of the clay layer
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shaking event (PGA = 0.60 g).
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Table 7.1 details the untreated and treated horizontal (downslope) defor-
mations for the RLHO1 centrifuge model and the orthogonal 3D unit cell models.
In the centrifuge model, the horizontal deformations in the treated model are
generally 20 to 60% smaller than the horizontal deformations in the untreated
model. Considering only the larger shakes where deformations were significant
(PACO03, PSL04, and PAC04), the improvement in the horizontal deformation
ranged from about 40 to 70%. Unfortunately, the percent improvement for PSL04
and SINO1 could not be evaluated in the centrifuge because of sensor malfunctions.
In the 3D unit cell models, there was a 30 to 60% improvement in the horizontal
deformations for the PAC motions, a 20 to 80% improvement in the horizontal
deformations for the PSL motions, and only a 5% improvement for the SINO1
motion. Considering the same three vents with significant deformation in the
centrifuge test (PAC03, PSL03, and PACO04), the numerical models predicted
percent improvement is about 50 to 60%. These values are consistent with those
from the centrifuge. The numerical models show little to no improvement in
the deformations for PSL04 and SINO1. However, the PSL pore pressure data is
affected by the low-level accelerations and the SINO1 pore pressures are limited

by the intersection of the octahedral shear stress with the failure plane.
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Table 7.1: Untreated and treated horizontal deformations from centrifuge test
RLHO1 for all shaking events.

Centrifuge Test

Motion PGA (g) Untreated Treated Improvement
(cm) (cm) (%)
PACO1  0.11 0.13 0.10 22
PSLO1  0.10 0.07 0.09 -32
PAC02  0.26 0.51 0.34 33
PSL02  0.22 0.70 0.44 37
PAC03  0.38 0.91 0.46 50
PSL0O3  0.46 3.64 1.34 63
PAC04  0.95 9.63 6.49 33
PSL0O4  0.90 - 4.30 -
SINO1 0.60 - 15.86 -

Orthogonal 3D Unit Cell Models

Motion PGA (g) Untreated Treated Improvement
(cm) (cm) (%)
PACO1  0.11 0.18 0.12 33
PSLO1 0.10 10.23 2.16 79
PAC02  0.26 1.72 0.67 61
PSLO02 0.22 22.56 7.02 69
PACO3  0.38 3.41 1.44 58
PSLO03 0.46 51.74 24.84 52
PAC0O4  0.95 22.38 10.30 o4
PSL04  0.90 102.98 86.38 16
SINO1 0.60 96.31 91.59 5
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7.7 Summary

This chapter detailed the numerical simulations of the RLHO1 centrifuge test
and comparisons of the RLHO1 simulation and experimental data. The RLHO1
centrifuge test differs from the SSK01 and RNKO1 centrifuge tests in that shaking
took place orthogonal to the slope. It is not possible to shake a 2D model
orthogonal to the slope; thus, the RLHO1 simulation data was generated using
the untreated and drain-treated 3D unit cell models. For comparison purposes,
shaking was performed both parallel and orthogonal to the slope although only
the orthogonal is used in the comparisons to the centrifuge data. The data was
analyzed with emphasis placed on identifying the behavioral trends in the pore
pressure and deformations that were observed in the centrifuge test.

The direction of shaking has a minimal effect on the induced pore water
pressures for the untreated condition, although the data for the model in which
shaking was applied parallel to the slope show more hydrodynamic effects, par-
ticularly for the higher-intensity events. For both the parallel and orthogonal
models, the excess pore pressures peak at an r, less than one, which is caused
by the static shear stresses in the slope. The horizontal deformations for the
orthogonal model were shown to be 40 to 80% smaller than those produced by
the parallel model because of the lack of downslope, destabilizing inertial effects

when shaking is orthogonal to the slope.
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When compared with the centrifuge data, the simulated peak excess pore
pressures for the untreated condition were similar for the PAC events, but they
were larger for the PSL events. For the SIN event the pore pressure data for
the untreated condition is affected by the intersection of the octahedral shear
stresses with the failure plane, which in combination with the lack of small cycles
of acceleration in the SIN motion cause excess pore pressures to remain below the
r, threshold determined by the static shear stress. Both the numerical model and
the centrifuge model predict comparable deformations for the PAC events, but
the numerical model overpredicts the horizontal (downslope) deformations for the
PSL events by over 90%. The overprediction in deformation is due to the lack of
passive resistance at the toe for the infinite slope modeled by the 3D unit cell.

For the treated condition, the simulated and experimental peak excess pore
pressures for the PAC and PSL events are comparable, although the simulated
excess pore pressures for the PSL events remain elevated well after shaking ends.
This behavior was also observed in the RNKO1 simulations and was shown to
be a result of the model’s sensitivity to low-level accelerations when the stress
path is near the failure surface. The numerical and centrifuge models predict
minimal horizontal deformations for the PAC events, and the numerical model
overestimates the horizontal deformations for the PSL and SIN events by 80 to
95%. These events have the largest peak r, values and thus are most influenced

by the infinite slope condition.
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The treated and untreated simulation data showed that the treated model
generally produced lower peak excess pore pressures and smaller horizontal defor-
mations. There was about a 30 to 60% improvement in the horizontal (downslope)
deformations for the PAC motions, which compares well with the percent im-
provement observed in the centrifuge test. The percent improvement from the
numerical models for the PSL and SIN events was not as comparable to the
centrifuge observations, but the pore pressures for the PSL events were affected
by the model’s sensitivity to low-level accelerations and the pore pressures for the
SIN event were affected by the intersection of the octahedral shear stresse with

the failure plane.
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Chapter 8

Investigation of the Pore
Pressure - Deformation

Relationship

8.1 Introduction

The design methods currently used for drains are based almost exclusively on
maintaining the seismically-induced excess pore pressures below a specified thresh-
old. These tools do not provide estimates of expected deformations, and therefore
the performance of a drain-treated site cannot be evaluated. This approach
implies that acceptable performance will be achieved if the pore pressures are
maintained below the selected threshold and unacceptable performance will occur
if the threshold is exceeded. However, it is possible that drainage will improve

the site performance even if the pore pressure threshold is exceeded.
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Performance-based design of a drain-treated lateral spread site requires
a better understanding of the complex interaction between pore pressure gen-
ration and dissipation and the development of deformations at a drain-treated
lateral spread site. This chapter investigates the relationship between excess pore
pressures and horizontal deformations using both the centrifuge and numerical
modeling results. First, the critical features of the pore pressure and deformation
responses will be identified. Then, these features will be used to determine the

parameters that are most indicative of site performance.

8.2 Characteristics of Pore Pressure and Defor-
mation Responses

To investigate the factors that influence deformation at a lateral spread site, the
pore pressure and deformation responses are considered for centrifuge test RLHO1.
This test is considered because it is the only test where deformations were not
influenced by the presence of stiff drains. Figures 8.1 through 8.3 show the r,
horizontal deformation, and input acceleration-time histories for the untreated
and treated areas of the RLHO1 centrifuge model for the PAC, PSL, and SIN
shaking events. For the PAC events (Figure 8.1), it can be seen that the untreated
and treated deformation responses for PAC01 through PACO03 are minimal. For
these events, r, generally stayes below 0.4 to 0.5. Deformations finally become
significant (> 1 cm) for the PAC04 event where 1, exceeds 0.5 to 0.6. For this
event, I'y .y is actually higher in the treated area, but the pore pressures in the

untreated area remain elevated while the pore pressures in the treated area
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dissipate quickly, which results less deformation for the treated area. During
the initial cycles of acceleration (i.e., between 5 and 7 seconds), the excess
pore pressures in both the untreated and treated areas spike and the rate of
deformation is similar for both areas (i.e., about 4 cm of movement by time = 7
seconds). However, the excess pore pressures in the treated area begin to dissipate
immediately after the initial peak and no deformation occurs between about 7
and 9 seconds. In the untreated area, r, stays above 0.6 and the deformations
continue during this time interval even though the accelerations are relatively small.
During the second set of acceleration cycles (i.e., between 9 and 11 seconds), the
treated area exhibits another spike in pore pressures (1, ~ 0.6) with an associated
increase in deformation between 9.5 and 10.5 seconds. However, the pore pressures
dissipate quickly and the deformation stops at about 10.5 seconds when shaking
becomes small. In the untreated area, r, maintains values between 0.6 and 0.8
from about 5 to 12 seconds because the water cannot quickly drain from the
liquefiable layer through the clay cap. Deformations occur throughout the time
from 5 to 12 seconds and only stop when the pore pressures drop below 0.6, which
is after significant shaking ends.

For the PSL events (Figure 8.2), the deformations are significant (> 1
cm) for both the PSL0O3 and PSLO04 shaking events. During PSL03, the pore
pressure rations are between 0.4 and 0.6 in the untreated area, and deformations
occur over the time period from about 8 to 12 seconds. The end of deformation
corresponds with 1, dropping below 0.4, as well as the end of significant shaking.
The peak excess pore pressures for the PSLO3 event are actually similar to those
for the PACO3 event (Figure 8.1), although deformations were minimal for PAC03.

However, the duration of shaking is longer for PSL0O3 and, as a result, the pore
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pressures remain elevated for a longer period of time for PSLO03, which leads to
more deformation. In the treated area, 1, stays below about 0.4, but deformation
still occurs. The measured displacement is smaller than in the untreated area,
however the displacement occurs over a similar time period (8 to 12 seconds).
The smaller displacement is a result of the rate of deformation being slower.

During the PSL04 shaking event, 1, stays between 0.6 and 0.8 for an
extended period of time (6 to 18 seconds). There was a sensor malfunction in
the untreated area at 12 to 14 seconds. While the data before this point is still
valid, high resolution video recorded during this event shows that the sensor
malfunction occurred shortly before the deformations stopped and thus, the
displacement recorded at the time of the malfunction is not the total displacement.
Deformations in the untreated area begin just before 5 seconds, which corresponds
to the start of shaking and a rapid increase in pore pressures. The deformations
continue at a steady rate until about 8 seconds, at which point there are large
acceleration cycles and the rate of deformation increases temporarily. By 10
seconds, the large acceleration cycles have ended and the deformation rate is once
again similar to what it was at the start of shaking. Deformations stop shortly
after 12 seconds, which corresponds to the end of strong shaking although the
pore pressures remain elevated at this time. During the same shaking event, the
treated area experience significantly smaller pore pressures (r, ~ 0.4 to 0.5). As
a result, the deformations are smaller but deformation still occurs over a similar
time period (4 to 12 seconds) as for the untreated area.

For the SINO1 event (Figure 8.3), the untreated deformations are unknown
due to a sensor malfunction, but it can be assumed that the deformations would

have been significant (> 1 cm) based on the magnitude of the treated deformations
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(~16 cm). The excess pore pressures in both the untreated and treated areas
increase rapidly at the start of shaking, and the untreated r, peaks at about 0.95
and remains elevated for some time after shaking ends while the treated r, peaks
below 0.8 and drops sharply at the end of shaking. Deformations in the treated
area start at 4 seconds, which corresponds to the start of shaking and the initial
increase in the excess pore pressures. The deformations continue at a fairly steady
rate up until 12 seconds, stopping before the end of shaking and while the pore
pressures are still elevated. It is unlikely that deformations would have stopped
during such strong shaking, and more likely that this is a sensor malfunction
rather than true stoppage of the displacements. High resolution video recorded
for this event confirms that the displacement sensor became disconnected from its
flag near the end of shaking.

While the deformation results presented generally show an increase in
displacement with increasing Iy y,ay, the time over which displacement occurs
is most closely related to the characteristics of shaking. Pore pressures may
remain elevated beyond the end of shaking, particularly in the untreated areas
(PACO04, PSLO04), but deformations almost exclusively end at the end of shaking.
This result indicates that the deformations are not being controlled by the pore
pressures alone; the characteristics of the input-acceleration are also important.
For example, both the treated and untreated responses for PAC04 have two
distinct periods of deformation that correspond well to the two periods of strong
shaking (5 to 7 seconds and 9 to 11 seconds). Here, the timing of significant
deformation is related to the shaking, but the rate of deformation is influenced
by the level of induced pore pressure. A similar observation can be made about

PSL04, where deformations generally occurred over the time of significant shaking
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(5 to 12 seconds) for both the treated and untreated areas, but more deformation
occurred for the untreated area where pore pressures were larger. It should be
noted that shaking took place orthogonal to the slope for this centrifuge test, and
that the effect of the shaking intensity would most likely be even larger if shaking
had been parallel to the slope.

Figures 8.4 through 8.6 show the r,, horizontal deformation, and input
acceleration-time histories for the RLHO1 untreated and treated orthogonal 3D unit
cell models for the PAC, PSL, and SIN shaking events. For the PAC events (Figure
8.4), the untreated deformations begin to exceed 1 cm during the PAC02 event
(1.7 cm); they increase slightly for the PAC03 event (3.4 ¢cm), and then increase
significantly for the PAC04 event (22.4 cm). The excess pore pressures for these
three events are similar and cannot explain the differences in the deformations. In
this case, the intensity of shaking is influencing the magnitude of the deformations,
with PGA values of 0.26 g, 0.38 g, and 0.95 g for PAC02, PAC03, and PAC04,
respectively. However, pore pressures are still important, which can be seen when
comparing the untreated and treated deformation responses. In the treated model,
there was 50 to 60% improvement in the deformation responses for these three
PAC events in comparison to the untreated deformations. The untreated and
treated models are subjected to the same input motion and thus shaking intensity
cannot account for the disparity in the deformations; the only difference between
the two models is the excess pore pressures. Similar to the centrifuge tests, the
deformations generally occur over two time periods (~ 5 to 7 seconds and 9 to 11

seconds) and deformations generally stop when strong shaking ends.
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For the PSL events (Figure 8.5), the treated and untreated deformations
exceeded 1 cm for all four events. In the untreated simulations, the magnitudes
of the deformations range from 10 cm (PSLO1) to 103 cm (PSLO04). It can be
seen in Figure 8.5 that the r,-time histories for these four events are nearly
identical. Again, this result indicates that the intensity of shaking is controlling
the magnitude of the untreated deformations. As the magnitude of the input
motion increases, the rate of deformation increases and the model displaces for a
slightly longer period of time. For example, most of the deformation is complete
by 20 seconds for PSL02, but deformations continue up until 25 seconds for PSLO04.
These deformations occur over a considerably longer period of time than the
deformations in the centrifuge model although this may be due to the numerical
models’ sensitivity to the low-level accelerations as was demonstrated in Section
6.4. For the treated simulations, deformations are 50 to 80% smaller than those
predicted by the untreated models for PSLO1 through PSL03 due to reduced pore
pressures. For PSL04, the treated deformations are only about 20% smaller than
the untreated deformations because the pore pressures are very similar in the
treated and untreated analyses. Deformations in the treated model also continue
for a longer period of time than in the centrifuge, which again may be due to the
numerical models’ sensitivity to low-level accelerations.

For the SINO1 event (Figure 8.5), the treated and untreated deformations
are similar as a result of the similarities in the treated and untreated excess pore
pressures during shaking. The simulations using the earthquake motions peaked
an r, of 0.6 due to the static shear stresses in the slope, however the excess
pore pressures for the untreated and treated SINO1 simulations stayed well below

0.6 during shaking due to the characteristics of the input motion (see Section
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7.2), with both the untreated and treated models maintaining an r,, of about
0.4 during shaking. As soon as shaking ended, the r, jumped up to the limiting
value of 0.6. The deformations in both simulations start when shaking begins and
stop when shaking ends, even though pore pressures in the untreated simulation
remain elevated after shaking ends. With both the time of displacement and the
peak pore pressures being the same in the untreated and treated model, it is not
surprising that the magnitudes of the untreated and treated deformations are so
similar.

Both the centrifuge data and the numerical simulations show that defor-
mations at a lateral spread site are a function of both the pore pressure response
and the characteristics of shaking. The strong shaking plays two roles in the
deformation responses: it induces excess pore pressures that reduce a site’s resis-
tance to movement and it induces dynamic shear stresses that drive movements.
Deformations in the physical and numerical models generally stopped when strong
shaking stopped, even if the levels of excess pore pressure were still high, while
the rate of deformation over the time period of movement was related to the levels

of induced pore pressures.

8.3 Correlating Pore Pressures and Deformations

Current design practice for prefabricated vertical drains typically involves selecting
a drain spacing that keeps 1y 1., below a selected threshold (typically 0.5 to 0.6).
Figure 8.7 shows the horizontal displacements as a function of 1 ., for the
untreated and treated areas of the RLHO1 centrifuge model and the untreated

and treated orthogonal 3D unit cell models. For the centrifuge model (Figure
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8.7a), the Iy 1. at which deformations begin to become significant is about 0.5,
although deformations begin to exceed 1 cm around an 1y, 1, of about 0.4. This
threshold holds for both the untreated and treated areas, and agrees well with
the threshold generally used in practice. In the numerical models (Figure 8.7b),
the threshold appears to be about 0.5, although a closer inspection (Figure 8.7¢)
shows that the threshold is actually around 0.25 if one considers deformations
greater than 1 ¢m to be significant. This threshold is significantly lower than
the threshold in the centrifuge model and can be attributed to the infinite slope
geometry, which produces larger deformations than the centrifuge model geometry
because it lacks the passive resistance at the toe of the slope. Thus, in the
numerical models, lower-intensity shaking events with smaller pore pressures can
still produce significant deformations, and the 1y ., threshold is lower.
Performance-based design typically evaluates a design based on the induced
deformations, and it can be seen in Figure 8.7 that while 1 ;. is a good indicator
of when deformations will begin to become significant, it is not a good indicator
of the actual magnitude of the deformations. For example, for the centrifuge data
(Figure 8.7a) an Iy . of 0.75 to 0.80 is associated with deformations ranging
from 6 to 16 cm, and for the numerical data (Figure 8.7b) an 1y ., of about 0.6 is
associated with deformations ranging from 20 to 100 cm. To relate the excess pore
pressures to the magnitude of the deformations, a different parameter is needed. In
analyzing the centrifuge data, the deformations were related to the time between
the first and last exceedance of an r,; threshold of 0.5. However, this approach does
not take into account the characteristics of the r; time history during the times
above the threshold. A parameter that can take these characteristics into account

is the ry is to use the integral of the r, - time history above the r, threshold.
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Figure 8.8 shows the horizontal deformations plotted as a function of the
integral of r, above a threshold of 0.4 for the RLHO1 centrifuge data. This
integral is called r,Int0.4, and it is calculated up to time = 30 seconds for all
shaking events. A threshold of 0.4 was selected based on the threshold at which
deformations in the centrifuge test began to exceed 1 cm (Figure 8.7). It can be
seen in Figure 8.8 that the untreated and treated deformations from the centrifuge
test correlate well to 1,Int0.4 with larger values of r,Int0.4 corresponding with
larger values of displacement. However, the treated data plot above the untreated
data and predict larger deformations for a given r,Int0.4 than the untreated data.
For example, the untreated untreated PAC03 and treated PSL04 data points
both have r,Int0.4 ~ 0.7 seconds, but there was only 1 cm of displacement in
the untreated area for PAC03 while there was over 4 cm of displacement in the
treated area of PSL0O4. The reason the treated data show more deformation for
the same 1,Int0.4 is that the shaking required to achieve this level of r,Int0.4 was
larger and the shaking characteristics are not taken into account by r,Int0.4.

Various ground motion parameters could be used to characterize the differ-
ent input motions. Peak ground acceleration (PGA) works well when considering
a single input motion, but this measure represents a single point on the time series
and does not work well when comparing different input motions. Arias intensity
(la = 7 OTmaX[a(t)]th) and cumulative absolute velocity (CAV5 = OTmaX la(t)|dt
for accelerations greater than 5 cm/s?) have been used to predict the deforma-
tions of non-liquefiable slopes (e.g., Saygili and Rathje, 2009) and pore pressure
generation in liquefiable deposits (Kramer and Mitchell, 2006). These parameters
are good candidates for characterizing the input motion intensity because they

represent an integral measure of the time series rather than a single point on the
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Figure 8.8: Horizontal deformation vs. r,Int0.4 for the untreated and treated
areas of the RLHO1 centrifuge model.

time series. Consider again the untreated PAC03 and treated PSL04 data points
shown in Figure 8.8. These two motions produced similar r,Int0.4 values, but
the PSL04 input motion produced larger deformations because it has a higher
intensity than the PAC03 motion. PAC03 and PSLO04 have Ia of 0.2 m/s and 6.8
m/s, respectively, and CAVj of 149 cm/s and 1587 cm/s respectively.

The horizontal deformations for the untreated and treated areas of the
RLHO1 centrifuge model are plotted as a function of Ia and CAVj5 in Figure 8.9. Ia
and CAVj for the centrifuge shaking events were calculated using the acceleration-
time histories recorded by an accelerometer located at the base (outside) of the
container. In both cases, the data generally show that larger Ia or CAVj5 result in
larger deformations. The one motion that deviates the most from the trend is
PACO04. This motion generates larger deformations than expected based on either
its Ia or CAVj5. This may be due to the short duration of the PAC motion, which

also includes some directivity effects. The short duration and relatively large
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CAV; and Ta means that the intensity develops over a short period of time, which
can lead to a more damaging response. Finally, the data in Figure 8.9 show that,
generally, the treated deformations are smaller than the untreated deformations

due to the reductions in r,Int0.4.
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Figure 8.9: Horizontal deformation vs. (a) Arias intensity (Ia) and (b) cumulative
absolute velocity (CAVj5) for the untreated and treated areas of the RLHO1
centrifuge model.
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For the numerical models, the deformations begin to exceed 1 cm when
Tumax €xceeded 0.25 (Figure 8.7). The ry integral for the numerical models is
calculated up to time = 30 seconds with a threshold of 0.25 for all shaking events;
this integral is called r,Int0.25. The horizontal deformations from the untreated
and treated 3D orthogonal unit cell models are shown as a function of r,Int0.25
in Figure 8.10. For the untreated models (Figure 8.10a), the PAC events span
r,Int0.25 = 0 to 12 seconds with increasing 1,Int0.25 corresponding to increasing
deformations. The PSL events all have similar r;,Int0.25 values of 13 to 16 seconds
although the deformations range from 10 to 100 cm. This is because the untreated
model is completely undrained, and the r,-time histories for the four PSL events
are nearly identical (Figure 8.5) and the differences in the deformations are
controlled by the intensity of the input motion more than the pore pressures. The
SINO1 event has a slightly lower r,Int0.25 of 12 seconds because pore pressures
were not able to reach their maximum limit during shaking for this event (see
Section 7.2). For the treated models (Figure 8.10b), there is a good correlation
between 1,Int0.25 and the magnitude of the horizontal deformations. The SINO1
event again has a lower than anticipated r,Int0.25 value because the pore pressures
were not able to reach their maximum limit during shaking. As was the case with
the centrifuge model, the treated model generally exhibits larger deformations for
a given value of r,Int0.25. Comparing the data points at r,Int0.25 = 8 seconds, it
can be seen that this r,Int0.25 corresponds to 25 cm of deformation in the treated
model and 3 cm of deformation in the untreated model. This result again is due
to the fact that larger shaking intensities are required to achieve a given level of

r.Int0.25 in the treated models, which leads to more deformation.
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The untreated data shown in Figure 8.10, particularly the PSL data,
illustrate again the importance of shaking intensity. All four untreated PSL
simulations produce very similar pore pressures and yet the deformations range
from 10 to 100 cm. The horizontal deformations from the RLHO1 untreated and
treated 3D orthogonal unit cell models are plotted as a function of the intensity
measures la and CAVjy in Figure 8.11. Ia and CAVj5 for the simulations were
calculated using the input acceleration-time histories, which are the acceleration-
time histories recorded during the RLHO1 centrifuge test by the accelerometer
located at the base (outside) of the centrifuge container. For the centrifuge data, Ia
and CAVj5 were similarly successful in predicting deformations, although the data
from PACO04 did not follow the trends from the other motions. In the numerical
models, the deformations are better correlated to CAVs. In particular, CAV5 does
a better job of distinguishing PSL03 and PAC04. Additionally, the Ia calculation
uses the square of the acceleration-time history, which decreases the contribution
of accelerations less than 1 m/s?. Thus, all of the lower-intensity events, have
very small Ia leading to a cluster of data points at Ia ~ 0 corresponding to
deformations that range from 0 to 23 cm. CAVj5, which uses the absolute value of
the acceleration-time history, is more sensitive to low-intensity accelerations and
as a result, the data points clustered at la ~0 are spread out over a CAV5 range

of 0 to 400 cm/s and better show the transition from 0 to 23 cm.
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8.4 Summary

This chapter investigated the relationship between the excess pore pressure and
deformation responses. First, the r, and displacement-time histories for the
untreated and treated PAC, PSL, and SIN events were compared and it was
shown that the magnitude of the deformations were affected by not only the
excess pore pressures but also the intensity of the input motion. A threshold
'y max @t which deformations begin to become significant was identified. For the
centrifuge data, this threshold was about 0.4 to 0.5 and for the numerical models
this threshold was 0.25. The threshold in the numerical models is lower as a result
of the infinite slope geometry.

In analyzing the centrifuge data, the horizontal deformations were related
to the integral of the r-time history for 1, above 0.4, called r,Int0.4. This integral
characterizes the details of the r,-time history during the times above r,, equal to
0.4. Deformations generally increase with increasing r,Int0.4 across the motions
investigated, however the treated deformations were generally larger than the
untreated deformations for a given r,Int0.4 This difference is due to the fact that it
takes a larger intensity to reach a given r,Int0.4 in the treated condition, and this
leads to larger deformations. Accounting for the ground motion characteristics,
the deformations relate well to both Ia and CAV5. For each value of intensity,
the treated deformations were smaller than the untreated deformations due to

reductions in 1, Int0.4. Similar trends were observed for the numerical simulations.
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Chapter 9

Summary, Conclusions, and

Recommendations

9.1 Summary

Drainage is one of the many available soil improvement methods that can be used
to reduce deformations due to liquefaction-induced lateral spreading. Traditional
drains (i.e., stone columns and gravel drains) were first introduced in the 1970’s
and relied on a combination of densification and drainage effects to mitigate
liquefaction. The drainage capacity of these elements may be negatively impacted
by soil mixing and soil migration into the drain over time. Prefabricated vertical
drains (PVDs) are a more recently introduced drainage method. PVDs are hollow,
perforated, plastic pipes wrapped in filter fabric to prevent problems experience by
traditional drains. As yet, no field lateral spread site treated with PVDs has been
subjected to a design-level earthquake and thus, the extent of their effectiveness

remains in question.
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In this research physical and numerical models were used to study the effec-
tiveness of PVDs in reducing liquefaction-induced deformations at lateral spread
sites. The main objectives of this research were to enhance our understanding
of the behavioral mechanisms controlling the general response of untreated and
drain-treated lateral spread sites and to evaluate the use of finite element model-
ing to capture the response of drain-treated sites. Data from these models were
analyzed with emphasis placed on identifying the mechanisms of behavior related
to pore pressure generation and dissipation and the development of horizontal
deformations.

A suite of three dynamic centrifuge tests was performed at the UCDavis
Center for Geotechnical Modeling. These tests modeled untreated and drain-
treated sloping soil profiles subjected to scaled earthquake and sine wave shaking
events. The effectiveness of the drains in mitigating liquefaction-induced defor-
mations was evaluated through recorded pore pressure and deformation data.
The first test, SSKO1, showed that PVDs are effective in reducing peak excess
pore pressures and increasing the rate of pore pressure dissipation. At the end
of testing, the horizontal deformations in the treated slope were 80% smaller
than those observed in the untreated slope, but there were concerns that the
stiffness of the drains unrealistically improved the performance. The second
test, RNKO1, featured a drain-treated slope and an untreated slope containing
non-draining tubes. The results of this test confirmed that the stiffness of the
model drains affected the deformations in the drain-treated slopes such that the
improved performance observed in SSK01 could not be ascribed solely to drainage.
The final test, RLHO1, featured a drain-treated slope, an untreated slope, and

an untreated slope with non-draining tubes. New drains constructed of a more

294



flexible material were used in this test to minimize the effect of the drain stiffness
on the deformation response. The results of this test indicated that the new drains
were flexible enough such that their presence did not affect the performance of the
drain-treated slope. Thus, the 30 to 60% reduction in the horizontal deformations
observed in this test can be attributed solely to the effects of drainage. The
data from this test also showed that the impact of the drains is sensitive to the
characteristics of the input motion.

Numerical models were developed and simulations were performed using
OpenSees. The numerical models consisted of 2D and 3D infinite slope unit cell
models representing the area of influence around a single drain. The infinite slope
geometry of these models was reflective of the geometry typical of a lateral spread
site in the field while the modeled soil profiles reflected the soil profiles found in the
centrifuge models. The 3D models fully captured the three-dimensional drainage
towards the drain, while the 2D models used a modified hydraulic conductivity to
account for the 3D drainage effects.

The PDMYO02 constitutive model was chosen to represent the liquefiable
sand. The model parameters were determined using lab data for Nevada sand.
A range of hydraulic conductivities was identified for the simulated sand based
on equilibrating the coefficient of consolidation of the simulated sand with that
of Nevada sand. An additional parameter that was required and is particularly
important for drainage studies was the hydraulic conductivity of the sand. The
hydraulic conductivity together with the coefficient of compressibility (m,) control
pore pressure dissipation. The coefficient of compressibility is not an input
parameter for the PDMY02 model but rather is modeled through the volumetric

component of the flow rule.
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9.2 Conclusions

When the hydraulic conductivity of the prototype sand from the centrifuge tests
was used in the 3D treated unit cell models, the models drained too quickly. Further
investigation showed that the equivalent m, values modeled by the PDMY02
model are 1/3 to 1/10 of those expected for sand, resulting in an overestimation
of the rate of pore pressure dissipation. As a result, the hydraulic conductivity of
the sand was reduced accordingly to model an appropriate value of m, and pore
pressure dissipation.

In the absence of field data, the pore pressure and deformation data from
the centrifuge tests was used to evaluate the numerical models. The 2D and 3D
unit cell models were used to simulate the three dynamic centrifuge tests. For
the first centrifuge test, SSKO1, the simulated and experimental pore pressure
data were generally similar for the treated and untreated conditions. For those
events in which significant pore pressures were generated, the unit cell models
predicted larger horizontal deformations than were observed in the centrifuge test.
This overprediction was due to differences in the unit cell and centrifuge model
geometries. Even with the scaled hydraulic conductivity, the 2D unit cell model
exhibited more drainage than the 3D unit cell model and the deformations in the
3D unit cell model were significantly larger than in the 2D unit cell model.

For the second centrifuge test, RNKO1, the "loose” sand layer in the
centrifuge model had a relative density closer to 70%. As a result, the generated
pore water pressures in the centrifuge model were smaller than those predicted
by the unit cell models in which the simulated sand was calibrated to match the

behavior of a loose sand with a relative density of 40%. The pore pressure data was
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a better match to the centrifuge data when the relative density of the simulated
sand was increased to 75%. Both the untreated and treated slopes in the centrifuge
model were reinforced by the model drains/tubes, thus, no comparison of the
horizontal deformation data was performed. The simulated pore pressure data
for the treated condition showed that that the numerical models are particularly
sensitive to low-level accelerations when the stress path is near the failure surface.

For the third centrifuge test, RLHO1, shaking was performed orthogonal to
the slope. It is not possible to shake a 2D model orthogonal to the slope; thus,
the RLHO1 simulations were only performed for the 3D unit cell models. For the
untreated condition, the numerical model predicted peak excess pore pressures
that were comparable to or somewhat larger than the centrifuge data. The unit
cell models generally predict deformations that significantly larger than were
observed in the centrifuge. Again, this is a result of the infinite slope geometry,
which lacks passive resistance at the toe of the slope. The model’s sensitivity
to low-level accelerations, which was observed in the RNKO1 simulations, was
observed again for the RLHO1 simulations.

Finally, the relationship between the excess pore pressure and deformation
responses was examined for the RLHO1 centrifuge test and numerical simulations.
A comparison of the r, and displacement time histories showed that the magnitude
of the deformations were affected by both the pore pressures and the intensity
of the input motion. A threshold 1, ,,,x at which deformations begin to become
significant was identified. For the centrifuge data, this threshold was about 0.4 to
0.5 and for the numerical models this threshold was 0.25. The threshold in the
numerical models is lower as a result of the infinite slope geometry. In analyzing

the centrifuge data, the horizontal deformations were related to the integral of the
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ry-time history for r; above 0.4, called r,Int0.4. Deformations generally increase
with increasing r,Int0.4, and for a given r,Int0.4 the treated deformations are
larger due to the fact that it takes a larger intensity to reach a given r,Int0.4
in the treated condition. To account for the ground motion characteristics, the
deformations were related to both Ia and CAVj. In general, the deformations
increase with increasing Ia and CAVj, and for each value of intensity, the treated
deformations were smaller than the untreated deformations due to reductions in

r Int0.4. Similar trends were observed for the numerical simulations.

9.3 Recommendations for Future Work

The results of this research indicate that the effectiveness of prefabricated vertical
drains in reducing peak excess pore pressures and liquefaction-induced deforma-
tions is sensitive to the characteristics of the input motion. Further work needs
to be done to fully investigate how various input motion characteristics affect the
performance of PVDs. It has been established that the rubber-blend tubing used
in the RLHO1 centrifuge model did not affect the performance of the slope. It
is recommended that an additional centrifuge test be performed using the new
drains and without the third treatment area (i.e., the untreated-tube area) that
necessitated orthogonal shaking. This test should include a wider range of input
motions that exemplify various loading conditions. The hydraulic conductivity of
the liquefiable sand layer should be measured in situ during testing (i.e., while
spinning).

Improvements should also be made to the PDMY02 constitutive model to

address the issues identified during the numerical modeling phase of this research.
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The first and most critical issue is that the coefficient of volumetric compressibility
(my) modeled by the PDMY02 model is too small and does not increase with
increasing pore pressures. The small m, results in a coefficient of consolidation
(cy) that is too large, allowing the simulated soil to drain faster than in the field.
Because m, does not increase with increasing pore pressures, the PDMY02 model
cannot simulate post-liquefaction reconsolidation settlements. The second issue
that should be addressed is the steepness of the CRR curves produced by the
PDMYO02 model. The third issue that should be addressed is the PDMY02 model’s
sensitivity to low-level accelerations. This sensitivity results in the generation
of considerable pore pressures that affect the drained condition and are not an
accurate reflection of the level of pore pressures that would be generated in the
field. Addressing these three issues would greatly improve the PDMY02 model’s
ability to capture the drained or partially-drained response of a soil deposit treated

with PVDs.

299



Appendices

300



Appendix A

Scaling the hydraulic

conductivity for the 2D models

This appendix details the scaling of the hydraulic conductivity from the 3D unit
cell model for use in the 2D models using the Hird et al. (1992) scaling laws.
The goal is to match the effects of an axisymmetric unit cell and a plane strain
unit cell (Figure A.1). The Hird et al. (1992) approach is to modify the drain
spacing or the soil permeability to equate the average degree of consolidation on a
horizontal plane. This approach does take into account the effects of finite drain
permeability and smear. The results show that the average degree of consolidation
for the geometry and permeability matched models is within 10% of the average
degree of consolidation of the axisymmetric model (Figure A.2). The results also
showed that the pore pressure variation along a horizontal plane does not match

as well as the average degree of consolidation (Figure A.3)
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Hird begins with Hansbo’s equation for the average degree of consolidation on a

horizontal plane in an axisymmetric unit cell.

—8Ty
Hax

Upax = 1 — exp( ) (A1)

where
e Uy, is the average degree of consolidation on a horizontal plane for an

axisymmetric unit cell

e T}, is the time factor for radial drainage (%‘5)

® flo = In(F + k%ln(s) — % +2z(21 — z)kw%)

w

—n= rﬁ where R is the radius of axisymmetric unit cell and ry, is the

w

radius of the well

— s = = where r; is the radius of the smear zone and r, is the radius of
wW

the well
— z is the depth
— lis the drain length
— k is the horizontal permeability of the soil
— kg is the horizontal permeability of the smear zone
— ky, is the vertical permeability of the drain
— neglecting the effects of the smear zone, s = > =1 and ky = k

— neglecting well resistance, ky, — oo and ﬁ — 0

Qo

e neglecting both smear and well resistance p,x = In(n) —
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In a plane strain unit cell

—8&8TYy,
Hpl

Uhpl =1 —exp( ) (A.2)

where

e Uy, is the average degree of consolidation on a horizontal plane for an plane

strain unit cell

Chpt )

e Ty, is the time factor for radial drainage (s

® [y = % + 27(21 — Z)ﬁ

z is the depth

1 is the drain length

k is the horizontal permeability of the soil
— B is half the width of the plane strain unit cell
— Qu is the discharge capacity of the drain

— for perfect drainage Q,, — oo and 2z(2] — z)% —0

e for perfect drainage p, = %
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To match the average degree of consolidation at every time and every depth in

the unit cell

Uhpl = [_Jhax (A3)
h — Thax (A 4)
Hpl Hax
Chplt Cha,xt
= A5
B2y R (A.5)

Keeping the axisymmetric and plane strain geometry the same (B = R) and

adjusting the soil properties

k Kax
LI (A.6)
BQUpl RQU&X
2 1

e
3 ln(n) —3/4

For SSK01 and RNKO1:
n=L2 = 0.78m _ 15.03, ko = 0.007cm/s,kp1 = 0.00238cm/s

rw  0.0525m

For RLHO1:

n= % = 2T — 16.56, kax = 0.007cm /s, ky = 0.00227cm /s
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