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Lyα-EMITTING GALAXIES AT z = 2.1 IN ECDF-S: BUILDING BLOCKS OF TYPICAL PRESENT-DAY
GALAXIES?∗
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ABSTRACT

We discovered a sample of 250 Lyα emitting (LAE) galaxies at z � 2.1 in an ultra-deep 3727 Å narrow-band
MUSYC image of the Extended Chandra Deep Field-South. The LAEs were selected to have rest-frame equiv-
alent widths (EWs) > 20 Å and emission-line fluxes FLyα > 2.0 × 10−17 erg cm−2 s−1, after carefully subtract-
ing the continuum contributions from narrow-band photometry. The median emission-line flux of our sample is
FLyα = 4.2 × 10−17 erg cm−2 s−1, corresponding to a median Lyα luminosity LLyα = 1.3 × 1042 erg s−1 at z � 2.1.
At this flux, our sample is �90% complete. Approximately 4% of the original NB-selected candidates were de-
tected in X-rays by Chandra, and 7% were detected in the rest-frame far-UV by the Galaxy Evolution Explorer;
these objects were eliminated to minimize contamination by active galactic nuclei and low-redshift galaxies. At
LLyα � 1.3 × 1042 erg s−1, the EW distribution is unbiased and is represented by an exponential with scale-length
83 ±10 Å. Above this same luminosity threshold, we find a number density of 1.5 ± 0.5 × 10−3 Mpc−3. Neither
the number density of LAEs nor the scale-length of their EW distribution show significant evolution from z � 3
to z � 2. We used the rest-frame UV luminosity to estimate a median star formation rate of 4 M� yr−1. The
median rest-frame UV slope, parameterized by the color B − R, is typical of dust-free, 0.5–1 Gyr old or moderately
dusty, 300–500 Myr old population. Approximately 30% of our sample is consistent with being very young (age <
100 Myr) galaxies without dust. Approximately 40% of the sample occupies the z ∼ 2 star-forming galaxy locus
in the UVR two-color diagram, but the true percentage could be significantly higher taking into account pho-
tometric errors. Clustering analysis reveals that LAEs at z � 2.1 have r0 = 4.8 ± 0.9 Mpc, corresponding to
a bias factor b = 1.8 ± 0.3. This implies that z � 2.1 LAEs reside in dark matter halos with median masses
log(M/M�) = 11.5+0.4

−0.5, which are among the lowest mass halos yet probed at this redshift. We used the Sheth and
Tormen conditional mass function to study the descendants of these LAEs and found that their typical present-day
descendants are local galaxies with L∗ properties, like the Milky Way.
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1. INTRODUCTION

The search for high-redshift star-forming galaxies (SFGs)
rapidly advanced with the introduction of the Lyman Break
Galaxy (LBG) technique (Guhathakurta et al. 1990; Steidel &
Hamilton 1992; Steidel et al. 1999) that takes advantage of
the lack of flux at wavelengths shorter than the Lyman break
at 912 Å rest frame due to absorption of ionizing photons
by neutral hydrogen, located in stellar atmospheres, in the
interstellar medium (ISM), and in the intergalactic medium
(IGM) between galaxies. At z = 3, the break is located in
the observed U band and at higher redshift it moves into optical
and infrared bands. This has allowed an exploration of SFGs at
redshifts 3 � z � 8 via imaging from ground and space (e.g.,
Steidel et al. 2003; Bouwens et al. 2006; Ouchi et al. 2008) and
spectroscopy on 8–10 m telescopes (e.g., Shapley et al. 2001,
2003). A significant fraction of high-redshift LBGs show the

∗ Based on observations obtained at Cerro Tololo Inter-American
Observatory, a division of the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy, Inc.,
under cooperative agreement with the National Science Foundation.

Lyα line in emission (Shapley et al. 2001). This emission offers
additional information about the process of star formation inside
these galaxies and radiative transfer in their ISM.

Looking for galaxies with Lyα in emission has become an
important photometric technique that permits us to find faint
(R ∼ 27) SFGs at high redshift. This technique consists of
comparing the flux density measured in a narrow-band filter,
revealing observed-frame Lyα emission to that found in the
broadband filters, representing the continuum. Thanks to the
intensity of this emission line, the resulting Lyα emitting (LAE)
galaxies provide a special population of high-redshift galaxies.
The properties of LAEs have been extensively studied at z � 3
(e.g., Ouchi et al. 2005; Venemans et al. 2005; Gawiser et al.
2006b; Gronwall et al. 2007; Nilsson et al. 2007). LAE samples
are primarily composed of galaxies fainter in the continuum than
LBGs; LAE galaxies, therefore, probe the lowest bolometric
luminosities at high redshift.

Theoretical models that include radiative transfer inside SFGs
(Verhamme et al. 2006; Schaerer & Verhamme 2008; Verhamme
et al. 2008; Atek et al. 2009) were also developed to understand
how Lyα photons form in H ii regions and then escape the
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Table 1
Logarithm of All Bands

Band Telescope Exposure Time (s) 5σ Detection Limit

NB3727 4 m CTIO 128700 25.1
U 2.2 m La Silla 78891 26.1
B 2.2 m La Silla 69431 26.9
V 2.2 m La Silla 104603 26.5
R 2.2 m La Silla 87653 26.5

galaxy, depending on resonant scattering by neutral hydrogen,
dust absorption, and velocity dispersion in the ISM. The amount
of dust and the ISM geometry can affect the escape of Lyα
photons and hence the shape of the line. Clumpy media could
permit Lyα photons to escape, even if the galaxy is not dust-free
(Neufeld 1991; Finkelstein et al. 2008, 2009).

Spectral energy distribution (SED) fitting of the stacked
multi-wavelength photometry of z � 3 LAEs (Gawiser et al.
2007; Lai et al. 2008) shows they are a young (median starburst
age of ∼20 Myr), low stellar mass (M ∼ 109 M�), modest
star formation rate (SFR; median SFR ∼ 2 M� yr−1), low dust
(AV � 0.2) population of galaxies in an active phase of star
formation. SEDs have also shown older population best fits
for subsamples of LAEs at z > 3 (Pirzkal et al. 2007; Ono
et al. 2010; Nilsson et al. 2009). SED fitting of individual
galaxies showed older ages, higher stellar mass, and more dust
for continuum-bright LAEs drawn from LBG samples (Shapley
et al. 2001; Tapken et al. 2007; Pentericci et al. 2009). Stiavelli
et al. (2001) had also shown redder colors for some LAEs at
z � 2.4. Recently, Nilsson et al. 2009 presented the first results
of observations of LAEs at z � 2.3, inferring evolution in
the properties from z ∼ 3 to z ∼ 2, with more diversity in
photometric properties at z � 2.3.

Clustering analysis of LAEs showed z � 4 LAE bias factors
(Kovač et al. 2007; Ouchi et al. 2004) expected for progenitors
of massive elliptical galaxies in the local universe, while z � 3.1
LAEs could be progenitors of L∗ galaxies (Gawiser et al. 2007).
Semi-analytical simulations were also able to reproduce these
results (Orsi et al. 2008). Lower redshift observations, including
clustering, will reveal evolution from high to low redshift. For
this reason, we were motivated to study LAE samples at redshift
around 2. This will trace the star formation properties of this
type of galaxy at the epoch of the peak of cosmic star formation
density (Madau et al. 1998; Giavalisco et al. 2004). It also
promises to reveal z ∼ 0 descendants of LAEs at z � 2.1.

In this paper, we describe the results from ultra-deep 3727 Å
narrow-band MUlti-wavelength Survey Yale Chile (MUSYC;
Gawiser et al. 2006a) imaging of the 998 arcmin2 Extended
Chandra Deep Field-South (ECDF-S). In Sections 2 and 3, we
present the observations and the data reduction. In Section 4,
we summarize the selection of the LAE sample and estimate the
possible contaminants. We present the properties of the LAE
sample in Section 5: number density, star formation rate, colors,
and clustering. In Section 6, we discuss the results and derive
conclusions.

We assume a ΛCDM cosmology consistent with the Wilkinson
Microwave Anisotropy Probe 5 yr results (Dunkley et al. 2009,
their Table 2), adopting the mean parameters Ωm = 0.26,
ΩΛ = 0.74, H0 = 70 km s−1 Mpc−1, and σ8 = 0.8.

2. OBSERVATIONS

Our observations of the ECDF-S were carried out at the
CTIO Blanco 4 m telescope, using the MOSAIC II CCD

Figure 1. Transmission curve of the NB3727 narrow-band filter (blue) at
MOSAIC II and of the U (magenta) and B (cyan) broadband filters at WFI.
The filter transmission curves have been multiplied by the detector quantum
efficiency and the atmospheric transmission at 1 airmass. A typical Lyα galaxy
template is also shown in black.

(A color version of this figure is available in the online journal.)

Table 2
Logarithm of Narrow-band Observations

(UT) Starting Date NB Exposure (s) Seeing FWHM (′′) Conditions

2007 Dec 3 10800 1.4 Full nt, cloudless
2007 Dec 4 7200 1.5 Half nt, cloudless
2007 Dec 5 21600 1.3 Full nt, cloudless
2007 Dec 6 10800 1.3 Half nt, cloudless
2007 Dec 7 21600 1.4 Full nt, cloudless
2007 Dec 8 10800 1.7 Half nt, cloudless
2007 Dec 9 18000 1.6 Full nt, cloudless
2007 Dec 10 3600 1.1 Half nt, cloudless
2007 Dec 11 14400 1.2 Full nt, cloudless
2007 Dec 12 9900 1.3 Half nt, cloudless

Notes. The seeing here reported is the mean of the mode of the seeing estimations
for each night.
Full nt = full night allocated.
Half nt = second half of the night allocated.

camera (eight 2048 × 4096 CCDs, each with two amplifiers).
We took advantage of public broadband UBVRI images of
ECDF-S taken with the Wide Field Imager (WFI) at the ESO
2.2 m telescope, processed by the Garching–Bonn Deep Survey
(GaBODS; Hildebrandt et al. 2006), and reprojected to match
the MUSYC BVR image (Table 1).7 We use NB3727 to detect
the Lyα emission-line flux and a weighted combination of U
and B to measure the continuum flux density. Figure 1 shows
the transmission curves of these filters.

We used the narrow-band filter with response centered at
3727 Å (FWHM = 50 Å), originally designed to detect the
[O ii] emission line, corresponding to the Lyα emission-line
wavelength at z = 2.07 ± 0.02. Our field was imaged during
2007 December 3–13, using hour-long exposures to avoid the

7 These images will be available as part of the MUSYC public data release,
labeled v2.
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Table 3
Logarithm of Narrow-band Images Properties

Image Airmass MSCSCALE skyRMS Seeing (′′) Weight

3dec_1 1.002 1.000 7.97 1.35 0.00858
3dec_2 1.042 1.037 8.11 1.26 0.00871
3dec_3 1.154 1.128 8.68 1.63 0.00376
4dec_1 1.066 1.215 7.20 1.59 0.00500
4dec_2 1.203 1.305 7.44 1.46 0.00493
5dec_1 1.091 1.199 6.16 1.65 0.00642
5dec_2 1.016 1.149 6.34 1.23 0.01207
5dec_3 1.003 1.168 6.74 1.18 0.01104
5dec_4 1.051 1.203 6.84 1.16 0.01034
5dec_5 1.172 1.287 7.21 1.29 0.00687
5dec_6 1.411 1.470 7.71 1.39 0.00400
6dec_1 1.072 1.178 7.14 1.42 0.00697
6dec_2 1.218 1.257 7.59 1.30 0.00641
6dec_3 1.504 1.472 8.27 1.34 0.00373
7dec_1 1.104 1.055 8.16 1.62 0.00495
7dec_2 1.019 1.044 8.24 1.44 0.00647
7dec_3 1.003 1.056 8.64 1.41 0.00600
7dec_4 1.049 1.073 8.92 1.32 0.00619
7dec_5 1.168 1.000 8.87 1.14 0.00979
7dec_6 1.404 1.135 9.66 1.22 0.00589
8dec_1 1.099 1.062 7.95 1.44 0.00752
8dec_2 1.268 1.184 8.15 1.60 0.00463
8dec_3 1.599 1.505 8.76 2.06 0.00130
9dec_1 1.093 1.00 7.51 1.60 0.00761
9dec_2 1.016 0.987 7.23 1.57 0.00881
9dec_3 1.003 0.994 7.17 1.63 0.00814
9dec_4 1.003 1.014 7.66 1.38 0.00961
9dec_5 1.169 1.092 8.16 1.64 0.00512
10dec_1 1.435 1.184 8.29 1.14 0.00800
11dec_1 1.001 0.969 6.40 0.99 0.02291
11dec_2 1.036 1.003 6.55 0.97 0.02072
11dec_3 1.143 1.067 6.65 1.30 0.01279
11dec_4 1.356 1.208 6.79 1.53 0.00706
12dec_1 1.142 1.073 7.40 0.99 0.01397
12dec_2 1.355 1.216 7.84 1.21 0.00786
12dec_3 1.775 1.989 6.98 1.57 0.00233

readout noise limit (see Table 2). The total exposure time was
about 36 hr and the median seeing of the run was 1.′′4. The raw
images cover a field of view of 36×36 arcmin2, the ECDF-S
(central coordinates right ascension = 3h32m29s and angular
declination = −27◦48′47′′).

3. DATA REDUCTION

The NB3727 narrow-band data were reduced using the
IRAF mscred package designed to process MOSAIC frames.
We followed the NOAO Deep Wide-Field Survey (NDWFS)
cookbook8 as modified by Gawiser et al. (2006a) plus a few
additional steps described below. The principal steps in the
reduction process were as follows.

1. Creating and applying an improved Bad Pixel Mask (BPM).
To better represent the distribution of bad pixels and
columns than the default BPM, we combined together all
the twilight flats and all the object frames of the run in
the NB3727 filter. We used the sflatcombine task, which
takes into account the difference in signal levels (exposure
times), to make a median combination of the input frames.
The features in the combined frame represent bad pixels and
columns that are present in all the frame files. Applying the

8 http://www.noao.edu/noao/noaodeep/ReductionOpt/frames.html

ccdproc task to all the raw bias, sky flat, and object frames,
we replaced the updated version of BPM regions through
linear interpolation between good pixels.

2. Improving the World Coordinate System (WCS) informa-
tion provided in the header of the raw object frames, using
interactively the msccmatch task. To estimate the astromet-
ric correction, we built a list of point (stellarity parameter
>0.8) sources from the MUSYC ECDF-S catalog,9 de-
tected in a deep composition of B, V, R bands. The sources
are uniformly distributed in the field, not saturated, but
bright enough (11 < B < 21 and 10 < R < 18) to be seen
in the narrow-band image.

3. Removing cosmic rays (CRs), particularly important given
the single-frame exposure time of 1 hr. We used LACOS-
MIC software package (van Dokkum 2001)10 with four it-
erations. CR pixels (image features with sharp edges) were
replaced by the median of the surrounding good pixels. We
chose a contrast limit between the CR and the underlying
object equal to 5, as required for a conservative discrimina-
tion between bright stars and CRs and a CR detection limit
designed for Hubble Space Telescope (HST) space images.
These CR pixels are added to the BPM.

4. Transforming the MOSAIC frames into tangent plane
projected images with mscimage. To be able to stack all
the images of the run into one deep image, we used the
MUSYC BVR image as a reference to define the tangent
point, orientation, and the pixel scale of 0.′′267 pixel−1.

5. Matching signal levels using mscimatch. We defined a scal-
ing between each exposure frame, comparing the intensities
of a sample of point sources from the MUSYC BVR cat-
alog. We separated all the hour-long NB3727 images into
two groups of ∼18 hr each that we call the first (1H) and
second (2H) half of the run. We later used the two halves of
the run to search for spurious sources revealed by significant
flux variations between the two halves.

6. Stacking of all the first and second half images, following
the point-source-optimized weighting procedure developed
by Gawiser et al. (2006a). In Table 3, we show the properties
of all the images of the run. As the final step of the image
reduction, we applied mscimatch to the two halves to scale
them in intensity and then performed a weighted stack of
the two halves to create the final NB3727 image of the full
run. The overall seeing of the final image is 1.′′4.

7. Estimating and subtracting the sky background using the
Source Extractor program (SExtractor; Bertin & Arnouts
1996). The sky background was estimated as the average of
the background counts in boxes of 64 × 64 pixels and then
the average was median-filtered smoothed across six 64 ×
64 pixel boxes.

8. Shifting and trimming our final stacked image to have the
same size and areal coverage as our reference MUSYC BVR
and hence the other MUSYC broadband images, covering
31.′6 × 31.′6 at 0.267 arcsec/pixel scale (Gawiser et al.
2006a).

9. Normalized to effective exposure time of 1 s and added
photometric calibration for the final NB3727 image
and both halves. As the photometric calibration was de-
termined using Galactic stars, for extragalactic studies, we
subtracted off the factor Aλ = 0.05 mag, as appropriate for
the near-UV wavelength range and E(B −V ) = 0.01 at this

9 http://www.astro.yale.edu/MUSYC/
10 http://www.astro.yale.edu/dokkum/lacosmic

http://www.noao.edu/noao/noaodeep/ReductionOpt/frames.html
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location, to account for extinction by dust in the Milky Way
(Schlegel et al. 1998). Photometric calibration of NB3727
via Landolt standard and spectrophotometric standard stars
proved challenging, so we adjusted the nominal photomet-
ric calibration by 0.35 mag to set the median UB−NB3727
color (defined in Section 4) to zero in AUTO photometry.
This causes star colors to match those predicted by Pickles
(1998) templates to within 0.1 mag.

4. SAMPLE SELECTION

We extracted sources following the method described in
Gawiser et al. (2006a). We used SExtractor to detect and
extract sources from the final NB3727 image. We filtered
by the approximate point-spread function (PSF; a 9×9 pixel
Gaussian grid with FWHM 5 pixels) and required a minimum
of 1 pixel above the chosen threshold of 0.8σ . We optimized this
detection threshold to detect the highest number of sources while
avoiding a large percentage of spurious ones. We estimated the
number of spurious objects, assuming symmetrical background
fluctuations, by running SE on the “negative” of the narrow-
band image (narrow-band image multiplied by “−1”) and
counting the number of negative detections as a function of
our parameters.

We ran SExtractor in dual mode with the NB3727 narrow
band as the detection image and each of the MUSYC broad
bands (UBV RI zJHK plus U38) and the 1H and 2H stacks as
the measurement images. For each of the 19,455 sources in the
NB3727 catalog, this measured their corresponding fluxes in
the other bands. We used the corrected-aperture method from
Gawiser et al. (2006a) to convert optimized-aperture to total
APCORR fluxes. Most objects in our NB3727-detected catalog
have relatively low signal-to-noise ratio (S/N). By comparing
with the higher S/N broadband images, we found a 0.′′1 rms
offset between the narrow-band detection image centroid and the
better-determined broadband centroid, implying a consequent
13% underestimate of broadband flux of our catalog objects.
Bright sources do not exhibit these centroiding errors, so it is not
a problem of astrometry. To compensate this loss, we increased
the broadband APCORR fluxes by this amount. The S/N for
point sources in the NB3727 stacked image was optimized using
an aperture diameter of 1.′′4 which contains 40% of the signal
for point sources. In the case of broadband images, the optimal
aperture had 1.′′2 diameter, which contains 41% of U and 43%
of B point source flux.

LAE candidates were selected with the following criteria.

1. Narrow-band detection at 5σ significance. We chose ob-
jects with magnitudes brighter than the typical 5σ NB3727
detection limit of magnitude 25.1, corresponding to Lyα
line fluxes, FLyα > 2.0×10−17 erg s−1 cm−2, and luminosi-
ties, LLyα > 6.4 × 1041 erg s−1, after carefully subtracting
the continuum contributions from narrow-band photometry
(see the Appendix for details, Equations (A1)–(A10)). Of
the objects in our catalog, 16,872 satisfy this “global” S/N
criterion.

2. Local S/N > 5. Our analysis of detections in the negative
image indicated that the global S/N criterion would still
leave 33 fake sources. These fake sources are concentrated
in the region of the amplifier with the highest readout noise.
Even though SExtractor uses a semi-local measurement of
the background rms as a detection threshold, we found
that applying an additional cut of the ratio between the
aperture flux and the photometric error on it bigger than 5,

faper/σfaper > 5, eliminated all but seven of the detections
in the negative image. Implementing this criterion, most
of the excluded objects are located in the region of that
noisiest amplifier, that would otherwise have been classified
as LAEs. There are 15,882 objects that satisfy both the first
and this second criteria.

3. Narrow-band excess corresponding to EW > 20 Å. We
defined a color UB−NB3727 as the difference in mag-
nitudes between the UB and NB3727 flux densities (see
the Appendix, Equations (A12)–(A14)), where UB refers
to the linear combination of U and B flux densities,
fUB = 0.8fU +0.2fB , motivated by the central wavelengths
of the filters. A positive value of UB−NB3727 indicates an
excess in the narrow-band flux density. In order to obtain
an equivalent width (EW), rest-frame cut of EW > 20 Å
(Gronwall et al. 2007; Section 5.2 of this paper), we re-
quired UB−NB3727 > 0.73. (Figure 2). This generated an
initial list of 367 LAE candidates.

4. 1σ significance of the narrow-band excess versus a pure
continuum spectrum. We required

fNB3727 − fUB >
√

σ 2(fNB3727) + σ 2(fUB) (1)

to avoid contamination by continuum-only objects whose
narrow-band photometry fluctuated upwards or continuum
photometry fluctuated downwards due to Poisson statistics.
While this only requires the presence of a narrow-band
flux density excess at 1σ significance, combined with the
requirement of UB−NB3727 > 0.73, it appears to avoid
most such contaminants, at the cost of some incompleteness
as discussed further in Section 4.1. It also has the benefit of
eliminating a number of objects with poor photometry from
the sample by virtue of their larger photometric uncertain-
ties. Most objects that passed the previous criteria, but were
eliminated by this one, are faint (AB magnitude NB3727
∼ 24.0) and extended (NB3727 half light radius >1.′′4).
They consist of multiple objects in the deepest BVR image
that are blended by the larger NB3727 PSF into single faint
objects centered between the BVR object positions. In this
case, aperture photometry at the NB3727 centroid underes-
timates the continuum flux, leading to a false narrow-band
excesses. Because the APCORR pipeline includes an ex-
tended object correction and flux uncertainty increases with
half light radius, these objects have large enough uncer-
tainty in their narrow-band flux excess to be eliminated by
this criterion. After including this requirement, 48 objects
are excluded, leaving 319 objects.

5. Lack of variation in narrow-band flux between first and
second half stacks. We exclude four objects for which

|f1H − f2H | > 3
√

σ 2
1H + σ 2

2H , (2)

where f1H and f2H correspond to an object’s flux density in
the stacked NB3727 images of the first and second halves
of the run and σ represents the uncertainty on each.
As the two halves of the run are separated by only a few
nights, even active galactic nuclei (AGNs) are unlikely to
show measurable variability on these timescales. Hence
this is primarily a method for eliminating objects whose
narrow-band excess appears spurious, perhaps coming from
a single image due to an incompletely subtracted CR or
from a contiguous set of images due to a systematic flaw in
bias subtraction or flat-fielding. After this correction, 315
objects remain.
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Figure 2. Left panel: UB − NB3727 color vs. NB3727 magnitude. Black points represent the total sample of 19,455 sources, while the red circles represent the LAE
candidates. The horizontal red line represents the cut at rest-frame EW bigger than 20 Å (UB−NB3727 > 0.73). The vertical line represents the 5σ detection limit
of the survey at NB3727 = 25.1. Right panel: UB−NB3727 color distribution for those objects in the initial catalog with 24 < NB3727 < 25.1. The Gaussian fit is
obtained considering the range −0.5 � UB−NB3727 � 0.5. The σ of the best-fit Gaussian curve is 0.2. This means that our color cut UB−NB3727 > 0.73 is selecting
objects above 3.5σ .

(A color version of this figure is available in the online journal.)

6. No saturated pixels. We exclude objects satisfying the
above criteria that had a maximum SExtractor flag � 4,
implying either uncorrected bad pixels in o2 (four objects),
detections too close to the image border to trust (two
objects), or continuum magnitude bright enough to saturate
in at least one band (zero objects at this stage) leaving 309
objects.

7. Not consistent with cross-talk contamination from a bright
star. The electronic coupling of adjacent amplifiers on
MOSAIC II is a serious obstacle for narrow-band excess
searches, as a number of the couplings produce echoes that
have the same dithering pattern as real objects. A careful
analysis of bright star positions versus locations of narrow-
band excess sources determined the cross-talk offset to be
±2100 ± 10 pixels in declination and 0 ± 10 pixels in right
ascension. These offsets were used to generate a cross-
talk mask that excluded 15 of our original LAE candidates
with only two such matches expected by chance. Visual
inspection and analysis of the EW of these objects implies
that the vast majority was indeed spurious, so this masking
should cause negligible incompleteness in our sample. After
the exclusion of these 15 cross-talks, 294 objects remain in
the list.

8. Not detected by Chandra. In addition to Lyα emission at
z � 2.1, a strong narrow-band excess at 3727 Å can be
generated by AGN activity. AGN can show strong emission
lines in Lyα, N v 1240, Si iv 1400, C iv 1550, He ii 1640,
[C iii] 1909, Mg ii 2800, and Mg i 2852, all of which could
trigger a narrow-band excess. Our filter is narrow enough to
miss some of the contribution of emission lines broader than
∼4000 km s−1, but this still leaves both broad and narrow
emission lines as a likely source of AGN contamination.
Given the deep Chandra imaging available in this field
(2 Ms exposure in CDF-S and 250 ks exposure in ECDF-S),

we expect to detect X-rays from all unobscured and some
obscured AGN at z � 2.1. Therefore, we exclude 10 (4%)
NB-selected candidates that we find also in the combined
Chandra catalog (Luo et al. 2008; Virani et al. 2006;
Lehmer et al. 2005) within a 2′′ radius. This number
is significantly bigger that the one match expected by
chance, meaning that the matching program found real X-
ray sources. These sources are characterized by 21 < R <
25. Excluding the candidates with X-ray detection, 284
objects remain.

9. Not detected by GALEX in NUV or FUV. Objects at z � 2.1
should be invisible in these Galaxy Evolution Explorer
(GALEX) filters due to the Lyman break at λ < 2800 Å,
which precisely matches the red cutoff of the NUV filter.
To minimize contamination from low-redshift objects, we
therefore exclude 24 candidates with detection in one or
both GALEX bands within a search radius of 3 arcsec; four
of those already belonged to the Chandra catalog. Up to 7%
of the LAEs candidates seem to present a counterpart in the
GALEX catalog, quantity consistent with the 30 matches
expected by chance, but, in any case, we decided to treat
those objects as a separate subsample. Their magnitude
distribution follows the shape of that of all the selected LAE
candidates (Figure 3). Excluding also the candidates with
a counterpart in the GALEX catalog, 264 objects remain in
the list.

10. Passed visual inspection. The final step in determining
our sample of z � 2.1 LAEs was to visually inspect
the NB3727, U, B, and BVR images of each candidate
to ensure that none displayed obvious systematic flaws
in object detection or photometry that were missed by
the above criteria. Only 14 objects were eliminated at
this stage, due to flaws in their photometry caused by
source blending that would create biased estimations of
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Figure 3. Left panel: NB3727 magnitude distribution of catalog 19,455 objects found in the initial catalog, plotted as the black solid histogram, compared to the
objects satisfying the LAE selection criteria (excluding the NB3727 < 25.1 criteria), plotted as the red dashed line. Objects that would have satisfied the LAE
selection criteria but have X-ray (GALEX) detections are shown in blue dotted (green solid) line. The vertical long-dashed red line represents the 5σ detection limit of
NB3727 = 25.1. Right panel: the NB3727 magnitude distribution of the LAEs with NB3727 magnitude brighter than 25.1 in red dashed line. The distribution of
the magnitudes of the same sample after continuum subtraction is shown in violet solid line. The violet curve represents the magnitude distribution derived from the
z � 3.1 LAE luminosity function, moved to z � 2.1 assuming no luminosity evolution.

(A color version of this figure is available in the online journal.)

narrow-band excess. Most of these were cases of two
BVR-detected objects blending into one in NB3727, as
described above. Keeping the candidate selection process
automated except for this final step enables Monte Carlo
simulations and will hopefully make our estimates of
contamination and incompleteness more secure than if
we made widespread, subjective use of visual inspection.
Note that in the analysis of Nilsson et al. (2009), a visual
inspection phase generated a “maybe” set of ∼100 objects
that were excluded from analysis despite not presenting
obvious flaws; our approach is the opposite, which has
significant advantages for achieving completeness. We
will discuss possible sources of contamination in the next
section. Our final sample consists of 250 z � 2.1 LAEs
in 998 arcmin2.

4.1. Contamination Estimates

In our sample analysis, we considered four possible remaining
sources of contamination.

1. Spurious objects, manifesting as pure NB3727 emitters
with zero continuum, which causes significant fractional
uncertainties on the broadband flux densities. We conducted
detailed simulations of false object detection by using SEx-
tractor to search for objects in the “negative” image defined
above using identical detection parameters. This predicts
that our sample of LAEs includes seven false objects, all
of them with 24 < NB3727 < 25.1, UB−NB3727 > 0.7,
UB−NB3727 > 0 at 1σ . An empirical analysis was also
performed. Since false objects detected in NB3727 have
zero continuum, photometric errors should push half to
positive and half to negative flux densities in our deepest
continuum image, BVR, due to the symmetry of fluctu-

ations. Hence, finding one LAE with negative flux den-
sity in BVR yields a best estimate of two spurious objects.
Combining these two approaches and the following discus-
sion in the Appendix, we estimate contamination by 4+3

−2

spurious sources. We found counterparts in the GEMS11

HST–Advanced Camera for Surveys V-band images for
90% of our LAEs. Since LAEs are selected via emission-
line excess, no continuum is required, but this analysis does
set an upper limit of 10% for our contamination by spuri-
ous objects (which should not have GEMS counterparts).
Similarly, we found a 70% counterpart match rate between
z � 2.1 LAEs and the MUSYC BVR catalog, which are
not as deep as GEMS V-band and therefore place a weaker
constraint on contamination by spurious objects.

2. Continuum-only objects that show an NB3727 excess due
to photometric noise. We assume that continuum-only
contaminants are in the range 24 < NB3727 < 25.1, as
the few brighter candidates would have good photometry.
We fit with a Gaussian curve the distribution of the
UB−NB3727 color for the original catalog of objects with
24 < NB3727 < 25.1 (Figure 2(b)). As the Gaussian σ
is equal to 0.2, we are selecting objects above 3.5σ using
our color cut. Comparing the ratio between the integrated
area at UB−NB3727 > 0.73 and under the Gaussian
curve in the range −0.5 � UB−NB3727 � 0.5, and
accounting for uncertainties in the Gaussian fit, we estimate
that 5+10

−3 contaminants belong to the sample selected via
UB−NB3727 > 0.73.

3. Lower redshift emission-line galaxies, i.e., [O ii] emitters.
We expect virtually none of these objects to contaminate
our sample, due to their tiny number density at rest-frame

11 http://www.mpia-hd.mpg.de/GEMS/gems.htm

http://www.mpia-hd.mpg.de/GEMS/gems.htm
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EW > 20 Å (Hogg et al. 1998) and the small volume
available for z � 0 objects. Local universe [O ii] emitters
would be several arcseconds across, so would stand out
clearly in our catalogs. In any case, the exclusion of
GALEX-detected sources should rule out this contribution.

4. Obscured AGN, which are capable of triggering a narrow-
band excess through their narrow emission lines. Since we
found 10 AGNs as X-ray sources in the Chandra catalog
and some of those may be obscured or Compton thick, and
most models predict a roughly equal number of obscured
and unobscured AGN at this redshift (Treister et al. 2004),
we set an upper limit on residual AGN contamination
of 10 ± 10 objects. This will be probed via follow-up
spectroscopy. Note that heavily obscured AGN may not
show any emission lines at all and therefore would not be
found in our sample; this reinforces confidence in our upper
limit. We stacked 66 LAEs in our sample with coverage
in the 2 Ms CDF-S image (Luo et al. 2008) and found
3σ upper limits for the soft-band (hard-band) stacked flux
of 4×10−18 (2 ×10−17) erg s−1 cm−2, corresponding to a
luminosity of 1.3 ×1041 (6.7×1041) erg s−1 at z = 2.1.
The observed soft-band implies a 3σ upper limit on the
average SFR of 30 M� yr−1 (Ranalli et al. 2003). Compared
to our typical rest-UV SFR of 4 M� yr−1, this implies
that the dust correction must be less than a factor of 7.
Because individual X-ray detections above the 2 Ms flux
limit of 2×10−17 erg s−1 cm−2 were removed from our LAE
sample in this region, any remaining AGN must have soft-
band luminosity below 7×1041 erg s−1. In the extreme case,
20% of our sample could contain low-luminosity AGN just
below this threshold; this provides a weaker constraint on
AGN contamination than those mentioned above.

Combining all of these sources of contamination, we expect
19+23

−15 interlopers in our final sample of 250 objects. Taking
the uncertainties into account, we estimate the contamination
fraction to be 7% ± 7%.

5. RESULTS

In our observation of ECDF-S Lyman Alpha Emitters at
z � 2.1, we achieve the same 5σ detection limit in Lyα
luminosity (log(L(Lyα)) = 41.8) as the sample of LAEs at
z � 3.1 (Gronwall et al. 2007). They found 154 LAEs in
a total area of 992 arcmin2, imaging the ECDF-S with the
narrow-band filter at 4990 Å of the MOSAIC II instrument at the
4 m CTIO telescope. This corresponds to a number density of
1.5 ± 0.3 × 10−3 Mpc−3. They reached a narrow-band mag-
nitude depth NB4990 = 25.4, that corresponds to a Lyα flux
limit of 1.5 × 10−17 erg cm−2 s−1. Gawiser et al. (2007) used
the same sample to derive spectral and clustering properties of
the z � 3.1 LAE population. Figure 3 shows the narrow-band
magnitude distribution of our catalog of 19,455 objects and the
sample of 250 LAEs. Using the estimate of the continuum at
3727 Å flux (Appendix, Equation (A9)), we constructed the
distribution of the NB3727 magnitude after subtracting
the contribution of the continuum emission, also shown in the
figure. This latter quantity represents the Lyα emission-line
flux. The 5σ detection magnitude limit of 25.1 corresponds
to an emission-line flux FLyα = 2.0 × 10−17 erg cm−2 s−1, as-
suming that the LAE has EW = 20 Å and is at z = 2.066,
where the Lyα emission line receives the maximum NB3727
throughput. Since most emission lines have higher EW and
receive lower narrow-band throughput, this is a strong lower

limit on the Lyα fluxes, and we expect significant incom-
pleteness near this flux. The median flux of our sample is
FLyα = 4.2×10−17 erg cm−2 s−1, and the corresponding median
Lyα luminosity is LLyα = 1.3 × 1042 erg s−1 at z = 2.066.

5.1. Number Density of LAEs and AGN

We estimate both the catalog and our sample to be ∼50%
complete at the limiting magnitude of NB3727 = 25.1 and
to be 90% complete at NB3727 = 24.8. We determined these
photometric limits by adding artificial stars to our survey fields
in groups of 2000, and repeating until the limits were well
defined (1,680,000 artificial stars in all). We therefore estimate
30% ± 10% incompleteness for the sample as a whole. The
candidates excluded for having GALEX counterparts appear no
different in their magnitude distribution (Figure 3) and match
the expected number of chance coincidences with the large
GALEX catalog. We therefore expect that excluding these 24
objects has caused ∼10% additional incompleteness for a total
of 40% ± 10%. Because our filter shape matches that used
by Gronwall et al. (2007), we follow their analysis. Assuming
the same effective filter width as in Gronwall et al. (2007;
80% of the FWHM), we estimate a comoving volume of
124,500 Mpc3 in Δz = 0.033 (z = 2.082–2.049). Therefore,
the number density of z � 2.1 LAEs to our selection limits
is estimated to be 250/124,500 = 2.0 × 10−3 Mpc−3. Given
the 7% contamination estimated above, this suggests a factor
of 0.93/0.6 = 1.5 correction to our nominal number density
for the sample as a whole. We derive a total number density at
NB3727 < 25.1 (corrected for incompleteness) of 3.1 ± 0.9 ×
10−3 Mpc−3 at z � 2.1, for which the errors are calculated as
the sum in quadrature of the uncertainties in the incompleteness
factors, the sample variance due to large-scale structure for
this volume (Somerville et al. 2004) equal to ∼25%, and the
Poisson error. In the total survey area, our number density
corresponds to a surface density of 0.4 ± 0.1 LAEs arcmin−2.
The number density of LAEs at z � 2.1 can also be defined
as 12 ± 4 arcmin−2 per unit of redshift. Gronwall et al. 2007
calculated 4.6 ± 0.4 arcmin−2 per unit of redshift.

For comparison with models and other surveys, it is crit-
ical to measure the number density of LAEs above a fixed
Lyα luminosity limit. At the lowest Lyα luminosities in our
survey, there is a strong selection effect, with only low-EW
objects able to make the NB3727 < 25.1 cut due to their
continuum contribution to the narrow-band photometry. How-
ever, above the Lyα luminosity limit of 1.3 × 1042 erg s−1

(Figure 4(a)), the sample has no selection effect on EW and is
> 90% complete and we calculate a number density (corrected
for incompleteness) of 1.5 ± 0.5 × 10−3 Mpc−3. Restricting the
z � 3.1 LAE sample (Gronwall et al. 2007) to this same lumi-
nosity limit, its number density becomes 1.1±0.2×10−3 Mpc−3.
This corresponds to an evolution factor of 1.4±0.5 from z � 3.1
to z � 2.1. We reach twice as deep a Lyα luminosity limit as
Nilsson et al. (2009). They selected their sample at z � 2.3
at a 5σ detection limit of 25.3 mag in a 3′′ aperture diame-
ter, using a FWHM = 129 Å filter. Restricting our sample to
match their luminosity limit of 2.8 ×1042 erg s−1, we find a
number density of 0.65 ± 0.2 × 10−3 Mpc−3, consistent with
their 0.62 × 10−3 Mpc−3, which was also corrected for incom-
pleteness.

In the volume of our survey, we found 10 X-ray sources (4% of
our NB-selected catalog) within a search radius of 2′′, optimized
to avoid random matches; 4 of them were also found in the
GALEX catalog. If all of these objects lie at z � 2.1, this implies
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Figure 4. Left panel: rest-frame EW vs. logarithmic Lyα luminosity for our sample of 250 z � 2.1 LAEs in red triangles and the sample of 154 z � 3.1 LAEs in
blue squares. The solid lines represent the 5σ detection limit in magnitude of the samples, in red for the z � 2.1 LAE survey and in blue for the z � 3.1 survey. At
log(L(Lyα)) � 42.1, the z � 2.1 sample appears to be unbiased in the sense of rest-frame EW vs. Lyα luminosity. The black horizontal line represents the cut at
rest-frame EW > 20 Å. Right panel: distribution of rest-frame EWs for the z � 2.1 LAEs with log(L(Lyα)) � 42.1. The black solid line represents its exponential
best fit. In cyan dashed line, we show the best-fit exponential for z � 3.1 LAEs from Gronwall et al. (2007) and in orange dotted line we show the best-fit exponential
for z � 2.3 LAEs from Nilsson et al. (2009). The magenta long-dashed line represents the Gaussian fit of the histogram. As a comparison, we show the Gaussian fit
by Ouchi et al. (2008) as the lower blue dotted line. The bin at EW = 400 Å includes formally infinite EW estimations, i.e., objects whose continuum photometry is
dimmer than should be possible even for a pure emission line, although this can be caused by photometric noise.

(A color version of this figure is available in the online journal.)

a number density of Lyα-detected AGN of 8.0 × 10−5 Mpc−3,
but since an unknown fraction of these objects are at other
redshifts this is an upper limit. At z � 2.3, Nilsson et al. (2009)
found 13% (K. Nilsson 2009, private communication) of their
candidates to be X-ray sources detected by Chandra using a
search radius of 5′′. This initially sounds like a disagreement
with our “AGN fraction” of 4%, which does not change when
we use a 5′′ Chandra search radius. However, we note that the
number of X-ray sources selected via narrow-band excess by
Nilsson et al. (2009) corresponds to a consistent number density
of ∼10−4 Mpc−3 under the same unlikely assumption that all
of the objects lie at z � 2.1. Restricting our sample to the 2×
brighter luminosity limit of Nilsson et al. (2009), we find that the
percentage of X-ray sources increases to 10%, so the results are
fully consistent. Because X-ray-detected narrow-band excess
objects are selectively found on the bright end of the narrow-
band magnitude distribution, the inferred number density is far
more useful than the percentage given the variations in Lyα
luminosity limit between surveys.

5.2. EW Distribution

As described in the Appendix, Equation (A14), the
UB−NB3727 color is related to the observed-frame EW of the
Lyα line of the galaxy, via a relation that depends on the to-
tal filter transmission curves. We used this to solve for EW
given observed UB−NB3727 colors. As we can see from the
left panel of the Figure 4(a) for log(L(Lyα)) � 42.1, the sam-
ple is unbiased in the sense of EW versus Lyα luminosity. In
fact, the 5σ detection limit selection, represented by the solid
lines in the figure, requires that faint objects in Lyα luminos-

ity (log(L(Lyα)) < 42.1) have low EWs (EW mostly less than
50 Å), so that the sum of their continuum and emission-line
contributions gives them sufficient narrow-band flux density.
For this reason, we restrict the sample to the brighter half to
build the EW distribution. The distribution of the rest-frame
EW (= EWobs

(1+z) ) of the brighter candidates is represented in
Figure 4(b) as a black histogram. We fit the distribution with
an exponential law dN/dEW = N exp−EW/W0 , that represents
the best fit. In the same figure, we also show an exponential
law as used in Gronwall et al. (2007; dashed cyan curve) and
Nilsson et al. (2009; orange dotted curve). Fixing the normal-
ization to produce the right total number of objects, we get a
best-fit exponential scale of w0 = 83+10

−10 Å. This characteristic
EW is comparable to that measured at z � 3.1 by Gronwall et al.
(2007), w0 = 76+11

−8 Å, but it is greater than the value measured
by Nilsson et al. (2009) at z � 2.3, w0 = 48.5 ± 1.7 Å. For a
continuum-selected population of galaxies, for example LBGs,
we expect objects with Lyα either in emission, in absorption
or with no line, in a roughly Gaussian distribution of EW cen-
tered at zero (Shapley et al. 2003). For this reason, we also fit
the distribution of EW with a Gaussian function dN/dEW =
N exp−EW2/2σ 2

, truncated at EW > 20 Å and found a best-fit
Gaussian centered at zero with σgauss = 90+10

−10 (reduced χ2 =
1.05, calculated with Poisson errors). However, the exponential
is a better fit (reduced χ2 = 0.9). We compare this Gaussian fit
with that calculated by Ouchi et al. (2008) at z � 3.1. Our σgauss
value is smaller than their vale of σgauss = 130±10, implying in
average smaller EWs for the objects in our brighter half of the
sample. This result is also related to a possible evolution from
z � 5.7 (σgauss = 270) as they claim.
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5.3. Star Formation Rates

As indicated by Kennicutt (1998), in the range 1500–2800 Å,
the UV continuum is nearly flat in Lν and is a good estimator of
the star formation rate:

SFR(UV) = 1.4 × 10−28 · Lν(1500–2800 Å)(erg s−1 Hz−1).
(3)

This assumes a constant SFR over timescales longer than the
lifetime of the dominant UV emitting population, at least 108 yr a
Salpeter IMF and that Lν has been corrected for dust extinction.
SED fitting of typical LAE spectra at z � 3.1 (Gawiser et al.
2007) shows that dust is negligible in most LAEs, which are
observed in a nearly dust-free phase of star formation. We
assume here that no dust correction is necessary, making our UV
SFRs formally lower limits. We used the R-band flux density at
∼2000 Å as the estimator of the z � 2.1 LAE rest-frame UV
continuum via

Lν(UV)(erg s−1 Hz−1) = fν,R(μJy) × 10−29 · 4πD2
L

(1 + z)
, (4)

where DL is the luminosity distance at z � 2.1. Using different
rest-frame UV flux estimators, such as B or V band, we observed
differences in SFR values of up to 20%.

From recombination line estimators and scaling Hα relation,
it is possible to calculate the SFR from Lyα emission-line
luminosity:

SFR(Lyα) = 9.1 × 10−43 · L(Lyα) (erg s−1), (5)

where L(Lyα) is the integrated luminosity in the Lyα emission
line in ergs s−1,

L(Lyα) = fν,NB × 10−29 · 4πD2
L ·

∫
(c/λ2)TNB(λ)dλ

TEL
. (6)

Here, TEL = T (λEL) is the transmission of the NB filter at the
wavelength of the emission line, where the expected value is
〈TEL〉 (Appendix, Equation (A4)), and fν,NB is the flux in μJy in
the NB3727 narrow-band filter after subtracting the continuum
(see Section 2).

Figure 5 compares the SFRs measured from UV and Lyα.
The reduced density of objects at the upper left (SFR(UV) >
10 M� yr−1) and lower left (SFR(UV) < 2 M� yr−1 and
SFR(Lyα) < 1 M� yr−1) of the plot is at least partially caused
by our rest-frame EW > 20 Å and 5σ detection limit selections.
Due to resonant scattering of neutral hydrogen, Lyα photons
are preferentially absorbed by dust. Hence, the ratio between
the SFR estimated from UV continuum and Lyα emission can
give an indication on the dust content of typical LAEs at z � 2.1.
The median of the ratio for the objects of the sample with fluxes
above the 90% completeness is ∼1.5, consistent with the value
found for LAEs at z � 3.1 (Gronwall et al. 2007). However,
we observe a scatter around these median values, due to pho-
tometric errors, mainly at faint R-band magnitudes, or intrinsic
galaxy diversity. A forthcoming SED analysis (L. Guaita et al.
2010, in preparation) will reveal typical galaxy properties, such
as dust, age, and SFR more precisely. So far, our best estimate of
the typical SFR of the sample is from the UV estimator, median
SFR(UV) equal to 4.0 ± 0.5 M� yr−1. This is a moderate value
of SFR, in agreement with the SED results derived at z � 3.1
(Gawiser et al. 2007).

Figure 5. SFR(UV) vs. SFR(Lyα), also labeled with R mag vs. monochromatic
NB3727 flux for our sample of 250 LAEs. The vertical dashed line represents
the limit flux of the survey (estimated using the maximum transmission filter
value and rest-frame EW= 20 Å), while the dash-dotted line represents 90%
completeness limit. The diagonal dotted line represents the case in which
SFR(UV) = SFR(Lyα). The magenta dashed line represents the case in
which the SFR(UV) is equal to the SFR(Lyα)× the median-ratio (SFR(UV)/
SFR(Lyα) = 1.5), for the part of the sample that is complete. The points at
R = 30 represent objects for which the measured flux in R band is negative.
The reduced density of objects at the upper left (SFR(UV)> 10 M� yr−1) and
lower left (SFR(UV) < 2 M� yr−1 and SFR(Lyα) < 1 M� yr−1) of the plot is
at least partially caused by our rest-frame EW > 20 Å and 5σ detection limit
selections.

(A color version of this figure is available in the online journal.)

5.4. Rest-ultraviolet Colors

Figure 6 shows R as a function of the B − R color and the
distribution of B − R colors of our sample of 250 objects. In
this figure, we also plot the median B − R color with error bars
showing the median uncertainty in this color for bins of width
0.5 mag in R band. The scatter is bigger than the photometric
errors for R < 25, but is comparable for 25 < R < 27. The part
of the plot with R > 27 is occupied by few objects consistent
with being pure emission-line objects.

The majority of LAEs are blue. We see an almost constant
scatter in B − R as a function of R. Also, as the photometric
errors are smaller at brighter magnitude and comparable to the
observed scatter at the faint end, there is a larger intrinsic scatter
in B − R at brighter R. The distribution of objects in the R
versus B − R plot shows a relatively uniform occupation of the
−0.5 < B−R < 1 range. The median B − R color of the sample
is 0.16, for a subsample of R < 25 LAEs the median is 0.38,
and for the subsample of R � 25 it is 0.07. There are a few very
bright objects (R > 24) that occupy a red tail of the B − R color
distribution. These are characterized by log(L(Lyα)) < 42.

Gronwall et al. (2007) found that the median R-band magni-
tude of the z � 3.1 LAE sample is 27, fainter than the R = 25.5
detection limit of LBGs (Steidel et al. 2003). Similarly, the me-
dian R magnitude (Figure 7(a)) of our z � 2.1 LAE sample is
25.3, meaning that roughly half of our LAEs could be selected
as “BX” SFGs by the criteria of Steidel et al. (2003). How-
ever, this overlap further depends upon the rest-UV (UVR) con-
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Figure 6. Left panel: broadband R magnitude as a function of B − R color. The median value of B − R and median photometric uncertainty in each 0.5 R-magnitude
bin are shown by triangles and error bars, respectively. For R � 27, the median B − R = −0.9 ± 1.4 and it is represented by the lower triangle and its error bar. Right
panel: B − R color distribution. The vertical dashed line represents B − R = 1 below which there are the colors of the majority of the LAEs in our sample.

(A color version of this figure is available in the online journal.)

Figure 7. Left panel: R-magnitude distribution of the LAE sample. The vertical dashed line is drawn at R = 25. Right panel: two-color diagram for R < 25 (blue)
and R > 25 (red). Red (blue) error bars show median U corr − V and V − R colors and uncertainties of the faint (bright) subsamples. Cyan points are z < 1.4 MUSYC
spectroscopic catalog objects.

(A color version of this figure is available in the online journal.)

tinuum colors of the galaxies. By subtracting the contribution
of the emission line from the U-band magnitude (Appendix,
fν,U,only continuum), we generate the pure continuum U corr − V
color. Figure 7(b) shows the two-color diagram, U corr − V
versus V − R. The solid lines delimit the LBG region (up-
per polygon) and the “BX” region corresponding to SFGs at
2 � z � 2.7 (central polygon). These regions were generated
using the Bruzual & Charlot (2003) code, assuming a constant

star formation rate and a range of ages between 1 Myr and 2 Gyr.
We simulated colors for the MUSYC filter transmission curves,
including a dust extinction law (Calzetti et al. 2000) parame-
terized by 0 < E(B − V ) < 0.3 and absorption by the IGM
(Madau 1995).

The median Ucorr − V color of the sample is 0.7, while the
median V − R color is 0.12. Hence, the typical LAE at z � 2.1
is located in the lower part of the selection region of BX galax-
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Figure 8. Upper panel: declination vs. right ascension plot, showing the
spatial distribution of the 250 LAEs. Lower panel: angular correlation function
generated from our sample of 250 LAEs in black triangles. The blue solid curve
is the best power law fit to the data, calculated from 40 to 600 arcsec. This range
is chosen to avoid the 1 halo term at small scales (asterisk at 20 arcsec) and to
avoid sampling noise at big scales.

(A color version of this figure is available in the online journal.)

ies, as expected given the 2 � z � 2.7 range of the latter.
Indeed, 40% of R < 25.5 LAEs at z � 2.1 occupy the BX
region, with more scatter for galaxies with fainter continuum
(Figure 7(b)). This is the challenge of the narrow-band tech-
nique; we expect to find emission lines from continuum faint,
therefore, less massive, SF galaxies. 84/250 objects in our sam-
ple meet the BX colors in UVR and 60/250 meet both the colors
and the typical magnitude requirement of R < 25.5.

5.5. Clustering Analysis

We calculated the angular correlation function (Figure 8(b))
of our sample of candidates distributed as in Figure 8(a) and,
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Figure 9. Bias evolution in redshift for a variety of galaxy populations. Stars are
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Kovač et al. (2007; K07). At intermediate redshift, z ∼ 1, galaxies separated
by color come from Coil et al. (2008; C08). Low-redshift (z ∼ 0) galaxies,
labeled by their optical luminosity, come from Zehavi et al. (2005) and the
single point for rich galaxy clusters from Bahcall et al. (2003). The dashed line
corresponds to conditional mass function trajectories for bias evolution from
Sheth and Tormen theory.

(A color version of this figure is available in the online journal.)

after projecting it, the correlation length, r0, and bias factor
following Francke et al. (2008).

The angular correlation function, ω(θ ), was calculated using
the Landy & Szalay (Landy & Szalay 1993) estimator. We
used a random catalog of one hundred times the number of
our observed data objects to minimize Poisson noise in the
calculation of random–random pairs. The observed angular
correlation function was deprojected to the spatial correlation
function ξ (r) = ( r

r0
)−γ , following Simon (2007). The fit to

the angular correlation function was performed in a two-step
manner: first, the double integral of the redshift distribution was
calculated (in comoving radial distance scale) and tabulated
as a function of θ and γ . Then the function ω_ideal(θ , r0, γ )
was formed by multiplying by the rγ0 factor (fixing γ = 1.8).
The fitting function is “ω_ideal–IC,” where IC represents the
integral constraint, IC = ∫

(ω(θ ) RR(θ ) dθ = 0.05681. Finally,
the fitting function ω_model = ω_ideal–IC was fitted to the
estimated correlation function ωLandy & Szalay, using χ2.

We corrected for the contamination factor estimated in
Section 4 as the contribution of unclustered contaminants. As
the contamination rate is so low, the presence of clustered
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contaminants would make little difference. The uncertainty in
the contamination estimate (7%) has been propagated into the
error bar for r0 and added in quadrature to its total error budget.
We found r0 = 4.8 ± 0.9 Mpc, fitting θ from 40 to 600 arcsec.
This was chosen to avoid the 1-halo term at small scales and
to avoid sampling noise at big scales. In Figure 8(a), we can
observe hints of a large-scale inhomogeneity in the spatial
distribution of the LAE candidates at δ > −27.75 and R.A. >
53.1. We are in the process of confirming via spectroscopy the
candidates in that region. We find that the correlation lengths
calculated including or excluding these candidates are consistent
and their only effect on the angular correlation function can be
found at scales ∼720 arcsec, outside the angular range of our
fit. In order to compare our result to other galaxy populations,
we used the Sheth & Tormen (1999) conditional mass function
to predict the expected bias evolution as a function of redshift
(Figure 9). The bias evolution tracks plotted in this diagram
were calculated from the median of the mass distribution of
descendants for a family of dark matter halo masses at high
redshift. The dashed lines correspond to conditional mass
function trajectories for bias evolution from Sheth and Tormen
theory. These curves are drawn starting at effective bias values
of 2, 3, 4, 5, 6, 7, 8, and 9 at a redshift of 6.0, corresponding to
halo populations with median masses of log(M/M�) = 8.4, 9.7,
10.4, 10.9, 11.3, 11.6, 11.9, and 12.1, respectively, at that epoch.
The bias factor represents the amplitude of galaxy over-densities
versus those of dark matter, and it is our preferred quantity for
clustering strength comparisons. In the same figure, we show
the measured values of bias factor for LAEs and other SFGs
as a function of redshift. Green circles represent the bias values
calculated for this sample of LAEs and that from Gronwall et al.
(2007) at z � 3.1. LAEs were observed to be the least clustered
population at z ∼ 3 (Gawiser et al. 2007) with a bias factor
b = 1.9+0.4

−0.5.
In this survey, we measured a bias factor b = 1.8 ± 0.3 for

our sample of LAEs at z � 2.1, corresponding to a median dark
matter halo mass of log(M/M�) = 11.5+0.4

−0.5 for the population.
Using the estimation of the mass function from Sheth & Tormen
(1999), the number density of the z � 2.1 halos of that median
mass is 7.2+19.2

−4.5 × 10−3 Mpc−3, about 4 times smaller than
what we calculated at z � 3.1 (30+250

−23 × 10−3 Mpc−3). So
the occupation fraction, calculated by the ratio between the
number density of LAEs and the number density of the halo
population, rises from the 5+10

−4 % found at z � 3.1 to 43+115
−30 %

at z � 2.1, due to the increase in the LAE number density,
although the increase is not statistically significant given the
large uncertainties. Following the conditional mass function
tracks to z = 0, the interesting result is that LAEs at z � 2.1
appear to be progenitors of present-day L∗ galaxies.

6. DISCUSSION AND CONCLUSIONS

We imaged the ECDF-S using an NB3727 narrow-band filter,
corresponding to the wavelength of Lyα emission at z � 2.1.
Following the formalism described in the Appendix, we applied
the color cut UB−NB3727 > 0.73 and additional significance
criteria that yielded a sample of 250 LAEs. In our observation,
we achieve the same 5σ detection limit in Lyα luminosity
(log(L(Lyα)) = 41.8) as the sample of LAEs at z � 3.1
(Gronwall et al. 2007; Gawiser et al. 2007). Therefore, we are
able to look for indications of evolution between z ∼ 2 and 3.
Concentrating on z ∼ 2, we compare LAEs with SFGs (Steidel’s
BX sample), which can also show the Lyα line in emission. In

many cases, our analysis concentrates on the typical properties
of the LAE sample as a whole; it is important to remember that
there will always be cases of individual LAEs whose physical
properties differ considerably from those of the typical LAE.

The magnitude distribution of LAEs at z � 2.1 (Figure 3)
is consistent with that predicted by the z � 3.1 LAE Lyα
luminosity function, but with about twice the normalization, i.e.,
total number density. As reported in Section 5.1, we calculated
a LAE number density of 3.1 ± 0.9 × 10−3 Mpc−3, taking
into account the estimated incompleteness of the sample, an
evolution in the number density of a factor of 2.1 ± 0.7 versus
1.5 ± 0.3 × 10−3 Mpc−3 reported by Gawiser et al. (2007) at
z � 3.1. Our number density is consistent with the value, found
by Nilsson et al. (2009) at z � 2.3 when we restricted our
analysis to objects matching their ∼ 2× brighter luminosity
limit. At the Lyα luminosity limit, at which the sample is
complete, we calculate a number density of 1.5 ± 0.5 ×
10−3 Mpc−3, that implies an increasing factor of 1.4 ± 0.5,
consistent with that calculated for all the sample.

We derive the EW distribution (Section 5.2), representative
of the z � 2.1 LAE sample in Figure 4. As we can see in
Figure 4(a), for log(L(Lyα)) � 42.1, the sample is unbiased in
the sense of rest-frame EW versus Lyα luminosity. We consider
the unbiased brighter half of the sample to build the histogram in
Figure 4(b). Fitting this distribution with an exponential law, this
is consistent with that from Gronwall et al. (2007) for the sample
at z � 3.1 and broader than that found at z � 2.3 by Nilsson
et al. (2009). In Figure 4, we associated the value EW = 400 Å
to the objects characterized by an unphysical EW (Appendix,
Equation (A14)). The objects with EWrest-frame > 250 present
UB > 27. Most of the objects in the sample with EWrest-frame <
50 also have log(L(Lyα)) < 42.1, meaning that their continuum
flux boosted them above the narrow-band catalog detection
limit. This behavior was less prevalent at z � 3.1 by Gronwall
et al. (2007), although the 5σ detection limit creates a similar
trend, as shown by the blue curve in Figure 4(a). As it is
described in the Appendix, we estimate the observed EW from
the observed color UB−NB3727. Those estimations are in
perfect agreement with those obtained from continuum flux
density and Lyα emission-line flux. As described in Dayal et al.
(2010), the measured EW at the border of the galaxies can
be increased by the cooling of collisionally ISM excited H i

atoms, while the continuum almost remains unchanged, but
IGM absorption can attenuate Lyα flux and so decrease the
observed EW.

The Lyα luminosity reveals star formation activity inside a
galaxy (Section 5.3). log(L(Lyα)) = 42.1, the median Lyα lumi-
nosity of our sample, corresponds to SFR(Lyα) = 1.2 M� yr−1,
as indicated by the dashed–dotted line of Figure 5. In the same
figure, we observe the range of SFR(UV) values. The median
LAE at z � 2.1 has a moderate SFR(UV) of ∼4 M� yr−1. The
ratio of ∼1.5 in the values of SFR(UV)/SFR(Lyα), for the un-
biased half of the sample, is caused by potentially complex
radiative transfer of Lyα photons in the dusty, possibly clumpy
ISM inside the galaxies (Atek et al. 2009). Given the overlap in
clustering bias, it is worth considering whether z � 2.1 LAEs
could populate the low (stellar) mass tail of continuum-selected
SFGs at z ∼ 2. We find that the LAE SFR(UV) is 10 times
lower than that calculated from UV continuum and Hα line
emission by Steidel et al. (2004) for SFGs at z ∼ 2. The Ken-
nicutt estimator, used to derive the star formation rate from UV
continuum, assumes that the galaxy is at least 107 yr old with
roughly constant SFR.
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Table 4
Properties of LAEs Binned by Continuum Magnitude

Rmin Rmax Number of Objects B − R U corr − V V − R UB−NB3727 EWrest frame SFR(Lyα) SFR(UV)

. . . 24.0 15 0.6 ± 0.7 1.1 ± 1.0 0.1 ± 0.5 1.0 ± 0.2 30 ± 13 1.5 ± 7.4 15.6 ± 12.3
24.0 24.5 20 0.5 ± 0.4 1.2 ± 0.6 0.3 ± 0.2 0.8 ± 0.2 25 ± 11 1.0 ± 1.5 10.0 ± 1.5
24.5 25.0 51 0.4 ± 0.3 0.9 ± 0.4 0.2 ± 0.2 0.9 ± 0.2 28 ± 11 1.0 ± 0.6 6.6 ± 0.8
25.0 25.5 62 0.2 ± 0.2 0.7 ± 0.5 0.1 ± 0.2 1.0 ± 0.3 32 ± 30 1.0 ± 0.9 4.1 ± 0.6
25.5 26.0 39 0.1 ± 0.3 0.6 ± 0.5 0.0 ± 0.2 1.2 ± 0.4 43 ± 48 1.1 ± 0.7 2.8 ± 0.4
26.0 26.5 25 −0.0 ± 0.2 0.5 ± 0.7 0.1 ± 0.4 1.7 ± 0.3 96 ± 51 1.4 ± 1.1 1.7 ± 0.2
26.5 27.0 19 −0.0 ± 0.8 −0.1 ± 0.7 0.1 ± 0.4 1.7 ± 0.4 101 ± 130 1.5 ± 0.4 1.1 ± 0.2
27.0 . . . 19 −0.3 ± 1.4 −0.2 ± 1.5 −0.6 ± 1.7 2.0 ± 1.1 150 ± 456 1.5 ± 0.2 0.4 ± 0.3

Notes. The R, B − R, U corr − V , V − R, UB−NB3727, EW (Å), and SFRs (M� yr−1) are the median in the R magnitude bins in the range between
Rmin and Rmax. The errors shown are the standard deviation in each bin.

We find (Section 5.4) that 240/250 (96%) of z � 2.1 LAEs
are blue (B − R) < 1, with 73/250 (30%) having (B − R) < 0.
This is in good agreement with the z � 3.1 sample in both
criteria. In fact, at z � 3.1, LAEs with R < 25 have median
color B − R = 0.53 (Gronwall et al. 2007). Our result agrees
with the findings of Nilsson et al. (2009) at z � 2.3 in the fraction
of LAEs having (B − R) > 0, but their conclusion that most
LAEs are “red” depended on considering all objects with rising
spectra in fν to be red. A reasonable split of galaxies into blue
and red is achieved by using (B − R) = 1 as the dividing line,
and we suspect that the sample of Nilsson et al. (2009) will show
similar properties when this is applied. In fact, looking at their
Figure 4 and deriving the behavior of the color B − R from the
slope β(B − R), we see that their galaxies are essentially blue,
based on our definition.

The appearance of bimodality in the LAE rest-UV color at
R < 25 is intriguing. The blue branch is presumably dominated
by young, dust-free SFGs, since unobscured (blue) AGN should
have been eliminated from our sample due to their X-ray
emission. The red branch may contain obscured (dust-reddened)
AGN, galaxies with Lyα emission from recent starbursts but
an overall older or dustier stellar population and low-redshift
interlopers that will be identified via follow-up spectroscopy.
We calculated the evolutionary tracks of galaxies at z ∼ 2 in
the U − B versus B − R plane, generated using the GALAXEV
(Bruzual & Charlot 2003) code for a constant star formation
rate and a range of masses from 25 Myr to 1 Gyr, parameters
consistent with LAE SED fits. We see that a 500 Myr old
galaxy with dust absorption AV = 0 has color B −R = 0. If it is
star forming, the U − B color, corrected for IGM absorption, is
also close to zero. Increasing the age, the color B − R becomes
slightly bigger than 0. However, increasing the amount of dust,
for example, to AV ∼1, typical for reddened LBG, the SFG can
assume B − R = 0.5–0.6. The color B − R = 1 is achieved
by galaxies with significantly more dust than that measured for
typical star-forming populations. There is a smaller difference
in B − R between young (< 5 × 108 yr) and old (> 5 × 108 yr)
star-forming populations than the difference produced by the
increasing reddening. The observed median (B − R) = 0.16
is typical of SFGs with AV = 0 and ages of 0.5–1 Gyr or
can be consistent with moderate AV and age 300–500 Myr.
Approximately 30% of our sample with negative B − R color
is consistent with being very young (age < 100 Myr) galaxies
without dust.

We divide in bins of 0.5 mag in R and construct Table 4,
which shows the magnitude range, the median color, EW, SFR
from Lyα and SFR from the UV continuum. These values are

transformed into intrinsic ones, taking into account the dust and
gas amount (parameterized by stellar E(B−V ) and Eg(B−V ))
and radiative transfer effects. The median colors lie inside the
“BX” region except for the faintest bins which have large
photometric uncertainties.

As expected, we observe that the EW values are bigger for
the objects that are fainter in the continuum. We calculated
EWrest-frame > 250 for objects with UB > 27. Statistical
fluctuations related to such a faint continua can produce an
over-estimation of the EW of these objects. We observe that
bright-continuum objects (UB < 24.5) are also bright in Lyα
luminosity. For low-EW LAEs (UB−NB3727 just � 0.73),
as expected, the SFR(UV) is significantly bigger than the
SFR(Lyα). In the table, we also report the standard deviations
in the R-magnitude bins. In the last column, the scatter error is
less meaningful, because of the proportionality between R flux
density and SFR(UV). It is seen that the scatter is as big as the
corresponding quantity. In B − R color, it is consistent with that
was observed in Figure 6.

The clustering analysis (Section 5.5) gives information about
the LAEs at z � 2.1 as a population and their evolution to
redshift zero. In Figure 9, we see that LAEs at very high
redshift (z > 4, Ou sign, H09 sign) can evolve into mas-
sive LBG at z ∼ 3 and also reach, in the local universe,
the bias factor typical of elliptical massive galaxies, corre-
sponding to luminosity between 2.5 and 6.0 L* (as indi-
cated by the points in the figure) and halo masses greater
than 4.47 × 1013 M�. Looking at z ∼ 3 (Gawiser et al.
2007), LAEs were observed to be blue galaxies and to be
characterized by lower clustering than other galaxy samples
at that redshift. They can evolve into star-forming galax-
ies at z ∼ 2 (A0 sign) and then to L∗ galaxies in the lo-
cal universe. At z � 2.1, we calculate a bias factor b =
1.8 ± 0.3 for our sample of LAEs. This value is consistent
with that found using the conditional mass function for pro-
genitors of L∗ galaxies in the local universe. It is also consis-
tent with the value calculated for the subset of “BX” galax-
ies dimmest in K band (KVega > 21.5; Adelberger et al.
2005a), that is, low mass galaxies. This clustering result
matches that of dark matter halos with median masses of
log(M/M�) = 11.5+0.4

−0.5, which are some of the lowest halo
masses probed at this redshift. Our result shows that z ∼ 2
LAEs could also be descendants of z � 3.1 LAEs, depend-
ing on how long dust-free star formation occurs and on possible
cyclical repetitions of star formation phases. As LAEs at z � 2.1
are consistent with being the progenitors of present-day and L∗
galaxies at z = 0, they are likely building blocks of local galax-



268 GUAITA ET AL. Vol. 714

ies with properties similar to the Milky Way and median halo
mass � 2 × 1012 M�.
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APPENDIX

CALCULATION OF EW

We derived the pure continuum flux and the pure emission-
line flux from the observed fluxes in NB3727 and in the
combination of U and B broad bands.
We model the LAE spectrum as an intrinsically constant
continuum in frequency (Cν) plus a delta-function emission
line in which the IGM absorption is assumed negligible, i.e.,

fν,EL(λ) = FEL
λ2

EL

c
δ(λEL), (A1)

fν,c(λ) = e−τeff (λ)Cν, (A2)

where FEL is the integrated flux inside the line in erg cm−2 s−1,
equal to EWobs · fλ,c(λEL) and Cν is the continuum flux density
in erg cm−2 s−1 Hz−1. Both emission-line and continuum flux
contribute to the NB3727 filter (NB) as

fν,NB =
∫

fν,EL(λ)(c/λ2)TNB(λ)dλ∫
(c/λ2)TNB(λ)dλ

+

∫
fν,c(λ)(c/λ2)TNB(λ)dλ∫

(c/λ2)TNB(λ)dλ
= (A3)

∫
FEL

λ2
EL
c

δ(λEL)(c/λ2)TNB(λ)dλ∫
(c/λ2)TNB(λ)dλ

+

∫
e−τeff (λ)Cν(c/λ2)TNB(λ)dλ∫

(c/λ2)TNB(λ)dλ

= FELTEL∫
(c/λ2)TNB(λ)dλ

+ QNBCν, (A4)

where the factor QNB (Venemans et al. 2005) is here defined

as
∫

e−τeff (λ)(c/λ2)TNB(λ)dλ∫
(c/λ2)TNB(λ)dλ

= 0.91 and represents the fraction of
the continuum that is transmitted after absorption by neutral
hydrogen, averaged over the NB3727 bandpass. TEL = TNB(λEL)
has expectation value 〈TEL〉PDF = 0.124, obtained convolving
the filter transmission with a probability redshift distribution
function (PDF) like that observed at z � 3.1 and taking
the average. This way we use a filter transmission that best

represents a typical Lyα emission-line galaxy. If we used the
maximum transmission of the filter, we would underestimate
the Lyα fluxes.
We assume that inside the B broadband filter only the continuum
is observed:

fν,B =
∫

fν,c(λ)(c/λ2)TB(λ)dλ∫
(c/λ2)TB(λ)dλ

=
∫

e−τeff (λ)Cν(c/λ2)TB(λ)dλ∫
(c/λ2)TB(λ)dλ

= QBCν, (A5)

where QB is defined as
∫

e−τeff (λ)(c/λ2)TB (λ)dλ∫
(c/λ2)TB (λ)dλ

= 0.999 ∼ 1,
but U is just like NB3727 with emission line and continuum
contributions:

fν,U =
∫

fν,EL(λ)(c/λ2)TU (λ)dλ∫
(c/λ2)TU (λ)dλ

+

∫
fν,c(λ)(c/λ2)TU (λ)dλ∫

(c/λ2)TU (λ)dλ

= FELTEL,U∫
(c/λ2)TU (λ)dλ

+ QUCν. (A6)

Also, TEL,U = TU (λEL) can be calculated as the average
in the PDF, 〈TU 〉PDF = 0.185 and QU is defined as∫

e−τeff (λ)(c/λ2)TU (λ)dλ∫
(c/λ2)TU (λ)dλ

= 0.89.
This way we have

fν,NB = FELTEL∫
(c/λ2)TNB(λ)dλ

+ QNBCν, (A7)

fν,UB = 0.8
FELTEL,U∫

(c/λ2)TU (λ)dλ
+ QUBCν, (A8)

where fν,UB = 0.2 · fν,B + 0.8 · fν,U and QUB is defined as
0.8QU + 0.2QB = 0.91.
From this system of equations, we derive FEL and Cν as

Cν = fν,UB − c1fν,NB

QUB − c1QNB
, (A9)

FEL = (fν,NB − QNBCν)
∫

(c/λ2)TNB(λ)dλ/TEL, (A10)

where c1 is constant depending on the filter shapes:

c1 = TEL,U 0.8
∫

(c/λ2)TNB(λ)dλ

TEL
∫

(c/λ2)TU (λ)dλ
= 0.064, (A11)

where the fνs are the observed flux densities, estimated in μJy by
us. We estimated the continuum subtracted emission-line flux
density as fν,NB −QNBCν = 1.07(fν,NB −fν,UB ). To define the
broadband color U − V, we need to subtract from the U band
the contribution of the emission line in the U transmission filter
as

fν,U,only continuum = fν,U − f EL
ν,U = fν,U − FELTEL,U∫

(c/λ2)TU (λ)dλ
.

The UB − NB3727 color is calculated from the ratio of
observed fluxes fν,NB and fν,UB . As we introduced be-
fore FEL/fλ,c(λEL) = EWobs, so we replaced FEL =
EWobsCν(c/λ2

EL), taking into account the IGM absorption. So,

fν,NB = CνQNB +
EWobsCν(c/λ2

EL)TEL∫
(c/λ2)TNB(λ)dλ

(A12)



No. 1, 2010 Lyα-EMITTING GALAXIES AT z = 2.1 269

and

fν,UB = CνQUB +
0.8EWobsCν(c/λ2

EL)TEL,U∫
(c/λ2)TU (λ)dλ

. (A13)

For EWobs = 20× (1+z) = 61 Å, hence fν,NB

fν,UB
= 1.97.

Therefore,

UB − NB3727 = 2.5log

(
fν,NB

fν,UB

)
> 0.73 (A14)

is the color cut we are using as the selection criterion of LAEs to
select galaxies with rest-frame EW bigger than 20 Å. Plugging
Equations (A12) and (A13) into the equality of (A14), we derive
an expression for

EWobs = A/B, (A15)

where
A = QNB − QUB10((UB−NB3727)/2.5) (A16)

and

B = 0.8TEL,U (c/λ2
EL)10((UB−NB3727)/2.5)∫

(c/λ2)TU (λ)dλ
− TEL(c/λ2

EL)∫
(c/λ2)TNB(λ)dλ

.

(A17)
In the case in which the EWobs is infinite, for the pure
emission-line objects, the parts of the expressions containing
EW dominate and the EWobs simplifies, giving a maximum
theoretical value of UB−NB3727 = 2.5log(15.42) = 2.97.
Spurious objects that appear only in the narrow-band should
have infinite UB−NB3727, but may scatter below the maximum
theoretical value due to photometric errors. Real LAEs often
have faint continuum, so photometric errors can scatter their
UB−NB3727 color above this theoretical maximum. Hence,
the maximum cannot be used as a sharp discriminator between
real and fake objects, and it is inevitable that a few objects will
appear to have EWobs = ∞. Among our LAEs, four of them
have these “unphysical” values of UB−NB3727, consistent with
our upper limit on spurious objects found above, but we do not
know which of these objects are truly spurious or simply fell prey
to negative noise fluctuations in their UB continua. In Figure 4,
we associated the value EW = 400 Å to these four objects.
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