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Abstract

Hydraulic Fracturing in Naturally Fractured Reservoirsand the

I mpact of Geomechanics on Microseismicity

Himanshu Yadav, M.S.E.

The University of Texas at Austin, 2011

Supervisor: Mukul M. Sharma

Hydraulic fracturing in tight gas and shale gaseresirs is an essential
stimulation technique for production enhanceme@ften, hydraulic fracturing induces
fracture patterns that are more complex than thegslgeometry that has been assumed
in the past models. These complex patterns asiserasult of the presence of planes of
weakness, faults and/or natural fractures. In tiingsis, two different 3D geomechanical
models have been developed to simulate the interabetween the hydraulic fracture
and the natural fractures, and to observe the implageomechanics on the potential
microseismicity in these naturally fractured forioas. Several cases were studied to
observe the effects of natural fracture geometrgctfiring treatment, mechanical
properties of the sealed fractures, etc. on thpagation path of the hydraulic fracture in
these formations, and were found to be consisteiit wast experimental results.
Moreover, the effects of several parameters inalgidiohesiveness of the sealed natural
fractures, mechanical properties of the formattoeatment parameters, etc. have been
studied from the potential microseismicity stanaipoit is shown that the impact of

Vi



geomechanics on potential microseismicity is sigaift and can influence the desired
fracture spacing.

In this thesis, the presented model quantifiesettient of potential microseismic
volume (MSV) resulting from hydraulic fracturing mnconventional reservoirs. The
model accounts for random geometries of the weakgd (with different dip and strike)
observed in the field. The work presented here shdar the first time, a fracture
treatment can be designed to maximize the MSV, wheriractures form a complicated
network of fractures, and in turn influence the ibgs fracture spacing in horizontal
wells. Our work shows that by adjusting the fluideology and other treatment
parameters, the spatial extent of MSV and the ée@dnacture spacing can be optimized

for a given set of shale properties.
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Chapter 1: Introduction

Hydraulic fracturing is a very common and an impottstimulation technique for
production enhancement in the oil and gas indu#tig. basically a process of initiating
and subsequently propagating a crack (or, fraciar)e subsurface rock layer by means
of a pressurized fluid. This fracture then actsaasonductive conduit through which
hydrocarbons stored in the rock flow to the weltbtitereby increasing production rates
and extending the life of the reservoir (Figure)l#lwas first used more than 100 years
ago in 1903, but the first commercial fracturingatiment was performed in 1948. The
treatment was so successful that by the end of 186k than 100,000 fracturing
treatments had been performed. Even today, it rsnane of the most extensively used
stimulation technique to improve wells’ productivitn 1995, it was reported that since
1950s, approximately 70% of the gas wells and 55%h oil wells in North America
region have been hydraulically fractured in one wayhe other. Initially, it started only
as a stimulation treatment for secondary recovefrythe production wells since
exploration and production was mainly confined @sarvoirs having moderate to high
permeability. However, with time, oil companiesrstd to explore and produce from not
so permeable reservoirs and hydraulic fracturirentbecame a treatment design for
primary recovery. Especially today, as conventiggemeable reservoirs are hard to find
and due to the subsequent rise in drilling actiuityinconventional reservoirs like shale
gas, tight sands, coalbed methane etc., where péilitye can go as low as nanodarcy,
production from these reservoirs without a compnehe fracturing treatment is

inconceivable.



Hydraulic fracturing is used not only for hydrocambproduction enhancement
but also for stimulating groundwater wells, solidiste disposal, injection wells, fault

reactivation in mining, measurement of in-situ stes etc.
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Figure 1-1: Production profile of a well before aafter the hydraulic fracture treatment.
(from Paul and Taylor, 1958)

Hydraulic fracturing consists primarily of four g&s. In the first stage, a large
volume of special fluid(s) is injected into the ppective producing formation at a very
high rate that causes the formation rock to splitcfack open). This stage is termed as
the “Pad” and depending on the formation permegbili could comprise 10-90% of the

total fluid volume. In the next stage, a slurryaafditional fracturing fluid mixed with
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sorted sand (termed as proppant) is pumped intoebervoir. These sand particles, or
proppant, help in keeping the created fracture open when the pump pressure is
relieved. In the third stage, a tubular volume lefa fluid is pumped to clear tubulars of
proppant. This is termed as the “Flush” stagehilast stage, known as the “Recovery”
stage, fracturing fluid is recovered by flowing kabe well. Typically, the widths of
these propped fractures are on the order of 0.&riless, while the lengths could be quite
large (on the order of 500 ft) depending on thaltfitid injected. This entire fracturing
process generally takes only a few hours and thdtest production may jump up to 20
times.

Laws of mechanics state that the growth of the dwilr fracture will be
perpendicular to the least compressive principedsst For most reservoirs at large
depths, the least principal stress is in the hotaadirection, thus making these fractures
grow in a vertical plane. The traditional view bétfracturing assumes fracture geometry

to be simple bi-wing planar as shown in the Figiszbelow.

Figure 1-2: Top view and side view of the tradiabhydraulic fracture geometry (from
LaFollette, 2010)



However, nearly 60% of the total recoverable onshwmatural gas (in U.S.) is
stored in unconventional plays (Navigant Consul{®@@08)). As mentioned earlier, these
unconventional reservoirs have very low permeabi{from few nanodarcy to few
hundred nanodarcy). Thus, hydraulic fracturinghis key to successfully develop these
unconventional plays. Equally important is the pres of natural fractures (sealed or
open) in these reservoirs. The interaction betwberhydraulic fracture and the natural
fractures is critical to the success of any stitiotatreatment. To be most effective,
hydraulic fracture should cross and connect theirahtfracture system. However, in
practice, it is not always the case, and complextfire geometry is usually created
(Figure 1-3). This complex fracture network is stimes also referred to as Stimulated
Rock Volume (SRV). Extent of this SRV and fractdesign in these naturally fractured
formations is poorly understood, and provides aivatibn for the work described in this

thesis.

Compiex Fractura

Complex Fracture |
With Fissure Opening |

Network

Figure 1-3: Schematic of complex fracture geomstoieserved (from Warpinski, 2008)



New technologies, like microseismic mapping, anaemnly used to estimate the
size and orientation of hydraulic fractures, andreby the extent of the SRV created.
Microseismic activity is typically measured by plag an array of geophones in a nearby
wellbore, and by mapping the locations of smalkisét events associated with the
growing hydraulic fracture, an approximate geomefrjracture can be estimated. Apart
from microseismic, tiltmeter arrays are sometimés aised to monitor the fracture
growth in the sub-surface. The microseismic mapsvshin the Figure 1-4 show the

difference in the hydraulic fracture geometry ie ttonventional and the unconventional

reservoirs.
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Figure 1-4: Example microseismic maps indicatingiptex fracture geometry (Top:
from Fisher, 2005, and Bottom: from Sharma, 2004)

5



RESEARCH OBJECTIVESAND OVERVIEW OF CHAPTERS

The objective of this research is to analyze thdrdwylic fracture interaction with
natural fractures already existing in the formatiSpecifically, the research objectives
are as followed:

* Build a geomechanical model to simulate the hydecdtacture interaction
with natural fractures and predict the propagapath once it intersects
the natural fracture

* Build a geomechanical model to predict and quanthg extent of
potential microseismic activity cloud when a hydm@adracture is created
in a naturally fractured formation

» Perform a sensitivity analysis to observe the ¢ftédifferent parameters

on the extent of this microseismic cloud

This thesis is divided into five chapters. Cha@@resents the work that has been
done in the past on hydraulic fracturing in conwamdl and unconventional reservoirs.
Merits and demerits of various approaches have bespared and presented. Chapter 3
presents the theory and formulation of the geom@achbhmodel developed to predict the
fracture propagation path after intersecting witkttunal fractures, and to predict the
microseismic cloud in naturally fractured formasorThis chapter contains a detailed
background on FLAC 3D (a commercial software usedafl modeling purposes in this
thesis). Chapter 4 provides the results obtainedifterent cases and discussion of those
results. Chapter 5 presents the summary of the wlorke, conclusions reached and

recommendations for future work.



Chapter 2: Literature Review

As mentioned in Chapter 1, hydraulic fracturinguimconventional reservoirs is
significantly different than fracturing in convemial reservoirs. The presence of large as
well as small scale heterogeneity, natural frastweak planes, and faults adds
complexity to the fracture propagation path. Sitieeintroduction of hydraulic fracturing
to the oil and gas industry in 1940s (the concegs first introduced by Dow Chemical
Company), there have been numerous attempts to |naoik better understand the
physics of the phenomenon. However, the focus e$dhstudies, until recently, was
limited only to the conventional reservoirs. Thughile the literature for hydraulic
fracturing in the conventional reservoirs is riliterature for fracturing in unconventional
reservoirs has been somewhat limited and providepesfor more research in years to
come. This chapter provides the literature reviembibth traditional fracturing models as

well as fracturing in unconventional reservoirs] @mpares the two approaches.
TRADITIONAL HYDRAULIC FRACTURING MODELS

The very first systematic modeling study in thddief hydraulic fracturing was
done in 1957 by Hubbert and Willis (1957). Theyeo#id a theoretical analysis of rock
fracturing and concluded that the fracture shouldags propagate in the direction
perpendicular to the least principal stress. The&ory was backed by laboratory
experiments and field evidence. In the same yearte€(1957) presented the following
formula for the area of a fracture with constantitviformed by injection at a constant

rate with fluid loss to the formation:



QW
AD= 5
4Cemr

ZCH}
w _erfc[zc:\/ﬁ}+ act 2.1)
W W

where

A = area of the fracture face,

Qi = rate of fluid injection (assumed constant),

W = constant fracture clearance, ft,

t = total pumping time, mins, and

C =aconstant (measure of the flow resistan¢heofluid leaking off into the

formation)

His paper also gave the fracture length as a fonaif time for vertical fractures.
However, the assumptions made in his study, inolydionstant width of the fracture,
were argued by many and led to further refinememntise fracture modeling.

The width of a vertical hydraulic fracture was finsvestigated by Khristianovic
and Zheltov (1955) under the assumption of plara@rsistate in the vertical direction.
This implied that the width of the fracture doestttange in the vertical direction. Their
solution, however, neglected fluid leak-off andgsure variation inside the fracture. This
model was then improved by Geertsma and de Kle96q) as they incorporated fluid
losses in their fracture model. They too assumath train in the horizontal planes and
thus, constant width in the vertical direction. Thacture geometry modeled by
Geertsma and de Klerk is shown in the Figure 2iavibeThey were the first to suggest
that in the case of a fracture propagating in #lérsolid, fluid distribution inside the
fracture should be such that the faces of fraatloge smoothly at the tip. This condition

implied that:



(d_W] ~0 (2.2)
df, (o1

where
w = width of the fracture, and

f_= fracture length

This tip condition was later proved by mathematicizarenblatt (1962) and has
always been used in the hydraulic fracture simwatsince then. Moreover, they

presented a very simple formula to calculate thetéire width at the wellbore:

2
w =2.1x HQL (2.3)
w Gh
where

w,, = width at the wellbore, in,

u = fluid viscosity, cp,

Q =rate of fluid injection, bbl/min,

L = fracture length, ft,

G = shear modulus of the formation, psi, and

h = fracture height, ft



Area of lorgest
flow resittance

Appraximetely ellipticol
shape of fracture |

-7

Figure 2-1: Schematic view of the fracture geomasyumed by Geertsma and Klerk
(1969) (also known as KGD geometry)

In practice, assumption of plane strain is applieamly when the fracture height
is much greater than the fracture length, or it¢his slip at the boundaries of the pay
zone.

Another comprehensive work in determining fractwidth and shape was done
by Perkins and Kern (1961) in what remains to be ainthe most defining works in the
field of hydraulic fracturing. They assumed planmis, where the out-of-plane, non
varying direction is along the length instead of thacture height. This implied that the
fracture width varies in the vertical direction atitht the pressure at any section is
dominated by the height of the section rather tthenlength of the fracture. Thus, the
vertical cross-section of the hydraulic fracturesligptical in Perkins and Kern geometry

(Figure 2-2). A similar work had been done by sdRussian authors, but they did not
10



present the formulas for fracture width under dyitaconditions (i.e. while the fracture
is being created and extended). Perkins and Kesepted a simple analytical formula

for the fracture width at the wellbore:

weoaf QL] »

where
W = maximum width at the wellbore, in,
Q = total pump rate, bbl/min,
u = fracturing fluid viscosity, cp,
L =length of the vertical fracture measured fribva wellbore, ft, and

E = Young’s modulus of the formation, psi

In practice, this assumption of plane strain irtieal planes works well when the
fracture length is much greater than the fractwight. This study, however, did not take
into account the effects of fracture fluid loss andcture volume change into the
continuity equation. Thus, the above formula woskgdl only at early times and tends to
overestimate the fracture widths at large times.

This model was later modified and improved by Noeig(1972) who used the
fracture geometry assumed by Perkins and Kern snahalysis (later known as PKN
geometry). He included the effects of fluid leak-ahd fracture volume change in his
numerical analysis of the fracture propagation.félend out that at large times, fracture
length given by Carter’'s formula (1957) works wellowever, at early times width

variation plays an important role in the fractueadth, which was neglected by Carter.

11



He also presented analytical formulas for the tnectvidth and length for the cases of

high fluid leak-off and large times as following:

gVt
()= 25)
1/4
2(1- v )g?
W(0.t)= 4 Tokq | e (2.6)

7°GCh

where
L = fracture length,
W = maximum width of the fracture at the wellbore,
g = injection rate of the fluid,
t =time,
C = fluid loss coefficient,
G = shear modulus of the formation rock,
h = fracture height,
u = viscosity of the fracturing fluid, and

v = Poisson’s ratio of the formation rock

The two different fracture models described aboifeerdmainly in how one
approaches the problem. In the case of PKN modeusfis on the effect of fluid flow
and pressure gradients within the fracture, anddbps not play an important role.

However, in the KGD model, tip region plays a vemportant role.

12



RACTURE

Figure 2-2: Schematic of the PKN fracture geometigte that the cross-section of the
fracture is elliptical in shape.

Though these analytical solutions are limited tayveimple planar fracture
geometries in a homogeneous, isotropic medium, dlegyrovide a valuable insight about
the asymptotic behavior of the pressure distributieear the fracture tip. They also
provide considerable insight in understanding tlerameters and conditions that
influence hydraulic fracture propagation. In thestpshere have been numerous attempts
to revisit these simple analytical solutions inerdo have a better understanding of
different fracture propagation regimes. As menttbabove, these models were limited
by the assumption of two-dimensional fracture gfowe. height was assumed to be a

constant (equal to the pay zone).
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One of the first attempts at 3-D fracture modehmas done by Simonson et al.
(1978). They studied the effects of several pararsepbn the fracture height and
containment from the wellbore pressure data. Howekiey did not take into account the
actual fracture height in determining the pressargl the fracture was assumed to be
infinitely long in this analysis. Subsequent 3Dcftae modeling was done by Cleary
(1980), Settari and Cleary (1984), and Nolte anditter(i981). Settari and Cleary
approximated the fluid flow by 1D fluid flow in thieorizontal direction (along the pay
zone) and 1D fluid flow in the vertical directiomhis approach, though not the most
accurate, was computationally very cheap as cordgarthe fully coupled 3D fracturing
models. Clifton and Abou-Sayed (1981) used a vianat approach to model the 3D
fracture propagation. They formulated the elastiefjuations by an approach similar to
the finite element method but was applicable teesaas which physical problem was
formulated in terms of integral equations instehdifferential equations. They allowed a
more accurate representation of the fluid veloditythe fracture through 2D flow
modeling. However, their model was computationallyry expensive and required
further development especially in the cases of adwg crack and non-Newtonian
fluids.

Their work was extended by Thiercelin et al. (199@here they used the
boundary integral method for the displacement fialdd allowed the simulation of out-
of-plane growth in the vertical direction, and amzald the effect of interfaces in the
formation. Their technique allowed stable solutiongh the minimum number of linear
elements. Moreover, they solved the coupled elasand fluid problem in a single pass
thereby reducing the computation time. Howevertehweere numerical and geometrical

issues associated with modeling simultaneous groithultiple fractures in their model.
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This method was also limited by the fact that iuldonot incorporate non-planar
fractures.

Advani and Lee (1990) presented their work on aegdized three dimensional
fracture propagation in a layered media. They ubedfinite element method as their
numerical scheme to solve the governing equatibngy also incorporated the capability
to handle non-Newtonian fluid flow within the frace. Their model, however, was not
very efficient and stable, and also did not takeoplastic effects into account. This
model too was limited to only planar fractures. Brer, there was no grid re-meshing
capability in the model, thereby increasing the patation time. Similar work on
simulating the three dimensional fracturing problesas done independently by Gu and
Leung (1993), Morita, Whitfill, and Wahl (1988),&rn_am, Barr, and Cleary (1986).

All the abovementioned models concentrated exadgion coupling the fluid
flow and elastic fracture-opening processes, and theating fracture propagation in an
a-posteriori fashion. Choate (1992) developed a thege dimensional fracture simulator
(GEOFRAC) that included implicit coupling of theaf@ture propagation criterion and
associated boundary movements. Moreover, the gyabil the simulator was enhanced
by using an overall volume-balance criterion indted the then conventional rock
elasticity/fluid-flow coupling at the finite elemelevel. This simulator, however, worked
well for very simple cases, and could not handlg aart of heterogeneity in the
formation.

Another pioneering work in the field of hydrauli@fturing was presented by the
mathematicians Spence and Sharp (1985) as theguia self-similarity solution for the
fracturing problem. Their work has been adaptednigny researchers in numerical
studies of hydraulic fracturing. According to thelefinition, any object that “looks”

approximately the same on any scale is said teeliesisnilar. They made use of power
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law self-similar relations (also tried exponentsglf-similar relations) between the
fracturing fluid pressure and the fracture openidging asymptotic behavior of fracture
opening at the tip from the fracture mechanicsy ttetermined the fluid pressure by
integrating the elasticity equation and used stresmnsity factor as the criterion for
fracture propagation.

As noted earlier, their work was then adapted witine modifications in later
years to apply for numerical studies of fracturprgblem. Adachi and Detournay (2002)
used the proposed self-similar solution in theirdelp and numerically solved the
problem using an explicit time-marching algoritiftneir numerical scheme incorporated
moving or stretching spatial mesh (i.e. automagicneshing was possible) but neglected
the fracture toughness. Moreover, no fluid lag leetwthe fracture tip and fluid front was
taken into account during fracture propagatiorhairtstudy.

Traditionally, the numerical solutions for the fiuilriven crack problem have
employed mainly two techniques to discretize tlastitity equation. First is formulating
integral equations, like in displacement discontinumethod, and second is the
discretization of the differential equations usfimgte element/finite difference methods.
Yew and Liu (1993) used the displacement discoityimaethod to investigate the effects
of the presence of plastic zone in front of thectinge tip on the stress intensity factor.
The bottomhole pressure from their model matchedhilgher than predicted values of
bottomhole pressure from the field data. Howeusytassumed KGD geometry in their
analysis and thus their results were limited to IEmdracture lengths. Moreover, this
model too was limited to only planar fractures atiter possible factors resulting in high
bottomhole pressures (for example, condition oftfree opening and surface tortuosity)

were not considered.
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As mentioned earlier, there have been attemptev®w the simple analytical
solutions comprehensively over time. A significamiount of research has been carried
out to obtain analytical solutions for special cadeesroches et al. (1994) used the fact
that there is usually a fluid lag inside the fraetuand that the singularity disappears as
the solution is not continued up to the crack Tipey presented some analytical formulas
for fluid pressure and fracture width as a functidrspace and time for the case of very
small fracture toughness and no fluid leak-off. aach (1995) extended the previous
works on self-similar analytical solutions for fliluidriven fracture propagation and
proposed asymptotic solutions for arbitrary valeésock permeability. His analytical
solution worked well for the cases of very smadcture toughness and very high leak-off
(highly permeable formation). Detournay and Garhga@k003) also worked
independently to investigate the near-tip regioradfuid driven crack in a permeable
medium. They took into account the flow of fluicbfn the formation to the dry region
near the tip (i.e. the region of “fluid lag”) antet flow of fracture fluid back to the
formation. They highlighted the importance of twariables; permeability and the crack
propagation velocity. They also laid out an anabjtisolution for the fracture width for
the case of very high propagation velocity.

A very comprehensive and efficient three-dimendidwyaraulic fracturing model
in a multi-layer elastic medium was developed bgb8ts and Peirce (2002). This model
could incorporate various layers with random etagtioperties, and used a Fourier-
Transform based approach to solve the governingteams. However, the model was
limited to only the planar fracture geometries amlly the geomechanics aspect of the
problem since all the fluid coupling effects weeglected in that study.

Simulation of non-planar fracture geometry was ated by Olson (1995). He

used the boundary element technique to simulatedimensional non-planar fracture
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propagation from highly deviated and horizontal lszelHis work focused primarily on
guantifying the effects of well deviation, in-sitress state, and fracturing fluid rheology
on the fracture propagation path and width restmst His model assumed only a single
fracture already existing along the wellbore cavgithe length of perforated interval and
did not consider multiple, non-intersecting fraetirA similar work was later carried out
by Rahman et al. (2000). He obtained closed-foraiyaical solutions for simple cases
and compared them with his numerical model foriatitn of transverse, complex
multiple fractures with or without perforation.

Most of the theoretical and numerical fracturingdels described in this section
do not take multiple fractures or interaction afluced fracture with pre-existing natural
fractures into account. With the rise in the dnijiactivity in the unconventional gas
reservoirs (shale gas, tight gas, etc.), it has lwdeserved that these reservoirs exhibit
tremendous amount of both small-scale and largke-desterogeneity. Moreover, these
unconventional reservoirs also have pre-existingurah fractures/weak planes and
bedding surfaces present in them. Thus, it is #edrof the hour to migrate from the
traditional fracturing models to the ones that niddeeture propagation by taking all the
abovementioned factors into account. The followsegtion describes the research work

that has been carried out in the literature forraytic fracturing in naturally fractured

formations.

HYDRAULIC FRACTURING IN NATURALLY FRACTURED FORMATIONS

Experimental Studies

One of the very first studies to investigate thieafof rock heterogeneity (pre-

existing fractures in particular) was carried oyt lmamont and Jessen (1963). They
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conducted a series of triaxial laboratory experita@m six different types of rocks. They
“simulated” the existing fractures in their rockngales by creating hairline fractures of
essentially zero width by cutting the rocks intootwarts with a diamond saw, and
replacing the two parts back together along the(Eigure 2-3). They also used finite-
width existing fractures by placing a layer of samghins inside the fracture. They
observed that in most of the successful caseantheed fracture was able to cross the
existing fracture, and orientation of induced fuamet was such that it turned and
intersected the existing fracture at right anglesias also observed that the location of
the point of exit on the existing fracture was wontrolled by the length or the stress
concentration at the tip of the existing fracturaf rather by some “flaw” or weak point
in the rock matrix. However, the rates of fractesgension observed in the experiments
were considerably greater than the in-filed tes#éssing a possibility that fracture
extension might have been unstable.

Daneshy (1974) carried out laboratory experimemntgranite blocks containing
three types of “flaws”: crystal and matrix boundatismall fractures (less than 0.5 in. in
length), and large natural fractures. His experimeresults indicated that the first two
types of “flaws” had little to no effect on the oa# direction of the propagation of
induced fracture. In the most cases, induced fracias able to cross the large natural
fractures. He also tried to study the effect ofidivric stresses on fracture propagation
direction and concluded that in the case of hydtasstate of stress, hydraulic fracture
can propagate in any direction and is likely tddoi the prevailing weakness in the rock.
He, however, did not study fracture propagatioedtion in severely fractured reservoirs

with high permeabilities.
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Figure 2-3: Schematic of the rock model with exigtiracture used in the experiments by
Lamont and Jessen (1963)

Later, Blanton (1982) conducted triaxial tests @turally fractured Devonian
shale as well as hydrostone (cement) blocks toreessend analyze the qualitative effect
of angle of approach (see Figure 2-4) and difféaérstress on the hydraulic fracture
propagation. He observed three types of interadbemveen hydraulic and pre-existing
fractures: opening, arrest, and crossing. He calecuhat at low angle of approach and
low differential stress, the existing fracture opéndiverting the fracturing fluid, and
preventing the hydraulic fracture from crossing. Agher angle of approach and high
differential stress, hydraulic fracture crossed fhe-existing fractures (Fig. 2.5a and

2.5b).
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Figure 2-4: Schematic of a natural fracture affegthe propagation of a hydraulic
fracture. Note tha is called as “angle of approacls’. andos denote the far-field
maximum and minimum horizontal principal stressespectively.

Blanton (1986) later also carried out a theoretmahlysis, and gave a simple
analytical criterion for fracture propagation padfter interaction with pre-existing
fractures. According to him, crossing will occurpifessure required for re-initiation is

less than the opening pressure. His criterion fossing of the hydraulic fracture is as

following:

> . 2.7)
T cos¥Y-b sin?
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wherec; andos are the maximum and minimum horizontal princigeg¢sses as shown in
Fig. 2-4, a is the length of zone of slippage, the half length of open section of the
natural fracturep is the angle of approach, and K the coefficient of friction. This
criterion was in fair agreement with the experinaénésults and it was observed that the

angle of approach was the most sensitive paranmeti@termining propagation path.
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Figure 2-5: Hydraulic fracture getting arrestedbath the tests (2.5 a); Hydraulic fracture
being arrested & crossing the pre-fracture in the tests (2.5 b). (from Blanton, 1982)

Warpinski and Teufel (1987) conducted mineback erpents to study the
effects of geologic discontinuities on hydrauliadiure propagation. They studied the
effects of joints, faults, and bedding planes othlibe fracture containment in vertical
direction as well as fracture length and propagaftithey concluded that crossing occurs
at very high differential stress (~ 1500 psi), whwas in good agreement with Blanton’s
experimental results. They observed that fracture® offset and that multiple stranding
was more predominant than previously thought. Tioeyderived a fracture interaction
criterion to predict whether the hydraulic fractwauses a shear slippage on the natural
fracture plane leading to its arrest, or dilates latural fracture causing excessive leak-
off. For arrest of the induced fracture, criterisn
o 2r0—2p0_Kf

>
1 3) sin2:9+K1;cosﬂ—Kf

(2.11)
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and for natural fracture dilation as:

N (01 - 03)(1— cosd)
p
g 2

(2.12)
where g is the treatment overpressung,is the inherent shear strength of the natural
fracture plane.

Another simple and analytical fracture interactweas later provided by Renshaw
and Pollard (1995). They derived their criteriondpplying a first-order analysis of the
stresses near a mode | fracture impinging on &édnal interface (i.e. natural fractures).
Their criterion, though validated by experimen&dults later, was limited to orthogonal
intersections between the approaching hydraulictdre and the interface. Moreover,
they assumed that crossing occurs via reinitiatibthe fracture on the other side of the
interface rather than by continuous propagatiorthef fracture through the interface.
Their criterion could be stated as follows:

compressional crossing will occur if the magnitude of the compression acting
perpendicular to the frictional interface is sufficient to prevent slip along the interface at
the moment when the stress ahead of the fracture tip is sufficient to initiate a fracture on
the opposite side of the interface

Since the material on the either side of the iam¥fwas assumed to be brittle,
elastic, homogeneous, and isotropic, they usedtimeiples of Linear Elastic Fracture
Mechanics (LEFM) to derive a simple mathematicahfola for their criterion (limited to

orthogonal intersections) as follows:
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> (2.13)

where T is the tensile strength of the rock in psi.

Some other experiments were carried out in the ipa®lair et al. (1989), who
used fine tungsten wires embedded in gypsum t& tfae fracture propagation path, and
Beugelsdijk et al. (2000), who studied the effecstarinkage cracks in Portland cement
blocks on fracture propagation path. The lattereolesd that at higher treatment
pressures, the hydraulic fracture was more likelgivert along the pre-existing cracks.
He also found out that high flow rate or viscosfythe fracturing fluid results in fluid-
driven fractures, and crossing is more likely. @a dther hand, low flow rate just opens
up the pre-existing cracks.

Some of the researchers have conducted field stuierder to better understand
the impact of natural fractures on hydraulic fraes) stimulation design, production
decline, etc. These field studies (Rodgerson (20B6it and Hager (1994), Vinod et al.
(1997), Azeemuddin et al. (2002), Murphy and Fehl#886)) have indicated the
following effects of natural fractures on hydrauliacturing:

* High net pressures

* Premature screen-out

» Enhanced leak-off

* Arrest of the fracture propagation
* Formation of multiple fractures

* Fracture offsets
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Some other experimental studies were conducted etermine the far-field
geometry of the hydraulic fractures in these ndiurractured formations. Doe and
Boyce (1989) conducted experiments to observe theture geometry in salt under
hydrostatic and non-hydrostatic stress. They caleduthat for stress ratios below 1.5-
1.0, hydraulic fracture will have more branchingdamgher fracture multiplicity with
decreasing stress orientation. These results highlthe significance of deviatoric
stresses on fracture geometry. They also suggdbktddthe more reliable method of
observing fracture geometry is mineback experimentere a hydraulic fracture is made
with a dyed fluid and the fracture is mined out fimapping. These mineback experiments
were later carried out by Jeffrey et al. (1992)ovdbserved irregular, multiple fracture
geometries consisting of both horizontal and valticracks. Similarly, Wawersik and
Stone (1989) conducted their own mineback study emdcluded that the fracture
patterns can be divided into four different typésaiegories.

In the recent past, a very comprehensive experahetiidy was conducted by
Zhou et al. (2008) to clarify the mechanism of ladic fractures interaction with pre-
existing fractures. He conducted true tri-axiatden the laboratory to observe the effect
of strength parameters, deviatoric stress ratia, amgle of approach on the fracture
geometry for different stress regimes (tectonic antmal stress regime). He simulated
the natural fractures by casting three differepesyof paper (rice paper, wrapping paper,
and ordinary paper) into the cement blocks. Thegers have different thicknesses and
friction properties, and thus served as the natfreadtures with varying aperture and

strength. Figure 2-6 and Fig. 2-7 show the testkd@fter a series of experiments.
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Hydraulic fracture
propagation

Figure 2-6: Test block specimen after a seriesxpéements. Here, the hydraulic
fracture crossed the pre-existing fracture and @gagion direction was not changed
(6=60°, Ac=7 MPa and normal stress regime) (from Zhou, 2008)

Figure 2-7: Test block specimen after the experisidiiere, horizontal direction is the
fracture height direction; yellow arrow shows thegagation direction of the fracture.
(from Zhou, 2008)
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He concluded that apart from the deviatoric strasd the angle of approach,
strength of pre-fractures also plays a key rolaffacting fracture geometry. He observed
that the pre-fractures with the least shear sttengused the least arrested area of the
hydraulic fracture and with the increase in sheéaangth of the pre-fractures, arrest area
also increases. He also observed that crossingd@manant behavior for pre-fractures
with very small aperture whereas dilation tendemxyeases if the pre-fracture has a
larger aperture. Different stress regimes also plagey role in determining fracture

geometry.

Modeling Studies

Apart from the experimental studies mentioned i@ siection above, there has
been a tremendous focus on the modeling aspetitediracturing in naturally fractured
formations in the recent past. Some researchers tiaveloped predictive tools/models
for fracture behavior in these formations. Howetbeg very first step in building these
models, which is inputting the characteristics bwdtions of the natural fractures and/or
weak planes, is a major hurdle as it is very diitito characterize these natural fractures
in the formation. There have been attempts at ashraant of technology to capture these
natural fractures in the seismic, yet it remairettgrunreliable.

In the literature, the usual practice has beeretterpte these natural fractures by
using some sort of random generator (e.g. ZhangSaralerson (2002)). However, in
reality, they might be a result of tectonic movetsgerand not purely a random
phenomenon. Therefore, Olson (1993) studied theldpment of these joint patterns in
rocks from a continuum and fracture mechanics petsge. He tried to reproduce the

joints spacing, lengths, and apertures taking s¢weechanical parameters into account
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and used the subcritical growth law in his two diasienal numerical model. He
concluded that fracture patterns are highly depeinde the subcritical growth index (n).
He showed that for high values of n, fractures gnowlusters, with many short fractures
in between a few longer ones, whereas for interatedo low values of n, the fracture
spacing is quite regular and the lengths of thetdir@s is large too. This was an
important step towards modeling the interactioomieein hydraulic fractures and natural
fractures.

After the fracture pattern is input into any fraatg model, the next step is to
model the interaction between the hydraulic fraztand natural fractures. Lam and
Cleary (1984) modeled the effects of bedding plaaedrictional interfaces on the
hydraulic fracture growth. They assumed a planairstcondition for their model and
used the displacement discontinuity method to sdhe problem. In their model,
slippage, not the opening, along the natural frecplayed an important role, and the
fluid pressure inside the fracture was assumedetodmstant. Jeffrey et al. (1987) also
used the displacement discontinuity method to agwvel two-dimensional model for
interaction between the fractures. They were ablmaddel the slippage along the natural
fractures (using Mohr-Coulomb Failure Criterion)danoncluded that these fracture
interactions might result in higher treatment puess. Similar study was done by
Akulich and Zvyagin (2008), De Pater and Beugeks@005), and, Zhao and Young
(2009) using the distinct element method to moldeldffects of the natural fractures on
the hydraulic fracture behavior. Though Akulich a@¥yagin’s model did not
incorporate fracture intersections, it did giveidea about the slippage along the fault
and the resulting effects on the stress intensityors at the tip of the hydraulic fracture.
Rahman et al. (2009) used the finite element metbimulate the same problem, and

observed the effects of poroelasticity in theseemasrs. Olson (2008) developed a
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numerical code based on a pseudo-3d displacemserdinuity solution to model the
propagation of multiple fractures. He demonstrateel effects of several in-situ and
operational parameters on the stress shadowinthaneby the resultant fracture network
geometry from horizontal wells and in naturally di@ed formations. His model,
however, did not take into account the fluid flawgide the fracture, and used a constant
pressure condition.

In the recent years, attempts have been made tadwsaced mathematical and
numerical techniques to simulate this problem. bgmwan (2009) used the Extended
Finite Element Method (XFEM) to solve the elasticquation. The advantage of using
XFEM is that the fracture is allowed to propagatelependently of the mesh
configuration by permitting it to cross the elenseriowever, he did not incorporate the
fracture propagation and the coupling process, tieglecting the main advantage of
XFEM. Dahi-Taleghani (2009) and, Dahi-Taleghani @idon (2011) used XFEM in
their two-dimensional model and addressed thesaesssThey used critical energy
release rate ratio as the criterion for interacti@ween the hydraulic fracture and the
natural fractures. Weng et al. (2011) developedeu@o-3d unconventional fracturing
model (UFM) to simulate complex fracture networlogmgation in naturally fractured
formation. They model took into account the fraetunteraction, multiple fractures
propagating from the wellbore, stress shadowingot$f proppant transport, etc. They
demonstrated the effects of rock fabric, reserpairameters on the resulting fracture

network geometry.
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Chapter 3: Model Formulation

This chapter presents the numerical model usedediqi the hydraulic fracture
propagation path once it intersects the naturaitdra, and, to predict and quantify the
extent of the microseismic activity cloud when adtaulic fracture is created in a
formation having natural fractures/weak planesstFia detailed description of the
software used for this project (FLAC3D) is providedshow the algorithm flowchart,
computation cycles, and principles of the softwarken the governing equations for
different constitutive models and their theories presented for better understanding the
physics embedded in the software. The subsequetbiseleals with the steps in creating
the geomechanical model in FLAC3D, including gribmetry, assumptions, boundary
conditions, challenges, and post processing. T$teskction presents some initial results,

and compares them with the literature to validageformulated geomechanical model.

INTRODUCTION TO FLAC3D

Fast Lagrangian Analysis of Continua in 3 Dimensidor, FLAC3D) is an
explicit finite difference program to study, nunuadly, the mechanical behavior of a
continuous three-dimensional medium as it reaclgeslilerium or steady plastic flow.
The mechanics of the medium are derived from gémpemaciples (definition of strain
and laws of motion), and the use of constitutiveagipns defining the idealized material.
It is particularly useful in solving elastoplastmaterial behavior or large strain problems
as the grid can deform. The explicit, Lagrangiafcudation scheme and the mixed-
discretization zoning technique embedded in FLAG33ure that the plastic collapse
and flow are modeled very accurately. The softwaae twelve different constitutive

models to simulate different materials and condgjoincluding elastic, elastoplastic,
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strain hardening and strain-softening. In additiorthat, FLAC3D has the capability to
model single phase fluid flow (darcy flow only) tlugh porous media along with
performing coupled flow/deformation analysis. Howevfluid flow is not modeled
explicitly in this thesis and poroelastic effecte aeglected in this study.

In order to set up a model to run a simulation ViFtbPAC3D, three fundamental
components of a problem must be specified: a) igefidifference grid; b) constitutive

model (or behavior) and material properties; aniditipl and boundary conditions.

Grid and Boundaries

A gridblock (or, zone) is the smallest geometriendin within which the change
in any phenomenon (e.g., stress versus strainyakiaed. It is generated by built-in
meshing feature in FLAC3D. By default, discretimatiof the material body is done into
hexahedral zones. The vertices of a gridblock aléed the gridpoints. Some of the
variables used in FLAC are stored in the gridbloks., density, pore pressure, etc.),
while some are stored in the gridpoints (e.g., ldisgment, velocity, etc.).

Boundary conditions can vary from the mechanicalinoary conditions, like
fixed stress or displacement, to fluid boundaryditbons, like constant pore pressure,
specific discharge, and leaky conditions. For imm@atation in the code, all stresses and
nodal velocities are initially set to zero; thenijtial stresses are specified as initial

conditions.

Main Calculation Steps

As mentioned earlier, FLAC3D uses an explicit “ttmarching” finite difference

solution scheme (Figure 3-1). For every timestapy strain rates are derived from the
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nodal velocities. Then constitutive equations (dbsd in the next section) are used to
calculate the new stresses from the strain ratek stresses at the previous time.
Equations of motion are then invoked to derive mawlal velocities and displacements
from the stresses and forces. This sequence isatexpeat every timestep until the

maximum out-of-balance force is within the toleratiit specified by the user.

Equilibrium Equation
(Equation of Motion)

new new
velocities and stresses
displacements or forces

Stress / Strain Relation
(Constitutive Equation)

Basic explicit calenlation cyele

Figure 3-1: Calculation cycle in FLAC3D (from Uddanual, FLAC3D 3.1)

CONSTITUTIVE EQUATIONS

In this project, the two constitutive models, dalastnd elastoplastic, have been
used for different simulations. Thus, the governgagations behind both the models are

presented briefly in this section for better untierding of the physics.
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Elastic M odel
Here, the mechanical behavior of a continuous tbdmeensional material is
described mathematically by the equations of douuim (Eq. 3.1), the definition of

strain (Eq. 3.2) and the constitutive equations (&8).

0°u.
T+ PG = P55 (3.1)
1
& =§(Ui,j + Uj,i) (3-2)

Since the medium is assumed to be homogeneousypgntand perfectly elastic,
strain increments can be related to the stresenmemts according to the linear and

reversible law of Hooke (constitutive equationfatws:

Ao.. =2GAcs.. +ale,, O.. (3.3)

] I] kk™ij

where the Einstein summation convention appligss the Kroenecker delta symbol, and
o is a material constant related to the bulk modWysnd shear modulus, G, as

.2
a=K-36 (3.4)

This system of 15 equations for 15 unknowns (6 caomepts of stress tensoy
and strain tensog;, plus the 3 components of the displacement vagjois solved at
each node using an explicit, finite difference nuos scheme. New stresses are then

obtained from the relation:

N _
% =% T8 (35)

The deformation in the elastic medium is indepehdénhe stress path since the

constitutive equation is linear in nature.
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Plastic M odd

All plastic models potentially involve some degred permanent (i.e.
irreversible), path-dependent deformations (fajluvehich is a consequence of the
nonlinearity of the stress-strain relations. Insgilaty literature, a so-called yield function
(often denoted by the symbol f) and a flow ruletfwmplastic potential function, often
denoted by the symbol g) are commonly employedistinguish plastic from elastic
states. The yield function basically defines thhesst combinations for which plastic flow
takes place in the medium. The flow rule specifies direction of the plastic strain
increment vector as that normal to the potentiafase; it is called associated if the
potential and yield functions coincide, and noneagged otherwise (Vermeer and
deBorst (1984)).

The plastic theory, in FLAC3D, and in general, etathat the total strain
increment can be decomposed into an elastic coniwity ¢, and a plastic contribution,
”, with only the elastic part contributing to theesss increment by means of an elastic
law discussed in previous section (i.e. Hooke’s L.aw
(3.6)

Ag, =Agf +Ag]

Ao, =S(Ag,AsS,..... AEY), i=1,n (3.7)
where $is a linear function of the elastic strain incrertse

Now, to model elastoplastic behavior in materiald,AC offers several
constitutive models like Drucker Prager Model, M&@woulomb Model, Hoek-Brown
Model, etc. In this thesis, Mohr-Coulomb model bagn used to model the elastoplastic
behavior in the materials. The Mohr-Coulomb modsaithe Mohr-Coulomb criterion as
a shear yield function, with a tension cutoff (tensyield function). The yield function
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for Mohr-Coulomb criterion is described by meanstwb functions, Tand f, used to

define shear failure and tensile failure, respetyiv

S-—g - -2c | (3.8)
f g, 03N¢ 2c Nqo
where g, and Iy are the maximum and minimum principal effectivajesses

respectively (compressive stresses are positiwa$, the friction angle, c is the cohesion,

and
_1tsin@) (3.9)
@ 1-sin(p)

The tensile failure criterion can be written as:

t_ . _ t
f =0,-0 (3.10)

where d! is the tensile strength of the material.

The function f is negative as long as the stregdecmakes no contact with the
Mohr-Coulomb envelope, while it vanishes when tteych. The material cannot sustain
a stress circle that intersects the envelope \tbigdd imply f>0) (see Figure 3-2). Hence,
a material is said to be in an elastic state if, faQd in a plastic state when f=0. An
element may pass from an elastic state to a plasite and vice-versa. For plastic
yielding, the element needs to be in a plastiestiat0), and to remain in a plastic state

(df/dt=0). The yield function surface in 3-D pripal stress state is shown in Figure 3-3

below.
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Figure 3-2: Mohr-Coulomb criterion representingss circle at yield (touching the
envelope) (plane representation)

Now, in contrast with the elastic theory, therenig direct correspondence
between the total stress and total (plastic) strdimstead, the plastic strains are assumed
to be derived from a scalar function g, calledplestic potential function, of the stresses

as follows:

AP -9 (3.11)
agi

where A is constant.A is a non-negative multiplier if plastic loadingcoes (f=0 and

df/dt=0), whereas, it vanishes in the elastic stitikas no physical meaning. The plastic
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potential function can again be described by medirts/o functions, and ¢ used to

define shear plastic flow and tensile plastic floegpectively.

Figure 3-3: Mohr-Coulomb yield surface in princig#iless space (from Vemeer &
deBorst,1984)

S-g - (3.12)
9 =0, ast
wherey is the dilation angle and
_1+sing) (3.13)

Y 1-sing)
Dilation angle,y, basically represents the ratio of plastic voluchange over

plastic shear strain. Generally, for concrete avaks, the dilation angle is significantly
smaller than the friction angle. The functidrcgn be written simply as:

t_ (3.14)
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As mentioned earlier, the flow rule is said to lssaxiated if gf, and non-
associated otherwise. Thus, it can be seen thafuthetion g corresponds to a non-
associated law whereas the functibearesponds to an associated flow rule.

Substituting Eq. 3.6 in Eq. 3.7, and making uséngfar property of the function
S, we can write:

Agi =S (Agp,Be .. Aen )-S Bl Ash ..pef ) (3.15)

I — J

Now, Eq. 3.11 can further be substituted into Eq23and again making use of
the linearity of § it can be written:

Ag; =S (Bgp Bey. ... Aey )-AS | 2L 099
! 1 00y ‘90, " oa,

(3.16)

FLAC3D IMPLEMENTATION

In FLAC3D, an elastic guesg; , i=1,n, for the stress state at time\t+s first

evaluated by adding the stress increments, cagmifabm the total-strain increments for
the step, to the stress components at time t llasvio
3.17
Qil =0 +S(8g, 089, ... Mg ) (317
If the elastic guess violates the yield functioithi@ Eq. 3.8 or Eq. 3.10), either
shear failure or tensile failure is declared (deldeg on which yield function is violated),
and Eqg. 3.18 is used to place the new stress gxawtthe yield curve. Otherwise, the
elastic guess gives the new stress state at tirxte @and no plastic flow takes place in the

material.

g,

N_,l _3g/99 | a9 a9 (3.18)
'\0q1 0 9gy
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whereg;” is termed asew stress components, and is defined as:

QiN =i +Ac (3.19)

M ODEL DESCRIPTION AND SIMULATION PROCEDURE

The model developed was implemented using the cooahecode FLAC3D
which is an explicit finite difference simulatorathhandles mechanical deformation in
continuum. The inbuilt programming language, FISt#s used to write the required
routines to track the fracture width, interactioiterion, and the failure region around the
fracture tip. The simulation procedure can be desdrby the flowchart below (Figure 3-
4).

Grid Generation and Boundary Conditions

In simulating the cases for interaction between higdraulic fracture and an
existing natural fracture, only a quarter of theygibal domain was modeled (due to
symmetry) with the wellbore at the corner of thalgr.e. at the origin (0,0). The region

near the fracture tip was meshed heavily to caghegeear tip phenomena as accurately

as possible. However, the grid becomes coarsergssigely as we move away from the

gridblocks in the software, and partially to save tcomputation time for a single

simulation.
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Apply Fluid Pressure

Mechanical Equilibrium
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Figure 3-4: Simulation Flow Chart

Initially, a 2D plane strain model (i.e. KGD fraotugeometry) was used to
validate the model by simulating only a single lagépay zone and no adjacent layers.
After the model was validated, the geomechanicalehweias made 3D (i.e. PKN fracture
geometry) by adding an overburden layer on top,aandnderburden layer below the pay
zone.

The natural fractures were simulated by using ffatee elements” (inbuilt feature

in FLAC3D). These elements basically represent gdaon which sliding and/or
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separation can occur. They are characterized lyyepties of cohesion, friction, dilation,
normal and shear stiffnesses, and, tensile andr ¢bmad strength. However, when
modeling the failure envelope near the hydraulactiire, a different approach was
followed to simulate these natural fractures. lattlcase, very thin zones (or the
gridblocks) in the grid were specified “weak prdpes” (low cohesion, tensile strength,
stiffness, etc). The selection of those thin zojmesweak planes) was purely random in
nature. This was done so because using more tfan mterface elements in FLAC3D
makes grid generation very awkward and also ineeasmputation time drastically.
After the grid is generated, the model is subjedtethe stresses in the normal
faulting regime with the in-situ vertical stressrgethe highest, followed by the major
and minor horizontal stresses. The boundary carditicorrespond to zero normal
displacement at the bottom and the vertical wdllhe grid and a constant vertical stress
at the top of the grid, corresponding to the imnrsiertical stress. Though poroelastic
studies were not carried out in this model, porespure was also specified in the
initializing conditions. This was done to just ube effective stresses while calculating
failure envelope or propagation criterion. The schgc of the generated grid along with

the stress state and the boundary conditions caediein the Figure 3-5 below.

Creating Hydraulic Fracture

As mentioned in the previous section, only a quastehe physical domain was
modeled in this project. Thus, only one wing of ffeeture and half width was modeled.
Hydraulic fracture of a known length was created i®axing the zero normal
displacement boundary condition on those gridpcamd applying a normal stress (i.e.
the fluid pressure), higher than the value @f;% on the faces, thus allowing them to

deform under the application of the fluid pressonethe faces of those gridblocks. It is
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worth mentioning here again that the model is statinature, i.e. the hydraulic fracture
length is fixed, and not changing with time. Thhe fluid pressure inside the fracture is
specified by the user, and is constant. Howevesome cases, an analytical expression

(Eq. 3.20) for fluid pressure along the fractunegiin was used to simulate more realistic

cases.
0.25

_ X (3.20)
P(X) = (Rt _sn, min’ 1_: +sn,min

where Ry is the fluid pressure at wellbore andid_the fracture half-length.

Svv

i 1 P

Overburden Layer

Shmin - Shmin
—_—

Shmax
Underburden Layer

X

zero z-displacement

Figure 3-5: Schematic of the model grid with streteée and boundary conditions

Propagation of the hydraulic fracture by couplihg tluid flow inside the fracture
with the deformation was tried in this project. Howgr, due to large pressure and stress
gradients near the tip, and pressure singularitigeatip, numerical convergence was very

hard to achieve, and the scheme was unsuccesgjuteR3-6 below shows the schematic
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of the plane view of the grid along with the apation of the fluid pressure and the

boundary conditions. Note that the region aroumdftacture tip is meshed intensively.

Gyy = ~Ghmin

R R 2 T T T TR

h

Gy = ~Ohmax Gxx = ~Ohmax

=

—) i -

Lttt ittt t t t

I:)ﬂuid Gyy = ~Chmin

Figure 3-6: Plane view of the grid. Solid red lindicates the gridpoints with zero
normal displacement boundary condition. Wellboratithe origin (0, 0)

Mechanical Equilibrium and Interaction Criterion

After the grid is generated, stresses are inigdljizboundary conditions are
applied and the hydraulic fracture geometry is te@awesolve the model, and allow it
to reach the steady state (or, the mechanical ibquih). FLAC’s default mechanical

timestep was chosen in the simulations. The candiib define mechanical equilibrium
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is highly flexible, and can be defined by user. Bbbrthe simulations described in this
work, system was said to have reached mechaniaalitemum when the ratio of
unbalanced forces reached the tolerance limit €§.1e

After the system reaches mechanical equilibriumamely a simple, yet realistic,
interaction criterion to predict the path of thedhgulic fracture. The grid was generated
in such a way that the hydraulic fracture tip wast touching the interface (i.e. natural
fracture). Thus, fluid pressure at the tip can $®uened to be zero since in reality there is
usually a fluid lag, and thus interaction betweke hatural fracture and the hydraulic
fracture can be analyzed purely from mechanicaidgtaint without considering fluid
flow. Now, there are two possibilities at this marheHydraulic fracture can either cross
the natural fracture, or get arrested by it. Foew fracture to initiate on the other side of
the natural fracture, the maximum effective priatigtress must reach the tensile
strength of the rock. And for this fracture re-iaiion to occur, the stresses acting on the
interface (or, natural fracture) should be such tha interface must not slip, so that the
tip stresses can be transmitted to the other didbeointerface. If, however, interface
slips, the stresses are relaxed, and are not trdednacross the interface, and the
hydraulic fracture will be arrested at this momehit.later times, if the flow continues,
the dilated natural fracture becomes a part of y@raulic fracture network, i.e. the
hydraulic fracture turns and propagates along thwral fracture (see Figure 3-7).
However, in this study we are interested only i@ finst timestep, i.e. the moment when
fracture tip intersects the natural fracture. Tihibecause, to model the next timestep, the
fluid flow has to be modeled and coupled with defation problem thus making it a
dynamic problem (just like the fracture propagatwoblem). As mentioned before, the
scheme that was tried to model the fracture prap@agavas unsuccessful, thus limiting

us to only the static solution.
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It will be shown in the next chapter that the siatign results using this
interaction criterion were compared with the exmpemtal results available in the

literature, and that the results were found to bse match.

b

d e ;é f ;
Figure 3-7: Schematic showing different possibkenseios for the hydraulic fracture and
natural fracture interaction.

In addition to the model described above, anothenerical model was developed
to observe the impact of geomechanics on the ne@wscity in the unconventional
reservoirs. In simple words, microseisms are mgirear slippages. Thus, these slippages

are not tensile opening/fracturing, but some sbghear movements associated with, a)

hydraulic fracture itself, and, b) re-activationgdénes of weakness already present in the
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reservoir due to changes in stress. There are alemschanisms that can cause a
microseismic activity. It is well known that a psesized fracture disturbs the stress field
around it, and results in a different stress stateind itself. Now, if there are any weak
planes present in this perturbation zone, micrasgisould potentially be generated.
However, most often, the hydraulic fracture cre@emne of compressive stress around
it which is typically not favorable for inducing etr movements. Second factor is fluid
leak-off, which increases pore pressure and thosdeatabilize weak planes resulting in
microseisms. However, since the unconventional &ions have very low permeability,
movement of the fluid far away in the formationdsficult to conceive. But, if the
hydraulic fracture intersects the natural fractmed opens those fissures, it results in high
permeability, and the fluid moves faster and goaghér away in the formation,
potentially generating microseisms. One other faothe stress changes around the
hydraulic fracture tip. The region ahead of theckrdp usually generates very high shear
stresses, and thus could potentially generate sesms if the weak planes have
favorable orientation and properties. The extenthid region is dependent on many
factors including fracture size, net fluid pressuresitu stress state, etc. (Warpinski
(2009)). In this thesis, focus has been on thisofagnly as the other factors (leak-off,
etc.) require a propagating fracture to repregdemfphenomena accurately. Two different
approaches were considered to model the microseiaativity cloud resulting from the
fracture tip phenomenon as described below.

In the first approach, the weak planes were explicreated in the matrix (or,
grid) by specifying weaker properties to certaime® (or, gridblocks). The orientations
and locations of these weak planes were chosemmagdThen, a hydraulic fracture was
created, as mentioned in previous sections, aed @i simulation, a check was made to

see if there was any shear failure occurring irs¢ghtweaker” zones. Then, in the next
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simulation, the location of those weak planes wanged, and a check for failure was
made. This process was repeated till there wasbeerved failure in those weak planes.
In this manner, the potential microseismic clousuteng due to fracture tip phenomenon
was observed.

In the second approach, the weak planes were implicnature i.e. no weak
planes were specified in the matrix. The hydrafrkcture was created and after the end
of simulation, the ¥function, described in detail in the theory settabove (Eq. 3-8),

and repeated below for convenience, was evaluateddch gridblock, and its contour

was plotted.
S-—g - -2c | (3.8)
f g, 03N¢ 2c Nqo

where o, and I, are the maximum and minimum principal effectivajesses

respectively (compressive stresses are positiwa$, the friction angle, c is the cohesion,

and
_1+sin()
®  1-sin() (3.9)

Eq. 4.4 implies that>#0 indicates potential failure. Thus, looking a¢ ttontour
plot of f, a potential microseismic cloud was observed. felemte that the weak planes
within this cloud will fail only if they are favoldy oriented, otherwise they will remain
intact. Outside this cloud, weak planes will nat, fiarespective of the orientation and the
properties.

This latter approach towards modeling the micraos&sactivity cloud offers
advantages over the former approach. Firstly, tbenér approach is very time
consuming and iterative as one has to keep chargmdocations of weak planes in
order to observe the boundary of the potentialufailcloud. Considering that each

simulation takes approximately two to three hoths,entire process can take a very long
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time. Secondly, the latter approach allows us tduste the non-vertical weak planes in
the analysis as we don’'t have to model the weakgslaexplicitly. In the former
approach, creation of multiple dipping and inclin@sh x-y plane) weak planes is not
easy, thus typically limiting us to only the inahith but vertical weak planes. There is,
however, a potential disadvantage of choosing ieiipiipproach over the explicit one.
When there are many weak planes present in thexyatre could argue that the failure
of the weak plane closest to the hydraulic fractaight result in stress relaxation, and
might affect the failure tendency of the weak pléamther away from it. To address this
issue, a simulation was performed where weak plamge placed near the fracture and
after the end of simulation, subsequent extenf ehfielope was observed. It was seen
that the overall extent of potential microseisnimud is very similar to the case when f
envelope was calculated without any weak planesepte(shown in the next chapter).
Thus, the second approach (i.e. the implicit apgrpavas adopted for all subsequent

simulations and studies.

MODEL VALIDATION

In this section, a simplistic comparison betweermarical results and the
analytical results available in the literature the fracture widths is presented. This
enables us to have a confidence in the capabildfethe commercial code/software
FLAC3D that has been used to perform the subseggiemilations. A more rigorous
comparison of numerical results with experimengautts is presented in the following
chapter.

As mentioned in the chapter 2, Khristianovic anel#v (1955) presented a 2D

fracture geometry assuming plane strain in theicadrdirection. Geertsma and Klerk
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(1969) improved this model by using an equationplane strain (developed by England
and Green (54)) and presented the following expyedsr fracture width:
—)2 _
407k ¢ Phiig ™ Sh, min)
E

5 (3.21)

W(X) = 1-x

wherev is the formation’s poisson’s ratio, E is the fotioa’s Young Modulus, Lis the
fracture half-length, and x is the coordinate alfnagture length
Similarly, for PKN type fracture geometry, Nordgréth972) presented the
following analytical formula for the case of no keaff.
2(1-v?)h NG

fluid ~ Sh, min’ (3.22)

E

1- x2

W(X) =

where his the total fracture height.

Base case simulations were performed in the FLAQ@S8IDg the same procedure
as described in the previous section. The materga assumed to be perfectly elastic,
homogeneous, and isotropic. Table 3-1 lists theesbf all the properties and stresses
that were used for these base case simulation¢e Bab shows that the results obtained
from the developed model and the analytical exjpsassmatch with each other. Figures
3-8 and 3-9 show the fracture geometries createldlLB\C3D for these two cases. Using
the parameters of Table 3-1, the simulations gawdas fracture widths at the wellbore
(origin) to the 2D analytical models (Table 3-2)dicating that the model can be used for

more complex cases as discussed in the next chapter
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Table 3-1: List of the parameters used for base semsulations

KGD PKN
Parameters
Geometry Geometry
Payzone length (m) 180 180
Payzone width (m) 80 80
Payzone height 60 60
Young’'s modulus (Payzone), psi 4.5e10 4.5el(
Poisson’s ratio (Payzone), psi 0.2 0.2
Young’'s modulus (Bounding Layers), psi - 3.5el10
Poisson’s ratio (Bounding Layers) - 0.2
Vertical stress, & (psi) 7000 7000
Max. horizontal stress, Shax(psi) 5500 5500
Min. horizontal stress,ygnin (PSi) 4000 4000
Reservoir's pore pressure, (psi) 3000 3000
Fracture half-length, {.(m) 50 50
Fracture height,:H{m) - 60
Net fluid pressure, R (psi) 400 400

Table 3-2: Results obtained from the model anchtiadytical expressions

Max. fracture half-width (mm) for fracture Analytical Simulation
type: result result
KGD 5.88 5.902
PKN 3.53 3.56
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L

Underburden

Figure 3-8: Elliptical (PKN type) fracture geometgsulting from the uniform pressure
condition at the fracture face

52



L¢

Figure 3-9: KGD type fracture geometry (characestiby the rectangular shape in
vertical direction) in FLAC3D. Please note thatrthare no bounding layers above or
below the payzone. Fluid pressure is uniform orfitaeture face.
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Chapter 4: Results and Discussion

This chapter presents the results of the numesicallations that were carried out
during this project. It is divided into two diffexesections. The first section deals with
the hydraulic fracture path prediction in naturdigictured formations, and the second
section presents the results for microseismic ggtextent (or, cloud) from hydraulic
fracturing in these naturally fractured formatiofi$is chapter begins with a series of
base case simulation results that help us to bettgerstand the phenomena of hydraulic
fracture interaction with natural fractures presenthe formation. It then presents the
results obtained for prediction of the hydraul&diure propagation path after intersecting
the natural fractures. A comparison of results ioleth from the numerical simulations
and experimental work in the literature has beeden@his comparison again underlines
the validity of the model developed.

In the second section, results for quantifying éixéent of possible microseismic
activity cloud have been presented. Two differgopraaches to build the models have
been discussed and compared. Lastly, a comprelessnsitivity analysis is presented

for different parameters involved in the model.

HYDRAULIC FRACTURE PROPAGATION PATH PREDICTION

The work here is focused on the interaction of hiydraulic fracture with an
existing natural fracture at the moment when hylrdracture tip is very close to, or just
touches the natural fracture. As mentioned preWotis is because of the assumption
of uniform fluid pressure (or, a pressure profigng analytical expressions). This limits
us to study the fracture interaction from only theechanics standpoint without

considering fluid flow.
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Any crack, when internally pressurized, exerts radrand shear stresses which
are dominant around the crack tip. Analytical ressilave been given by Pollard and

Segall (1987) for the stress field around a hydeduhcture as:

Pty ™ ( 9 .33) (4.1)
g =———c0S—| I~ sin— sifn—
XX N2 2 2 2
net\/ ( 30) (4.2)
=————cCos—| I+ sm— SiR— [+ P
W 2 2 net
et “ sm COS— 0053—6 4.3
xy 2 2 (4.3)

where r and are the polar coordinates at the crack tjg:i®the net fluid pressure inside
the crack.

The hydraulic fracture exerts normal and sheattitnas on the natural fracture
that is very close and ahead of the fracture tgr. the cases where natural fracture is
orthogonal to the hydraulic fracture, a part of thetural fracture that is within the
specific radius from the hydraulic fracture is untlee tensile stress. Due to this tensile
stress, a part of natural fracture may open evdorddydraulic fracture intersects it.
Figure 4-1 shows the width profile of the natunacture as a result of tensile stress
exerted by an approaching hydraulic fracture. Distabetween the hydraulic fracture tip
and the natural fracture was varied as shown iplbie From the plots, one can conclude
that it is most likely to get opening mode fractgrewth initiated ahead of the tip of an
approaching hydraulic fracture. The plot indicatdsmt as the hydraulic fracture
approaches the natural fracture, the width of méttracture increases, however, the
extent of this opening reduces. The natural frectuas assumed to have zero tensile

strength in this case.

55



MNet Opening of natural frac {mm)

—— =01 a—xf=042 — xf=082 = xf=1 xf=121

—
=,

Imtgifage

'L,llr-

/

J

|

}
|

=
[a ]

—
— [
./..-=

=

[
.

=
[

'—r'l—ﬂ_|_l'\_l"-_ﬂ_r‘ T
0 0.2 04 06 08 1 12
Y distance from hydrofrac tip {m)

Figure 4-1: Width profile of the natural fractureder the influence of stress field exerted
by an approaching hydraulic fracture at differémiets.

Figure 4-2 shows the maximum width profile of tregural fracture with varying
distance of the natural fracture from the hydradiacture tip. It shows that the width
opening of the natural fracture is less when farther away from the hydraulic fracture,
which is not difficult to understand since the tnstresses decrease as we move away
from the tip.

To see the effect of plasticity, two plastic modélssing Mohr-Coulomb
constitutive model) were simulated. In the firsseathe cohesion of the rock matrix was
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Max. Width of natural frac (mm)

8 GPa, while in the second case, matrix was madierseeaker by lowering the
cohesion to 2 MPa. It was observed that there waspening or shearing of the natural
fracture due to the shear failure of the matrixundog on the other side of the natural

fracture. This indicates that soft shales mightindicate microseismicity in some cases

as compared to hard shales.

0 0.2 0.4 0.6 0.8 1 12 14

Distance from hydrofrac tip, Xf (m)

Figure 4-2: Maximum width opening profile of thetmal fracture with varying distance
between the hydraulic fracture tip and the natireature

Similarly, shear stress acting on a natural fractiure to an approaching hydraulic
fracture was plotted as shown in Figure 4-3. Theaslkraction peak is slightly offset with

respect to the hydraulic fracture tip with a righteral shear sense. The analytical
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expressions given by Pollard and Segall (1987) alaiso give the similar shear traction

profile.

Distance along the natural fracture

Shear Stress Profile

Figure 43: Profile of the shear stresses exerted by aroapphimg hydraulic fracture on
the orthogonal natural fracture. Distance betwéerfriacture tip and the natural fracture
was approximately 0.04 m.

The next step, i.e. the interaction between theduat fracture and the natural
fracture at the moment when hydraulic fracturgugi intersects the natural fracture, was
modeled using an interaction criterion previousted in Chapter 3. It is repeated below
for convenience.

For crossing to occur, stresses exerted by theabiid fracture tip should be
such that the interface doesn't slip, and rocksfail tension on the other side of the

interface to initiate a new fracture. If, howeuvaterface slips, the stresses exerted by the
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fracture tip aren’t transmitted to the other sidecing hydraulic fracture to be either
arrested momentarily, or dilate the natural fraetamnd propagate along it.

Figure 4-4 shows the grid and the natural fracfoom-orthogonal) along with the
far-field stresses used for this simulation. Noi& the hydraulic fracture tip just touches
the natural fracture. Fluid pressure inside thetfn@ was not constant, and an analytical
expression (Eg. 3.16) was used. The orientaticghehatural fracture with respect to the

hydraulic fracture was varied in simulations arsdeiffect is discussed in the next section.

l Sh,min

SH,max SH,max

T Sh,min

Figure 44: Grid used in the model. White marks on the baumpdhdicate zero normal
displacement boundary condition. Red line indictttesinterface element (i.e. natural
fracture) and light blue line indicates the gridnte attached together (no natural
fracture)

Figure 4-5 shows the results using the fracturerauation criterion described
above. In this plot, orientation of the naturalcttae was fixed at 75 degrees, and the

effect of differential horizontal stress {RuxShmin) and coefficient of friction of the
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natural fracture can be seen. For this case, comedithe natural fracture was assumed
to be zero. It shows that as the differential hamial stress increases, it is easier for the
hydraulic fracture to cross the natural fracturédower friction angle. The plot also
indicates that one might draw a line, to the righthich is the region for crossing, and
to the left is the region for slippage of the naturacture or arrest of the hydraulic

fracture.
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Figure 45: Effect of friction angle and horizontal diffetel stress on the fracture
interaction (for a fixed orientation of the natun@cture). The dashed curved line
separates the region of crossing from the regialippage/arrest. Cohesion of the
natural fracture was assumed to be zero.

Figure 4-6 below shows the fracture interactionawedr for different orientations

of the natural fracture with respect to the hydrmatracture. Here, coefficient of friction

60



of the natural fractures is fixed @£0.58 and cohesion is again assumed to be zero. The
plot indicates that as the angle increases frof (8&presenting orthogonal natural
fracture), the tendency of the hydraulic fractuoesimply cross the natural fracture
decreases and it is more likely to get arrestgor@pagate along the natural fracture. The
plot indicates that the fracture interaction bebas very sensitive to the orientation of
the natural fracture. The typical values of coédiit of friction observed in the field are
around 0.5-0.9. Thus, the parameters chosen distiea nature. A very similar work
has been done by Gu et al. (2011). They developeargrehensive hydraulic fracturing
simulator using a similar interaction criterion.€lihmodel too predicts similar results for
interaction between a hydraulic fracture and asstayg natural fracture. A more detailed

discussion of their work will be presented in tlextnchapter.

Effect of orientation of natural fractures on fractures
interaction (u=0.58)
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Figure 46: Effect of angle of orientation of the naturadture on the fracture interaction
(for a fixed coefficient of friction value for theatural fracture). Cohesion is again
assumed to be zero.
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In the case of slippage or arrest, there are twthdu possibilities for fracture
propagation as shown in Figure 3-7. The hydraufcttire can either be arrested by the
natural fracture, or it can dilate the natural fuse and propagate along it. These two
possibilities depend on the fluid pressure of tigdraulic pressure. If the fluid pressure
near the tip is greater than the normal stresagcin the natural fracture, natural fracture
will open up and hydraulic fracture may propagakena it. If, however, the fluid
pressure is lower than the normal stress actinthematural fracture, hydraulic fracture
will remain arrested, at least for sometime. Figd#e below shows the conditions under
which these two possibilities might occur. The ¢ioefnt of friction was again fixed to
be 0.58 and cohesion of the natural fracture wasmaggt to zero. The plot indicates that
as the differential horizontal stress decreasedrawjic fracture is more likely to dilate
the natural fracture and might propagate alongable 4-1 lists the values of some key

parameters that were used in these simulations.

Model Validation

The results obtained from the developed geomecabmuwodel, using the
abovementioned fracture interaction criterion, wemmpared with the experimental
results published in the literature. As mentioned Ghapter 2, Zhou et al. (2008)
performed laboratory hydraulic fracturing experingerto investigate the fracture
propagation in the cement blocks with pre-fractukés used three types of paper — rice
paper, printer paper, and wrapping paper (with fe@ent of friction being 0.38, 0.89,
and 1.21 respectively). The cohesion of paper weasnred to be around 3.2 MPa and
the tensile strength of the 300 mm cube blocks wsasl found to be around 3 MPa.
Although majority of the cases were compared with €xperimental results, only the

comparison with the experimental results obtainesnfthe rice paper tests has been
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shown here. The comparison between the model anexgperimental results can be seen

in the Figure 4-8.
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Figure 47: Plot showing the effect of orientation of theural fracture and the
differential horizontal stress on the fracture ratgion for the cases when the hydraulic
fracture does not cross the natural fracture.

From the Figure 4-8, it can be seen that the nwaleresults are in good
agreement with the experimental results. Therenlg one discrepancy for the case of
orientation of 668 The model suggests hydraulic fracture crossiegnitural fracture at
that orientation of the natural fracture and theegistress state, but experiments showed

no crossing. Although there is no obvious reasantlits discrepancy, one possible
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reason could be the thickness of the paper usettieénexperiments that might have
suppressed crossing. The overall comparison andl goatch validates the fracture
interaction criterion used in this model and suggésat it can be used in more rigorous

hydraulic fracturing simulators for unconventionegervoirs.
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Figure 48: Comparison of model results with experimentalhes obtained by Zhou et
al. (2008). The labels in red correspond to theehoesults and the labels in black
correspond to the experimental results.
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IMPACT OF GEOMECHANICSON MICROSEISMIC ACTIVITY

In this section, the results for quantifying theemt microseismic activity cloud
generated from hydraulic fracturing in the preseofceeak planes have been presented.
It should be noted that only the effect of hydraufracture tip (and resulting
geomechanics) is considered in this work. Othetofa¢c mentioned in Chapter 3, have
not been included.

Figure 4-9 shows the contour plot 6fdér a 3D hydraulic fracture. The properties
have been listed below in Table 4-1. Thénfthis plot has been calculated for the most
favorable case i.e. assuming weak planes are falyomaiented at different locations,
have coefficient of frictiony, 0.6, and have zero cohesion. It can be seen thenplot
that the failure cloud for potential microseismyésy small and extends only up to 10m
from the fracture tip. Generally, the uncertaingga@ciated with microseismic itself is of
the same order and thus, we can conclude thatadb#ufe tip phenomenon doesn'’t play

much role in microseismicity in these scenarios.

Table 4-1: List of properties used for Figure 4-9

Parameters Values
Overburden Stress, , Jsi 12,000
Maximum Horizontal Stress Sa», pSi 11,300
Minimum Horizontal Stress, Qin, PSi 10,800
Pore Pressure ,Ppsi 9,700

Net Fluid Pressure, R, psi 830
Pay Zone Height, ft 196
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Please note that the in-situ stress state for dase above is very stable whereas,
many of the shale plays are overpressured. Sireesffiective stress is lower in those
reservoirs (because of high pore pressure), anygehm stresses around the fracture tip
can greatly destabilize the weak planes and casectdnem to fail up to farther distance.
One such case is shown in the Figure 4-10. Thewais@roperties are listed in the Table
4-2 (Buller (2010), Thompson et al. (2011)). Pleaste that the pore pressure (or,
reservoir pressure) is very high. These properies typical for Haynesville shale,
located around southwestern Arkansas, northeagsiboa and east Texas, and at large
depths of 10,500 to 13,000 ft below the surfaceait be seen from the plot that contrary
to the Figure 4-9, the potential microseismic claexdends to a very large distance
(around 45m from the fracture tip). Thus, we cantbat fracture tip phenomenon could
play a very critical role in generating microseisityi farther away into the reservoir

especially when the formation is highly overpressur

Table 4-2: List of properties used for the casklaynesville shale

Parameters Values
Overburden Stress,, Jsi 12,000
Maximum Horizontal Stress Qa, pPSi 11,300
Minimum Horizontal Stress, Qin, PSi 10,800
Pore Pressure pPpsi 10,190

Net Fluid Pressure, R, psi 830
Pay Zone Height, ft 196
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Figure 49: Contour map of*ffor a single hydraulic fracture. The area in taekded
indicates the potential failure zone for weak ptane

To underline the significance of fracture tip phem®mon in generating
microseismicity in overpressured formations, anoget of simulations was performed.
The model properties are listed in Table 4-3 (Mhgé&sr et al. (2006)). These properties
are typical and representative of Barnett shalgtexrl around Fort Worth basin in Texas,
one of the largest gas plays in U.S. The contoy mdicating potential microseismicity
is shown in Figure 4-11. Again, it can be seen that potential microseismic cloud

extends to a very large distance (around 80m flarfracture tip).
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Figure 410: Contour map of'for a single hydraulic fracture for the propertisted in
Table 4-2. The area in the dark red indicates ttential failure zone for weak planes.
Note that the failure zone in this case is far bigtpan as shown in Figure 4-9.
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Table 4-3: List of properties used for the casBarinett shale

Parameters Values
Overburden Stress,, Jsi 7,000
Maximum Horizontal Stress Sas. PSi 5,100
Minimum Horizontal Stress,in, PSi 4,900
Pore Pressure ,si 3,900

Net Fluid Pressure,.B, psi 600
Pay Zone Height, ft 196

Contour of Zone Extra 1
Plane: an
Calculated by Volumetric Averaging
Deformed Factor: 500
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Figure 411: Contour map of'for a single hydraulic fracture for the propertisged in
Table 4-3. The area in the dark red indicates ttergial failure zone for weak planes.
Note that the failure zone in this case is far bigtpan as shown in Figure 4-9.
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Microseismicity for Multiple Fractures

One of the most important steps in fracture treatnaesign is the fracture
spacing. There are many factors like stress relvareand a fracture, interaction between
multiple fractures, growth of simultaneous multiftactures that need to be taken into
account while designing fracture spacing (OlsorD80Roussel and Sharma (2011)). In
unconventional reservoirs, a complex fracture ndtwie often desired instead of a
simple bi-planar geometry because the complex né&t{vesulting from interaction with
weak planes or shearing/slippage of weak planeawaly) results in more surface area in
the formation. Generally, this complex fracturededuced from the large scattering of
microseismic data on a plane. Thus, another fdbtdrcould influence fracture spacing is
the goal to generate microseismicity in the maximupwssible region between the two
fractures. In other words, the fracture spacingukhdbe such that the potential
microseismic cloud should cover the entire regietwieen the two fracture tips (since
only the fracture tip phenomenon is consideredhis work). The closer the fracture
spacing, greater is the extent of this potentiaraseismic cloud; however the cost of the
fracture treatment will also rise. Therefore, aabak has to be maintained between the
stimulated volume and the cost of the treatment.

Several simulations were performed for two hyd@dtactures with varying
spacing between them (Figure 4-12 to Figure 4-$%)guthe properties listed in Table 4-
2. It can be seen from these figures that for ehoitacture spacing, the potential
microseismic clouds from the two fractures overag cover the entire region between
the fractures. As the fracture spacing increades,dverlap region decreases and after
certain spacing (referred to as maximum spacingfieere onwards), there exists a
region between the two fractures where no micrasieisy could be observed. Therefore,
to maximize the chances of a potential complextinr&cnetwork, one should space the
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fractures closer than this maximum spacing. Pleede that this “maximum spacing”
will vary from one case to another as it depends@reral parameters including in-situ
stress state, fluid pressure inside the fracterggth of the fracture, mechanical properties

of the formation, etc.
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Figure 412: Contour map of'ffor the fracture spacing of 40m. The area in thdk ded
indicates the potential failure zone for weak ptarnength of the fracture is 150m.

Another way of looking at the desirable fractur@spg is to plot a normalized
microseismicity zone area versus fracture spaciigg normalized microseismic area

(NMSA) is defined as following:

A .
NMSA = multifrac (4.5)

Asin glefrac
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where AingefraciS the half of the total microseismicity area (be plane z=0 i.e. plane of
maximum fracture width) generated by a single hylilcdracture, and Awuiitrac IS the half
of the microseismicity area confined between the twdraulic fractures (as shown in

Figure 4-16).

Contour of Zone Extra 1 H m ” H
Plane; on m '
Calculated by: Walumetric Averaging
Deformed Factor, 500
-5.0000E+02
-4 5000E+02
-4 0000E+02
| -3 5000E+02
-3.0000E+02
i -2 5000E+02
-~ -2.0000E+02
-1.5000E+02
-1.0000E+02
I -5.0000E+01

l
1

0.0000E+00
5.0000E+01

Typical Haynesville
shale well Hydraulic Fractures

Figure 413: Contour map of ffor the fracture spacing of 80m. The area in thdk ded
indicates the potential failure zone for weak ptanesngth of the fracture is 150m.
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Figure 414: Contour map offfor the fracture spacing of 100m. The area indiuex red
indicates the potential failure zone for weak ptarnength of the fracture is 150m.

It should however be noted that in the case of ntloa@ one hydraulic fracture,
there is a mechanical interaction between the ractidres which affects the aperture of
both the hydraulic fractures at the fracture midshe (or length). This mechanical
interaction can be quantified by a stiffness mii&ipy, which depends primarily on the
ratio of fracture spacing and height of the fraesurThis stiffness multiplier decreases

with d/h ratio and becomes negligible at dimenseslspacing greater then three (Meyer
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(2011)). Thus, in our simulations, to normalize thieroseismic volume, we constrained
the total width of the fractures to be same astoke width of the single fracture in the
base case. This meant that a higher fracturingspreswas required in multi-fracture

simulations as compared to the base case.
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Figure 415: Contour map of'ffor the fracture spacing of 120m. The area indiué red
indicates the potential failure zone for weak ptanength of the fracture is 150m. Note
that the potential failure zones for two fractudes’t overlap and there exists a region in
the middle where no potential microseismic actieibyild be observed.

74



The normalized microseismic area was then plotezdus the fracture spacing for
different cases of stress state, net fluid pressaieesion of weak planes, etc. (Figure 4-
20 to Figure 4-23). It can be seen from the plbts there exists an optimum fracture
spacing for which potential microseismicity zoneailcbbe maximized. It could prove to
be very helpful in fracture treatment design famgoof the overpressured unconventional

formations.

multifrac

Figure 416: Contour maps for fs definingsifyieracand Anutitrac (Used in Eq. 4-5). The
zone in the dark indicates the potential microsagynzone. The zones covered by
dotted lines denote the defined areas.
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Figure 4-17 shows the normalized microseismic va@urarsus fracture spacing
for typical fracturing parameters in two differeformations; Haynesville and Barnett
shale. These parameters are listed in Table 4-2A&hdespectively. It can be seen from
the plot that the optimum fracture spacing varigstivo different stress states and one
can go with higher fracture spacing in the Barastcompared to the Haynesville shale.
Also, one should note that the normalized micrasgisyolume (Norm MSV) will tend to
reach unity as the fracture spacing becomes vegly bs there will be no mechanical
interaction between the fractures and the intesiioiths will be same as that of the base

case.
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Figure 417: Plot of Normalized Microseismic Volume (Norm MPBversus Fracture
spacing for two typical fracturing and reservoirgraeters.
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Similarly, other factors including total fractureidths, fracture half-lengths,
Poisson’s ratioy) of the formation, Young Modulus (E) of the forneat, cohesion of the
weak planes were varied and Norm MSV versus Fragdpacing was plotted as shown

below.
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Figure 418: Plot of Normalized Microseismic Volume (Norm MPBversus Fracture

spacing for varying fracturing pressure (or, fraetwidth). Reservoir properties used are
listed in Table 4-2.
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Figure 419: Plot of Normalized Microseismic Volume (Norm MfBversus Fracture
spacing for varying Poisson’s ratig,of the formation. The reservoir properties arfteot
parameters used are listed in Table 4-2.

It can be seen from the Figure 4-19 that the eftdcPoisson’s ratio on the
potential microseismic activity region, and thuacture spacing, is not substantial and
can be neglected. However, change in Young’'s madioés a significant impact on the
fracture spacing plot as can be seen in Figure.4h2Ghe case of lower Young's
modulus, the stresses aren’t transmitted to thatgrextent and thus there exists a region
in the middle of the two fractures where no potnthicroseismic activity could be

recorded even for relatively smaller fracture spgci
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Figure 420: Plot of Normalized Microseismic Volume (Norm MpBversus Fracture
spacing for varying Young's modulus, E, of the fatian. The reservoir properties and
other fracturing parameters used are listed in& 4k2.
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Figure 421: Plot of Normalized Microseismic Volume (Norm MPBversus Fracture
spacing for varying fracture half-length, bf the formation. The reservoir properties and
other fracturing parameters used are listed in& 4k8.
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Figure 4-22 shows the effect of cohesion of weane$ on the optimum fracture
spacing window. Intuitively, as the cohesion of wedanes increases, it is increasingly
difficult for them to fail for a given stress statdoreover, looking at the expression for
f5, one can deduce that the optimum fracture spastiogld go down with an increase in
cohesion value which is confirmed by the plot beldwowever, this effect is very
substantial and increasing the cohesion even bigtla argin greatly reduces the

optimum fracture spacing.
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Figure 422: Plot of Normalized Microseismic Volume (Norm MfBversus Fracture
spacing for varying cohesion of the weak planese Téservoir properties and other
fracturing parameters used are listed in Table 4-3.
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Another set of simulations was performed for a slpddy gaining lot of attention
and drilling activity in the USA, Eagle Ford shalajor problem to simulate Eagle Ford
shale lies in the fact that the reservoir is highéterogeneous. The variation in depths,
thickness, pressure, etc. is very large and thusyarage set of values was used as input
parameters. For example, the depth ranges from-4800 ft; the reservoir pressure is
typically 0.6-0.8 psi/ft and so on. The averagesresir properties are listed in the Table

4-4 below.

Table 4-4: List of properties used for the casEagle Ford shale (courtesy: BP America
Inc.)

Parameters Values
Overburden Stress, Jsi 8200
Reservoir Pressure Gradient, psi/ft 0.72
Maximum Horizontal Stress Sa», pSi 7183
Minimum Horizontal Stress, Qin, PSi 6683
Pore Pressure ,Ppsi 5904
Net Fluid Pressure, R, psi 450
Pay Zone Height, ft 196
Young's Modulus, E, psi 2.5x 10

The plot of Norm MSV versus fracture spacing udimgse parameters for Eagle
Ford shale is shown in Figure 4-23. Due to a vergtite nature of the formation (very
low Young's modulus), the extent of potential mgesmicity zone is smaller as
compared to Barnett or Haynesville shale and thls, optimum fracture spacing is

smaller too, as can be seen in Figure 4-23.
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Figure 423: Plot of Normalized Microseismic Volume (Norm MPBversus Fracture
spacing for Eagle Ford formation. The reservoir pertes and other fracturing
parameters used are listed in Table 4-4.

Microseismicity Evolution with Fracture Length

The section above describes and illustrates thengiat microseismicity cloud
resulting from the stress changes around the fracip. It shows that the region behind
the fracture tip is in compressive stress state rght not show microseismicity.
However, it is likely to observe microseismicity timat region as fracture grows from a
small half-length. This section deals qualitativelith the evolution of the potential
microseismic volume with time, i.e. as the fractiemgth grows.

A series of simulations was run with varying fraetdengths, but keeping the

fracture width fixed. Figures 4-24 and 4-25 show plotential microseismicity zones for

82



the case of Barnett shale (i.e. for the paramdistes] in Table 4-3). It can be seen from
these figures that the entire region between theftactures, including the region behind
the fracture tip, might show microseismicity in tiredd. Figure 4-26 shows a plot for this

microseismic volume versus the fracture lengthtfer cases of Barnett shale and the
Eagle Ford shale. The plot shows a maximum, whath lee described by the fact that
stress field around the fracture tip is directlggmrtional to Re* Vx;. Thus, as the fracture

length grows, xincreases, however,frequired to keep the same width will be lower.

Hence, the graph is not a monotonically increasingecreasing function.

Figure 424: Contour map of*fshowing potential failure region (the dark redioay for
the fracture length of 5 m.. The reservoir progsrand other fracturing parameters used
are typical of the Barnett shale, and are liste@iahle 4-3.
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(b) (d)

Figure 425: Contour maps of Ehowing potential failure region (the dark redioeg for
the fracture length of: (2)15 m, (b)30m, (c)60md &h)90m. The reservoir properties and
other fracturing parameters used are typical oBamett shale, and are listed in Table 4-
3.
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Figure 426: Plot of Microseismic Volume (MSV) versus Fraetlength for the Barnett
and Eagle Ford shale. The reservoir propertiesadiner fracturing parameters used are
listed in Table 4-3 and Table 4-4 respectively.
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Chapter 5. Conclusions and Recommendations

In this study, numerical models for predicting ttae propagation path, and to
observe the impact of geomechanics on induced se@micity have been presented.
The models developed are static in nature, i.gogmation is not explicitly modeled, due
to the convergence issues faced while modelinduihecoupled fracturing model.

The geomechanical model developed to predict taetdre propagation path in
naturally fractured formations used a simple crggstriterion and was validated by
comparing the model results with the experimergallts published in the literature. It
was observed that three parameters play a key iroleletermining the fracture
propagation path; horizontal differential stressemtation of weak planes, and shear
strength of weak planes. The model indicates thghen differential stress and
orthogonal weak planes (or, higher angle of origmtieof weak planes with respect to the
hydraulic fracture) promote the chances of hydcatrcture crossing the weak planes
without any change in propagation direction andewersa. Lower strength of weak
planes (lower cohesion or lower friction angle)reases the possibility of slippage of
weak planes under the influence of hydraulic freetand propagation direction of
fracture might change under these circumstances.

Another numerical model was developed to obsergdripact of geomechanics
on microseismicity in unconventional formations.eTimodel was limited to observe the
effect of only the fracture tip mechanism. The maded an implicit approach to model
weak planes (i.e. weak planes were not explicitiydeted). It was observed that in
certain formations where the reservoir pressurdowg or moderate, the potential
microseismicity zone is very small and is aroundriHowever, in formations where the

reservoir pressure is high (overpressured formajjothis zone extends to a larger
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distance and can even extend to around 80-100 ondrthe fracture. The model was
then used for multiple fractures in order to obeettve effect of the fracture spacing in
horizontal wells on microseismicity. The resultslicated that there exists an optimum
window for fracture spacing, where one can maxintiee potential microseismicity and

thus, the chances of fracture complexity. Effedtdifferent parameters like stress state,
fracture half-length, mechanical properties of film@nation, fracturing pressure, strength
of weak planes, etc. on the optimum fracture sgaewndow were observed. In

particular, strength of the weak planes and theung’s modulus were found to be very
dominant and highly sensitive parameters contmllthe optimum fracture spacing

window.

The presented models are static in nature and dommumel the fracture
propagation explicitly. Weng et al. (2011) develdpa pseudo-3D unconventional
fracturing model that takes into account the irdéoa of hydraulic fractures with the
natural fractures. It inspires confidence becabsemodel is very comprehensive in the
sense that it includes stress shadowing effectfiphailfractures growing at the same
time, interaction with natural fractures, propptmansport, etc. Thus, future work needs
to be done to develop a fully coupled 3D fractureppgation model which takes into
account all these factors and is computationalig Expensive.

The model developed to observe the effect of gebam@cs on microseismicity
takes into account only the fracture tip mechani$ther effects including fissure
opening, leak-off, etc. could be further studiedhe future. Finally, the model results for
optimum fracture spacing should be compared witlysdematic field study to make the

model better and more accurate.
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