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Foreword 

The Lyndon B. Johnson School of Public Affairs has 
established interdisciplinary research on policy problems 
as the core of its educational program. A major part of 
this program is the nine-month policy research project, in 
the course of which two or three faculty members from 
different disciplines direct the research of ten to twenty 
graduate students of diverse backgrounds on a policy 
issue of concern to an agency of government. This "client 
orientation" brings the students face to face with 
administrators, legislators, and other officials active in 
the policy process, and demonstrates that research in a 
policy environment demands special talents. It also 
illuminates the occasional difficulties of relating research 
findings to the world of political realities. 

This report was produced by a policy research project in 
the academic year 1978-79. The study, funded by the City 
of Austin, the Ford Foundation, and the Henry J. Kaiser 
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Family Foundation, has developed a series of techniques 
to assist the City of Austin to locate emergency medical 
service vehicles. 

This volume is a summary report of the computer 
methods developed by the EMS Policy Research Project. 
It also reports on initial illustrations of the use of these 
techniques in analysis of deployment options for EMS 
vehicles in the City of Austin. 

It is the intention of the LBJ School both to develop 
men and women with the capacity to perform effectively 
in public service and to produce research which will 
enlighten and inform those already engaged in the policy 
process. The project which resulted in this volume has 
helped to accomplish the former; it is our hope and 
expectation that the report itself will contribute to the 
latter. 

Elspeth Rostow 
Dean 
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Chapter One 
Executive Summ3ry 

This volwne reports on the status of a cooperative effort 
by staff members of departments of the City of Austin and 
students and faculty at The University of Texas at Austin · 
to develop a plan for deployment of emergency medical 
service (EMS) vehicles in Austin, Texas. This work was car­
ried out ·during the 1978-79 school year in a Policy Re­
search Project (PRP) at the Lyndon B. Johnson School 
of Public Affairs with the financial support of The University 
of Texas at Austin, the City of Austin, and the Ford Foun­
dation. This swnmary briefly describes the four volumes of 
materials developed by the PRP members. 

EMS SERVICES IN AUSTIN 

Although ambulanees have operated in Austin for many 
.· years, a City-managed emergency medical service is of recent 
origin. The City of Austin created a Department of Erner, 
gency Medical Services as a separate administrative unit 

' through aii ordinance passed by the City Council on Jan­
uary 16, 1975. The purpose of the new department is: 

. . . to provide on a twenty-four hour a day basis neces­
sary emergency medical personnel, facilities, and equip­
ment to effectively respond to individual needs in the 
Cit}' of Austin for inimediate medical. ... ( l) 

The ordinance also created an Emergency Medical Services 
Quality Assurance Team to serve as an advisory body to the 
City Countil. The team periodically advises 

... the City Manager, the Director of the Department of 
Emergency Medical Services, and the City Council con-

. cerning planning, reviewing, and evaluating the opera­
tions, performance, and procedures of the Department 
of Emergency Medical Services and is privileged to 
recommend professional performance standards for the 
Department. (2) 

On July 31, 1975, the Austin City Council reaffinned its 
commitment through a motion supporting a separate EMS 
Department. The Council authorized the City Manager to 
implement the motion as quickly as possible. 

After a brieftiansitio'n period from private Austin ambu­
lance services, the Department of Emergency Medical Ser­
vices began full ,city-wide operation on January 1, 1976. 
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The EMS Department also provided assistance to private 
ambulance companies in surrounding Travis County. On 
May 1, 1977, the City of Austin entered into an agreement 
with Travis County to provide EMS coverage in Travis 
County. 

Austin's EMS Department currently provides advanced 
emergency care utilizing mobile life support equipment, 

.· such as a cardiac monitor defibrillator and telemetry system. 
The EMS Department operates a program to train basic and 

. advanced emergency medical technician classifications to 
skill levels that exceed the standards of both the State of 
Texas and the U.S. Department of Transportation. Two 
thirds of the approximately seventy persons who deliver 
EMS services have achieved paramedic certification (3). 

The EMS Department cmrently operat.es seven vehicles 
from six stations. One station is located west of Austin in 
Travis County and the other five are spread out within the 
city. One station is based within a fire station (with an 
engine company on Martin Luther King Boulevard in 
Austin. The other four stations are based in apartments, 
with the vehicle(s) parked just outside the door. The sites 
of the current EMS Stations are shown in figure 1-1. 

PURPOSE OF THE RESEARCH PROJECT 

In a period of only three years, the City of Austin has 
.developed a municipal EMS system which is more advanced 
than the private system it replaced. With the Department's 
success and maturity, the City is developing long-range plans 
to improve the service. One central decision is whether and 
where to build additional or pennanent stations to serve as 
bases for EMS vehicles. 

In response to a request from the City of Austin, a team 
of students, city employees, and faculty of The University 
of Texas have developed a series of computer models to aid 
the City of Austin in analyzing EMS call patterns or alter­
native EMS station sites, and to display such results in 
mapped fonn. These models incorporate such criteria as re­
sponse time to the scene of an emergency, the frequency of 
calls in different sections of the city, and distribution of 
calls throughout the city. One program allows users to 
analyze historical EMS call data by site of occurrence and 
by several levels of time intervals. Two techniques allow 
detennination of possible EMS location sites that maximize 
the number of calls accessible to EMS vehicles within a 
specified response time and minimize the overall response . 
time of the EMS system to all calls. Three computer map-
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FIGURE 1-1: CURRENT EMS LOCATIONS IN THE AUSTIN 
TRANSPORTATION STUDY AREAt 
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site of a single EMS vehicle 

* site of two EMS vehicles 

t 0ne EMS vehicle is based in Travis County outside the Austin Transportation Study Area. This location is 
not depicted in the map. 
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pin1 programab.ave: .been, a®ptedJo illustrate the results of 
Ute techriiques mentioned above., Iq addition, the project 
members have colleeted ,infonnation to serve~ a data base 
for EMS looation. analysis in Austin• . 

VOLUME ONE - METHODS 

After. a review ,of the published literature. on analysis of 
emergency medical services (see Appendix A), the project . 
~J;wrs either developed or implemented four computer­
b~ed · techniques that can be used by the City to evaluate 
altei:nate EMS velµcle locations. The computer techniques 
are: (a) ·the·Call I:Iistory Analysis Package (CHAP); (b) the 
CALL/CZSR location analysis program;(~) the CLASGAS 
locathln an;ilysis program ; and ( d) three mapping programs 
called SYMAP, SYMVU, and CALFORM. 

cail Histol'Y AJialysis Package (CHAP) 

The CallflistoryAnaJ.ysis Package (CHAP).is a collection 
of 9pmputer ·programs that cap analyze records of the loca­
tion; and nature of calls for EMS assistance and the responses 
of.the, EMS system to these calls. One program, CAP, can 
he: .used to aggregate call data by geographical zones and by 
sev~al levels of time intervals. A second program, RAP, cal­
c•t.es both the ·rela.tive and ·cumulative frequencies of calls 
,filtalLday~ and weeks fo:r which data is supplied. The ZAP 
iuogram. c11lcµlates both the relative and cumulative fre­
qliencies. ofcalls for geographical locations. These programs 
use: historical call data for the City of Austin as an input and 
can generate useful summary statistics regarding these calls 
asc,an.output. 

The · two inputs to CHAP are a list of historical calls to 
the EMS system and a set of computer instructions selected 
by; the ,analyst. The EMS call data, obtained from dispatcher 
records, includes: (a) the· site (serial zone),-time (day, date, 
hour, minute), and nature of each call; (b) the base and 
identity ofthe responding EMS unit; and ( c) the time (hour 
~d minute) when an EMS vehicle arrives at the call scene, 
leav:d the can scene, arrives at the hospital, and leaves the 
h()SW,fal. 

The user can choose to aggregate calls by either specific 
gtiographical areas or time intervals. An analyst can instruct · 
CH.AP to group calls for all of Austin, a particular site, or a 
group .ofsections of the city. The program allows a user to 
di.stinguish: three types of time intervals: the period (the full 
week, particular. days, or groups of days of the week); hour 
i.t)tervais {the .entire 24-hour day or integer factors of 24); 
3').d a time range (wecified months and dates). The purpose 
fQ_r ~~oll,ectjng and a,ialyzing this EMS data is to determine 
t~ppral pr spati31 patterps in. EMS calls. To assist such 
evaluation, CHAP programs can generate tables of statistics 
fdr. the specified time intervals and areas of Austin. The 
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summary . statistics include frequency counts, averages, 
variances;. standard deviations, and percentages of calls. 

Some tentative results from applying CHAP to a limited 
set of Austin EMS call data suggest that some areas of the 
city are busier than others. For example, the frequency of 
calls in the Central Business District is greater than might be 
suggested on the basis of its size or its resident population 
alone. Also, for the entire City some time periods are busier 
than others. The periods 3 p.m. to 6 p.m. (Monday, Tues­
day, and Wednesday) and 9 p.m. to midnight (Thursday, 
Friday, Saturday, and Sunday) are significantly busier than 
other times of the day. In general, the period from 3 p.m. 
to 3 a.m. is busier than 3 a.m. to 3 p.m. 

The CLASGAS Program 

CLASGAS is a computer procedure· which identifies sites 
for EMS stations that provide maximum accessibility' of 
vehicles to emergency calls within some predetermined 
maximum response tiine; The program uses two procedures, 
GAS and GA, to try to find the fewest .vehicle sites that 
cover the largest fraction of EMS calls subject to an upper 
bound on response time. The GA procedure starts with no 
facilities and then adds one at a time the best facility sites. 
The best facility site in a given iteration is defined to be 
that site which covers at least as large a fraction of the 
EMS calls as any other site. This prograt_n is a variant of the 
algorithm implemented in reference (4) to solve the max­
imal covering location problem (5). The GAS ·algorithm 
seeks to improve the GA solution at each iteration by re­
placing each facility one at a time with an unused site if 
coverage can be increased. 

As a basis for analysis, the CLASGAS program requires 
information on the relative frequency of EMS calls for zones 
in the city and the shortest time of travel from any zone to 
any other zone. The user must also supply an upper limit 
on response time and a statement of any sites that either 
require a station or that cannot serve as a base for EMS 
vehicles. CLASGAS can identify the tradeoffs between 
the fraction of calls covered, the number of vehicle sites, 
and the time standard used to represent quality of ser­
vice. 

CLASGAS was applied to Austin using an incomplete set 
of EMS call frequencies and a travel time matrix for 358 
serial zones in ·the city of · Austin and surrounding areas. 
Both GA and . GAS programs were run to determine the 
"best" locations for as many as seven EMS vehicles. These 
locations were defined as those sites which would reach the 
largest fraction of calls for service in less than four minutes. 
Using six vehicles, both GA and GAS found sites that were 
accessible to approximately three quarters of the calls within 
four minutes. The GA routine appears to be more cost 
effective in screening sites for EMS vehicles. 
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CLASGAS can be a valuable tool both for identifying 
initial sites that are accessible to calls and for analyzing in­
cremental EMS bases. CLASGAS can be used to quantify 
the increased call coverage possible from establishing and 
operating additional EMS vehicle bases. 

The CALL/CZSR Program 

CALL/CZSR is an analytical computer model composed 
of two routines, CALL and CZSR, that can identify good 
sites for locating emergency medical vehicles. The CALL 
routine calculates the EMS system's mean response time for 
a given set of vehicle locations. The contiguous zone search 
routine (CZSR) tries to substitute other sites as vehicle 
locations if they reduce the system's average response time 
of vehicles to calls. This approach (6) is a variant of the 
model described in reference (7). 

CALL/CZSR requires information concerning initial sites 
for EMS station locations, sites of hospital(s), the mean 
number of calls per day, mean EMS vehicle time at scene, 
mean transfer time of a patient at hospital(s), and prob­
ability of transport. The frequency of calls occurring in 
each zone is used as a measure of the potential need for 
emergency medical service. The program also requires in­
formation on the minimum time to travel between one 
zone and any other zone. 

The CALL/CZSR model begins by calculating the 
average response time of vehicles to EMS calls, using a 
trial set of vehicle sites. If a shift of EMS vehicle locations 
could improve performance of the system, the CZSR pro­
gram will search among the zones contiguous to the current 
locations for those replacement sites. The model will con­
tinue to shift EMS vehicle locations until tests of possible 
replacement sites indicate that significant additional reduc­
tions in average response time are not possible. If particular 
sites should be fixed (for political or other reasons), or if 
some zones should not be considered as potential EMS 
bases, the user can either fix these locations or remove 
them from consideration. 

The output of CALL/CZSR allows a user to determine 
sites that minimize average call response time. The sites 
that minimize average system response time also reduce 
the likelihood of excessive response times of vehicles to 
calls . Another result is a smoothing of EMS vehicle work­
loads , since reduced average response times are brought 
about by a more equitable sharing of the volume of calls by 
all vehicles. 

Mapping Programs 

Project members have adapted SYMAP, SYMVU, and 
CALFORM computer programs (originally described in 
references 8 , 9, and I 0) to produce several kinds of maps 
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that display the spatial distribution of census data, calls for 
EMS service, and location analysis results. 

The mapping programs adopt a user-identified study area 
as a source map. In this case the study area is the city of 
Austin, as divided into 358 transportation serial zones. To 
implement these programs, the user first specifies serial zone 
boundaries in terms of points defined by (y ,x) coordinates. 
The user can then assign values either to the coordinate 
locations of data points or to serial zones. Using points, 
zones, and values, these mapping programs can generate 
three types of maps through combinations of certain 
computer subroutines. The type of map selected will 
depend on the type of data to be displayed and the purpose 
of the map. 

The three types of maps are called "contour," "confor­
mant," and "proximal." A contour map is a series of closed 
curves known as contour lines which connect all points 
having the same numerical value. A familiar example is a 
topographic map, which shows area elevation. Contour 
maps can be used to display such continuous information as 
population density and age distribution. An example of a 
conformant map is a map of political boundaries. Variables 
of interest can take on values associated with all the points 
within a zone. Conformant maps can be used to illustrate 
discrete data , such as minimum response time (in minutes) 
of EMS vehicles to specific serial zones. The data points 
themselves define a proximal map; zone boundaries are 
created by the computer, equidistant from adjacent points 
to which data values have been assigned. A proximal map 
can be used to depict the primary service area covered by a 
particular EMS vehicle base. 

The three computer programs that generate these maps 
are called SYMAP, SYMVU, and CALFORM. SYMAP can 
be used to plot any of the three types of maps via a stan­
dard remote job entry terminal printer. A second mapping 
program, called SYMVU, uses SYMAP data and a pen plot· 
ter to produce three-dimensional oblique view contour, 
conformant , or proximal maps. The basic input to a 
SYMVU program is a SYMAP program that is stored on 
tape. To obtain a SYMVU map, the user runs a SYMAP 
program with certain changes and then a separate SYMVU 
deck. This SYMVU program accesses the SYMAP data on 
tape and plots a three-dimensional equivalent of the 
SYMAP map. The third mapping program, CALFORM, can 
instruct a pen plotter to create two-dimensional conformant 
maps . Maps drawn on a pen plotter are neater in appearance, 
easier to read, and can be used to make higher quality re­
productions than the conformant maps produced by 
SYMAP. The preparation of a CALFORM map is similar to 
the procedure for generating a SYMAP map . These pro­
grams allow planners to manage large volumes of information 
and arrange it in inexpensive visual displays. 



DATA VOLUMES TWO THROUGH FOUR 

Project members collected data for applying the com­
puter models to Austin. These data include travel time in­
formation, EMS call data, and statistics on housing and 
population of the serial zones (see table 1-1). 

Executive Summary 

corded by City of Austin EMS Department dispatchers dur­
ing December 1976 and February, June, July, and August 
1977. 

The record for each call includes both time and place 
information. EMS vehicle dispatchers recorded temporal 
information on cards inserted into a punch time-clock. It 

TABLE 1-1: DATA COLLECTED BY EMS PROJECT 

CALL DATA INFORMATION 

Site (serial zone) in which call originated 
Day of the week 
Date 
Hour 
Minute past the hour 
Type of call 
Identity number of the responding unit 
Serial zone the unit responded from 
Time (hour and minute) the responding unit 

arrives at the call scene 
Time the responding unit leaves the call scene 
Time the responding unit arrives at the hospital 
Time the responding unit leaves the hospital 

TRAVEL TIME INFORMATION 

The minimum expected travel time from any of 
358 serial zones to any other 

Volume Two-Travel Time Information 

The source of information regarding the times of travel 
between serial zones in Austin was an Austin Transporta­
tion Study Office (ATSO) study completed in conjunction 
with the Texas Highway Department. This report, identi­
fied as the 95-95-3 study, was completed in 1977. 

The ATSO partitioned the study area of the city of 
Austin into 358 serial zones. Based on various assumptions, 
the ATSO calculated the minimum travel time from each 
zone to any other. These travel time projections are based 
on assumptions regarding the structure of Austin in the 
year 1995, the nature of vehicular travel, and the rationale 
behind individual driver decisions. The travel time matrix is 
listed in volume two and is used as an input to the various 
computer models. 

Volume Three-EMS Call Data Information 

Volume three contains a description of EMS calls that 
project members used to represent the "demand" for EMS 
services. These calls consist of all requests for service re-
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POPULATION AND HOUSING INFORMATION 

Vacant rental housing units 
Vacant owned housing units 
Housing units vacant year-round 
Owner-occupied housing units 
Renter-occupied housing units 
Living units in structure 
Mobile homes 
Housing value 
Number of persons per unit 
Total population 
Black population 
Spanish population 
Population in group housing 
Population under 18 years of age 
Population 62 years and over 

includes: the time the call was received; the time the 
ambulance arrived at the scene; the time the ambulance left 
the scene; time the ambulance arrived at the hospital 
(if the patient was transported); and the time the ambu­
lance left the hospital. The event/place information in­
cludes the address of each call , the identification number 
of the responding ambulance, its base, and the type of 
incident. 

Volume Four-Population and Housing Information 

Volume four lists seven population and eight housing 
variables that were used as input for some of the com­
puter programs. These data were adapted from a data 
base from the 1976 Special Census of Travis County, 
Texas conducted by the Bureau of Census of the U.S. 
Department of Commerce. Items utilized by the study 
include eight housing . and seven population variables. 
The data were collected by census tracts or enumera­
tion districts, areas that are different in size from the 
A TSO transportation serial zones. In order to utilize 
the Bureau of Census information, it was necessary for 
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project members to develop a "table of equal areas.,, to ag­
gregate census block data to transportation serial z<>nes, the 
basic unit of analysis of the EMS project. In areas that lie 
outside the region for which the Bureau of Census collected 
information by census block, census data were aggregated 
to serial zones by interpreting data that were originally col­
lected for enumeration districts. 

RECOMMENDA'DON 

This rep0rt ·~ the uSe's and limitations of com- . 
puter methoos for aSsistillg ih the planning of the emergency. 
medical service system in A'ilstin. Project members have col~ 
lected all the necessary ·data for these techniques to be ap­
plied for EMS planning in Austin. We recommend thanli:e · 
mooels be applied to help develop a list of priority bases for . 
EMS vehicles in Austin. 
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Chapter Two 
Techniques for the Analysis of 

Emergency Medical Calls 

Estimating the demand for emergency medical services is 
an integral part of developing procedures to determine the 
proper bases for EMS vehicles. Members of the EMS Policy 
Research Project have developed four computer programs 
that aggregate and array historical call data. The programs 
have been collected into CHAP, the Call History Analysis 
Package. 

The primary purpose of this section is to discuss the pur­
pose of CHAP and illustrate its use in analysis of EMS call 
information. The presentation will include information on 
program capabilities, the control and parameter cards, de­
fault values, and output information of each of the four 
programs. To facilitate an understanding of the use of 
CHAP, the project members have applied it to an incomplete 
set of Austin EMS call records. 

THE CALL HISTORY ANALYSIS PACKAGE (CHAP) 

CHAP is designed to analyze historical call data, based 
upon dispatcher's records of the calls received by the Em­
ergency Medical Service Department of the City of Austin. 
Depending upon the user's interests, any combination of 
the following four programs may be executed: 

- Call Analysis Program (CAP) 
- Response Analysis Program (RAP) 
- Zonal Aggregation Program (ZAP) 
- Generation of Additional Data Program (GAP) 

One program (GAP) allows the user to generate addi­
tional data relating to EMS calls. GAP instructs the comput-

. er to calculate and store three items of information not 
collected by the City of Austin for each EMS call: the day 
of the week in which the call was received, the number of 
the week in which the call was received, and a code number 
0 or 1 to signify whether or not the call occurred within a 
week for which all calls were recorded. After this informa­
tion has been added to the call data, the computer tape 
which stores the data is rewritten. The user may request out­
put in the form of computer cards, each of which will con­
tain information (including the recent additions) on one 
EMS call.* GAP need only be executed when additional 
data are added to the data set.** 

*Special instructions (not described in this manual) must be used to 
generate a new set of computer cards bearing this information. 
**GAP is a special purpose routine based on the data available on 
June 1, 1979. Minor changes to GAP may be required before it is 
executed using additional EMS call information. 
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The other three programs-CAP, RAP, and ZAP-gener­
ate summary statistics from a historical record of EMS calls. 
The Call Analysis Program (CAP) aggregates historical call 
data by geographical location and by time interval. The fre­
quency of calls that it subsequently computes can be printed 
out in a distribution matrix. The Response Analysis Program 
(RAP) permits the user to calculate a historical frequency 
distribution of calls for response time, on scene time, trans­
port time to the hospital, and time at the hospital. If the 
user is interested in computing the total number of calls for 
each city serial zone, then the Zonal Aggregation Program 
(ZAP) would be executed. As with CAP, the frequency dis­
tribution of calls by zones can be presented in the form of 
a distribution matrix. 

Coded Call Information 

The CHAP package is built around computer cards with 
information on the time, date, site, and treatment of in­
coming EMS calls. The format specification for each card 
is shown in Table 2-1. Dispatcher records are the source 
of this information, except the data of columns 21-24, 
which are derived by the GAP program. 

All this EMS information was obtained from punch~lock 
records (in whole minute) of 4,024 incoming calls to EMS 
recorded in December of 1976 and January, June, July, and 
part of August of 1977 (1).* The EMS Policy Research Pro­
ject treats this set of 4,024 calls as an incomplete expres­
sion of EMS demand in Austin because some of these re­
cords are known to be incorrect. 

Most of the CHAP subroutines are capable of identifying 
call data cards with unacceptable values. For example, if 
the hour of the call on a card exceeds 23 (e.g., 26th hour of 
the day), the card would be flagged as unacceptable. Each 
subroutine will print out the nature of the error and the 
relative position of the computer card in the data deck. 
Errors in the specifications of the geographical area and the 
time interval are also identified by a CAP subroutine. 

The user of such EMS call information implicitly makes 
a number of assumptions concerning its validity, complete­
ness, and consistency. The user must assume that the EMS 
Department recorded and reported this call data accurately 
and in a consistent pattern. In other words, the assumption 
is that all incoming calls to EMS were recorded and that 

*This data is different from the coded call data described in refer­
ence (2). 
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TABLE 2-1: FORMAT SPECIFICATION FOR CALL DATA 

Columns Definition 

1-4 zone number where call originates 

5-6 month of call 

7-8 date of call 

9-10 time of call, hour (0-23) 

11-12 time of call, minutes (0-59) in that hour 

13-14 time of arrival on scene, minutes in an hour (0-59) 

15-16 time of departure from scene, minutes in an hour (0-59) 

17-18 time of arrival at hospital, minutes in an hour (0-59) 

19-20 time of departure from hospital, minutes in an hour (0-59) 

21* day of week (1-7, Monday= 1) 

22-23* rank order of the week in which the call occurred 

24* 0 (if data exists for the full week in which the call occurs) 

1 (if data does not exist for the full week in which the call occurs) 

25-26 reference number of dispatched ambulance 

27-29 zone from which ambulance was dispatched 

30-32 code number for the type of call 

*These data are added by the GAP program. 

there are no coding errors in the call data. If a user plans to 
forecast calls on the basis of this historical record, the 
implicit assumption is that future calls will mimic the geo­
graphical and temporal patterns in the limited historical 
record of calls. 

whether a call recorded as occurring in the third minute of 
an hour is more likely to have occurred in the first 15 
seconds or the last 15 seconds of the minute. 

A Sample Problem 
RAP computes averages and standard deviations for call­

related information in decimal fractions of minutes. The 
computation of statistics implicitly assumes that all times 
coded as X minutes are uniformly distributed within minute 
periods. In other words, there is no way to determine 
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Throughout the following sections, reference will be 
made to table 2-2, which depicts a sample problem. This 
problem is to calculate the number of EMS calls that occur 
during Mondays in the entire city of Austin over all months 



of data. The calls are to be aggregated into twelve two-hour 
intervals. In addition, assume that the user is interested in 
executing all the programs except GAP. 

TABLE 2-2: A SAMPLE PROBLEM 

Zones all 

Days of the Week Monday 

Hourly Interval two hours 

Time Period all months 

Programs to be run CAP,RAP ,ZAP 

To solve such a CHAP problem, the user would need 
nine job control cards and various parameter cards. The 
blocks of parameter cards are illustrated in table 2·3. 

chniques for Analysis of Calls 

tion to the use of default values will be given in the section 
concerned with the CAP program. In multiple analyses, the 
user can override the built-in default values by using the 
CONTINUE card.* If CONTINUE is employed, the values 
of parameters most recently executed become the current 
default values for subsequent runs. 

TABLE 2-4: CAP DEFAULT VALUES 

Block Description Default condition 

B zonal parameters all zones 

c period parameters WEEK option 

D interval parameters six hours 

E time parameters entire data set 

F GO MAN NOPRINT option 

' 
TABLE 2-3: PARAMETER CARD BLOCKS 

Block 

A 

B 

c 

D 

E 

F 

G 

Description 

program selection cards 

zonal parameter cards 

period parameter cards 

interval parameter cards 

time parameter cards 

GOMAN card 

CONTINUE or REST ART card 

Maximum number of 
cards in each block 

five 

fourteen 

nine 

two 

two 

one 

one 

Block A parameter cards are used to select program op· 
tions. The control cards are shown in figure 2· l. The 
remaining blocks, B through G, apply only to the CAP pro­
gram and will be discussed in later sections. 

Blocks B, C, D, and E must be followed by blocks F and 

In the event that a user does not include certain para­
meter cards, the CHAP program has been provided with the 

built-in default values identified in table 24. Further atten-
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G. Within each block, the parameter cards must appear in 
the order they will appear in the appropriate sections. 

*For a further discussion of RESTART and CONTINUE, see the 
discussion of block G cards below. 
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FIGURE 2-1: CONTROL CARDS FOR CHAP 

6/7 /8/9 (multipunched) 

parameter cards 
,.______ 7 /8/9 (multipunched) 

,._ _____ EXECPF,3472,CHAP,DATA EMSCALL 

,._ _____ REWIND DATA 

REWIND EMSCALL 

'------ READPF,3472,EMSCALL 

..------ COPYBRINPUTDATA 
.,. _____ JOB,TM=50,PR=100 

------- user id, password cards 

Block A (Program Selection Cards) 

• 
The parameter cards specify whether or not to run the 

four programs in the CHAP package. Table 2-5 indicates the 
command needed to select each of the four programs as 
well as the QUIT command used to terminate execution of 
the CHAP package. It should be pointed out that QUIT 
must be the last card in the CHAP input deck before the 
6/7 /8/9 multipunch card. 

TABLE 2-5: PARAMETER CARDS FOR 
PROGRAM SELECTION 

Variable* Program Selected 

ANALYZE Call Analysis Program 

FREQUENCY Response Analysis Program 

AGGREGATE Zonal Aggregation Program 

ADD Generation of Additional Data Program 

QUIT Terminates execution of CHAP 

*Begin to keypunch each of these variables in column one. 

Within a single run of the CHAP package, the user can 
execute several of these programs by selecting all appro­
priate block A parameter cards. For example, to execute all 
of the programs except GAP, a user would include the para-
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meter cards shown in table 2-6. The ZAP, RAP, and GAP 
programs do not require parameter cards other than the 
block A cards. 

TABLE 2-6: BLOCK A PARAMETER CARDS 
FOR THE SAMPLE PROBLEM 

Variable Description 

ANALYZE executes CAP 

FREQUENCY executes RAP 

AGGREGATE executes ZAP 

QUIT terminates CHAP 

ZAP and RAP Output Information 

Tables 2-7 and 2-8 illustrate the summary statistics that 
can be generated by the ZAP and RAP programs, respec­
tively. Table 2-7, which is read from left to right, shows the 
average number of daily calls from each of the 358 city 
serial zones. Row 1 identifies the ten columns. The second 
row of numbers (i.e., 1, .536, 1.601, 0.000, ... , 0.000) 
states the largest zone number previously listed (zone zero} 
and the relative frequency of calls in the next ten zones, 
zones I through 10. For example, over the five-month 
period, 1.601 EMS calls would arrive per day from zone 
two. The third row again lists the largest previous zone 



(zone 10) and the average calls per zone for zones 11 
through 20.* 

:hniques for Analysis of Calls 

times that an EMS vehicle responded to a call in the asso­
ciated amount of time. The third row (FREQ) states the 

TABLE 2-7: AVERAGE NUMBER OF DAILY CALLS PER ZONE 
(ZAP Program) 

ZONAL nAILY AVERAGES 
I 2 4 s 6 a 9 10 

.S36 1,601 o.ooo o.ooo o.ooo o.ooo o.ooo o.ooo o.ooo o.ooo 

10 n.ooo o.ooo o.ooo o.ooo 1.000 o •. ooo o.ooo o.ooo o.ooo o,ooo 

20 o.ooo 0,000 ,14S 0,000 .116 ,029 .101 .109 .051 .022 

30 ,036 ,o5e .014 .029 ,001 .036 ,04J. .o65 ,145 .051 

40 ,IS9 ,096 .OS8 .051 ,OSI .043 .174 .087 o.ooa .116 

so o.ooo .001 o.ooo o.ooo o.ooo .161 ,043 .029 .uo .152 

60 ,036 ,oeo .012 .029· · ,232 .246 .us .036 .081 .05a 

70 ,036 .10 I .138 .14S .14S .174 .087 .OSI .109 .oao 

80 .014 .043 .001 .OS8 .094 .06S .101 .111 .181 .014 

90 o101 .014 .123 .081 .o6s .o6s .as9 .13a .029 .109 

100 .!16 ,116 .130 .os1 .094 ol09 ·1811 .029 .087 .203 

110 ,065 ,203 .145 0312 ,4S7 .304 •159 ,217 .OSI .001 

120 .014 .058 .161 .029 .022 .036 .094 .090 .246 .oao 

130 .116 .065 .os1 .036 .022 .109 .043 .osa .036 .065 

!40 • !38 .167 .080 .065 .174 .OSI • 1111 , 138 .OSI ,014 

1so .001 .161 .012 .029 .o65 .oao .001 o.ooo .014 o.ou 

160 .022 .111 .291 .2s4 .1s2 o.ooo .001 .213 .362 .152 

170 .!30 ,167 .2S4 .507 .058 .145 .0511 .254 .065 .261 

180 .094 .283 .1111 .IS9 .IOI .2611 ,OSI .130 .t4S .Ill 

190 .181 .123 .058 .os1 .181 .043 .oao .022 .os1 .014 

200 .058 ,043 .123 .058 .os8 .138 .0111 .t30 .oa1 .os1 

Z!O .145 ,080 .065 .268 .!59 ,072 ,14S .014 ,065 .283 

220 .1s9 .080 .080 .167 .os1 .022 o.ooo .011 o.ooo .097 

230 .!96 .199 .012 .116 .012 .215 .152 .232 .o5a .152 

240 .161 .1a3 .304 .022 .022 .014 .014 o.ooo .012 o,ooo 

2so .114 .012 .246 .167 .123 .065 .0111 .196 .087 .087 

260 .196 o.ooo .210 .022 .1118 .007 .101 .014 .268 .001 

210 o.ooo ,OB6 .os8 ,043 .022 .001 .osa o,ooo .014 ,001 

280 .ozz .os8 .001 .014 o.ooo .029 .022 .o6S o.ooo o.oeo 

290 o.ooo 0,000 o.ooo o.ooo .001 o.ooo o.ooo .014 o.ooo .012 

300 ,036 0,000 .001 o.ooo o.ooo o.ooo .029 .014 .138 .022 

310 ,022 ,029 .094 ,06S ,072 .OSI O.OoO 0.000 0,000 0,000 

320 o.ooo 0,000 o.ooo .181 o.ooo o.ooo .043 .014 ,OS8 .001 

330 o.ooo 0,000 o.ooo ,036 ,007 o.ooo .001 .001 .001 o.ooo 

340 ,036 0,000 0,000 0,000 ,022 0,000 .OSI ,036 0,000 0,000 

JSO .001 0,000 o.ooo o,ooo o.ooo o.ooo o.ooo o.ooo o.ooo o.ooo 

Table 2-8 (RAP output) identifies the relative and 
cumulative frequency of the "response time" for EMS calls. 
The first column (INTERVAL) lists minutes, from one to 
sixty. The second column (DIST) shows the number of 

*This table is illustrative and does not portray the correct number 
of daily EMS calls in serial zones in Austin over the study period. 

II 

relative frequency response in that number of minutes. For 
example, the second row of data indicates that EMS units 
responded to 858 calls (21.3 percent of all recorded calls) 
in two minutes. The figure under the cumulative frequency 
column (CUM) indicates the total percentage of recorded 
calls that resulted in an emergency vehicle on the scene 
within the amount of time. In row two, the number .332 in 
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TABLE 2-8: FREQUENCY TABLES (RAP Program) 

INTU'l4l. 

10 

II 

" 
" .. 
15 .. 
IT 

II .. .. 
ll 

•• 
lJ .. .. 
•• ., 
•• 
29 

3t 

31 
,. 
" 
)4 

,. 
,. 
" 
ll 

,. .. 
., .. 
., 

.. 

.. 

.. 
" .. 
" .. .. .. 
" .. .. 
•• 

STAT U Ttcs 

... .. , ... 
•ll 

, .. ... 
•• .. 
" .. 
" 

lt[SPC)tr(S[ TIM( 
AV[llAOl• l.6•9 
VHIAflfC[• J.oa 

. 1u .1u 

.lll G 

.llt 

.17• 

.107 

.HT 

.on 

.on 

.oo• 

• 01)) 

.ooz 
• ooz 

.001 

.ooo 

.001 

• ooo .... .... 
o.o .. 

• ooO 

'·"' 
o. ooo 

o.ooo 

o.ooo 

o.ooo 

o.ooo 

o. ooo 

• ooo 

o.ooo 

o.ooo 

o.ooo 

.ooo 

o.ooo 

o. ooo 

o.ooo 

o. ooo 

o.ooo 

o.oot 

o.ooo 

.ooo 

.ooo 

. ooo 

o.ooo 

o.ooo 

o.ooo 

o.ooo 

.nz 

... , .... .... 
, 971 

,HJ 

·'" .... 
, 99) .... .... .... 
·"' ... , 
. .. . 
. .. . .... .... .... 
.... .... .... .... 
. ... .... .... .... .... 

.... 
·''' 
·''' .... 
·''' 

·''' 
.ooo 1.000 

o.ooo 1 . 000 

o.ooo 1 . 000 

0.000 loOOO 

.ooo 1 . 000 

,000 1 . 000 

0 , 000 1 . 000 

o,oeo 1 . 000 

o,ooo t . ooo 

0,000 1.000 

0 , 000 

0,000 1 . 000 

D,000 J , 000 

TIM[ AT SCENE 
AV[IU.G(• IJ , 056 
YlltUHC[• 6) , 310 

TJME U SC[N[ 

OtST .. .. 
.. 
,,. 
,., 
• •• . ., ... 
'" .,, 

... 
zo;. 
,., 
,., 

... ... 
" .. .. .. .. .. 
•• .. .. ,, 
II 

II 

,. .. 
.ozJ 

• on 
.111 

.12J 

.on 

• o•• 
.057 

. OTO 

.071 .... .... 

. o•z 

.ou 

• os1 .... .... 
.OJZ 

.OJf 

·"' 
.tu 
.01• 

.0)2 

.ou 

• 010 

• ot7 

• ot• 

• 006 .... 
.on 
. 002 

.003 

. 002 

. 002 

.001 

.001 

• 002 

• 001 

.001 

• 001 

oOOI 

• 002 

. ooo 

.001 

.001 

• ooo 

.ooo 

.001 

Cl.90. 

.02] .... 

.on 

.081 

. ut 

.160 

oll1 

.zn 
• JSI 

.... 
.SS!i 

••It .... 
.716 

.1s1 

.111 

.111 .... ·­... , 

... 1 

.tot 

.n1 .. ,. .... ... , .... .... .... 
,971 

.9TJ 

,976 

.977 

·''' 
.912 .... 
... s 
,916 

·••1 
• 911 .... .... 
·"2 ... , .... 
.99• 

,995 

.ooo ,996 

.001 , 997 

.001 ,997 

. ooo · ''" 
,ooo . 998 

.ooo ·"' 
,OOI , ,..., 

,000 1.000 

. ooo 1 . 000 

.ooo 1 . 000 

o.ooo 1.000 

STO O!VIATIO'f• lolJI SfD OCVIAT I OH• ? , 'NI 

TllANSP08T TIM£ 
A'lfHGf• 0,959 
YAlltUNC[• U.601 
STO OEVIATION• 4ol51 

.. [ltC[NT ~ CALLS lRANSP(llltT[D-69, IJ 

TOTAL CALLS..Ozo 

12 

TR•~Tttllll( 

DIST 

" .. 
"' .. , ... ... ... 
lll ... 
lll 

"' ,., ... 
Ill 

" .. .. 
]] .. 
II 

" 

21'9 

P'lfO 

.o .. 

.OJJ .... 
• tn ... , .... 
.OIJ 

.Ht 

. 010 .... 
• OH .... 
• OH 

.01• 

.01• 

• ou 
.ou 
.to• 
. ou .... 
.on 

.001 

.ooz 
• tot .... 
• 001 

• ooo 

.ou 

• OOl 

.001 

o.ooo 

o.ooo 

.ooo 

o.ooo 

• 001 

o.ooo 

o.ooo 

• ooo 

o.ooo 
.ooo 

• ooo 

Cl.90. 

. ... 
.131 ·­ol1l 

. ... .... 

.s12 

.6tt .... 

.... 

.1sz 

• HJ .... 
.tlt ·-·-• t76 

·"' .... ·­·­·"• .... ... , ·-.... .... .... .... 
·"' ... , ... , ... , 
• . 997 .... .... .... .... .... .... .... 

.ooo 1 . 000 

.ooo 1 . 000 

0,000 1.000 

o. ooo 1.000 

o.ooo 1.000 

o.ooo 1 .000 

o.ooo 1.000 

o.ooo 1.000 

o.ooo 1.000 

o.ooo 1.000 

o.ooo 1.000 

o.ooo 1.000 

o.oto 1. 011 

o, ooo 1.000 

o.ooo 1,000 

o.ooo 1 . 000 

l,HO 1, 0IO 

TIME U HOSl'Jtlll 
•vU&G(• z1.1n 
URl&NC[• 95.lll 
STD OfVIUION• t , 761 

TllW: &T MOSPJUL 

OIST 

•• .. .. ,. 
., .. .. 
" ... ., ... 

11• 

'" 
Ill ... 
Ill 

11' ... ... ... 
IOI .. .. 
" .. .. .. 
.. 
,. .. 
ll . . 
., .. 
ll .. 
" ,, 
II 

"" 

. ... 
.ooz 

.101 

.001 

.tOT .... 
• 01s 

·•21 .... .., .. 
.121 .. ,. 
.OJJ 

• n1 .... .. ,. .... .... .... 
. ... 
.O•J .... 
ol4J 

·"' 
•OJI ..,. 
otll 

,OJI 

.tit 

• 020 

• 011 .... 
.ou 

• 01• 

.tu 

.ooo 

.oo• 

.110 

• o ... 

.001 

.11t 

, OO• 

. on 

.002 

. 001 

.001 

oOll 

.OOJ 

.002 

oOOl 

• 002 

• 001 

0,0to 

• ou 
.001 

o,ooo 

.otz 

.ou 

.ou 

.011 

oOH 

. ... 

. ... 
.016 . ... 
.u • 
olSI 

. 111 

.ui .... 

.Ht 

.,, . 

.,., .... 

.n6 

. ... 

.au 

. .. . 

. .. . 

.192 .... 

.916 

..,, ... , .... .... .... 
,911 

, 91) 

.tto 

·••2 
.tts .... .... 
. 99 i 

.... .... .... .... 
,999 .... 

.101 1.001 

0,000 loHO 



the fourth column indicates that ambulances arrived on 
scene in two minutes or less in 33.2 percent of all calls. 
Table 2-8 shows the raw data, relative frequency, and 
cumulative distribution of time at scene, transport time, 
and time at hospital for incoming EMS calls, as expressed 
in whole minutes. 

THE CALL ANALYSIS PROGRAM (CAP) 

Introduction 

The CAP program allows a user to specify a geographical 
area and a time interval and calculate the relative frequency 
of calls for that place and period. The program will com­
pute summary statistics (i.e., frequency counts, averages, 
variances, standard deviations, and percentages) for these 
specifications. 

The allowable specifications for the geographical area in­
clude: all zones of the city; ranges of city zones; individual 
zones; and combinations of ranges and individual zones. A 
city zone (or city serial zone) is a geographic area used by the 

Transportation Study Office and the Transportation De­
partment of the City of Austin for study purposes. In 
Austin there are 358 city zones which approximately ag­
gregate to census tracts and planning areas. 

The time interval options, as previously listed in table 
2-3, include: (a) the months or weeks under analysis (the 
TIME cards); (b) the days under analysis (the PERIOD 
cards); and (c) the hour interval (the INTERVAL cards). 
The first two options are used to select a subset of EMS 
calls for the analysis. When the user specifies the months or 
weeks of interest, the beginning and ending months and 
dates may be defined on control cards. The user can gener­
ate relative frequency information for various periods in a 
week: the full week, particular days of the week, or groups 
of days. The hour option is used to specify one level of 
aggregation (hour interval) of calls. The CAP program can 
generate a relative frequency of calls for 1, 2, 3, 4, 6, 8, 12, 
and 24 hour intervals (any integer factor of 24). 

This CAP section describes both the parameter cards and 
the output of the program. The discussion will include con­
sideration of the circumstances under which the parameter 
cards would be required and the default values that would 
be used if certain cards are not included in the input deck. 
Examples of keypunching formats will refer to the sample 
problem. 

Block B (Zonal Parameter Cards) 

Block B specifies the city zones for which call data 
should be aggregated. As many as fourteen parameter cards 
are required if a user wishes to specify particular zones. If a 
user is interested in all city zones, then only one zonal para-
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meter card need be included in the parameter deck; the re­
maining cards are unnecessary and should be omitted. 

The first parameter card specifies the geographical area 
of interest. This area can be the entire city (all city zones), 
ranges of city zones, or particular zones of the city. The 
card is punched according to the specifications in table 2-9. 

TABLE 2-9: FIRST ZONAL PARAMETER CARD 

Columns Variable Definition 

1-4 ZONE 

11-16 ALL all city zones are specified 

RANGE ranges of city zones are specified 

NUMBER particular city zones are specified 

To run the sample p~oblem, the user would punch 
"ZONE" in columns 1-4 and "ALL" in columns l l-i3 on 
the first parameter card. This information informs the com­
puter that the entire city has been specified as the area for 
geographical analysis. All alphabetic values must begin in 
the first column of the field, as illustrated in figure 2-2. If 
the user does not provide a block B parameter card, then 
CAP will use the current default value. 

A parameter card or set of cards identifies either the 
range of city zones or the individual zones which the user 
wishes to consider. For illustrative purposes, assume that a 
user is interested in the frequencies of calls in city zones 
1 through 24. In this case, the first parameter card has 
"ZONE" punched in columns 1-4 and "RANGE" in 
columns 11-15. The second parameter card is punched ac­
cording to the specifications in table 2-10. 

TABLE 2-10: FORMAT FOR POSSIBLE 
SECOND ZONAL PARAMETER CARD 

Columns Specification 

21-24 lowest zone number of range 

25-28 highest zone number of range 
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FIGURE 2-2: FIRST ZONAL PARAMETER CARD 

/ 
ZONE ALL 

More than one card following this format may be used. 
A maximum of five ranges may be specified, with one range 
per computer card. All zone numbers must be right-justified 
in their fields as shown in figure 2-3. 

) 

can be punched on each card. A user may specify as many 
as five of these cards, or fifty zones. Figure 2-4 illustrates 
how a card should be punched if a user wishes to specify six 
individual city zones (i.e., zones 1, 16, 34, 42, 50, and 66) 

FIGURE 2-3: POSSIBLE SECOND ZONAL PARAMETER CARD 

/ 
l 24 

If individual city zones are specified as part of the geo­
graphical area, each zone is punched in sequential four­
column blocks, beginning with columns 21 through 24. If 
four zones are the area of interest, the first zone number is 
entered in columns 21-24, the second in columns 25-28, the 
third in columns 29-32, and the fourth in columns 33-36. 
The parameter card containing this information would fol­
low another zonal parameter card with "ZONE" punched 
in columns 1-4 and "NUMBER" punched in columns 11-16. 
Using groups of four columns, a maximum of ten city zones 
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as the geographical area. Punch only the columns of the 
cards necessary to specify the selected zones, with ZONE 
numbers right-justified in their fields. 

A final parameter card, with "END" punched in columns 
one through three, signals an end to the geographical speci­
fications. It is used whenever ranges of the city zones or 
individual city zones are specified as part of the geograph­
ical area. 

A combination of ranges and particular city zones may 
be analyzed by the CAP program during one run. If the user 
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FIGURE 2-4: SECOND ZONAL PARAMETER CARD 
FOR INDIVIDUAL ZONES 

/ 
l 16 34 42 50 66 

is interested in specifying an area of this nature , then two 
sets of block B parameter cards would be required. One set 
would describe the range of zones and the other the partic­
ular city zones of interest. 

Block C (Period Parameter Cards) 

Block C indicates the time period of interest. If the user 
wishes to perform an analysis of weekly call data, then only 
one parameter card need be used as input to the CAP pro­
gram. As many as nine parameter cards could be included in 
a card deck if a user is interested in analyzing specific days 
of the week. 

The first parameter card specified whether the whole 
week or particular days of the week are to be analyzed. 

) 

"PERIOD" is always punched in columns 1 through 6. If 
the user is interested in analyzing the entire week, then 
columns 11 through 14 will contain the word "week." If 
particular days are of interest, such as Mondays in the 
sample problem, the word "DAYS" is punched in columns 
11 through 14 (see figure 2-5). Whenever the block C para­
meter cards are omitted, the CAP program utilizes its cur­
rent default value as the period option. 

The second parameter card or deck of cards is necessary 
if DAYS appears on the first parameter card. One day can 
be punched on each card; thus the "second parameter card" 
could be a deck of up to seven cards. The first four letters 
of the name of the day should be punched in columns 1 
through 4. For the sample problem, "MOND" would be 
punched in these columns (see figure 2-6), to indicate that 

FIGURE 2-5: FIRST PERIOD PARAMETER CARD 

/ PERIOD DAYS 

15 
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FIGURE 2-6: SECOND PERIOD PARAMETER CARD 

/ MONO 

the user wishes to analyze only Monday call data. 
All seven days of the week can be analyzed by either the 

WEEK or the DAYS option. Although both runs would 
analyze all seven days of the week, they would produce dif­
ferent numerical results. When the WEEK option is utilized, 
the CAP program analyzes call data only for those weeks in 
which data for seven days are available. Under this option, 
the number of Mondays is equal to the numberofTuesdays, 
and so on. If the DAYS option is selected, the program will 
include a larger number of EMS calls, since the number of 
Mondays may differ from the number of Tuesdays, etc. Al­
though the DAYS option includes a larger number of calls, 
it is not as consistent a set of data. Thus, "WEEK" is recom­
mended over "DAYS" for analyzing calls from all seven 

days of the week. 
A final parameter card terminates block C information. 

"END" is punched in columns one through three of the 
third card, as illustrated in figure 2-7. In the sample prob­
lem, the user must include parameter card three , since Mon­
day is the day of interest. If the user had selected the 
WEEKS option, then this third period parameter card 
would not be required. 

Block D (Interval Parameter Canis) 

The two parameter cards of block D specify the number 
of hours into which EMS calls are to be aggregated. Both 
cards are required whenever the user specifies an hour inter-

FIGURE 2-7: THIRD PERIOD PARAMETER CARD 

/ 
END 
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val other than the current default value. The word 
"INTERVAL" is punched in columns 1 through 8 of the 
first parameter card, as in figure 2-8, to indicate that the 
subsequent card contains the interval length. 

:hniques for Analysis of Calls 

Block E (Time Parameter Cards) 

Block E indicates the length of the historical record of 
EMS calls to be included in the analysis. If a user is con-

FIGURE 2-8: FIRST INTERVAL PARAMETER CARD 

/ INTERVAL 

I 2S•S671t 101112IJ"u1'17II1t2111t1nn2'21MJ7212'30JI HJJ ,..,,,.,,., .. .,.1.uo ... &1•a•••S1 •»MUJ6'751Jt.0'14H.1.,., .. ., •• 1011n1'141SN'7711'f• 

The second parameter card specifies the exact "number 
of hours" interval to be used in aggregating the call data. 
Any integer factor of 24 (i.e., 1, 2, 3, 4, 6, 8, 12, and 24) 
can be punched right-justified in columns 1through3. For 
the sample problem, which is concerned with aggregating 
call data by two hour intervals, the use would punch a "2" 
in column 3 (see figure 2-9). 

cemed with the relative frequency of calls over all months, 
as in the sample case, then block E parameter cards can be 
omitted. If the CAP user is interested in call data for a 
specific range of calendar dates (e.g., some subset of the 
total historical record), then block E cards are required.• 

*If the length of the historical record to be analyzed is identical to 
the current default value for this block, then block E cards may be 
omitted. 

FIGURE 2-9: SECOND INTERVAL PARAMETER CARD 

/ 002 
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FIGURE 2-10: FIRST TWO TIME PARAMETER CARDS 

( 6 l 731 

/ 
TIME 

The first parameter card contains the word •'TIME" 
punched in columns l tluough 4. The second parameter 
cud indicates the limits of the period from which call data 
are to be aggregated. Figure 2· l 0 illustrates these two cards. 

Consider a hypothetical situation in which data repre­
senting two of five months of calls (June 1 tluough July 31) 
are of interest. The user should follow certain conventions 
for this data. The number of the beginning month must be 
less than or equal to the number of the ending month. If 
the initial and final months are the same, then the begin­
ning date must be less than or equal to the ending date. The 
format specifications are outlined in table 2-11. 

TABLE 2-11: FORMAT FOR SECOND TIME 
PARAMETER CARD 

Columns Specifications 

1-2 number of the beginning month 

34 beginning date 

5-6 number of the ending month 

7-8 ending date 

Block F (GOMAN Card) 

Block F contains one parameter card which is required 
for each CAP analysis. This card initiates the analysis and 
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should follow all the parameter cards needed to describe 
the analysis. The options PRINT and NOPRINT (see table 
2-12) specify whether CAP should print (or not print) the 
matrix of frequencies of calls for the selected time interval, 
day of the week, period of the data, and zone of the city. 
Figure 2-11 illustrates the keypunch format to print the 
matrix. 

TABLE 2-12: THE FORMAT FOR THE GOMAN 
PARAMETER CARD 

Columns Variable 

1-5 GO MAN 

11-15 PRINT 

NOPRINT 

Definition 

identifies end of parameter set 

prints the distribution matrix 

does not print the distribution 
matrix 

Block G (Program Continuation Canis-CONTINUE and 
RESTART) 

Block G contains those parameter cards which allow the 
user to execute multiple analyses with a single CAP run. 
The format specifications for these parameter cards require 
that either the word "CONTINUE" or the word ••RE­
START" be keypunched in columns 1through8. Only one 
of these two variables should be used after each analysis. 

The user may wish to perform subsequent analyses that 
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FIGURE 2-11: GOMAN PARAMETER CARD 

/ GOMAN PRINT 

make only minor modifications to the previous run. For 
example, assume that a user has completed the sample prob­
lem and now wishes to change the hour time interval from 
two to four hours. In this circumstance, the CONTINUE 
command would direct the CAP program to use the most 
recent parameter values, rather than the built-in default op­
tions of the CAP program. An illustration of the required 
parameter cards for this additional analysis is shown in 
figure 2-12. 

Alternatively, the user may wish to perform a subsequent 
analysis that differs significantly from the previous analysis. 
In such a case, the built-in CHAP default options may be 
more convenient. For example, imagine that a user seeks 
information on the number of calls in all zones for four­
hour periods in all days of the week. In this case, the user 

could use the CHAP default options, changing only the 
time interval (from six- to four-hour periods). The 
REST ART command will instruct the computer to use 
these built-in options and any specified "number of hours" 
interval (see figure 2-13). 

Figure 2-14 is an illustration of a complete set of para­
meter cards for the CHAP package. The order of the para­
meter cards required to perform additional analysis on the 
EMS call data is also depicted in this illustration. 

CAP Output Infonnation 

Four types of CAP output information for the sample 
problem are represented in this section. One type of out­
put, shown in table 2-13, is a set of error summaries-a list 

FIGURE 2-12: EXAMPLE USE OF CONTINUE OPTION 

Note : Begin all cards in column one. 
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FIGURE 2-13: EXAMPLE USE OF RESTART OPTION 

004 

11---... 
-~~~~~~~•• INTERVAL 

Note : Begin all cards in column one. 

of unacceptable call data or parameter card values. A 
second output, illustrated in table 2-14, is a listing of the 
geographical areas and the time intervals which have been 
selected by the user. For the sample problem, this informa­
tion would be identical to table 2-2. Table 2-15, a table of 
summary frequency statistics of calls in the selected time 
intervals, is a third type of printed result. Each of these re­
sults is printed for all CAP runs. 

Table 2-16 illustrates a fourth possible output, the 
distribution matrix, which is obtained only if the PRINT 
option on the GOMAN is in effect. To illustrate the inter­
pretation of the distribution matrix, imagine that the user 
wishes to determine the number of calls throughout the en­
tire city between 6 a.m. and 8 a.m., during the tenth week 
of the call data. The information is shown as the circled 
number "2" in table 2-16 under week 10 and across from 

FIGURE 2-14: INPUT DECK FOR CAP, RAP, ZAP, AND GAP 
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TABLE 2-13: ERROR SUMMARIES 

•••INPUT••• INVALID TIM£ P£RIOD. R£S£TTING TO £NTIR£ DATA SET. 

•••RUtdT••• ZONE £XC£PTl0No • oWARNING. •.CALL DATA f'OLLOWS 
0 12 2 16 20 22 32 38 59 4 0 

+&•AUNJT••• ZON£ EXCEPT !ON ••• WARNING.• .CALL DATA f'OLLOWS 
0 12 5 12 13 19 34 52 7 7 

•••RUNIT••• ZUN£ £XC£PT(ON. •.WARNING.• .CALL DATA f'OLLOWS 
0 12 8 13 20 21 II 0 0 3 2 0 

•••AU..IT+•• ZONE EXCEPT JON.• .WARNING ••• CALL DATA f'OLLOWS 
0 12 11 19 23 30 5 .. 5 23 6 2 0 

•••RUNIT+•• ZONE EXCEPT JON.• .WARNING ••• CALL DATA f'OLLOWS 
0 12 j2 II 13 17 JD 38 57 7 2 

•••RUNIT••• ZON£ EXCEPT !ON.•. WARNING.• oCALL DATA f'OLLOWS 
0 12 16 10 12 17 0 0 0 4 3 0 

•••RUNIT •• • ZO'!E EXCEPT ION• • •WARNING.• .CALL DATA f'OLLOWS 
0 12 17 f9 31 33 52 7 29 s 3 

•••RUNJT+•• ZVNE EXCEPT JON ••• WARNING.• .CALL DATA f'OLLOWS 
0 12 zo 3 56 2 28 37 7 · 3 0 

•••RUtdT••• ZONE EXCEPT ION.• .WARN ING.•• CALL DATA f'OLLOWS 
0 12 ZI 15 2 4 6 0 0 2 3 0 

•••RU~IT • • • ZONE EXCEPTJON ••• WARNIN(;oooCALL DATA l'OLLOWS 
0 12 22 9 40 4T .. 20 38 3 4 

•••RUNIT + • • z\;~E EXCEPT JON.• .WARNING.• .CALL DATA f'OLLOWS 
0 2 3 7 58 3 27 35 l .. 6 

•••RUNIT+•• ZJ NE EXCEPT!ON ••• WARNINGoooCALL DATA f'OLLOWS 
0 6 1 14 JI 35 39 0 0 3 10 0 

•••AUNIT••• ZONE EXCEPT JON ••• WARN ING.• .CALL DATA l'OLLOWS 
0 6 5 13 JI 36 49 0 23 10 0 

•••AUNIT••• Z':.NE EXCEPTJONoo .WARNING.• .CALL DATA f'OLLOWS 
0 6 ?I 0 D .. 15 26 33 2 12 0 

TABLE 2-14: SELECTED GEOGRAPHICAL AREAS 
AND TIME INTERVALS 

ZONES ALL 

nus or WEEK 

INTERVAL WAS 

PERIOD WAS 

NON 

2 HOURS. 

ALL 5 MONTHS 

:hniques for Analysis of Calls 

.................................................................................................... 
f'OR RESTRICTED DATASET ANALYSES THE NUM8£R Of' W££KS 
U5£D TO COMPUTE INTERVAL AV£RAG£S AND VARIANCES 
NAY 8£ ARTIF'ICIALLY LOW. TH[ W££KS NAY NOT 
CORRESPOND TO CALENDAR WEEKS IN THESE CAS£So 
USE WJTH CAUTION • 

............................. ...................................................................... . 
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TABLE 2-15: SUMMARY FREQUENCY STATISTICS 

INT El> VAL COU!jT AVERAGE 

I JJ. 1.74 
z z1. 1.47 
J Z9. 1.21 
4 1•. 1.00 
5 41. z.11 
6 57. 3.00 
T 54. z.14 
8 70. 4.00 
9 76. 4.0o 

10 53. Z.79 
It 4'. z.4z 
IZ 5Z. z.1• 

•••TOTAL OEMA"n ANALYZED WAS 557. CALLS. 

ll[EK COUNT AYER AGE 
I u. z.15 
z 39. 3.zs 
3 22. 1.n 
4 II. 1.50 
5 24. z.oo 
6 14. 1.11 
7 ZI. z.33 
8 zz. 1.n 
9 n. 2.15 

10 4a. 3.50 
Ii 29. z.4z 
12 34. 2.n 
13 z•. z.oo 
14 JO. 2.50 
15 ZI. 1.9z 
16 45. 3.75 
IT II. 1.50 
18 31. 3.17 
19 41. 3.42 

•••TOTAL DEMAllO ANALYZED WAS 557. CALLS. 

period 4. Since the two-hour intervals begin at midnight, 
period 4 represents the 7th and 8th hours of the day {be­
tween 6 a.m. and 8 a.m.) in the 10th week. 

AUSTIN APPLICATION OF CHAP* 

The purpose of this section is to discuss the ways in 
which CHAP programs can be used to analyze historical 
calls for emergency medical service in Austin. Whenever the 
CAP program is executed, it aggregates EMS calls by 
geographical location and time interval. It then generates 
the relative frequency of calls for these selected places and 
periods in Austin. The RAP program generates the cumula­
tive frequency distribution of call-response time, on-scene 
time, transport time to the hospital, and time at the 
hospital. 

EMS Calls 

Table 2-17 is an incomplete list of the total number of 
EMS calls in each of 358 transportation serial zones in 
Austin during the five-month period.* Figure 2-15 repre­
sents a graph of the average number of calls per two-hour 
intervals in the city of Austin, graphed for different hours 
of the day. The horizontal axis lists each of twelve two-

*These results do not accurately reflect the historical record of EMS 
calls in Austin as shown in reference (l). A correct set of calls is 
listed in reference (2). 
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VARIANCE STO. DEY. PERCENT 

Z.65 1.63 5.92 
1.93 1.39 5.03 
1.40 1.11 4.13 
1.00 1.00 l.41 
Z.77 1.66 1.11 
3.33 1.n 10.23 
z.51 1.61 •• 69 
5.78 2.40 13.64 
5.67 Z.311 13.64 
3.114 1.96 9.5Z 
z.15 1.46 8.Z6 
3.43 1.85 9.34 

YAlllANCE STD. DEV. PERCENT 
2.oz l.4Z s.92 
•.39 2.19 1.11 
2.15 1.47 3.95 
.8z ... 3.23 

1.09 1.0. 4.31 ... . .. z.51 
4.97 z.u 5.13 
3.42 1.15 3.95 
1.66 1.29 5.92 
3.91 1.98 7.54 
z.z1 1.51 5.21 
5.97 2 ... 0.10 
5.45 2.34 4.31 
3.18 I. 78 5.39 
1.90 1.311 4.13 
6.75 2.60 8.H 
3.0I 1.73 3.23 
1.91 z.az 6.82 
5.36 2.31 7.36 

hour intervals on Mondays beginning with midnight to 
2 a.m. and ending with IO p.m. to midnight of Tuesday. 
The largest volume of calls on Mondays occurred during 
2 p.m. to 6 p.m., in which four calls were received during 
each of the two-hour intervals. 

Response Time 

The RAP program is able to calculate both the relative 
and cumulative frequency of response times for all calls in 
the data set. These frequency graphs are shown in figures 
2-16 and 2-17, respectively. Both figures indicate that the 
EMS system's dispatched vehicles arrived on the scene ten 
minutes or less in nearly all cases. Approximately 74 per­
cent of EMS calls result in emergency treatment in four 
minutes or less. Almost half of the sites of incoming calls 
are reached by EMS vehicles in 2.5 minutes or less. 

Time on Scene and Transport Time 

Figure 2-18 illustrates the cumulative frequency of time­
on-scene for all recorded calls in the data set. Half the re­
corded calls required at least twelve minutes of EMS staff 
time-on-scene. 

The cumulative frequency of transport times is depicted 
by the graph in figure 2-19. According to this graph, the 
transport time from the scene of the emergency to the 



miques for Analysis of Calls 

TABLE 2-16: DISTRIBUTION MATRIX* 

1'£11100 I 2 3 4 5 6 1 8 9 10 II IZ ll 14 15 16 17 II 19 20 21 2Z ZJ 24 25 26 27 21 29 30 TOTAi. 

I I 4 I I I I 0 I 2 I l 2 0 I I 5 I I 6 0 0 0 0 0 0 0 0 0 0 33, 
2 0 I 2 0 2 0 2 0 l 2 0 2 5 2 2 0 0 3 2 0 0 0 0 0 0 0 0 0 0 21. 
3 2 l 2 3 l 2 0 0 0 cp; 0 0 I I I I 0 0 0 0 0 0 0 0 0 0 0 0 23, 
4 2 I I I I l 0 l z I I 0 0 0 0 0 I 0 0 0 0 0 0 0 0 0 "· 5 4 I 0 I 0 0 I 0 4 I I l 2 4 5 3 . l 0 0 0 0 0 0 0 0 0 40, 
6 l l 2 I 4 I 5 3 " l I 6 0 z I 1 l 4 4 0 0 0 0 0 0 0 0 0 57. 
1 4 3 2 I 2 2 3 3 l 4 4 2 I 4 I 6 0 3 6 0 0 0 0 0 0 0 0 0 54, 
8 5 8 I 2 2 0 5 6 2 1 2 9 5 5 4 4 2 3 4 0 0 ·o 0 0 0 0 0 0 76, 
9 3 3 2 2 2 I 6 3 5 6 3 3 I 6 4 1 2 9 • 0 0 0 0 0 0 0 o. 0 76, 

10 3 6 6 2 2 I 4 2 2 2 2 l 2 2 2 I 0 • 3 0 0 0 0 0 0 0 0 0 SJ, 
II 2 " 2 I 3 2 0 I 3 5 J 2 I 3 " 5 0 3 2 0 0 0 0 0 0 0 0 0 4 •• 
12 " 2 I 3 2 I 2 0 3 5 5 l 1 I I 5 4 I 2 0 0 0 0 0 0 0 0 0 52. 
ll 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o· 0 0 0 0 0 0 •• 18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
2l 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• JI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• ]2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• l4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ·O o. 
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• ]9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 4'3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• " 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o. 
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . 0 0 •• 48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ii 0 0 •• !10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• !II 0 0 0 0 0 0 0 0 0 0 0 0 0 0 • 0 0 0 0 0 0 0 0 •• !12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• 53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 •• !14 0 0 0 0 0 0 0 0 0 0 0 0 • • 0 0 0 0 0 0 • 0 0 •• 55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 • 0 .. 0 • 0 •• st 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 • • 0 0 0 0 • 0 • •• !17 0 0 0 0 0 0 0 0 0 0 0 0 0 If 0 0 0 0 0 0 0 • 0 • •• 

*The distribution matrix contains zero for periods 58-168. 

hospital was less than twenty-eight minutes for all calls. In 
fifty percent of the cases, the EMS vehicle required less 
than eight minutes to transport the patient from the scene 
of the emergency to the hospital. 

Time at Hospital 

Figure 2-20 presents a graph of the cumulative time at 
the hospital. In 50 percent of the cases, the EMS vehicle re­
mained at the hospital for eighteen or more minutes. 

Policy Analysis 

Some of the CHAP package results could affect present 
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City EMS policies. One subroutine was used to analyze the 
relative frequency of calls by two-hour periods through the 
entire week for all full weeks of data. The results indicated 
that some periods are busier than others and some areas are 
busier than others. 

The results of the CHAP package indicate that the fre­
quency of calls in the Central Business District (CBD) is 
higher than that of calls occurring outside the area. Under 
these circumstances of high call colume, more EMS sites 
may be justified in or near the CBD than might be sug­
gested on the basis of its size alone. 

The periods of 3 p.m. to 6 p.m. (Monday, Tuesday, and 
Wednesday) and 9 p.m. to midnight (Thursday, Friday, 
Saturday, and Sunday) are much busier than other times of 
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TABLE 2-17: TOTAL EMS CALLS BY SERIAL ZONE 
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FIGURE 2-15: CALL FREQUENCY FOR SAMPLE PROBLEM 
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FIGURE 2-16: HISTORICAL RESPONSE TIMES OF EMS VEHICLES 
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FIGURE 2-17: CUMULATIVE FREQUENCY OF HISTORICAL 
RESPONSE TIMES OF EMS VEHICLES 
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FIGURE 2-18: CUMULATIVE TIME AT SCENE 
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FIGURE 2-19: CUMULATIVE TRANSPORT TIME 
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FIGURE 2-20: CUMULATIVE TIME AT HOSPITAL 
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FIGURE 2-21: CALL FREQUENCY FOR ENTIRE CALL DATA 

110 

100 

90 

so 

70 

"° Number 
of Calls 

~ 

+o 

.JO 

10 

M T w F 5u 

0 16 110 105 

3-Hour Interval 

31 



EMS, Volume I 

the day (see table 2-18 and figure 2-21). On all days, the 
period of 3 p.m. to 3 a.m. is far busier than the period of 
3 a.m. to 3 p.m. These results suggest questions for EMS 
planners, such as: 

Should the deployment of EMS vehicles shift in re­
sponse to the relative number of calls at times and 
places in the city? 

Should consideration be given to a change from the 
current forty-eight-hour EMS medic shift to a shorter 
shift, such as a twelve-hour shift? 

SUMMARY 

This chapter has described the subroutines within CHAP 
and how they may be applied to analyze Austin EMS call 
data. The relative complexity of the CAP program vis-a-vis 
the other programs required a more elaborate discussion of 
its capabilities and the underlying control and parameter 
cards. A sample problem utilizing actual (although incor­
rect) Austin EMS call data was used to illustrate the appli-

cation of CAP, RAP, and ZAP in analyzing historical call 
data. 

TABLE 2-18: BUSIEST TIME PERIOD 
OF EACH WEEKDAY 

Monday 3 p.m. to 6 p.m. 

Tuesday 3 p.m. to 6 p.m. 

Wednesday 3 p.m. to 6 p.m. 

Thursday 9 p.m. to midnight 

Friday 9 p.m. to midnight 

Saturday 9 p.m. to midnight 

Sunday 9 p.m. to midnight 
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Chapter Three 
The Use of Maximal Covering Analysis 

in EMS Vehicle Peployment 

This chapter describes the use of the CLASGAS program 
and illustrates its use in the evaluation of alternate sites for 
emergency medical vehicle bases in the city of Austin. The 
chapter is divided into six sections. The first describes the 
basic assumptions underlying the CLASGAS model. The 
second section discusses the general format for input in­
formation, and the third specifies the keypunch formats 
for specific input cards. The fourth section uses hypo­
thetical data to illustrate maximal covering location analysis. 
The fifth section is an application of CLASGAS to the 
deployment of EMS vehicles in the city of Austin. 

CLASGAS is the name of a computer program that is 
designed to solve several forms of the Maximal Covering 
Location Problem, which was originally introduced by 
Church and ReVelle in 1974 (1). The Maximal Covering 
Location Problem (MCLP) can be defined in an EMS con­
text in the following way: 

Maximize the fraction of emergency medical service calls 
that can be covered within a. desired response time S by 
locating a fixed number of EMS vehicle sites. 

A solution to an MCLP is a set of vehicle locations that 
serve the largest possible percentage of the calls for emer­
gency medical service within a specified response time 
standard. 

The CLASGAS program is a heuristic computer pro­
cedure that identifies good if not optimal solutions to 
MCLP. The program offers two algorithms, Greedy Adding 
(GA) and Greedy Adding with Substitution (GAS), to 
achieve maximal cover solutions. The GA algorithm starts 
with an empty solution set and then adds to this set one at 
a time the best facility sites. The best facility site in a given 
iteration is defined to be that site which covers at least as 
much of the existing uncovered demand as any other site. 
The GAS algorithm, like GA, adds new facilities; however, 
in addition, GAS seeks to improve the solution at each 
iteration by attempting replacement of a current site by an 
unused site if coverage increases. Thus, this second heuristic 
can remove "no longer justified" sites from the final solu­
tion set. 

CLASGAS ASSUMPTIONS 

GLASGAS is a computer procedure that identifies sites 
for EMS vehicle stations that can reach a maximum per­
centage of EMS calls within some maximum response time 
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limit. Implicit in this problem structure are assumptions re­
lated to the geography of the study area, calls for emer­
gency medical service, EMS vehicle response, and the 
measure of effectiveness of an EMS system. Table 3-1 lists 
these assumptions. 

Basic Assumptions 

The CLASGAS model uses a network to represent the 
study area. The study area is divided into discrete districts; 
points within each district (called centroids) symbolize a 
concentration of district activity. These centroids are con­
nected by network links that represent fixed estimates of 
minimum travel times from any district to any other. The 
scale of districting (census tracts, transportation serial zones, 
etc.) can be specified by the user of the model. 

"Demand" for EMS can be represented by a variety of 
surrogates (such as historical call frequency or call fore­
casts) concentrated at district centroids. The relative fre­
quency of calls is used to weight each district as a measure 
of the potential need for EMS. 

Other assumptions relate to the existence and perfor­
mance of emergency medical vehicles. The CLASGAS model 
assumes that all vehicles are identical in terms of the speed 
of response and the sophistication of the emergency staff 
and equipment. Vehicle dispatch always occurs from the 
location that is closest to the call for service. The model 
does not simulate calls in real time; it implicitly assumes 
that there will always be an available vehicle at each base to 
respond to a call. 

The CLASGAS model measures EMS system perfonnance 
by the fraction of the calls for service that can be "covered" 
by the system. "Coverage" is defined as the provision of 
EMS service within a specified response time from a fixed 
number of vehicles. The model incorporates a limit to re­
sponse time because the length of time a patient must wait 
for treatment is related to the likelihood of successful 
treatment (2). 

Three computational approaches can be used to find 
EMS vehicle sites that maximize coverage. The Greedy Add­
ing (GA) algorithm starts with no EMS vehicles and locates 
vehicles one at a time at sites that cover the most uncovered 
demand until either all demand can be served within a 
specified response time or the limit on vehicles is reached. 
The Greedy Adding with Substitution (GAS) algorithm uses 
the additive procedure, but substitutes locations if a new 
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TABLE 3-1: ASSUMPTIONS OF THE CLASGAS LOCATION MODEL 

Subject Assumption 

Geographical 

study area 

potential vehicle sites 

a set of discrete districts 
represented by central points 
connected by discrete travel 
times 

at nodes on the network 

Demand 

origin of calls 

representation of 
EMS needs 

characteristics of 
service 

vehicle dispatch 

effectiveness of 
EMS system 

site improves the call coverage. An analyst can also test, 
with a separate linear programming step, whether GA or 
GAS solutions can be improved. 

User Options 

The user of CLASGAS has several options that can both 
complicate the analysis and make it more realistic. T~ble 
3-2 lists these options.* Locations can either be removed 
from the set of potential sites or fixed as necessary sites by 
appropriate labeling. The coverage of particular demand 
points can be eliminated by labeling those demand weights 
as zero. The limit on maximal time to service and the 
number of vehicles in the system can be easily changed by 
the user. The user also has the choice of computational 
approach. With multiple runs, all three program approaches 
can identify the tradeoffs between call coverage, the num~er 
of vehicles, and the time standard used to represent quality 

of service. 

*Detailed keypunch information for implementing the user options 
is described in reference (3). 

points that represent a 
population concentration 

the number of calls from a 
district in a period of time 

Supply 

emergency medical vehicles 
are identical 

always allocates a vehicle 
from the closest location to 
the call for service 

Criteria 
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maximum coverage of de­
mand within specified limit 
on response time 

INPUT INFORMATION 

The CLASGAS program uses two basic sets of informa­
tion, "demand" data and "locational" data. The number of 
calls that are expected to occur in regions of geographical 
space represent the demand to be "covered" by the siting 
of facilities. These demand points are locationally fixed as 
either points on a grid [(x,y) coordinates] or as nodes on a 
network (a shortest distance matrix representation). 

The parameters important to the operation of the 
CLASGAS program include the number of facilities to be 
located and the maximal service time. By varying these 
numbers, a user can measure the tradeoffs between the 
number of vehicles, the maximal service time, and the 
amount of covered demand. 

The input cards for CLASGAS include a card relating 
demand parameters, a set of cards giving demand figures, a 
set of cards giving either distances or locational coordinates, 
a name card, a card providing the number of facilities and 
service time parameters, and two blank cards to signify 
termination of input. The CLASGAS input deck should 
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TABLE 3-2: USER OPTIONS FOR THE CLASGAS MODEL 

Subject 

vehide location 

demand 

response time 

computational approach 

Option 

user can fix a vehicle at a particular site 

user can limit the number of vehicles 

user can eliminate a site as a potential facil­
ity 

user can specify some factor to eliminate lo­
cations as potential sites 

user can exclude demand points from consid­
eration by labeling demand weights as zero 

user can employ total population or popu­
lation data as surrogates for EMS demand 

user specifies the maximum response time 

user can choose to use GA, GAS and/or linear 
programming to find and test solutions 

conform to the structure in figure 3-1. The control cards 
needed to run the CLASGAS program should conform to 
the deck structure depicted in figure 3-2. 

When an "F" format is designated, a "floating point," 
or a number with a decimal, is expected. Thus, ifCLASGAS 
requires a number to be punched according to a (FIO.O) 
format, the number should be punched as a decimal number 
right-justified in a field of ten columns.* Note that the 
digit to the right of the decimal point in the format state­
ment reserves the number of farthest-right columns in the 
field for decimal places. Thus, in the example of (FIO.O), 
no decimal places are reserved within the field of ten 
columns. If the format statement read (FI0.3), then the 
three farthest-right columns in the field of ten columns 
would be reserved as decimal places. 

Some comment should be made concerning the 
FORTRAN formats used in punching the input deck. 
CLASGAS requires the use of either the "I" format or the 
"F" format when punching input numbers on an eighty­
column computer card. When the "I" format is designated, 
an integer or whole number is expected by the program. 
Thus, if CLASGAS requires a figure to be punched accord­
ing to the (110) format, the number should be punched as 
an integer right-justified in a field often columns. ("Right­
justified" means that the number should be punched so 
that the last digit appears in the farthest right column of 
the field.) 

•Although the procedure is not the only way to keypunch, a user 
unfamiliar with FORTRAN programming should follow this quide. 

FIGURE 3-1: CLASGAS INPUT DECK 

two blank cards 

------- parameter card no. 2 

..------ name card 
-------- locational data card(s) 

------- demand weights (optional) 

------- parameter card no. 1 
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FIGURE 3-2: CONTROL CARDS FOR CLASGAS 

~------ 6/7 /8/9 {multipunched) 

4------- input deck (see figure 3-1) 

-------- 7 /8/9 (multipunched in column 1) 

-------- EXECPF ,34 73,GASIT 

.._. _____ JOB,TM=SO,PR=lOO 

user id, password cards 

One other feature of FORTRAN formats should be 
noted-the multiple field format. If the program requires an 
input of three fields-of-ten integers, then the format state­
ment of this input may be written as either (110, 110, 110) 
or (3110). These two representations are equivalent state­
ments, but the latter is often preferred for the sake of 
clarity and convenience. 

An example of this punching for the sample problem can be 
found in figure 3-5. Note that the seventh and eighth 
columns in each field are reserved for the decimal com­
ponent of each weight. 

In the following section, reference will be made to figure 
3-3, a sample problem, for the purposes of illustrating 
specific card formats. Note that the example consists of a 
six node problem, with (x,y)-coordinates and demand 
weights as given. The node numbering system is arbitrary. 

CARD PUNCH INFORMATION 

Parameter Card No. 1 

This card communicates to the program how many de­
mand points are to be covered, whether or not to expect 
demand weights, and whether to expect distances or loca­
tional coordinates. The card is punched to the specifica­
tions in table 3-3. In reference to the example problem in 
figure 3-3, this card would have a "6" punched in column 
5, a "I " punched in column 23 , and a "O" punched in 
column 26. This information tells the program that the 
problem has six demand points, demand weights are to be 
read, and locational coordinates fix these points in space. 
For an example of this punching format , see figure 3-4. 

Demand Weights (OYIIONAL) 

These weights are punched in some designated numerical 
order cards in the format (IOF8.2). In terms of the example , 
these weights would be punched in fields of eight on one 
card. That is, the weight for node I (600) would be 
punched in the first eight columns, the weight for node 2 
(300) would be punched in the second eight columns, etc. 
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FIGURE 3-3: SAMPLE PROBLEM 
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Node Number (x,y)-<::oordinates Population 

1 (4,1) 600 
2 (2,2) 300 
3 (2,4) 200 
4 {3 ,4) 150 
5 (5,5) 325 
6 {5,6) 350 
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TABLE 3-3: PARAMETER CARD NO. 1 FORMAT 

Columns Value Definition Fonnat 

1-5 variable number of demand points (15) 

23 1 demand weights are read (11) 
0 demand weights are not read (11) 

26 1 time/distance matrix is read (11) 
0 (x,y) -coordinates of demand 

points are read 

FIGURE 3-4: PARAMETER CARD NO. 1 

/ 

Locational Data-Distances or Coordinates 

If a distance matrix is read, the first card has the "from" 
node number in the format (15) followed by the minimum 
distances to all nodes from that node (including the original 
"from" node) in numerical order. See reference (3) for 
details of the keypunch format. 

When (x,y)-coordinates are to be read, they should be 
punched in corresponding pairs in the numerical order of 
the demand nodes, according to the (10F8.2) format. The 
coordinates for the problem of figure 3-3 would be 
punched on two cards, with the x-coordinate for node 1 in 
the first eight columns, the y-coordinate for node 1 in the 
second eight columns, the x-coordinate for node 2 in the 
third eight columns, the y-coordinate for node 2 in the 
fourth eight columns, etc. Figure 3-6 illustrates these cards. 
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j 

Name Card 

This card contains any information the user wishes to 
use for identification of the problem run (see figure 3-7). 
If no information is desired, a blank card must be sub­
mitted in place of the name card. 

Parameter Card No. 2 

This card includes parameters for the number of facili­
ties to be sited, the maximal response time, a secondary re­
sponse time,* whether to execute the GAS algorithm or the 
GA algorithm, and what detail of statistics should be 
printed. The card is punched to the specifications in table 

*Secondary response time is some user-defined limit on response 
time. The program calculates (but does not try to maximize) the 
coverage within the secondary response time. 
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FIGURE 3-5: DEMAND DATA CARD 
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FIGURE 3-{): (X,Y)-COORDINATE DATA CARDS 
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.. 0 0 I 0 0 2 0 0 2 0 0 2 0 0 

34. If we assume that a primary limit on response time is 
1.0 minutes, a secondary upper bound on response time is 
2.0 minutes, and there are three facilities to be sited, then 
this card should have a "3" in column 5, "1.0" in columns 
6-15, ''2.0" in columns 16-25, "I" in column 26, and "O" 
in column 27. ** Figure 3-8 illustrates such a punched card. 

**In this example, 1.0 could represent either time (1.0 minute) or 
distance (1.0 mile or kilometer). 

.. 0 0 
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J 0 0 • 0 • S O D 500 

Tennioation Canis 

To signify termination of input to the CLASGAS pro­
gram, two blank cards must follow Parameter Card No. 2. 

OlITPUf 

Figure 3-9 is an example of CLASGAS computer output 
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FIGURE 3-7: NAME CARD 

/ 
SAMPLE PROBLEM(IP=3,S=l.O) 

TABLE 3-4: PARAMETER CARD NO. 2 FORMAT 

Columns Value Defmition Fonnat 

1-5 variable number of facilities to be sited (15) 

6-15 variable maximal service distance (FI0.5) 

16-25 variable secondary service distance (FI0.5) 

26 I GAS algorithm is executed (11) 
0 GA algorithm is executed (II) 

27 1 all statistics are printed (11) 
0 only Iteration Number, Amount of 

Coverage, and Facility Placement are 
printed for intermediate solutions 

-
for the sample problem. In the first iteration, the GAS al-
gorithm selects node 5 as the first site; no other site covers 
more of the demand within the 1.0 minute response time 
limit.* A vehicle at node 5 could reach 3 5 .06 percent of the 
demand within 1.0 minutes. All nodes are placed -in the 
node 5 "partition"; the partition is defined as the set of de­
mand nodes which are closer to the facility in question than 
to any other facility at that iteration. Thus, if a node is 
closer to facility A than to facility B, that node will be 
found in the partition of facility A. 

Figure 3-10 is an illustration of the first iteration. Pri­
mary coverage is denoted by dotted lines and secondary 
coverage by dashed lines. The solid lines enclose the parti­
tion of a facility, which is indicated by a star. 

Iteration 2 adds a facility at node I and redefines the 

*Note that node 6 covers the same amount of demand. 
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facility partitions. Nearly two-thirds of all calls could be 
reached within 1.0 minutes by vehicles based at the two 
sites. Nodes 3, 4, and 2 are allocated to their respective 
partitions, but these demand points remain outside both 
primary and secondary coverage. The second iteration solu­
tion is mapped in figure 3-11. 

In the third iteration GAS sites a facility at node 3, in­
creasing primary coverage to 84.42 percent of demand. The 
node 3 facility now covers itself and node 4 within a 1.0 
minute response time, and covers node 2 within 2.0 
minutes. Figure 3-12 shows the coverage pattern at this 
stage. 

The CLASGAS solution procedure adds new facilities 
until all demand is covered, or until the program reaches 
the limit on the number of facilities to be sited. In this case, 
the limit of three facilities was reached. Three vehicle sites 
cover 84.42 percent of EMS calls within a 1.0 minute re-



EMS, Volume I 

FIGURE 3-8: PARAMETER CARD NO. 2 
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FIGURE 3-9 : CLASGAS COMPUTER OUTPUT 
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(FIGURE 3-9, continued) 
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sponse time and 100 percent coverage of the area within 
the secondary response time of 2.0 minutes. 

Although the program terminated with an optimal con­
figuration for the sample problem, it has not identified all 
possible optimal solutions. One should note that this ex­
ample problem has several alternate optima, at sites (6,1,3), 
(6,1,4), and (5,1,4). 

A FORTY-NODE ILLUSTRATION 

This section will identify a number of characteristics of 
CLASGAS analysis by illustrating its use in evaluating 
vehicle deployment in a hypothetical study area. Figure 
3-13 shows a network of forty nodes representing districts 
in an urban area. The nodes are ordered and identified by 
(x,y)-coordinates on a Cartesian plane (see table 3-5). The 
relative frequencies of EMS calls in the districts are repre­
sented by the demand weight assigned to each node. Using 
these data, a user can solve the MCLP to determine the set 
of EMS vehicle bases that can best reach calls within one or 

two minutes. 
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Service within Two Minutes 

To maximize call coverage within two minutes, 
CLASGAS would locate one vehicle at node 25. A single 
EMS vehicle base at node 25 can reach 62.18 percent of the 
EMS calls within two minutes (see table 3-6). This location 
is selected either by the GA or GAS algorithm. 

A second iteration of the GA adds node 3 as the site for 
a second facility, increasing coverage to 86.15 percent. Al­
though the second iteration of GAS adds node 3, it also 
substitutes node 31 for node 25, increasing calls coverage 
by vehicles at the two facilities to 91.44 percent. After ad­
ditional substitutions (node 8 for node 3, node 30 for node 
31, and node 13 for node 8), vehicles based at the final 
GAS sites (nodes 30 and 13) can reach 99.30 percent of the 
calls within two minutes. This GAS solution is 13.15 per­
cent better than the best GA solution for two sites. 

The third iteration for GA adds a third facility at node 
29. Vehicles at the three sites (nodes 25, 3, and 29) can 
cover 100 percent of EMS calls within the two-minute 
time standard. Since all demand is covered, GA does not 
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FIGURE 3-10: MAP OF ITERATION I SOLUTION 
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FIGURE 3-11: MAP OF ITERATION 2 SOLUTION 
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FIGURE 3-12: MAP OF ITERATION 3 SOLUTION 
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FIGURE 3-13 : FORTY NODE NETWORK 
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continue to a fourth iteration. The third iteration of GAS 
adds another facility at node 1. The final GAS solution set 
(nodes 30, 13, and !)provides 100 percent coverage. 

Note that both GAS and GA find sites that are accessible 
to all calls in three iterations, yet the solution sets involve 
different facility locations. Although GAS substitution does 
improve intermediate solutions, the existence of alternate 
optima can lead both GA and GAS to identify the same 
number of vehicle sites in final solutions where all demand 
is covered within the time standard. 
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Service within One Minute 

The output generated by CLASGAS for a one-minute 
maximum response time is listed in table 3-7. GA and GAS 
select the same initial three sites in the first three iterations. 
GAS makes one substitution in the fourth iteration, none in 
the fifth, and one in the sixth. By the completion of the 
sixth iteration, GAS has nearly the same solution set as GA 
(nodes 22, 24, 8, 36, 18, 27 versus 22, 34, 8, 36, 18, 27). 
The one site difference (node 24 in GAS versus node 34 in 
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TABLE 3-5: DATA ASSIGNED TO FORTY NODE NETWORK 
Point Number X-Coordinate 

l 4.85 
2 5.50 
3 5.50 
4 6.15 
5 6.80 
6 6.80 
7 6.80 
8 6.15 
9 4 .85 

10 5.50 
11 4.85 
12 5.50 
13 6.15 
14 6.80 
15 6.80 
16 6.15 
17 5.50 
18 4.85 
19 4.85 
20 4.85 
21 5.45 
22 6.15 
23 6.80 
24 6.75 
25 6.15 
26 5.45 
27 4.85 
28 4.85 
29 4.85 
30 5.45 
31 6.10 
32 6.75 
33 6.75 
34 6.15 
35 5.45 
36 6.10 
37 6.75 
38 6.10 
39 5.45 
40 4.85 

GA) would allow vehicles based at the six GAS sites to 
cover roughly 4 percent more of the EMS calls within a 
one-minute response time. 

Note how the tempo of substitution increases in the 
eighth iteration. GA locates an eighth facility at node 1, 
achieving the same percentage of coverage (95 .12) achieved 
by GAS in the seventh iteration. GAS adds a facility in the 
eighth iteration at node 7, and goes through a number of 
substitutions which result in eight facility sites (at nodes 15, 
24, 3, 36, 18, 26, 29, and 7) being accessible to 98.91 per­
cent of demand. 
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Y -Coordinate Demand Weight 

2.35 35 
2.00 79 
2.75 150 
2.40 81 
2.75 70 
2.00 55 
3.50 155 
3.15 139 
3.10 75 
3.50 109 
3.85 51 
4.25 145 
3.90 95 
4.25 111 
5.00 193 
4.65 204 
5.00 118 
4.60 110 
5.35 82 
6.10 65 
5.75 150 
5.40 250 
5.75 213 
6.50 197 
6.15 184 
6.50 131 
6.85 79 
7.65 78 
8.35 49 
7.25 220 
6.90 172 
7.25 110 
8.00 164 
7.65 158 
8.00 100 
8.40 125 
8.75 285 
9.10 150 
8.85 57 
9.10 30 

The ninth iteration of GAS sites an EMS vehicle at node 
4, and terminates, since the set of vehicle sites can reach all 
calls within one minute. GA goes through ninth, tenth, and 
eleventh iterations prior to reaching 100 percent coverage. 

In this case, only nine GAS iterations were necessary to 
determine sites from which EMS vehicles could reach all 
calls within one minute. The nine GAS sites include five of 
the eleven sites selected by GA. This example illustrates a 
key difference between the GA and GAS routines. Al­
though both GA and GAS may find the locations that cover 
all demand within some response time, GAS may require 
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TABLE 3-6: CLASGAS SOLUTION SETS FOR TWO MINUTE 

TIME STANDARD 

GAS GA 

Iteration Facilities Coverage Iteration Facilities Coverage 
% % 

® 62.18 © 62.18 

2 25@ 86.15 2 25@ 86.15 
[j), 3 91 .44 

fili li1 95.48 
95.76 

30, [j) 99.30 

3 30,13,Q) 100.00 3 25,3,@ 100.00 

Code 

Qfacility site added per iteration 

D facility site selected to substitute for previous location 

fewer vehicle bases. In this case, the difference (nine versus 
eleven sites) is significant. 

Analysis of Output 

GAS does do a better job than GA in finding those sites 
from which EMS vehicles can best cover calls for EMS ser­
vice. However, differences in coverage between the two 
algorithms are small, as illustrated in figure 3-14. 

For a maximal service time of two minutes and with one 
or three facility locations, GA and GAS reach an identical 
fraction of calls for service. At the two-EMS-vehicle site 
solution, the GAS solution (unbroken line) provides cover­
age for over 99 percent of demand, while the GA solution 
(broken line) covers only 86 percent of demand. GA and 
GAS selected the same initial facility. The final solution in­
volved the same number of sites, although GA chose dif­
ferent sites (nodes 25, 3, 29) than GAS (nodes 31, 13, I). 

The difference in coverage is evident in the middle itera­
tion; GAS, with its substitution feature, provides greater 
accessibility to calls. Vehicles based at the GAS-selected 
two sites can reach 99 percent of the calls for service; this 
fraction of coverage is close to the GA three-sites solution 
(100 percent). 

Similar patterns emerge for the one-minute response 
time, although the differences in coverage between GA and 
GAS are even smaller. The GAS solution is an improvement 
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ove~ the GA solution set beginning with the fourth iteration. 
The difference in percent coverage between GA and GAS is 
not great (6.35 percent) and is reduced each iteration 
through the ninth. With the ninth iteration, vehicles based 
at the GAS-generated sites can reach all calls for service 
versus only 97 percent coverage by nine GA facilities. 

An inspection of facility location solution sets produced 
by GAS and GA for a range of maximal response time 
values (from S = 0.50 through S = 4.0) is informative. As 
table 3-8 illustrates, if shortened response times are re­
quired, only an increase in the number of vehicle sites can 
maintain 100 percent coverage of demand. This relation­
ship is illustrated in figure 3-15; the number of facilities in­
crease as "acceptable" response time is reduced. 

AUSTIN EMS APPLICATION 

The purpose of this section is to extend the previous 
example to show how the CLASGAS program can be use­
ful in evaluation of EMS vehicle deployment in the city of 
Austin. The steps involved in preparation of this example 
are identical to those outlined in the 40-node problem. 

The first step is to construct a map of the relative loca­
tions of areas in the city of Austin. The EMS project used 
estimates of the travel time from any of the 358 transporta­
tion serial zones in the city to any other serial zone based 
upon 1995 projections of population and the transporta-
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FIGURE 3-14: COMPARISON OF GA AND GAS COVERAGE OF CALLS 
ONE AND TWO MINUTE RESPONSE TIMES 
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GAS = unbroken line 

GA = broken line is where GA solution deviates from GAS solution 

S = maximum response time 
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TABLE 3-7: CLASGAS SOLUTION SETS FOR ONE-MINUTE SERVICE STANDARD 

GAS GA 

Iteration Facilities Coverage(%) Facilities Coverage (%) 

@ 26.11 @ 26.11 

2 22,@) 46.99 22,~ 46.99 

3 22, 34,@ 62.90 22, 34, @ 62.90 

4 22, 34, 8, @ 72.69 22, 34,8, @ 72.69 

22, 31 , 8, 36 79.22 

5 22, ml , 8, 36, @ 86.94 22, 34, 8, 36, ® 80.41 

6 22 , 31 , 8, 36, 18, @ 91.36 22, 34, 8, 36, 18, @ 87.44 

22, ~ '8, 36, 18, 27 91.36 

7 22,24, 8,36, 18, 27, (!) 95.12 22, 34, 8, 36, 18, 27, @ 91.36 

8 22,24, 8, 36, 18,27, 1, (1) 97.33 22, 34,8, 36, 18,27,23,(!) 95.12 

22, 24,[] ' 36, 18, 27 , 1, 7 97.33 

22,24,3 , 36, 18,27, ~ , 7 98.91 

22, 24,3, 36, 18, gg , 29, 7 98.91 

~ , 24, 3, 36, 18, 26, 29, 7 98.91 

9 15, 24, 3, 36, 18, 26, 29, 7 ,~ 100.00 22,34, 8, 36, 18,27,23, 1,(2) 97.33 

10 22,34,8,36, 18, 27, 23, 1, 7, ~ 98.91 

11 22,34,8,36, 18,27,23, 1, 7 , 29,~ 100.00 

Code 

Qfacility sites added per iteration 

D facility sites selected to substitute for previous location 
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FIGURE 3-15: TRADEOFF BETWEEN RESPONSE TIME STANDARD 
AND REQUIRED EMS VEHICLES 
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Time Standard 
(Minutes) 

*4.00 

*3.75. 

*3.50 

*3.25 

3.00 

2.75 

*2.50 

*2.25 

2.00 

1.75 

1.50 

1.25 

1.00 

•. 75 

* .50 

Code 

1f Maximal Covering Analysis 

TABLE 3-8: GAS AND GA FACILITY SITE SOLUTION SETS 
FOR I 00 PERCENT COVERAGE OF DEMAND 

GAS GA 

19 19 

22,19 22,19 

21, 1 21, I 

25,l 25,1 

26, 1 25,1,20 

26, 1 25,1,26 

31,3,27 31,3,27 

31,3,27 31,3,27 

30,13,1 25,3,29 

34,16,2,28 25, 10, 35, 2 

35, 10, 22, 2 25, 10, 35, 11, 2 

14,36,3,18,27,24,4,29 22, 34, 8, 18, 27, 39, l, 7, 4 

15,24,3,36, 18,26,29, 7,4 22, 34, 8, 36, 18, 27, 23, 1, 7, 29, 4 

16, 31, 37, 10, 20, 23, 5, 29, 1, 7, 11, 38 16, 31, 37, 10, 20, 23, 5, 29, 1, 7, 11, 38 

(all demand nodes are needed) (all demand nodes are needed) 

* GAS and GA solution sets for these values are identical 
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tion system for Austin (4). 
A second step is to represent demand for EMS. The EMS 

project obtained a record of historical calls for service in 
the city of Austin (5). This limited record of calls should 
not be used as a representative measure of serial zone EMS 
demand.* 

A third step is to assume that there will be a given 
number of vehicles and some numerical response time 
standard. Assume that the goal of the EMS system is to 
reach a large fraction of calls for service in less than four 
minutes. Let seven sites be the upper limit on the number 
of EMS vehicle bases for Austin. 

Results 

Based on the preceding information, GA and GAS can 
be used to generate sites for EMS vehicles in Austin. Table 
3-9 shows that, for three iterations, GA and GAS produce 
similar sites and comparable EMS call coverage. In the first 
iteration, both GA and GAS locate one EMS vehicle site at 
zone 166. A vehicle based in this zone could reach the loca­
tion of 26.24 percent of the EMS calls in four minutes or 
less. In the second iteration, GA and GAS add a vehicle to 
zone 255 . GAS substitutes zone 188 for 166. These two 
sites increase coverage to 38.64 percent of the city. The 
third iteration of both GA and GAS add a vehicle to zone 
99. Vehicles based at the three sites selected by either 
algorithm are accessible to about half the Austin EMS calls 
in four minutes or less. 

In the fourth iteration, GAS adds a site at zone 66 and 
goes through four substitutions (zone 179 for 188; 100 for 
19; 65 for 66; and 188 for 179). The best GAS coverage 
achieved by four vehicle bases is 59 .65 percent of the calls, 
which is 3 percent better than the four-vehicle GA solution 
of 56.50 percent. 

The fifth, sixth, and seventh iterations follow similar 
patterns. After four substitutions, the fifth GAS solution 
set can reach only 1.7 percent more of the EMS calls than 
the associated GA solution. Indeed, the initial sixth GAS 
solution is even inferior to the sixth GA set of sites. The 
fraction of population covered by the initial fifth, sixth, 
and seventh GA and GAS solutions are rather comparable; 
later GAS iteration solution improvement reflects the sub­
stitution algorithm. 

The final solutions generated by GAS and GA are sum­
marized in table 3-10. The seven sites selected by GAS and 
GA can reach 75.68 and 73.04 percent of the Austin EMS 
calls in four minutes. GAS provides coverage that is only 
2.64 percent better than the GA procedure. 

Whereas GAS uses 578 seconds ($27.68) of computer 
time, GA uses only 95 seconds ($4.55). The higher GAS 
costs reflect the expense of fourteen substitutions. Four 
zones are elements of both the final sets of the seven GAS 
and GA sites (zones 116, 189, 255 , and 264). 

*This record of calls is different from the data in reference (6). 

so 

Table 3-11 is a comparison of the computation costs at 
various iterations of GA and GAS. GAS uses much more 
computer time to achieve only slightly improved call 
coverage. GA appears to be a more cost-effective approac~ 
to the screening of sites for EMS vehicles for a large multi-
vehicle system. . 

This example run illustrates how GAS substitutes a loca· 
tion not in the current solution set for a present site. Com­
pare the sites of table 3-9 with the Austin Transporta~on 
Study Serial Zone Map (figure 3-16). Most of the substitu­
tion steps involve neighboring serial zones. This pattern is 
similar to the built-in substitution rules of the CALL/CZSR 
program discussed in chapter four. . 

Figure 3-17 and table 3-11 illustrate how costs mcrease 
with the number of vehicle sites under consideration. As 
vehicle sites are added by the GA procedure, each added 
vehicle location appears to increase computer costs 
linearly. GAS computation costs appear to increase ex­
ponentially per added vehicle. This suggests that the GAS 
procedure becomes less cost effective as the number of 
vehicles increases. 

The example run does indicate that GA or GAS can be 
valuable in identifying the added coverage performance of 
incremental EMS bases. As the number of vehicle sites is 
increased, the percentage of incremental calls covered per 
site decreases (see figure 3-18). At some point the benefits 
from increased coverage will be outweighed by the costs of 
establishing and operating an additional EMS vehicle base. 

Although an Austin example with call frequencies that 
reflect demand for EMS service would be more valuable 
than this hypothetical case, it does illustrate the applica­
tion of CLASGAS to a realistic problem. This case indicates 
the form of output information that is generated, and the 
costs of computer solutions. 

It is interesting to compare the solution generated by 
GAS in the Austin application to current City of Austin 
EMS vehicle station locations and districts. Table 3-12 
identifies these stations by serial zone location and area 
of coverage. Figure 3-19 illustrates the coverage of current 
EMS vehicle sites. 

The seven current EMS vehicles are based in five city 
locations and one county location. Two vehicles are based 
in site one (serial zone 258), and provide coverage for 
districts one and two. Coverage for the west area of Austin 
is provided by the county vehicle (not shown in figure 
3-19). Station three covers the Central Business District and 
a small area south of the Colorado River. Station four 
covers East Austin and station six covers Northeast Austin. 

Figure 3-20 illustrates the five-facility GAS solution, 
indicating each site location and the serial zones covered 
per location. There are interesting differences between the 
current and the GAS-generated EMS vehicle districts. South 
Austin is not divided in half in the GAS solution. Southeast 
Austin is served by the East Austin site location and South-
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TABLE 3-9: EMS VEHICLE SITE SELECTION IN AUSTIN 
FOUR-MINUTE MAXIMUM RESPONSE TIME 

Iteration 

2 

3 

4 

5 

6 

7 

Code 

Facilities 

166 

166,§ 

~,255 

188, 255,@ 

188,255,99,@ 

~ '255, 99, 66 

179, 255, ~ '66 

179,255, 100,~ 
~ '255, 100, 65 

GAS 

188255,100,65,~ 
18 ,255, 100,65,18 

187, 5 '100, 65, 18 

187,256, 100,65,~ 
~ '256, 100, 65, 10 

186, 256, 100, 65, 10, @ 
186, 256, 95 , 65, 10, 116 

186,256,95, 41, 10,116 

186,256,95,41,10, 116,~ 
186, ~ ,95,41, 10,116,264 

186, 255, 95, 41,li], 115, 264 

~, 255, 95, 41, 5, 116, 264 

Qracility sites added per iteration 

Coverage (%) 

26.24 

38.04 

38.64 

49.99 

57.17 

57.62 

59.21 

59.37 

59.65 

63.66 
63.86 

64.09 

64.38 

64.73 

68.60 

70.09 

70.42 

73.09 

74.01 

74.01 

75.68 

Dfacility sites selected to substitute for previous locations 
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Facilities 

166 

166,§ 

GA 

166,255,@ 

166,255,99,@ 

166,255,99, 189,~ 

166,255,99,189, 116,~ 

166,255,99, 189, 116,65,~ 

Coverage (%) 

26.24 

38.04 

49.39 

56.50 

63.01 

69.22 

73.04 
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TABLE 3-10: COMPARISONS OF BEST GA AND GAS SEVEN SITE SOLUTIONS 
FOUR-MINUTE RESPONSE TIME 

GAS 

GA 

Primary Coverage 
(Percent) 

75.68 

73.04 

GAS Vehicle Sites (Zones): 5,41, 95, 116, 189, 255, 264 

GA Vehicle Sites (Zones): 65, 99, 116, 166, 189, 255, 264 

Computer Time 
(Seconds) 

578 

95 

Time Costs 
(Dollars) 

27.68 

4.55 

TABLE 3-11: COMPUTATION COST COMPARISON FOR GA AND GAS 
FOUR-MINUTE RESPONSE TIME 

GA GAS 

Facilities Time Seconds Time Costs Time Seconds Time Costs 

1 47.88 $2.29 

2 55.56 $2.66 

3 63.7_3 $3.05 

4 70.97 $3.40 

5 78.67 $3.76 

6 85.55 $4.14 

7 94.98 $4.55 

west Austin is served by the Central Business District 
vehicle site. North Austin is not divided into Northeast and 
Northwest Austin; the entire area is covered by a vehicle 
located at serial zone 100. 

Despite the differences in partitioning, there are notable 
similarities between the current system and the five-facility 
GAS solution. Table 3-13 lists the serial zones of the best 
GAS five-facility EMS vehicle sites. Station one, covering 
East and Southeast Austin is located at serial zone 186. Re­
ferring to figure 3-19, one can see that this serial zone is 
contiguous with the current East Austin station located at 
serial zone 180. Station two, which provides coverage for 
South Austin, is adjacent to the current South Austin sta­
tion located at serial zone 258. Station three covering 
North Austin is contiguous with the current EMS station 
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47.79 $ 2.29 

207.18 $ 9.92 

577.79 $27.68 

covering Northeast Austin. Station five is located within the 
Central Business District; the current station covering this 
area is adjacent to it. The greatest difference in site location 
between the GAS five-site solution and the current system 
is GAS site four located at serial zone 65 (versus serial 
zone 118 in the current system). All the GAS sites tend to 
cluster in the center of the city. 

Figure 3-21 shows the GAS six-facility site solution and 
associated EMS vehicle districts. The partitions containing 
South Austin and East Austin are very similar to the GAS 
five-facility partitions (see figure 3-20). The greatest dif­
ferences in the two GAS solutions are in the north and the 
west parts of Austin. North Austin is divided into North­
east and Northwest Austin, with boundaries roughly similar 
to the current EMS districts (see figure 3-19). The Central 
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FIGURE 3-16: AUSTIN TRANSPORTATION STUDY SERIAL ZONE MAP 
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FIGURE 3-17: TRADEOFF BETWEEN COSTS AND NUMBER OF SITES 
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FIGURE 3-18: COMPARISON OF GAS AND GA INCREMENTAL IMPROVEMENT 
IN CALL COVERAGE 
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FIGURE 3-19: CURRENT EMS VEHICLE STATION 
LOCATIONS AND EMS DISTRICTS 
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FIGURE 3-20: MAP OF 5 FACILITY GAS SOLUTION AND EMS DISTRICTS 
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FIGURE 3-21: MAP OF 6 FACILITY GAS SOLUTION AND EMS DISTRICTS 
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TABLE 3-12: CURRENT EMS LOCATION SITES 

Station Serial Zone Location Area of Coverage 

one 258 South Austin 

three 59 Central Business 
District (CBD) 

four 180 East Austin 

six 152 Northeast Austin 

seven 118 Northwest Austin 

county outside of study area County 

TABLE 3-13: GAS FIVE FACILITY 
LOCATION SITES 

Station Serial Zone Location Area of Coverage 

one 186 East and Southeast 
Austin 

two 256 South Austin 

three 100 North Austin 

four 65 Central and West 
Austin 

five 10 CBD and Southwest 
Austin 

Station 

one 

two 

three 

four 

five 

six 

1f Maximal Covering Analysis 

TABLE 3-14: GAS SIX FACILITY 
LOCATION SITES 

Serial Zone Location Area of Coverage 

186 East and Southeast 
Austin 

256 South Austin 

95 Northeast Austin 

41 West Austin 

10 Central Business 
District 

116 Northwest Austin 

Business District vehicle serves a compact area. Coverage 
for West Austin is provided by a sixth vehicle located at 
serial zone 41. 

Comparing table 3-14 and figure 3-19, one can see simi­
larities and differences between the GAS six-facility solu­
tion sites and the current EMS sites. The station locations 
for East Austin and South Austin are contiguous; the sta­
tion locations for the Central Business District are closely 
related, since the EMS station in serial zone 59 is adjacent 
to the area. The GAS site covering Northwest Austin is con­
tiguous to. the current Northwest Austin serial zone loca­
tion. The site serving Northeast Austin is located closer to 
the central area of Austin than the current station serving 
the same area. GAS provides an additional location covering 
West Austin. Presently, this area is served by the county 
location or the locations covering Northwest, Central, and 
South Austin. 
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Chapter 4 
The Use of CALL/CZSR in Analyzing 

Alternate EMS Vehicle Locations 
This chapter describes and illustrates the use of the 

CALL/CZSR computer routine for analysis of alternate 
EMS vehicle sites. Included is a user-oriented description of 
appropriate assumptions and the necessary computer con­
trol cards to run the program. This chapter also illustrates 
the routine's use with a sample 34-zone problem and a large 
scale (358 zone) application of CALL/CZSR for evaluating 
EMS vehicle bases in Austin. 

CALL/CZSR is actually two routines that work together 
to determine good sites for EMS vehicles. CALL (Com­
puterized Ambulance Location Logic) uses queuing theory 
to evaluate average system response time for a system, given 
a distribution of EMS calls and a trial deployment of service 
vehicles. CZSR (Contiguous Zone Search Routine) attempts 
to substitute neighboring zones as EMS vehicle bases for the 
set of trial locations. Subsequent repetitions of the CALL 
and the CZSR routines allow CALL/CZSR to find a set of 
sites that reduce the system mean response time and 
balance out EMS workloads. 

CALL/CZSR ASSUMPTIONS 

The CALL/CZSR model is a computer procedure that 
determines EMS vehicle sites on the basis of a minimum 
average response time. The CALL routine measures system 
performance by calculating mean response time for a given 
set of vehicle locations. Figure 4-1 shows the relationship of 
response time to the various activity components of emer­
gency medical service. Response time is the time delay be-

tween the reporting of an emergency and the time an EMS 
vehicle arrives at the scene. The CZSR portion of the model 
systematically shifts vehicle sites to reduce the average re-

. sponse time for EMS vehicles to serve all calls. 
The purpose of this section is to list and describe the 

model assumptions relating to system geography, EMS 
demand, EMS supply, and measures of effectiveness of an 
emergency medical service. Table 4-1 lists the assumptions 
associated with each category. 

Basic Assumptions 

The CALL/CZSR model implicitly uses a set of nodes 
connected by links to represent the study area. The study 
area is divided into discrete zones, with each zone repre­
sented by a node placed at the centroid of zone activities. 
The relative position of each zone in the study area is de­
scribed to CALL/CZSR by the zones contiguous to it. The 
user may choose census tracts, serial zones, etc., as possible 
study area divisions. 

The CALL/CZSR routine begins with a user-supplied set 
of trial EMS vehicle sites. Computer procedures will shift 
vehicle locations if such changes improve performance of 
the total system. Potential replacement sites at any itera­
tion are defined as any zone contiguous to a current trial 
site. 

The CALL/CZSR model assumes that calls for EMS ser­
vice occur at district centroids. Average demand from each 
district can be represented by a call rate for service based 

FIGURE 4-1 

SEQUENCE OF EVENTS IN PATIENT SERVICE 

I,. •-er---- Response Thne ---~;..-.. I 
Dispatch Wait for Ambulance On Scene Transport Thne Transfer 

Delay Available TravelThne CareThne to Hospital Delay at 
Ambulance to Scene Hospital 

~WaitingThne--~;..--~l-..e·· :--------ServiceThne-------~~~~I 
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TABLE 4-1: ASSUMPTIONS OF THE CALL/CZSR LOCATION MODEL 

Kind 

Geographical 

Demand 

Supply 

Criteria 

Subject 

City or area structure 

Potential vehicle sites 

Origin of calls for EMS 

Demand for EMS 

Characteristics of service 

Vehicle dispatch 

Effectiveness of EMS system 

Workload 

Probability of excessive 
response time 

upon historical or forecasted call data. The number of calls 
for service from a district is approximated by a Poisson 
probability distribution. A Poisson distribution asmmes 
that evC1_1ts occur independently of each other at random 
intervals. 

Once a call for service occurs, the model calculates a re­
sponse time based on a M/G/- queuing model. The queuing 
model predicts the availability of EMS vehicles (i.e., the 
number of vehicles busy when the call is received), given 
parameters representing (a) the arrival rate and distribution 
of calls for service, (b) the average EMS service time and its 
distribution, and ( c) the number of EMS vehicles. The no­
tation "M/G/-" indicates by "M" that the call arrival rate is 
a Poisson distribution. The "G" represents service times of 
a general distribution. The "-" is used to denote an infinite 
number of vehicles; that is, no call for service need wait. 
Even if in reality the nurnber of emergency medical vehicles 
is finite, the CALL/CZSR routine assumes that the prob­
ability of all vehicles being busy at one time is essentially 
zero. 

Other assumptions relate to the existence and per­
formance of emergency medical vehicles. All vehicles are 
identical in terms of speed of response, length of time for 
on-scene care, sophistication of equipment and EMS per-

Assumption 

A set of discrete districts represented by central points that are 
connected by travel time links 

At district centroids only 

From district centroids representing population concentration 

Rate of calls for service as defined by a Poisson distribution 

Defined by the number of calls from a district in a period of time 

Emergency vehicles are identical 

There will always be an available vehicle that can respond to a call 

The closest available vehicle is dispatched 

Minimize average system response time 

Smooth workload for purposes of equity and training of EMS 
personnel 

Minimize the occurrence of extreme response times because of 
life-threatening consequences 
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so)lDel, and transfer delay at the hospital. The time that 
elapses between the dispatch of a vehicle and its arrival at 
the scene is based upon estimated minimum travel times be­
tween districts provided by the user to the model. The user 
must also provide estimates of the average time for on-scene 
care and transfer delay. 

EMS vehicles are dispatched only from a district cen­
troid, rather than from any point within a district. Also, 
the closest available vehicle will be dispatched to serve a 
call. If a call occurs in a district where the .. first-in" vehicle 
is busy, the next closest available vehicle will respond. 

The CALL/CZSR model measures effectiveness of the 
EMS system by the average system response time. Response 
time is used as a performance criterion because the likeli­
hood of patient death or permanent disability from trauma 
is related to the length of delay prior to treatment. 

The nurnber of ambulances and their deployment 
directly affects an EMS system's response time. The CALL/ 
CZSR model tries to find EMS vehicle deployments that 
minimize the average response time of the entire system. 
Two other measures of system effectiveness, the likelihood 
of excessive response times (i.e., response times greater than 
some limit) and the workload range, may or may not be im­
proved by minimizing mean response time. The workload 



range measures the workload differential between the 
busiest and the least busy EMS vehicles. 

User Options 

CALL/CZSR has several options that allow a user to repre­
sent existing site restrictions. A user can specify the number 
of hospitals that will receive emergency medical cases, and 
the program will direct the EMS vehicle to the nearest 
hospital. The user must specify the number of vehicles that 
will be available and their initial trial locations within the 
study area. Districts inappropriate for EMS facility use 
(e.g., parks, industrial areas, etc.) can be removed from the 
list of potential facility sites. 

A CALL/CZSR USER'S MANUAL 

This section develops a manual for running-the CALL/ 
CZSR program on the computer. Initial sections present the 
theory and logic of the CALL and CZSR routines. The 
manual then goes through a card-by-card description of the 
data requirements for batch entry on University of Texas at 
Austin system. 

The CALL Program 

Figure 4-1 illustrated the sequence of events involved in 
serving a patient in an EMS system. Identifying some of the 
events as waiting and others as service suggests that the 
EMS system can be thought of as a queuing or waiting line 
system with one or more ambulances as servers. The CALL 
(Computerized Ambulance Location Logic) program uses 
this queuing framework to evaluate the system's mean re­
sponse time for a given number and spatial location of am­
bulances (1). 

Intrinsic to the model is the assumption that response 
time can be approximated by travel time to the scene. The 
dispatch delay component of response time is considered a 
constant unaffected by EMS vehicle deployment. The time 
spent waiting for a busy ambulance to become available has 
been assumed to be essentially zero. Austin call data 
analysis shows this assumption to be appropriate, although 
incidents have occurred in which all the ambulances were 
busy (2). 

The response to a particular call will reflect the state of 
the system when the call is received. Often when a medical 
emergency occurs, the ambulance that would normally be 
assigned may be busy; therefore an idle but more distant 
ambulance is dispatched. Thus response time is dependent 
on the number and identity of the ambulances busy when a 
call is received. The value of mean response time for the 
system will be more accurate if calculations account for this 
dynamic phenomenon. 

CALL represents the EMS vehicle system as being in 
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various states of utilization. System states are identified by 
the number of ambulances busy when a call is received (i.e., 
states in which 0, 1, 2, ... , n vehicles are busy). The mean 
response time for an ambulance system is then calcu­
lated by (a) determining the conditional mean response 
time for each system state, and (b) weighting each by the 
probability of that state occurring, as shown by the first 
term in equation 4-1.* If all ambulances are busy when a 
call is received, the next available ambulance will most likely 
respond from the hospital. The last term in equation 4-1 ac­
counts for this possibility. 

Equation 4-1 

n-1 n-1 

RBAR = L p (i) R (i) + [ 1- L p (i) J RH 

where 

RBAR 
p (i) 
R(i) 

n 

i=O i=O 

= system mean response time, minutes 
probability of "i" busy EMS vehicles 

= conditional response time given 
"i" busy vehicles 

= number of EMS vehicles in the system 
number of busy servers 

For a queuing system in which there is no waiting, the 
likelihood of a certain state of the system occurring (i.e., 
the number of busy servers) follows the probability distri­
bution shown in equation 4-2. Only two parameters are re­
quired, the mean call rate (e.g., five emergency calls per 
hour on the average), and the expected number of patients 
to be served per hour. For example, an average of thirty 
minutes per patient would result in a service rate of two 
patients per hour. 

Equation 4-2 

. e -(a/s) (a/s) i p (1) = __ -,--:..c-'--­., 
I. 

where P (i) and i are as previously defined and where 

a =mean call rate with Poisson distribution 
s = mean service rate per ambulance 
e =base of the natural logarithms (2.71828) 

Equation 4-2 assumes a Poisson call distribution. This as­
sumption can be verified by applying a Chi-square good­
ness-of-fit test on the call data. A number of empirical 
studies of emergency systems have found that EMS calls do 
follow a Poisson distribution (4). 

The use of this queuing model as an approximation to an 
EMS system means that emergency ambulance utilization 

*Equations 4-1through4-3 originally appeared in reference (3). 
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must be low to insure that the probability of all ambulances 
being busy is insignificant. Equation 4-3 can be used to esti­
mate the probability that a call must wait. 

Equation 4-3 

n-1 

p (i ~ n) = l - ['"" e - (a/s) (a/s) k ] 
L..J k! 
k=O 

Figure 4-2 provides a flowchart of the calculations made 
in the computer version of the ambulance flowchart model. 
The input to the model consists of data identifying the 
locations of ambulance stations, hospitals, and districts 
that partition the service area into sources of demand. Ad­
ditional required information includes the expected number 
of calls per day , expected time at scene, expected transfer 
time between each district pair and the relative frequency 
of calls occurring in each district is also required. 

From this data, the model calculates the expected re­
sponse time from the hospitals and the expected retrieval 
time to the hospitals. These values are calculated initially 
because they do not change with vehicle deployment. Based 
on a trial set of vehicle stations, a dispatch preference (first­
in) list is established for each district assuming the closest 
idle ambulance will respond. Using this priority list and the 
probabilities of incidents occurring in each district, the 
mean response time is calculated for the system state when 
all ambulances are idle. The mean response for the system 
state when one vehicle is busy is similarly determined, 
based on the probability that the first ambulance of choice 
may be busy. The mean response times for the remaining 
system states (i.e., when 2, 3, 4 , ... , n-1 vehicles are busy) 
are estimated by Monte Carlo simulation methods because 
the number of combinations of busy vehicles associated 
with each system state is large. Because the estimates of 
mean response time and mean service time are interrelated 
(see figure 4-1), the CALL program is designed to cycle 
through the process of estimating mean response time until 
the value is stabilized. Finally, the distribution of system 
response time is estimated. The average number of daily 
calls served by each ambulance and many other features of 
the system are reported in Appendix B. 

Contiguous Zone Search Routine (CZSR) 

One of the required inputs to the CALL/CZSR program 
is a trial deployment of emergency vehicles. This deploy­
ment may perform well in terms of average system response 
time, or it may not. Hence it is useful to be able to search 
for some set of vehicle sites that minimizes the mean re­
sponse time of the system. 

The CZSR search routine starts with an initial deploy-

ment. Successive vehicle site moves are tested to see wheth­
er system average response time is reduced by the move. 
The testing of potential vehicle locations continues until 
new moves do not produce significant reductions in the 
system mean response time. 

To perform these moves, CZSR requires as input a list of 
contiguous zones for each zone or district in the service 
area. This list of contiguous zones completely describes the 
map of the region in a logical and computer-recognizable 
fashion. CZSR selects potential moves by attempting all 
possible substitutions of nearest neighbor zones for any of 
the zones currently serving as trial sites. 

Figure 4-3 shows a descriptive flowchart of the con­
tiguous zone search logic (5). The search routine uses the 
response model CALL as a subroutine to evaluate RBAR, 
the system mean response time, for a particular deployment. 
The response model is first called to evaluate the system 
performance for the initial vehicle locations. The CZSR 
search routine then proceeds to move vehicles systematical­
ly one at a time to neighboring zones, checking each move 
with the response model to evaluate system performance 
for the trial location. For each vehicle site, a search is made 
around its contiguous zones for an improvement in the 
system mean response time. The best move for each vehicle 
and the combined effect of simultaneously moving all 
ambulances to their best trial location is recorded. If there 
is a move that improves upon the previous set oflocations, 
then that move becomes the new trial deployment. This 
new deployment may represent a change in one or all 
vehicle locations, depending on the outcomes of the sepa­
rate and simultaneous moves. 

During the search for the best vehicle deployment pat­
tern, either a new set of locations may be established and 
the search repeated, or the search is terminated. Termina­
tion of CZSR occurs when no significant improvement in 
system mean response time is possible, or when the search 
evaluations have exceeded a user-specified upper limit on 
the number of evaluations. 

Because it is likely that some areas within a city, such as 
parks or lakes, will be inappropriate for facility location, 
CZSR has an option where the user can select only certain 
contiguous zones for search. This is most commonly done 
by omitting the inappropriate zone from the contiguous 
zone lists. 

Data Requirements for CALL/CZSR 

Figure 4-4 shows the deck structure for the CALL/CZSR 
program. There are four types of data cards in the input 
deck-two system parameter cards (one for integer para­
meters, one for real parameters), emergency medical facility 
cards, and emergency medical vehicle cards. Zone con­
tiguity data cards would be a fifth type of data; however, 
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FIGURE 4-3: FLOWCHART OF "CZSR," 
THE CONTIGUOUS ZONE SEARCH ROUTINE 
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as such information can be great, these cards are usually 
replaced by a reference to a tape ftle. 

Each card type will be fully explained, with keypunch­
ing instructions and sample values. The sample values are 
part of a hypothetical problem, and may be compared with 
a sample input deck shown in this section and the sample 
output which appears as Appendix B. 

The hypothetical analysis is based on Austin's thirty­
four census tracts. A census tract map, shown in figure 4-5, 
is used to illustrate the process of districting a city. Table 
4-2 renumbers each census tract as a zone, and uses the map 
to develop the list of contiguous zones. Any zone not ap­
propriate for ambulance location (i.e., a park area, lake, 
etc .) will be omitted from the list of contiguous zones. It is 
assumed that vehicle sites will be at the centroid of the 
zone. 
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The emergency medical system is described by two para­
meter cards. These cards, described by tables 4-3 and 4-4, 
indicate the nature of the input data and the format for 
keypunching it on computer cards. The format for key­
punching cards is specified as floating (for decimal format), 
integer, or cµphanumeric format. An example of a floating 
format is "F8.3," which indicates an eight-column width 
field with decimal places in the last three columns. "15" is 
an example of an integer format. It indicates a five-column 
field with only integer inputs. The alphanumeric format 
"A4" indicates a field of characters. The expression "3X" 
is a skip specification. Nothing should be punched in the 
three-column field denoted by "3X," since the computer 
will skip reading these columns. An integer in front of any 
expression in parentheses, such as "6(15)," denotes several 
consecutive fields with the same type of input format. 
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FIGURE 4-5: CENSUS TRACT MAP OF AUSTIN, TEXAS 
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"6(15)" describes six consecutive five-column width fields 
with only integer inputs . 

The decimal points in parameter card 1 can be key­
punched anywhere within the appropriate field. All data for 
parameter card 2 must be right-justified within each field. 
For example, NHOSP, which has a sample value of 1, can 
have the 1 punched only in column 21. The sample values 
in tables 4-3 and 4-4 can be compared with the illustration 
of an input deck (see figure 4-6). 

The parameter LIMIT, shown in table 4-4, is used to 
terminate the computer search after an arbitrary number of 
evaluations. If LIMIT is set to a large value (e.g. , 999), the 
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search routine should terminate prior to evaluation 999. 
CALL/CZSR will not undertake a new evaluation if the 
difference between the present deployment's mean response 
time differs from the previous deployment's by less than 
1/100 of a minute . LIMIT is used as an upper bound on 
search evaluations to insure against excessive computer pro­
cessing time. If LIMIT is set equal to one, then a search for 
optimal deployment will not be attempted, and a single 
evaluation for the existing system will be made. 

The values of the other variables can likewise be adjusted 
to reflect the user's situation. NAMB, the number of am­
bulances in the system, is often adjusted to affect system 
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TABLE 4-2: SUMMARY OF CONTIGUOUS ZONES FOR AUSTIN, TEXAS 

Census Tract Number Zone Number Contiguous Zones 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13.01 
13.02 
14 
15.01 
15.02 
15.03 
16.01 

16.02 
17.01 
17.02 
18.01 
18.02 
18.03 
19 
20 
21.01 
21.02 
22 
23.01 
23.02 
23.03 
24 

response. NHOSP, the number of hospitals in the area with 
the capabilities for emergency treatment, should reflect 
existing facilities. 

Information on the sources of calls and zones consists of 
three sets of ordered data describing their characteristics. 
First, the zones with their contiguous zones must be 
specified. The second data set consists of the expected 
number of calls from each zone, beginning with the first 
zone. The third set of data consists of a series of numbers 
indicating the time tables for each EMS vehicle to travel 
from each zone to any other zone. Input details and vari­
able descriptions are given in table 4-5. 

The sources of the data in table 4-5 require some ex­
planation. IZONE is generally obtained from a map, such as 
figure 4-5. The expected number of calls from each zone, 

I 
2 
3 
4 
5 
6 
7 
8 
9 

IO 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
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2, 19, 27, 16, 21 
1, 16, 17, 18, 3, 5, 19 
2, 18,28,29,45 
3, 5, 6, 7, 8, 29 
2,3,4,6 
4,5, 19, 7,2 
4,6, 19, 11,8, 12 
4, 7, 11, 9, 29 
8, 11, IO, 32, 29 
9, 11, 15, 31, 32, 29 
7, 12, 13, 14, 15, IO, 9 
7, 9, 20, 26, 13, 14, 11 
12, 26, 27, 14, 11 
11, 12, 13, 27, 31, 15 
11, 14, 31, IO 
21, 1, 2, 17, 25 
25, 16, 2, 18, 23 
17,2,3,28,24,23,25 
1,2,6, 7, 12,20 
19,12,26 
1,16,25 
26,27,34 
25, 17, 18,30 
23, 18,28,30 
21, 16, 17,23 
20, 12, 13, 27, 22 
26,22,34,31, 14, 13 
23,18,3,29,30 
3,4,8,9,32,30 
23,24,28,29,32 
34,27, 14, 15, 10,32 
10, 31, 33,-30, 29 
32,24,30 
27,31,33 

NUMCALL, may be available either from historical data or 
a predictive model. The number of calls is used in CALL/ 
CZSR to calculate the probability of receiving a call from 
each zone. For ITRVEL, the user may obtain an interzonal 
travel time matrix from the files of the local state highway 
department. In order to avoid zero-valued travel times 
within a traffic zone, intrazone travel times in the array 
(i.e., 1 to 1, 2 to 2, etc.) can be estimated. In the sample 
problem, intrazone trips are assumed to be one-half the 
time required to travel from the centroid to a boundary of 
the zone. 

Tables 4-6 and 4-7 give information about the EMS 
facility and the EMS vehicle cards respectively. Each 
hospital and each vehicle requires an identification card in 
the input deck. 
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Card Column 

1-8 

9-16 

17-24 

25-32 

33-40 

Card Column 

1-5 

9-13 

17-21 

25-29 

33-37 

Data Set 

I 

II 

III 

Variable 

LAMBDA 

CARE 

TRSFR 

TRANS 

DECI 

Variable 

LIMIT 

NAMB 

NHOSP 

NDIST 

NF RAC 

Variable 

!ZONE 

NUMCALL 

ITRVEL 

TABLE 4-3: SYSTEM PARAMETER CARD ONE 

(PUNCHED IN AN 8 (F8.3) FORMATO 

Sample Value 

35.0 

15.0 

20.0 

0.63 

1.0 

Definition 

Average number of calls per day 

Average time on scene 

Average transfer time at hospital 

Percent of calls necessitating 
transport to hospital 

Conversion factor from an integer 
travel time representation to an 
actual value, using a power of 
ten 

TABLE 4-4: SYSTEM PARAMETER CARD 

.(PUNCHED IN AN (I5,3X) FORMAT) 
Sample Value Definition 

999 Maximum number of search 
evaluations 

5 Number of ambulances in fleet 

1 Number of emergency medical 
facilities 

34 Number of districts (zones) in 
the service area 

30 Number of one-minute class 
intervals for response distri-
bution 

TABLE 4-5: ZONE DATA CARDS 

Format 

16(15) 

16(15) 

20(14) 

Definition 

The zone number followed by the 
numbers of its contiguous zones 

The number of calls expected 
from each zone 

The travel time between zones 

70 

Comments 

Given in minutes 

Given in minutes 

Given in decimal form 

As an example, if travel 
time is to be expressed 
in hundredths of a minute, 
a value of 100.0 should 
be used 

Comments 

If set to 1, no search for 
improved locations will 
be made 
Maximum value= 10 

Maximum value = 10 

Maximum value = 400 

Distributions generated 
for relative and cumula-
tive frequencies 
Maximum value = 

Comments 

Each zone requires one 
!ZONE card 

40 

If a zone cannot accommodate 
an ambulance, it will not appear 
as a contiguous zone on any 
card 

Read as a "from-to" matrix 
(i.e., zone 1 to itself and 
to all other zones, followed by 
zone 2 to zone 1, itself, and 
all other zones, etc.) 
Expressed in integer values 



Card Column 

1-12 

13-17 

Card Column 

1-5 

6-10 

11-15 
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FIGURE 4-6 

SAMPLE CALL/CZ SR DECK FOR A 34-ZONE ANALYSIS 

31 

. 63 1.0 

J 

TABLE 4-6: EMERGENCY MEDICAL FACILITY CARDS 

(PUNCHED IN A 3 (A4), 15 FORMAT) 

Variable 

EMF 

HOSLOC 

Sample Value 

BRACKENRIDGE 

7 

Definition 

The emergency medical facility name 

The number of the zone in which the 
facility is located 

TABLE 4-7: EMERGENCY MEDICAL VEHICLE CARDS 

(PUNCHED IN A 4 (15) FORMAT) 

Variable 

AMBNO 

TYPE 

AMBSITE 

Definition 

The identification number for the 
emergency medical vehicle 

The vehicle type 

The number of the zone in which 
the ambulance is originally 
located 

Comments 

A "1 " indicates a surface 
vehicle 
A"2" indicates an 
air vehicle 
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TABLE 4-8: SAMPLE EMS VEHICLE VALUES 

Card Number AMBNO Values TYPE Values 

1 1 1 
2 2 1 
3 3 1 
4 4 1 
5 5 1 

TABLE 4-9: CALL/CZSR CONTROL CARD REQUIREMENTS* 

USER IDENTIFICATION CARD 

PASSWORD CARD 

JOB, PR=30, TM=200 

for a 34-zone analysis : READCCF 3656 EMS 

for a 358-zone analysis : READCCF B635 EMS2** 

7 /8/9 (multipunch) 

System Description Cards 

Emergency Medical Facility Cards 

Emergency Medical Vehicle Cards 

6/7 /8/9 (multipunch) 

* At the University of Texas at Austin computer system. 

**Note : EMS2 is a macro containing the following operations: 

READPF B635 CONTIG MATI 

READPF 7816 TRAVELT 

RENAME CONTIG=T APE7 

RENAME MATI=T APE8 

RENAME TRAVELT=TAPE9 

READPF 2075 MOTi 

RFL 220000 

MNF I=MOTI, B=MOTIX, L=LI 

MOTIX 

72 

AMBSITE Values 

1 
9 

14 
23 
31 



Table 4-8 contains several sample values for the vari­
ables in table 4-7. These values are illustrated in the CALL/ 
CZSR deck illustration in figure 4-6. 

Input Deck Structure 

Figure 4-6 illustrates a sample CALL/CZSR input deck 
that has been used on the University of Texas at Austin 
computer system. The figure shows the proper keypunch­
ing of the sample values listed in tables 4-3, 4-4, 4-6, 4-7, 
and 4-8. Because of the great volume of the contiguous 
zone, travel time, and call frequency data, those items can 
be stored as tape files. 

Necessary control cards for the system are described in 
table 4-9. Note that different control cards are necessary 
for running the 34-zone analysis described above and the 
358-zone analysis presented below. 

AN ILLUSTRATION OF CALL/CZSR ANALYSIS 
USING CENSUS TRACT DATA 

This section illustrates the use of the CALL/CZSR pro­
gram with data from the City of Austin as a means of veri­
fying the program's value in analyzing EMS vehicle deploy­
ment. This first analysis uses hypothetical EMS call data for 
the thirty-four census tract zones in Austin. Interzonal 
travel times were estimated using rectangular distances be­
tween zone centroids. 

To test the performance of the algorithm, CALL/CZSR 
was run several times, varying the number of ambulances 
(NAMB), the expected.number of cases per day (LAMBDA), 
and the initial sites for ambulances. NAMB was varied from 
2 to 7 in the analysis. NAMB was then fixed at 5 vehicles, 
and LAMBDA was varied from 25 to 45. Finally, with 
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NAMB and LAMBDA set equal to 5 and 35 respectively, 
several initial deployments were attempted. 

If the EMS call rate is held constant (at 35 calls per day) 
and the initial set of sites is fixed, the analyst can observe 
how the results change with respect to the number of 
vehicles. Table 4-10 indicates that the larger the number 
of vehicles, the shorter the average system response time. 
Incremental improvements in mean response time decrease 
with each added vehicle. This effect is illustrated in figure 
4-7. 

Figure 4-8 shows the frequency with which responses to 
calls are observed to be within particular time intervals, 
holding LAMBDA constant at 35. The "decreasing returns" 
effect of added vehicles is substantial; the curves level off 
as the number of vehicles reaches 6 or 7. In other words, as 
the number of vehicles increases beyond 7, the marginal im­
provement (from one added vehicle) in the chance that a 
call will be served within five or ten minutes will be rela­
tively small. 

If both initial vehicle sites and the number of vehicles 
are fixed (at 5 vehicles), a change in the number of calls 
per day does affect system performance (see table 4-11). 
These results are depicted in figure 4-9. Up to about 40 
cases per day, system mean response time does not change 
much. As the number of cases per day increases beyond 40, 
system mean response time increases, indicating the five­
ambulance system is reaching a point of congestion in an 
attempt to serve all calls. 

Mean response time increases when more calls are re­
ceived because vehicles are more likely to be busy when a 
call is received. A "second-in;" and more distant, vehicle 
may respond in place of a busy first-in vehicle in zones with 
particularly heavy demand. This is also the reason for a 
slightly different deployment being a "best" deployment 
when calls reach 45 per day, as shown in table 4-11 (i.e., 

TABLE 4-10: EFFECT OF NUMBER OF EMS VEHICLES ON AVERAGE RESPONSE TIME 

Number of Vehicle Locations System Mean Response 
Vehicles (census tract) Time (minutes) 

2 initial: 1, 6 9.596 
final: 3,29 

3 initial: 1, 6, 17 7.088 
final: 3, 13, 29 

4 initial: 1,6,17,21 5.310 
final: 3,8,23,29 

5 initial: 1,6,17,21,30 3.448 
final: 3,8,23,29,31 

6 initial: 1, 6, 10, 17, 21, 30 3.245 
final : 3,8,17,23,29,31 

7 initial: 1,6, 10, 17,'.21,28,30 2.848 
final: 3, 8, 17, 19, 23, 29, 31 
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System Mean 
Response Time 
(Minutes) b 
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Calls Per Day 

25 

30 

35 

40 

45 

FIGURE 4-7: EFFECT OF NUMBER OF EMS VEHICLES ON 
SYSTEM MEAN RESPONSE TIME 

Number of Ambulances 

TABLE 4-11: EFFECT OF CHANGE IN CALL FREQUENCY UPON EMS 

Vehicle Location System Mean Response 
(Census Tract) Time (minutes) 

initial: 1, 6' 17' 21, 30 

final: 3,8,23,29,31 3.227 

final: 3,8,23,29,31 3.334 

final: 3,8,23,29,31 3.448 

final: 3,8,23,29,31 3.647 

final: 3,8,23,29,31 4.338 
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FIGURE 4-8: EFFECT OF NUMBER OF EMS VEHICLES UPON THE 
LIKELIHOOD OF SERVICE WITHIN 5 OR 10 MINUTES 

Likelihood 
of Service 
Within 
Time Limit 
(Percent) 
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6 

----

7 
Number of Ambulances 

Call Rate = 35 Calls Per Day 

Service Within 5 Minutes 
Service Within 10 Minutes · 

census tract 13 is substituted for 31 ). 
When the number of ambulances and the number of calls 

per day are fixed (i.e., NAMB = 5 and LAMBDA= 35), the 
set of sites selected as "best" by CALL/CZSR varies with 
the initial set provided to the algorithm. Table 4-12 illus­
trates how the final sites vary. Note that certain locations 
(e.g., zone 29) appear in all cases. 

The changes in final sites and in system mean response 
time reflect the fact that this algorithm searches contiguous 
zones rather than all zones. The different configurations of 
vehicle bases may be useful to planners as a basis for addi­
tional study of land availability within tracts and costs of 
vehicle base construction. 
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This illustration of CALL/CZSR analysis using census 
tract data revealed the following results that analysts are 
likely to observe in more realistic studies: 

- There is a point reached where adding EMS vehicles 
achieves diminishing marginal benefits with respect to 
mean response time. 

The "best" vehicle deployment is dependent on the 
call rate because of the effects of congestion. 

Final vehicle deployment is dependent upon initial 
vehicle sites. 

The limitations of this example are related to the size of 
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System Mean 
Response 
Time 
(Minutes) 

FIGURE 4-9: EFFECT OF CHANGE IN CALL FREQUENCY UPON 
SYSTEM MEAN RESPONSE TIME 

Expected Number of Cases Per Day 

TABLE 4-12: EFFECT OF INITIAL SITES ON FINAL VEHICLE DEPLOYMENT 

Attempt Vehicle Locations System Mean Response 
(census tract) Time (minutes) 

2 initial: 1,2,8,6, 21,29 3.935 
final: 3, 8, 13, 23, 29 

3 initial: 6, 10, 15, 18, 33 3.533 
final: 3,8,23,29,31 

4 initial: 1,2,6, 18,30 4.125 
final: 3, 4, 8, 13, 29 

5 initial: 6, 10, 15, 17, 21 4.118 
final: 4, 17,23,29,31 
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the zones, the response time estimates, and the meaning of 
vehicle sites. In this illustration, each of the census tracts 
are at least several square miles in area. The model implicit­
ly sites EMS vehicles and the points of demand for EMS ser­
vices at census tract centroids. This assumption leads to 
rather inaccurate response time estimates. In addition, the 
aggregation of the call data to such a large area suppresses 
the geographical variability of calls. Although this example 
does . define some of the general characteristics of CALL/ 
CZSR, it will be useful to illustrate the technique with a 
larger and more realistic system structure. 

AN APPLICATION OF CALL/CZSR 
TO THE CITY OF AUSTIN 

This section describes the results of a CALL/CZSR 
analysis of alternate EMS vehicle stations in Austin using 
serial zones. The city of Austin was partitioned into 358 
traffic serial zones (see figure 4-10). The time of travel be­
tween zones, a matrix of interzone travel times, was ob­
tained from the Austin Transportation Study Office. Based 
on this data, the EMS Policy Research Project developed a 
list of contiguous serial zones. Hypothetical information on 
call frequency was compiled by the City of Austin's Emer­
gency Medical Service Department. The EMS Department 
also estimated average vehicle time on scene, vehicle time at 
hospital, and the likelihood of patient transport. 

This section uses the CALL/CZSR routine to analyze 
and compare several alternative sets of EMS vehicle sites in 
tenns of three measures of EMS system performance: the 
system mean response time, the likelihood of service within 
specified time intervals, and the range of vehicle workloads. 
Table 4-13 summarizes the parameter values used in this 
set of CALL/CZSR runs. 

The first step of the analysis was to determine good 
vehicle sites and the associated levels of average system re­
sponse time for various numbers of EMS vehicles. These re­
sults are reported in table 4-14, which lists both initial and 
final locations by serial zone and the system mean response 
time for systems of two to ten vehicles. 

No effort was made to assess the case of a one-EMS­
vehicle system, because queuing theory analysis shows that 
a one-ambulance system is infeasible. The following condi­
tion is a prerequisite for standard queuing analysis: the 
rate of service must exceed the rate of arrivals for a feasible 
service system to exist (i.e., supply must exceed demand). 
The City of Austin analysis used a call arrival rate of 35 
calls per day (one call per 41 minutes) on the average. The 
service time for any call is the sum of response time, on­
s~ene care time, transport time, and transfer time~ Although 
response time is dependent on ambulance deployment, the 
other three items were fixed in this hypothetical illustra­
tion. On-scene care, transport, and transfer times were as-
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sumed to be 15, 27.3, and 20 minutes, respectively: Using 
a response time of 7.4 minutes (the 2-ambulance result) and 
a 0.63 probability of transport, an average service time 
would be 52.2 minutes. This average service time exceeds 
the expected interval between EMS calls. The system is in­
feasible because the service time exceeds the time between 
arrivals; in queuing theory terminology, the system will 
never reach steady state. Thus, we find that it is impossible 
for one ambulance to serve Austin. 

Figure 4-11 shows the relationship between system mean 
response time and the number of EMS vehicles in the 
system. The response time decreases from 7.4 minutes to 
4.4 minutes as the number of vehicles is increased from two 
to seven. The rate of change of response time decreases and 
the curve flattens out beyond seven ambulances. This be­
havior may be attributed to the fact that beyond seven 
vehicles the system becomes saturated with servers. Addi­
tional vehicles yield only marginal improvement in mean re­
sponse time. 

Workload levelling, the balancing of responsibility for 
call responses among vehicles, is valuable for maintaining a 
sense of equity among EMS personnel. An even distribution 
of work insures that all EMS personnel are using their skills 
on a regular basis and thus maintaining their competence. 
This levelling effect is represented by calculating the work­
load range, the difference between the percentage of calls 
taken by the busiest vehicle and the percentage of calls 
taken by the least busy vehicle. A system would have a per­
fectly level workload if the workload range were zero. Due 
to the random arrival of calls in both time and space, per­
fect levelling is unlikely. Table 4-15 does indicate that a set 
of sites which minimizes average system response time 
tends to reduce the workload range. 

The number of EMS vehicles greatly affects the likeli­
hood that a call will be reached within a specified time in­
terval. Figure 4-12 illustrates that if vehicles are added, the 
system is more likely to be able to respond to calls within a 
specified upper limit; three limits are shown-5, 10, and 15 
minutes. There are decreasing marginal returns with each in­
cremental vehicle; the gains are particularly small with the 
addition of more than seven vehicles. 

Figure 4-13 shows the relationship between the number 
of vehicles and the fraction of a day that all ambulances are 
idle. The probability of all EMS vehicles being free increases 
with an increasing number of vehicles. It is interesting to 
note that although the number of vehicles increases from 
two to ten, the likelihood of all ambulances being idle is 
stable within a range of 0.33 to 0.37. The CALL/CZSR 
model indicates that all vehicles in the city would be idle 
about one-third of the time, regardless of the number of 
ambulances. In other words, when a call is received, the 
odds are two to three that one or more vehicles are busy. 
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FIGURE 4-10 : A SERIAL ZONE MAP OF AUSTIN, TEXAS 

I
,, 

r-
\ 
\ ,.., I 

,,/ 

"" I I 
I I 
I I 
\..../ 

NOTE: :\fap numerals indicate serial zone reference numbers. 
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TABLE 4-13: PARAMETERS FOR 
ILLUSTRATIVE CALL/CZSR ANALYSIS 

System Parameter 
Average time of care on-scene (minutes) 
Average transfer time at hospital (minutes) 
Fraction of calls transported · 
Average number of calls per day 
Number of zones 
Number of hospitals 

Value 
15.0 
20.0 
0.63 

35.0 
358 

1 
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TABLE 4-14: SUMMARY OF CZSR RESULTS FOR AUSTIN CITY DATA (358 ZONES) 

Number of Vehicle Location System Mean Response 
Vehicles (Serial Zone) Time (minutes) 

2 initial: 166,225 11.81 
final: 3, 178 7.472 

3 initial: 99, 166,225 9.49 
final: 99, 166,299 7.09 

4 initial : 99, 166, 189,225 7.714 
final : 99, 166, 190,222 6.39 

5 initial: 99,116, 166, 189,225 6.808 
final: 6,80, 113, 190,222 5.702 

6 initial: 65,99, 116, 166, 189,225 6.031 
final : 65,95, 116, 166, 190,21 0 4.731 

7 initial : 65,99,116,166, 189,225,264 5.139 
final : 59,88,116, 166, 190,222,256 4.444 

R initial : 65,99, 116, 166, 189,208,225,264 4.622 
final: 41,94, 110, 166, 190,221 ,238,258 4.274 

9 initial: 65,99, 116, 140, 166, 189,208,225,264 4.447 
final : 65,99, 116, 140, 166, 189,208,221,264 4.213 

IO initial: 65,99, 116, 140, 166, 189, 199,208,225,264 4.361 
final : 41, 55, 101, 115, 134, 177, 186, 221, 238, 265 4.105 
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Vehicle 
Number 

901 

902 

903 

904 

905 

906 

907 

TABLE 4-15: AN ILLUSTRATION OF WORKLOAD LEVELLING 

Number of 
Vehicles 

2 

3 

4 

5 

6 

7 

8 

9 

10 

December 
1976 

255 

214 

166 

129 

37 

147 

116 

Difference in Activity of Busiest and 
Most Idle Vehicle 

(expressed in percent of calls serviced) 

Initial Sites Final Sites 

40.0 17.36 

3.0 3.0 

24.87 17.08 

27.2 15.98 

26.5 12.58 

27.85 18.47 

26.07 19.74 

22.34 16.73 

20.0 17.26 

TABLE 4-16: PAST AND PRESENT EMS VEHICLE BASES 

Serial Zone Locations 

January to June July to 
May 1977 1977 August 1977 

255 255 255 

214 215 215 

166 166 52 

187 187 187 

37 40 40 

147 147 147 

116 118 118 

* Vehicle removed from service October, 1978. 

Use of CALL/CZSR 

Present Location 
(September 1979) 

255 

255 

59 

187 

* 

155 

118 

Note : "Best" sites, as selected by a CALL/CZSR solution include serial zones 59, 88, 116, 166, 190, 222, and 256. 
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FIGURE 4-12: LIKELIHOOD OF CALL RESPONSE WITHIN 
PARTICULAR UPPER TIME BOUNDS 
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FIGURE 4-13: LIKELIHOOD THAT ALL VEHICLES ARE IDLE 
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TABLE 4-17 : COMPARISON OF PERFORMANCE OF EMS VEHICLE SITE CONFIGURATION 

Performance Criteria Site Configurations 

December January to June July to Present 7-Vehicle 

1976 May 1977 1977 August 1977 Location* "Best" Site 

System Mean Response Time 4.649 4.650 4.852 4.922 5.317 4.444 

Workload Range 15.66 16.72 19.61 18.91 18.55 18.47 

Fraction of Calls Seived 
in Less Than: 

5 minutes 0.5650 0.5659 0.4967 0.4975 0.4576 0.5803 

10 minutes 0.9519 0.9518 0.9642 0.9613 0.9343 0.9515 

15 minutes 0.9896 0.9896 0.9896 0.9898 0.9860 0.9961 

Likelihood of All EMS 0.4089 0.4089 0.4069 0.4052 0.4023 0.3626 
Vehicles Idle 

* The configuration of six EMS vehicles located in zones 255 (two vehicles), 59, 187, 155, and 188. 
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FIGURE 4-14: FIRST-IN SERVICE AREAS OF THE SIX 
EMS VEHICLES IN AUSTIN 

EMS Vehicle Location • 

Boldface numbers correspond to the designated number of the EMS vehicle. 

SS 
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FIGURE 4-15: A MAP OF RESPONSE TIME BY EMS FIRST-IN VEHICLES 
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In Excess of Ten Minutes 
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FIGURE 4-16: AVERAGE RESPONSE TIME OF EMS VEHICLES IN AUSTIN 
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Code for Average Response Times: 

Five Minutes or Less 
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A~sgnent of Actual Austin EMS Vehicle Locations 

Since December of 1976, the City of Austin has oper­
ated an EMS service with several vehicles at various loca- -
tions throughout the city. Table 4-16 summarizes informa­
tion on the five different configurations of vehicle bases 
that have been used. Although one station, in serial zone 
155, has not changed since December 1976, the other ve­
hicles have been shifted over time. These historical con­
figurations of vehicle bases may be compared to a CALL/ 
CZSR-calculated "best" solution for seven ambulances. 

-- -
Table 4-17 compares how each of these configurations 

performs in terms of each of the system performance cri­
teria. Vehicles dispatched from the "best" 7-vehicle sites 
can reach calls in a lower average response time than all city 
configurations; it is over fifty seconds better than the City's 
present six-vehicle configuration. Also, the CALL/CZSR 
sites allow a better likelihood of response within five 
minutes. On the other hand, the City's ambulances are 
more likely to be all idle at the same time. The CALL/ 
CZSR-generated workload appears to be less balanced than 
some historical vehicle deployments. 

It is possible to illustrate the areas of vehicle coverage on 
maps. Figure 4-14 shows the first-in service areas of the six 
current EMS vehicles. Note that the sizes of the service 
areas decrease nearer to the central part of the city, the area 
with the highest demand. Much of the central area can be 
covered easily by two or three vehicles within a five-minute 
response time; outlying areas are for the most part not 
double-covered. 

Figures 4-15 and 4-16 show areas having minimwn and 
average response times within particular time intervals. 
Most of the city of Austin can be reached by an EMS 
vehicle within ten minutes. Only a few small areas in the 
center of the city can be characterized by response times of 
less than five minutes. Average response time weights the 
response times of first-in, second-in, etc., vehicles for each 
zone by the likelihood that they will be necessary. Even a 
zone with an excellent first-in response time may have a 
poor average response time if the second-in and third-in re­
sponse times are poor. A zone with a low average response 
time is likely to be double or triple-covered by vehicles 
within a five-minute response limit. 

The present Austin EMS vehicle deployment configura­
tion does a good job of covering built-up areas of Austin. 
The deployment does not do as well for some of the fast­
growing fringe areas of Austin (e.g., the U.S. 183 area at 
the left center side of the map, and the Onion Creek area at 
the bottom of the map). Calls from some of these areas 
may wait more than ten minutes for service. In the future 
these areas will come to represent a growing proportion 
of the total demand. 

This section has illustrated how CALL/CZSR can be 
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used to study EMS vehicle deployments. The following seC. 
tion will develop some ideas about the strengths and weak­
nesses of this approach for determining sites in the city of 
Austin. 

CALL/CZSR AND ITS USE IN PUBLIC POLICY 

This section will discuss how the CALL/CZSR model 
can be used in public policy analysis. Discussion will center 
around the purpose and application of CALL/CZSR, the 
model's costs and outputs, and how to interpret results. 

-The CALL/CZSR model is intended for one use, the 
evaluation of emergency medical , service vehicle locations. 
Upon partitioning a geographic area into zones, CALL/ 
CZSR will determine a deployment for EMS vehicles that 
minimizes the average time it will take a system of vehicles 
to reach the scene of a set of EMS calls. Many of the as­
sumptions and inputs necessary to complete this analysis 
are unique and applicable only to an EMS system. An 
earlier version of CALL/CZSR has been used by groups in 
Los Angeles, Philadelphia, Denver, and Phoenix, as well as 
Melbourne, Australia and Auckland, New Zealand. 

CALL/CZSR Outputs and Their Uses 

Output of the routine comes in several forms. The out­
put includes hospital and ambulance statistics, system per­
formance statistics, distribution of response times, a table 
of first-in ambulances for each zone, and minimum and 
average response times for each zone. 

ThiS information can be put to effective use by a policy 
analyst. For instance, by using the zone response time in­
formation, one can determine the extent to which the 
region is covered or double-covered by EMS service in terms 
of first-in, second-in, etc., responders. This aids the user in 
determining the first-in response areas for each ambulance. 
One could also use this information to determine which 
areas are likely to wait long periods for service when their 
first-in ambulance is busy on a call. System statistics can 
provide an analyst with evidence to determine the appro­
priate nwnber of EMS vehicles in an area. The fraction of 
calls served within specified time intervals, data which are 
also generated by the program, can be used to evaluate 
quality of service. 

CALL/CZSR also evaluates the distribution of vehicle 
workloads and the level of vehicle utilization. A city with a 
tight budget may want to give up some response time if it 
can also avoid paying extra staff who are underutilized. . 

Another potential use of CALL/CZSR program output is 
to produce a data base for preliminary cost estimates of 
EMS service. If the appropriate number of locations has 
been chosen, maintenance costs can be estimated. Personnel 
costs can be estimated by taking into account the number 
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TABLE 4-18: COMPUTER COSTS FOR CALL/CZSR SOLUTIONS 
OF A SMALL PROBLEM 

Number of Number of 
Vehicles Iterations 

1 13 

16 

18 

2 25 

24 

52 

3 70 

38 

52 

4 137 

96 

100 

5 117 

85 

142 

6 131 

213 

373 

7 275 

of EMS vehicles to be used and the number of administra· 
tive workers (i.e., dispatchers, supervisory staff, etc.) that 
will be necessary. Mean response time information can be 
used to estimate an average distance per call and a rough 
estimate of gasoline use and maintenance costs per vehicle. 

Because CALL/CZSR is a heuristic, the "chosen" sites 
may vary with the initial set of locations provided by the 
user to the routine. This inconsistency of results is due to 
the fact that the search routine is limited to looking only at 
zones contiguous to a zone in which an ambulance is 
located. 

The tests described in previous sections of this chapter 
also indicate that alternative vehicle sites may not greatly 
differ in their mean system response times. These tests 
have also shown that if various sets of sites are selected as 
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Computer Central Processing 
Unit Time (seconds) 

4.267 

4.700 

4.254 

5.172 

5.476 

6.161 

6.945 

5.231 

6.281 

15.070 

11 .857 

12.148 

19.353 

15.272 

22.566 

29.156 

49.385 

77.042 

76.112 

the initial sites, CALL/CZSR is likely to select as "best" 
(a) several sites in common between runs, and (b) other 
site combinations which are likely to be close together. 
While this introduces some uncertainty into the results, 
the analyst may find among the various alternatives a num· 
her of good choices. Information on land availability or 
existing structures as possible locations for vehicles may 
prompt specific final deployment recommendations. 

Costs of CALL/CZSR 
The costs of running CALL/CZSR vary with the number 

of iterations the program must evaluate. The number of 
iterations is in turn related to the initial locations of the 
EMS vehicles, the number of EMS vehicles, and the re­
sponse surface of a given system. If the response surface of 
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TABLE 4-19: COMPUTER COSTS FOR CALL/CZSR SOLUTIONS 
OF A LARGE PROBLEM 

Number of 
Vehicles 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Number of 
Iterations 

9 

126 

54 

99 

144 

374 

308 

382 

116 

217 

the system is not smooth (i.e., if there are many small areas 
of high demand surrounded by low demand areas), then it 
takes many more iterations to determine the final solution. 

Table 4-18 gives some representative central processing 
unit costs given a number of iterations and a number of 
EMS vehicles, based on a test of the CALL/CZSR model 
using the 34 census tracts for the city of Austin. Figure 
4-17 is a graphic representation of this data. Note that a 
region more accurately specifies the trend, rather than a 
line through the points. 

Table 4-19 shows a similar comparison taken from tests 
using the 358 serial zones in Austin. These figures are repre­
sentative of the far greater storage and computational re­
quirements of a complex system. 
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Computer Central Processing 
Unit Time (seconds) 

38.470 

48.880 

41.425 

54.873 

76.820 

180.479 

188.715 

272.699 

123.421 

232.210 

Computer time is usually valued at a certain rate per 
CPU time unit, with rates varying between installations. 
The University of Texas system, on which these tests were 
done, values time at approximately 6.3 cents per second. 
Thus, CALL/CZSR computer analyses cost between twelve 
and fifteen dollars per run for the 358-zone example. 

Analysis of figure 4-17 indicates that the required 
amount of computer time increases greatly with the com­
plexity of the system and increases exponentially with the 
number of vehicles. This suggests that costs for vehicle de­
ployment analyses for a small to medium-sized city (eight 
to ten vehicles) will be far less expensive than those for 
large urban areas with many EMS stations. 
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FIGURE 4-17: HOW CALL/CZSR COMPUTATION COSTS INCREASE 
WITH ADDED VEHICLES 

Computer ~ 
Central 
Processing 
Unit Time 
(Seconds) 
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Chapter Five 
The Use of SYMAP to Map 

Information about the City of Austin 

Relationships between economic, demographic, or 
health variables may not be evident when data is repre­
sented in tabular or matrix form. Computer mapping can 
generate pictures of the distribution of these factors. Four 
basic requirements are necessary to construct contour, 
proximal, or conformant maps. These are: 

a source map of the study area to be displayed; 

a variable which is distributed within each proximal 
region, contour zone, or data zone; 

value ranges (intervals) for the distribution of the 
variables; and 

- a shading pattern (symbolism) to be associated with 
each value range . 

SYMAP is a computer program that uses coordinate 
locations of points and values assigned to those points to 
produce contour, proximal, or conformant maps. The pur­
pose of this chapter is to describe how SYMAP can access 
these four types of data and construct maps for evaluating 
options for EMS vehicle deployment in the city of Austin. 
This chapter describes only the basic principles of computer 
map generation. For additional information the reader 
should consult reference (I). 

Figure 5-1 is an example geographic area which will be 
used throughout this chapter to illustrate mapping pro­
cedures. The appearance of a study area can be expressed in 
terms of (y ,x)-coordinates. The location of a point in the 
study area can be specified by (a) the number of distance 
units down from the top border (they-coordinate); and (b) 
the number of distance units across from the left map 
border (the x-<:oordinate ). For example, to find the loca­
tion of point A in figure 5-1, start from the top map border 
and move down the y-axis and stop parallel to point A, at 
1.0 on the y-axis. Read across the x-axis and stop at the 
point parallel to A, in this case 1.8. To specify the point for 
SYMAP use, first write the y-coordinate and then the x­
coordinate; point A is (1.0, 1.8). To describe a point, C, 
read down again along the y-axis (1.4 units distance). Refer 
to the x-axis to find point C at 3.6 units distance. When 
specifying the y- and then the x-<:oordinates, point C be­
comes (1.4, 3.6). 

CONSTRUCTING MAPS 

The SYMAP program is a collection of seven computer 
subroutines that allow a user to create contour, proximal, 
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or conformant maps (see table 5-1) (2). Observe how the 
set of points [A,B,C, and E] define the outline of the map's 
top side. These points and all the others that define the out­
line of zones are used to construct the contour and proxi­
mal maps. Point F is not on the boundary of zone one, but 
can be used to represent it. 

The Contour Map 

A contour map consists of closed curves known as con­
tour lines which connect all points having the same numer­
ical value or weight. The A-OUTLINE package defines the 
complete outline of the study area and the B-DATA 
POINTS package specifies the location of data points. The 
E-V ALUES package lists the values or weights to be as­
sociated with each data point. The F-MAP package con­
structs the map of the desired form. 

Figure 5-2 illustrates the card deck for a contour map 
and figure 5-3 is the contour map derived from use of the 
data of figure 5-1. A number is printed on this map at a 
location of a data point. Note how a contour map uses 
white spaces to separate the contour zones and one 
weighted point (if one exists) to represent all the points in 
a contour zone. 

The Proximal Map 

In a proximal map, regions are defined by the value of 
the data points. Boundaries are constructed along the line 
where the values change, as illustrated in figure 5-5. The 
proximal map is constructed using an input deck that is 
similar to the deck for a contour map. The only difference 
is that in a proximal map the user must specify three special 
electives in the F-MAP package. The card deck for a prox­
imal map is shown in figure 5-4. 

The Confonnant Map 

A conformant map is used to represent political bound­
aries or other areas where representation of data as a con­
tinuous surface is inappropriate. A value is given to each 
zone enclosed by a boundary. The conformant map uses 
three packages: A-CONFORMOLINES to delineate the 
data zones; E-VALUES to allocate a weight on values for 
each data zone; and F-MAP to specify the form of the map 
in terms of electives. The C-OTOLEGENDS is optional. The 
package structure of a conformant map is shown in figure 
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FIGURE 5-1: AN EXAMPLE MAP 
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In this example, "data points" are in one-to-one correspondence with "data zones". 
Such correspondence is not necessary. 
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SUBROUTINES 

A-OUTLINE 

A-CONFORMOLINES 

B-DATA POINTS 

C-OTOLEGENDS 

D-BARRIERS 

E-VALUES 

F-MAP 

TABLE 5-1: SYMAP SUBROUTINES 

CONTENTS 

Coordinates of all map edge points 

Coordinates of vertices on the zonal 
outlines 

Coordinates of points which are to 
be weighted 

Coordinates of map legends 

Coordinates of any "obstacles" in 
the source map 

Data values 

Special instructions to describe 
map size, shape, and appearance 

Use ofSYMAP 

WHAT THE USER MUST SPECIFY 

An outline of the source map (for 
contour or proximal maps) 

The positions of the data zones (for 
conformant maps) 

The positions of points to be 
weighted 

The content of information legends 
appearing on the face of the map or 
within the rectangular map border 
(optional) 

The characteristics of any barrier to 
interpolation between data points 
(e.g., a river, border line, an 
expressway, etc.) 

The values that weight each data 
point (for contour and proximal 
maps) or data zone (for conformant 
maps) 

Any elective map specifications 

Source: Adapted from Elliot E. Dudnik, SYMAP User's Reference Manual (Chicago: Department of Architecture, University 
oflllinois at Chicago Circle, 1971). 

FIGURE 5-2: PACKAGE FOR CONTOUR MAPS 

F-MAP 

E-V ALUES package · 

D-BARRIERS package (optional) 

C-OTOLEGENDS package (optional) 

B-DATA PONTS package 

A-OUTLINE package 
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FIGURE 5-3: AN EXAMPLE CONTOUR MAP 
DERIVED FROM FIGURE 5-1 
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FIGURE 5-4: PACKAGE FOR PROXIMAL MAPS 
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FIGURE 5-5 :AN EXAMPLE PROXIMAL MAP 
DERIVED FROM FIGURE 5-1 
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FIGURE 5-6: PACKAGE FOR CONFORMANT MAPS 
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FIGURE 5-7: AN EXAMPLE CONFORMANT MAP 
DERIVED FROM FIGURE 5-1 

~·----·--·-1··--·----l-··-·---·J··--·---------·----· Ml 
r1l 
nl 
r1 I 
'1+ 

................ ................. ................... .................... 
•····••·····•········ 

n I • • • • • • • • • • • • • • • • • • • • • • 
~! •••••••••••••••••••••••• 
HI •••••••••••••••••••••••• 
t1 I•••••••••••••••••••••••• 
Ml•••••••••••••••••••••••• 
~! •••••••••••••••••••••••• 
~! •••••••••••••••••••••••• 
~I,,,,,,,,,,,,,,,,,,,,,,,, 

~I,,.,,.,,,,,,,,,,,,,,,,,, 

1111 llllllllllllJ 
11111 1111111111111111 
1111111111111111111111111 
1111111111111111111111111 
111111111111111111111111+ 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 
1111111111111111111111111 

r1+ t 

111111111111111111111111111 ••••••••••••••••••••••••• 
111111111111111111111111111 ••••••••••••••••••••••• 1 
ttlllllllllllllllllllllllll •••••••••••••••••••••• 1 
ttlllllllllllllllllllllllll ••••••••••••••••••••• 1 
r1lllllllllllllllllllllllll •••••••••••••••••••• ~ 
111111111111111111111111111 ••••••••••••••••••• 1 
111111111111111111111111111 •••••••••••••••••• 1 
nlllllllllllllllllllllllll •••••••••••••••••• 1 
111111111111111111111111111 ••••••••••••••••••• 1 
r1+111111111111111111111111 •••••••••••••••••••• + 
Mlllllllllllllllllllllllll ••••••••••••••••••••• l 
111111111111111111111111111 •••••••••••••••••••••• 1 
r1l 11111111111111111111111 ••••••••••••••••••••••• I 
111 111111111111111111111 •••••••••••••••••••••••• l 

~·----·----1----+----l·---·----J----·----~----+-·--· 

FIGURE 5-8: CONTROL CARDS FOR SUBMITTING 
ANY SYMAP JOB ON THE UT COMPUTER 
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FIGURE 5-9: CARD STRUCTURE OF A-OUTLINE PACKAGE 
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5-6. The conformant map of figure 5-7 delineates regions 
in a way identical to the source map, figure 5-1. 

A GUIDE TO SYMAP KEYPUNCHING 

Each package uses data punched on cards according to a 
particular format. Figure 5-8 is an illustration of the struc­
ture of a "general" SYMAP control card deck. The follow­
ing subsections describe and list the cards for most com­
monly used subroutines: A-OUTLINES, A-CONFORMO­
LINES, B-DATA POINTS, E-VALUES, and F-MAP. Addi­
tional information on these and other subroutines is avail­
able in reference (3). 
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This package describes the outline of the source map for 
a contour or proximal map. The deck consists of an initial 
card with A-OUTLINE in columns 1-9, a final card with 
99999 punched in columns 1-5, and a set of cards listing 
points. The cards inserted between the first and the last 
cards contain the coordinate locations of points that out­
line the study area (those points at which the outline 
changes its direction). Each point appears on a separate 
card, starting with the most "northwest" vertex. Proceeding 
clockwise, all outline points are punched, including a repeat 
of the initial point. If there are two or more points of equal 
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y-axis value, punch first the one furthest to the left (the 
one with the lower x-axis value). The vertical coordinate 
should appear as a decimal number in columns 11-20. The 
horizontal coordinate should appear as a decimal number 
in columns 21-30. A complete A-OUTLINE data deck for 
the example problem is shown in figure 5-9. 

B-DATA POINTS 

This package, used with contour and proximal maps, 
specifies the location of data points to which values will be 
associated. The deck consists of a title card, an ending card, 
and a set of cards listing point coordinates. On the first card 
of this package, punch B-DATA POINTS in columns 1-13. 
On the last card, punch the number 99999 in columns 1-5. 

The coordinate locations of all appropriate data points 
appear on a separate card between the first and the last 
cards. There is a limit of 1000 data points for one map. 
Punch the vertical coordinate as a decimal number in 
columns 11-20. Punch the horizontal coordinate as a deci­
mal number in columns 21-30. Figure 5-10 is an example B­
DATA POINTS deck for the source map. 

A-CONFORMOLINES 

The A-CONFORMOLINES package describes the zonal 
outline of each data zone for conformant maps. A complete 
deck consists of a title card (A-CONFORMOLINES in col­
umns 1-15), an ending card (99999 in columns 1-5), and 
sets of cards indicating zonal outlines (see figure 5-11 ). 

Specifications for each of the zonal outlines are inserted 
between the first and the last cards. Care must be taken to 
associate each data zone with its corresponding data value. 
On the first card for each conformant outline , punch the 
reference number of the associated data zone as an integer 
in columns 1-5. In column 10, punch either the letter A, L, 
or P to indicate whether the zonal outline is to be repre­
sented as an area, a line, or a point, respectively . In the 
sample problem each zone represents an area; hence an "A" 
is punched in column ten of the first card of each zone out­
line (see figure 5-11). Then punch the coordinate location 
of each point in the outline, beginning with the upper left­
hand corner (the "northwest") and proceed clockwise . The 
location of the first vertex should be repeated to close the 
outline. Repeat this procedure for each data zone. 

FIGURE 5-10: CARD STRUCTURE OF B-DATA POINTS PACKAGE 
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FIGURE 5-11: CARD STRUCTURE OF A-CONFORMOLINES PACKAGE 
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E-VALUES 

The E-VALUES relate data (values or weights) to points 
(contour and proximal maps) or to data zones (conformant 
maps). The deck includes one title card (E-VALUES in col­
umn 1-8), one ending card (99999 in columns 1-5), and a 
collection of cards listing values or weights. 

One card is included for each of the data points (in the 
B-DATA POINTS package) or the zonal outlines (in the A­
CONFORMOLINES package), proceeding strictly according 
to the order of the data points or zones. Each value is 
punched on a separate card. If value is negative, punch a 
minus sign before it. Punch each value as a decimal number 
in columns 11-20 (see figure 5-12). 

F-MAP 

The F-MAP package specifies characteristics such as map 
size, symbolism, and structure of the contour, proximal or 
conformant maps. On the fust card of this package, punch 
F-MAP in columns 1-5. On the last card, punch the number 

99999 in columns 1-5.• 
On the second, third, and fourth cards, punch any title 

that should appear below the map. Although three cards 
must appear in the deck, one or more of these cards may be 
left blank. Words or characters can appear within columns 
1-72 of these title cards. 

On other cards, to be inserted between the fourth and 
the last cards, punch any electives that may be desired. 
Table 5-2 gives the format of commonly used F-MAP elec­
tives that control the final map's content, scale, size, and 
tone. Detailed information on these options is available in 
reference (4). Figures 5-13, 5-14, and 5-15 are the F-MAP 
packages that produced figures 5-3, 5-5, and 5-7, respec· 
tively. 

*After the last cud, punch the number 999999 in columns Hi. This 
cud enables the program to tenninate nonna11y without generating 
an .. end of file" message. When nmning multiple maps at one sub­
mission, this cud is required only after the last F-MAP package. 

FIGURE 5-12: CARD STRUCTURE OF E-VALUES PACKAGE 
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TABLE 5-2: SYMAP ELECTIVES 

ELECTIVE CARD DEFINITION COLUMN VARIABLE DEFAULT OPTIONS COMMENTS 
NUMBER NUMBER 

Size of output map 5 1 3 .0 inches for the lar- If one or both dimen-
ger dimension of the map, sions exceed 72.0 inches, 

11-20 Vertical dimension of with the smaller dimen- elective number 16 must 
desired map in inches sion proportioned ac- be specified 
as a decimal number cordingly 

21-30 Horizontal dimension 
of desired map in inches 
as a decimal number 

3 Number of levels 5 3 5 levels 
into which total 
value range is to be 
divided by symbolism 11-20 Number of levels desired 

(from 2 to 10) as a deci-
mal number 

6 Specifies whether the 5 6 Each level with an equal If intervals are · to be 
intervals or levels are range equal, punch 1 
equal or not equal 

11-20 Up to ten intervals may be 
21-30 specified, each in a field 
31-40 of ten spaces 

etc. 

7 Symbolism 5 7 Takes standard symbolism If there is no overprinting, 
cards 3, 4, and 5 will be 
blank 

2 1-10 The symbolism charac-
ter for each level (column 
1 for the symbol to desig-
nate the f"irst level, column 
2 for the symbol to desig-
nate the second level, etc.) 

11-20 Respective data point sym-
bols (column 11 for the 
symbol to designate data 
points in the f"irst level, etc.) 

3,4,5 1-10 Any overprint characters 
desired 

15 Number of output 4-5 15 8 lines per inch and 10 By specifying 6.0 lines 
characters per inch columns per inch per inch, fewer lines of 

11-20 The number of lines per output will result, but the 
inch (vertically) as a de- overall size of the map 
cimal number will be the same 

21-30 The number of columns 
per inch (horizontally) as 
a decimal number 

31 Specify the proxi- 4-5 31 No other specification is 
36 mal type of map 4-5 36 required on these cards 
37 4-5 37 

Source : Adapted from Elliot E. Dudnik, SYMAP User's Reference Manual (Chicago: Department of Architecture, 
University of Illinois at Chicago Circle, 1971), p. 29. 
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FIGURE 5-13: CARD STRUCTURE OFF-MAP PACKAGE 
FOR A CONTOUR MAP 
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USER DIFFICULTIES 

Incorrect keypunching for F-MAP package electives is a 
source of mapping errors and map distortions. To illustrate 
such incorrect maps, this section includes three user key­
punching or omission errors that were observed in practice. 
A review of these problems will assist the SYMAP user in 
detecting and identifying this sort of error. 

One error relates to elective seven, which permits the 
user to specify symbols for printing the map. To use this 
elective , five cards must be punched correctly. Figure 5-16 
illustrates an incorrect map produced by an incorrect 
second card. This map has poorly defined regions and does 
not include the four data point numbers. 
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A second map error can be caused by incorrectly speci­
fying elective fifteen, the number of characters per inch for 
map printing. The default option is 8 lines per inch and IO 
columns per inch. If the map is to appear with more (or 
fewer) characters per inch, elective fifteen must be used to 
generate the proper proportions. Figure 5-17 is a con­
formant map produced by SYMAP in which elective fifteen 
was not specified. The dimensions of the map in figure 5-1 7 
does not replicate correctly the form of the map shown in 
figure 5-7. 

A third kind of error, common in printing proximal 
maps, is the omission of electives 31, 36, or 37. Each elec­
tive is necessary to produce a proximal map and each re­
quires only one separate card. For example, if elective 31 is 
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FIGURE 5-14: CARD STRUCTURE OFF-MAP PACKAGE 
FOR A PROXIMAL MAP 
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not specified, the sample proximal map will resemble figure 
5-18 rather than 5-5. Figure 5-18 contains an unnecessary 
and incorrect set of values printed in the circled area. 

These and other keypunch errors or card omissions can 
lead to quite specific distortions in the output maps. A 
careful SYMAP user should double-check all keypunched 
information prior to map printing. 

COMPUTER MAPS OF AUSTIN 

Project members constructed maps of Austin by using 
the 358 transportation serial zones as the study area. The 
time-consuming task of constructing an A-CONFORMO­
LINES package consisting of 2686 points that delineate 
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each of the 358 serial zones in Austin was done by hand, 
without the help of a digitizer. Then an available (although 
incomplete) listing of the total number of EMS calls re­
corded from each serial zone over a five-month period was 
used in the E-VALUES package. In addition, the F-MAP 
package was structured using electives numbers 1,3 ,6, 7 ,8, 
and 15, and standard symbolism. Figure 5-19 shows a con­
formant map of Austin with the distribution of calls. 

For the contour and proximal maps of the city, addi­
tional information was obtained from the source map. The 
perimeter points of the study area were located to con­
struct the A-OUTLINE package. The midpoints of each of 
the 358 serial zones were selected as the B-DATA POINTS. 
The values related to each data point were the call fre-
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FIGURE 5-15: CARD STRUCTURE OF F-MAP PACKAGE 
FOR A CONFORMANT MAP 
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quency distribution used in the confonnant map; thus, the 
E-V ALUES package remained unchanged. Finally, the 
F-MAP package of the confonnant map was used again to 
produce the contour and proximal maps. Figures 5-20 
and 5-21 are respectively a contour and a proximal map of 
the city of Austin. Due to some errors in either the com­
puter software or the data set, the contour and proximal 
maps are incorrect.* 

The costs of SYMAP mapping vary with the complexity 
of the map and the size (number of output panels) gener­
ated by the printer. Nine different single panel maps of the 

*Given the limits on time for preparing this chapter, there was no 
opportunity to discover the source of this error. 
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385 serial zones of Austin were generated by project mem­
bers. The average time cost per SYMAP map was 21.894 
seconds on The University of Texas at Austin CDC 6400/ 
6600 computer system. 

THE USE OF COMPUTER MAPPING 
IN EMS PLANNING 

Computer mapping is a technique for depicting geo­
graphic, economic, social, and demographic information. 
The display of data in computer maps can enhance an 
analyst's ability to visualize implications of data. One 
particular use of computer graphics in emergency medical 
service planning is to arrange information relevant to ve-
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FIGURE 5-16: AN ILLUSTRATION OF SYMBOL PUNCH ERROR 

hide sites and service areas. 

H•·---•----l----•---•2----•----3----•----4----•----o 
HI 

••••••••••••••••••••• 0000000000001 
•••••••••••••••••••••• 0000000000000001 

••••••••••••••••••••••• 000000000000000000001 
HI 
HI 
HI •••••••••••••••••••••••• 000000000000000000001 
H• •••••••••••••• ••••••••• 000000000000000000000• 
HI •••••••••••••••••••••••• OOOOOOOOOOOOOOOOOOOOOOI 
HI•••••••••••••••••••••••••• 0000000000000000000000! 
Hll•••••••••••••••••••••••• 00000000000000000000000! 
HI••••••••••••••••••••••••• 00000000000 00000000000! 
Hl•••••••••••••••••••••••• 0000000000000000000000001 
HI••••••••••••••••••••••• 0000000000000000000000000! 
HI •••••••••••••• 0000000000000000000000000! 
Hlooooooooo •••• 000000000000000000000000001 
Hioooooooooooooooooo 0000000000000000000000000001 
H•oooooooooooooooooooooooooooooooooooooooooooooooo • 
Hlooooooonooooooooooooooooooooooooooooooooooooooo 1 
Hloooooooooooooooooooooooooooooooooooooo oo 1 
Hloooooooooooooooooooooooooooo ••••••• 1 
Hlooooooooooooooooooooooooooo ••••••••••••••••• r 
H2ooooooooooooooooooooooooooo •••••••••••••••• 2 
Hloooooooooooooooooooooooooo •••••••••••••••• 1 
Hlooooooonoooooooooooooooooo ••••••••••••••• 1 
Hloooooooooooo noooooooooooo •••••••••••••••• 1 
Hlooooooooooooooooooooooooo •••••••••••••••••• 1 
H•ooooooooooooooooooooooooo ••••••••••••••••••• 
Hlooooooonoooooooooooooooo •.••••••••••••••••••• 
Hloooooooooooooooooooooooo ••••••••••••••••••••• 
HI OOOOOOOOOOOOOOOOOOOOOO •••••••••••••••••••••••• I 
HI oooonooooooooooooooo ••••••••••••••••••••••••• ! 
H•·---•----1----•---•2----•----3----•----4----•----• 

SYMA~ 

The purpose of this section is to discuss the use of com­
puter mapping as an aid in visualizing the geographical im­
plications of future EMS vehicle service areas. The SYMAP 
program allows a user to illustrate geographic, demographic, 
economic, or EMS service data in high quality maps that are 
inexpensive to generate. Furthermore, the computer map­
ping programs do not ordinarily require prior knowledge of 
computer programming on the part of the user. 

manipulate the data in a number of ways. For example, an 
analyst could map one set of values (such as total serial 
zone population) in several ways by varying the number of 
intervals or each interval's upper and lower limits. Each 
map provides a different perspective on the distribution of 
population throughout areas of the city. A series of these 
maps could be overlaid to produce composite maps. 

Conformant maps are likely to be the most valuable of 
map forms. A conformant map is used to represent real 
boundaries, when data representation as a continuous sur­
face is inappropriate. Each zone is enclosed by a boundary 
and given a data value. For example, a conformant map 
could be used to illustrate the boundaries of the relevant 
EMS planning areas. In the city of Austin, these areas are 
transportation serial zones. One value is assigned to each 
zone; any economic or demographic data, such as per capita 

The SYMAP software package can plot one set of infor­
mation in any of three forms-conformant, contour, or 
proximal maps. Each of these maps illustrates the data in a 
different perspective. 

The SYMAP user can store geographical boundaries of 
zones or points within (or outside) these zones. Once this 
information is on tape or disk, a SYMAP user can edit or 
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FIGURE 5-17: AN INCORRECT CONFORMANT MAP 
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HI ••••••••••••••••••••••• 0000000000000000000000001 
HI•••••••••••••••••••••••• 0000000000000000000000001 
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H•1••••••••••••••••••••••• 000000000000000000000000• 
HI~••••••••••••••••••••••• 0000000000000000000000001 
HI•••••••••••••••••••••••• 0000000000000000000000001 
HI•••••••••••••••••••••••• 0000000000000000000000001 
HI~••••••••••••••••••••••• 0000000000000000000000001 
~ 2 
HIOOoooooooooooooooooooooo •••••••••••••••••••••••• 1 
Hiooooooonoooooooooooooooo ••••••••••••••••••••••• 
HIOOoooooooooooooooooooooo •••••••••••••••••••••• 
H1000000000000000000000000 ••••••••••••••••••••• ! 
H•oooooooooooooooooooooooo ••••••••••••••••••••• 
HI000000000000000000000000 •••••••••••••••••••• I 
H1000000000000000000000000 ••••••••••••••••••• 1 
HIOOOOOOOOOOOOOOOOOOOOOOOO ••••••••••••••••••• I 
HIOOoooooooooooooooooooooo •••••••••••••••••• 1 
H3000000000000000000000000 ••••••••••••••••• 3 
HIOooooooooooooooooooooooo •••••••••••••••••• 1 
Hloooooooooooooooooooooooo ••••••••••••••••••• 1 
HIOOoooooooooooooooooooooo ••••••••••••••••••• 1 

.HIOOoooooooooooooooooooooo •••••••••••••••••••• 1 
H•oooooooooooooooooooooooo ••••••••••••••••••••• 
H1000000000000000000000000 •••••••••••••••••••••• 
HI 00000000000000000000000 •••••••••••••••••••••• 
HI 0000000000000000000000 ••••••••••••••••••••••• 
HI OOOOOOOOOOOOOOOOOOOOO ••••••••••••••••••••••••I 
H••---•----l----•---•2----•----J----•----4----•----• 

SYHAP 

income, can be related to these areas through SYMAP. A 
"barrier" option allows a user to depict how a highway or a 
river can divide areas of the city from one another. 

annual income were to be graphed, a zone with both high­
and low-income pexsons would be represented as a zone 
with a mediwn level of income. Thus, a single value for the 
average income in a zone could distort the economic situa­
tion of people in that zone. 

Each computer-generated map distorts information by 
associating one value with discrete areas of the city. A con­
fonnant map uses a single value to represent a variable in a 
large area. This asswnption is not accurate if the variable 
being graphed is distributed continuously. If per capita 
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The contour map consists of closed cwves known as 
contour lines which connect all points having the same 
numerical value. A contour map could help EMS plannen 



FIGURE 5-18: AN INCORRECT PROXIMAL MAP 
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Hiooooooonooooooooooooooooooo ••••••••••••••••• I 
H2ooooooonooooooooooooooooooo •••••••••••••••• 2 
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Hiooooooonooooooooooooooooo •••••••••••••••••• 1 
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H*----+----l----+----?.----•----3----•----4----•----o 

SYM~P 

Use of SYMAP 

appreciate the "density" of various demographic indicators, 
such as "total · population" or "persons over 62 years of 
age." The contour lines will delimit the areas where the 
population density is higher or lower than specified inter­
vals. The contour map shows the value of a variable with­
out relation to political boundaries or specific points in a 
zone. Contour maps are most appropriate for representing 
variables that are continuous. In such maps, it is also pos­
sible to illustrate barriers. 

boundaries are created by the computer, equidistant from 
adjacent points to which data values have been assigned. A 
proximal map can be used to depict the primary service 
area covered by a particular EMS vehicle base or the limits of 
the area covered by the vehicle station, given some defin~d 
response time. By varying the response time, several dif­
ferent maps can be generated. This could allow an analyst 
to compare the patterns of overlapping coverage by vehicles 
in the city of Austin. 

The data points themselves define a proximal map; zone 
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FIGURE 5-19: A CONFORMANT MAP OF THE CITY OF AUSTIN* 
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Bounds on the Number of EMS Calls 

Lower Bound Upper Bound 

0 5 

5 30 

30 221 

*The serial zones are weighted by a hypothetical frequency distribution of calls for emergency medical service. 
The confonnant map does not illustrate the mid-point of serial zones. 
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FIGURE 5-20: A CONTOUR MAP OF THE CITY OF AUSTIN* 
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Symbol Interval 

Level 

2 

3 

Bounds on the Number of EMS Calls 

Lower Bound 

0 

5 

30 

Upper Bound 

5 

30 

221 

*The serial zones are weighted by a hypothetical frequency distribution of calls for emergency medical service. 
An interval number appears in the mid-point of each of the 358 serial zones. 

111 



EMS, Volume I 

FIGURE 5-21 A PROXIMAL MAP OF THE CITY OF AUSTIN* 
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*The serial zones are weighted by a hypothetical frequency distribution of calls for emergency medical service. 
An interval number appears in the mid-point of each of the 358 serial zones. 
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Chapter Six 

The Use of SYMVU and CALFORM 
in Mapping Analyses 

SYMVU and CALFORM are two computer programs 
that instruct a pen plotter to draw maps. SYMVU takes in­
formation directly from SYMAP programs and converts it 
into three-dimensional versions of SYMAP maps. CAL­
FORM produces pen-drawn two-dimensional conformant 
maps using different input information than that used in 
SYMAP; consequently, the program requires the prepara­
tion of a new deck of computer cards. Each of these map 
programs can be used to aggregate and display information 
related to EMS service in the city of Austin. 

SYMVU 

SYMVU is the name of a program capable of using 
SYMAP data cards and a pen plotter to produce three­
dimensional oblique view maps (1). The basic input to a 
SYMVU program is a SYMAP program that is stored on 
tape. To obtain a SYMVU plot, the user runs first a SYMAP 
program with the proper changes and then a separate 
SYMVU deck. This SYMVU program accesses the SYMAP 
data on tape and plots a three-dimensional equivalent of the 
SYMAPmap. 

For example, figure 6-1 shows a SYMVU map that corre­
sponds to the example SYMAP map in figure 5-1. To obtain 
such a corresponding SYMVU map, the user would modify 
the original SYMAP deck (see figure 6-2) by substituting two 
cards ("PUBLIC,SYMAP,INPUT" and "SAVEPF,B645, 
TAPE8") for two cards in the original SYMAP deck (RFL 
70000" and "EXECPF,7973,BSYMAP"). The user would 
also add an elective card at the back of the F-MAP package 
just before the "99999" card ("21" punched in columns 4 
and 5). This revised SYMAP program will produce a two­
dimensional map on the line printer and store the results on 
tape. If another SYMAP program is run with this control 
deck, the old tape will be erased and the new two-dimen­
sional map will be stored on the tape. 

To run a SYMVU program, the user needs to access the 
SYMAP results stored on the tape and plot a three-dimen­
sional version of the map. The SYMVU deck shown in 
figure 6-3 includes eight cards-three control cards (see 
figure 64 ), a 7 /S/9 multi punch card, a title card, two elec­
tive cards, and a 6/7 /S/9 multipunch card. The alpha­
numeric symbols punched in columns 1 through 72 on the 
title card will be printed as a heading for the map. 

Figure 6-3 also illustrates the two elective cards that 
specify program electives controlling how the map will look. 
These different electives, which are described in the SYMVU 

llS 

reference manual, can be specified by the user or by default 
values (2). Table 6-1 explains some of the major electives. 

Several SYMVU maps can be produced in sequence with 
data on tape. Figure 6-5 lists the cards for a computer deck 
that would generate maps at several viewer angles. To plot 
several maps in one computer run, a user needs to punch 
multiple program decks (including control cards, title, and 
elective cards), separated by a 7/S/9 card. Two control 
cards (a "REWIND TAPES" and "SYMVU" card) must be 
included in the control deck for each map to be plotted. 
For example, if a user wanted to plot four maps in one run, 
the control deck would consist of the standard control 
cards and three pairs of the REWIND TAPES and SYMVU 
cards. Each map must also have a separate title and elective 
card. The deck in figure 6-6, for example, can generate map 
views from 45, 60, and 25 degrees. The three maps from 
this one SYMVU run are shown in figure 6-6. 

Example Maps of Austin 

Figure 6-7 is a three-dimensional representation of the 
geographical distribution of Black, Mexican-American, and 
total residents in Austin. Each map is a three-dimensional 
"picture" of the data value levels for the 35S individual 
serial zones. Each map was first stored on tape by SYMAP 
and then plotted by a SYMVU program. 

Figure 6-8 illustrates two conformant maps of call 
history shown at different azimuths and altitudes. Note 
how rotation of the azimuth from 12 to 15 degrees clarifies 
the height of the peak of call frequency in the Central 
Business District. 

The maps produced by SYMVU in three dimensions 
offer the user the ability to represent visually the value dif­
ferences in data zones. SYMVU can show gradual changes 
in data values; an individual viewing the map can im­
mediately sight peaks and valleys of data values without 
reference to a key. This three-dimensional feature allows 
the user to portray information in a form that is not limited 
by the number of intervals. 

CALFORM 

CALFORM is the name of a computer program that pro­
duces conformant maps on a pen plotter. To prepare a con­
formant map, the user must define point locations, values 
for each point, and map options (3). 
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FIGURE 6-1: A SYMVU VERSION OF THE EXAMPLE MAP 

This is a SYMVU map viewed at 45 degrees 
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FIGURE 6-2: REVISED SYMAP DECK 

6/7/8/9 I 

999999 

added "2l"card -
' SYMAP packages -

7/8/9 -

new control cards -

Jm,~llO,Pa-100 

Jse of SYMVU and CALFORM 

...... ,,,., ....................................... _ .... -................... .-...... ,,,.,. ..... _ 

This deck stores SYMAP data for SYMVU runs. 

FIGURE 6-3: SYMVU DECK 

6/7/8/9 - I 

two elective cards . - 45 . 00231.0 6.00 2 . 00 

title card - 'ftlIS IS A SYMW MAP VIZWBD AT 45 IJIX;RDS 

7/8/9 -

control cards -

.JOD,TM-120,PR-100 

1uo•n••••tt•w .. -. .............. ., ....... .., •• ., ...................... -••-•••••""",."""'"'"' 

This deck produced figure 6-1 

117 



EMS, Volume I 

FIGURE 6-4: CONTROL CARDS FOR SYMVU 

PUBLIC,SYMVU,INPt.rr 

READPF,B635,TAPE8 

JOB,TM•l20,Plt->l00 
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FIGURE 6-5: SYMVU DECK FOR MULTIPLE RUNS 

• 
25.00231.0 6.00 2.00 

4 2 8 

THIS IS A SYMVU MAP VIEWED AT 25 DEGREES 

2.00 

4 8 

7/8/9 ~ 
THIS IS A SYMVU MAP VIEllED AT 60 DEGREES 

frr~map r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~--, 2 . 00 

8 

THIS · IS A SYMVU MAP VIEllED AT 45 DEGREES 

JOB~TH::cl20 , PR-100 

111•t•,H•llll11"U1'"•tt•ttD•Maa•aaatta•li•••••••1aa .. a ... a•a11aa .................... "NJINN•WN ... 
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FIGURE 6-6: THREE VIEWS OF THE EXAMPLE MAP 

From a 25 Degree Perspective 

-=-

From a 45 Degree Perspective 

From a 60 Degree Perspective 

These views are reduced from the original plots. 
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FIGURE 6-7: THREE SYMVU MAPS OF AUSTIN POPULATION 

Confonnant of Total Population Austin 

Confonnant of Spanish Population Austin Confonnant of Black Population Austin 
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FIGURE 6-8: TWO CONFORMANT SYMVU MAPS OF EMS CALLS IN AUSTIN* 

*The serial zones are weighted by a hypothetical frequency distribution of EMS calls. 
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FIGURE 6-9: A CALFORM VERSION OF THE EXAMPLE MAP 
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Figure 6-9 is the confonnant map drawn on the pen 
plotter by CALFORM using the subroutine packages de­
scribed below and derived from the example map of the 
SYMAP chapter. This CALFORM map can be compared 
With figure 5-1, the confonnant map drawn by SYMAP. 

The structure of the CALFORM deck is illustrated in 
figure 6-10. The deck consists of control cards followed 
by subroutine packages resembling the SYMAP packages. 
The control cards for the CALFORM deck are identical to 
the SYMAP deck, except for the substitution of one card 
("PUBLIC,CALFORM,INPUT" for "PUBLIC,SYMAP,IN­
PUT"). The control cards are illustrated in figure 6-11. 

The remainder of the CALFORM deck consists of sub­
routine packages, whose general purposes are described in 
table 6-2 (4). The following subsections describe these 
packages in more detail, making reference to figure 5-1, the 
example map in the SYMAP chapter. 

POINTS Package 

The POINTS package defines coordinates of map ref­
erence points. To prepare the POINTS package, the user 
should follow the instructions of the SYMAP chapter for 

labeling map coordinate points. Both CALFORM and 
SYMAP use the same process for identifying points on the 
map by (y ,x}coordinates, although the fonnat of the 
POINTS package is different from the A-CONFORMOLINES 
package of SYMAP. 

For CALFORM, the user needs to assign a unique num­
ber to each set of (y ,x)-coordinates so that each point can 
be referenced in the POLYGONS package. For example, 
the point (1.8,1.) in figure 5-1 would be assigned the num-

. ber 1 in the CALFORM POINTS package. The point (3.,1.) 
would be designated as 2, the point (3.2,1.) as 3, and so on. 
All points used to draw the data zone outlines should be 
numbered in sequence. Any point contained on the outlines 
of several zones should be assigned only a unique number. 
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The CALFORM program must be told where to begin 
writing all titles and headings; consequently, the user may 
want to create some extra points an inch or two below or 
beside the map surface as a site for CALFORM to start 
writing. 

The upper limit on the number of total points is four 
thousand. In any CALFORM run the user has the option 
of requesting the line printer to list all individual cards of 
the POINTS package. 



TABLE 6-1 : SYMVU OPTIONS t'f'l 
~ 

MUST BE OPTIONS: 
y.i 

CARD# COLUMN (S) USED? FORMAT USE VALUES FUNCTION COMMENTS NAME < 
~ 

16 yes integer, specifies how direction lines 1 lines are drawn 1 is best for viewing azimuth Linetype ~ 
right- on map are to be drawn along columns angles between 60 and 120 
justified or 240 and 300, required for 

90 or 270 

2 lines are drawn 2 is best for azimuth angles be-
along rows tween 330 and 30 or 150 and 

210, required for 0 or 180 

4 lines are drawn 4 is best for any other angle 
along diagonals 

32 no integer, draws shading on the area 1 prints nothing map appears suspended Nozero 
right- outside the map area in space 
justified 

2 prints crosshatch gives appearance of a solid base 

0 prints lines map appears on a flat surface 
(default is same as 0) 

- 1 44 integer, draws lines connecting map 1 deletes end lines draw end lines if map extends Endlin ~ no 
right- surface to base where edge to edge of base (default draws 
justified of map is not already touch- lines) 

ing the base 

45-48 yes integer, specifies number of vertical 8 specifies dimen- always punch 8 when using Symap 
right· lines per inch sions of the in- data from a SYMAP tape, 
justified put matrix default will cause an error 

from SYMAP 
60 no integer, draws a base on which the 1 deletes the base the block option is the most Base 

right- map surface rests attractive 
justified 

2 draws a complete 
base under the ir-
regular map outline 

3 draws a block ~ inch 
tall for the map sur-
face to rest on 

65-68 yes integer, specifies where input is 1 when using data default will cause an error Fdata 
right- coming from a SYMAP tape 
justified 

2 1-5 no decimal specifies elevation of the punch in angle from 0.0 to default is altitude of 0.00 Altitude 
point viewing position above the 360.0 

horizontal plane (altitude) 



-N 
VI 

(TABLE 6-1, continued) 

2 6-10 no decimal specifies horizontal angle of punch in azimuth from i default is azimuth of Azimuth 
point viewing (azimuth) 0.00 to 360.0 0.0 

decimal specifies width of plot punch width in inches width-height must not 
point from 0.00 to 10.0 exceed 11 inches, default 

2 11-15 no Width 

is 6.00 inches 

decimal specifies height of plot punch height in inches default is 3.00 inches 
point from 0.1 to 10.0 

Height 2 16-25 no 

Source: Laboratory for Computer Graphics and Spatial Analysis, SYMVU Manual (third edition) (Cambridge, Mass.: Graduate School of Design, Harvard 
University, 1977). 

NAME 

POINTS 

POLYGONS 

VALUES 

MAP 

LEGENDS 
(optional) 

TITLES 
(optional) 

LINES 
(optional) 

FINISH 

TABLE 6-2: CALFORM SUBROUTINE PACKAGES 

PURPOSE 

Defines coordinates of map reference points 

Defines boundaries of data zones, using the 
vertices defined in the POINTS package 

Assigns data values to data zones 

Specifies type of map to be drawn and the 
various symbolism characteristics 

Describes permanent character legends 
which are to appear on the current map, 
and if desired on subsequent maps 

Describes temporary character legends 
which appear only on the current map 

Describes line segments which are to 
appear on the current, or subsequent, 
maps 

Closes plotting unit and terminates the 
program run 

USER RESPONSIBILITY 

User identifies points by their (x,y)-coordinates and assigns them an identifier number 

User describes the outline of the data zones using the identifier number of the corre­
sponding points; user names each zone 

User assigns a value to each named data zone 

User specifies the ranges of intervals that data zone values will be grouped into, and de­
cides how the different groups will be shaded on the map 

User can label all maps in a series by defining the legend once and exercising the repeat 
option thereafter 

User can also put a distinct label on each map in a series by defining a title for each 
map 

User can draw physical features across data zones such as highways, rivers, land­
marks, etc. 

User puts card at the end of the program telling computer that mapping is finished 

Source: Laboratory for Computer Graphics and Spatial Analysis, CALFORM Manual (version 1.1) (Cambridge, Mass: Graduate School of Design, Harvard 
University, 1972), p. 1. 
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FIGURE 6-10 : CALFORM DECK STRUCTURE 

7/8/9 

Control Cards 

The user may specify the map scale (the number of 
inches per unit of the map). If no specification is made, 
CALFORM will interpret (y ,x)-coordinates in inches and 
produce a map using one inch per unit. For example, figure 
6-9 is a CALFORM map that represents figure 5-1. The 
original map had units of% inch. Because the program that 
produced figure 6-9 did not specify map unit size, one inch 
units were used ; thus the CALFORM map is twice the size 
of the original. 

To create a POINTS package, punch "POINTS" in 
columns I through 6 of the first card. Put an "X" in 
column 15 if the line print list of the POINTS package is 
desired in the output. If x-coordinates are in units other 
than inches, the number of inches per map unit can be 
punched as a decimal number in columns 21 through 30. 
Do the same for y-coordinates in columns 31 through 40. If 
columns 21 through 40 are left blank, the program will use 
a default value of one inch per unit for the coordinates. 

The next cards in the POINTS package are the locations 
of each point. On each point location card, punch the 
sequence. number (1,2 , . .. ,n) as an integer, right-justified 

Map 

Values 

Polygons 

Titles 

Legends 

6/7/8/9 

Finish 

Points 
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in columns 1 through 5. The x- and y-coordinates should 
appear as decimal numbers in columns 11 through 20 and 
in columns 21 through 30, respectively. There is only one 
card for each point. The last card of the POINTS package 
has "END" in columns 8 through 10. Figure 6-12 shows the 
first two cards of the POINTS package used to produce 6-9. 

POLYGONS Package 

The POLYGONS package defines the outline of data 
zones by reference to the unique vertex numbers of the 
POINTS package. Each data zone (collection of points) 
must be identified with a distinct four-character alpha­
numeric name. Following the name, the user lists in se­
quence the numbers from the POINTS package that out­
line the polygon data zone. Start at any vertex on the out­
line of a data zone and go clockwise until the beginning ver­
tex is repeated. 

In the example map, the upper left data zone was named 
NORI and its vertices (starting at point A and going clock­
wise) were numbered 1 through 5. The upper right data 
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FIGURE 6-11: CONTROL CARDS FOR CALFORM DECK 

( PUBLIC,CALFORM, INPUT 

J' JOB,TM=l20,PR=l00 
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FIGURE 6-12: FIR.ST TWO CARDS OF THE POINTS PACKAGE 

( 1 1.8 1. 

J' POINTS 
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zone was named NOR2; its vertices were numbered 6 
through 10 and begin at point B. The two vertices shared 
by NORI and NOR2 are only given one number and are 
used by each zone in describing their respective outlines. So 
NORl is described by the set of points (1, 2, 3,4, 5,and 1). 
NOR2 is described by the set [2, 6, 7, 8, 9, 10, 3, and 2). 
To prepare a card indicating the outline of a data zone, 
punch the alphanumeric four-character name for the zone in 
columns 1 through 4. The sequential point numbers in the 
polygon are punched in columns 11 through 15, the second 
in columns 16 through 20, etc. If the listing of points does 
not fit on one card, prepare as many cards as are necessary 
in a similar fashion. Punch (a) the polygon's identifier name 
in columns 1 through 4 on the second card, (b) a sequence 
identifier in column 5 (optional), and ( c) the rem3inder of 
the points (in 5-column fields) in columns 11 through 80. 
Figure 6-13 illustrates the first two cards of the POLYGONS 
package used to produce figure 6-9. 

The list of points is concluded by punching "9999" right­
justified in a five-column field. If the last point is punched 
in columns 76 through 80, then a continuation card must 
be punched for the 9999. Omission of the 9999 code will 
generate a major program error. Punch ''END" in columns 
8 through 10 on the last POLYGONS package card. 

VALUES Package 

The VALUES package assigns a data value to each zone 
described in the POLYGONS package. There must be one 
VALUES card for each zone, and VALUES cards must ap­
pear in the same order as the cards of the POLYGONS 
package. If no VALUES package exists, the CALFORM 
program will draw only data zone outlines without map 
zone shading. 

In the example SYMAP, zone NORI should be assigned 
the value of 1509 and NOR2 should be assigned the value 
of 2347. The other two zones, names SOUi and SOU2, can 
be assigned values of2674 and 1302, respectively. 

A VALUES package used in the CALFORM example is 
shown in figure 6-14. The first card of the VALUES pack­
age cards has "VALUES" punched in columns 1 through 6. 
An "X" in column 15 will suppress the listing of the pack­
age on the line printout. The next cards assign values to 
each data zone. On each card the four-character name of 
the data zone is punched in columns 1 through 4. The cor­
responding data value should be punched as a decimal num­
ber in columns 11 through 20. The last card of the values 
card has "END" punched in columns 8 through 10. 

MAP Package 

The MAP package tells the program how to draw the 
map. The user specifies intervals for data values and shad­
ing symbolism for intervals. The user can specify the 

intervals into which the data can be grouped and shading 
patterns for each interval. One card is punched for each 
interval, including an identifier number and an upper and a 
lower bound of the value interval.• 

The CALFORM program does provide standard shad­
ings-one for each interval up to a limit of ten intervals. The 
fewer the number of intervals, the more distinct the shading 
patterns. The user has the option of printing a shading key. 

Both standard shading and user-specified intervals were 
employed to generate figure 6-9. Four intervals were de­
fined as 1, 2, 3, and 4 with lower and upper bounds of 
1000 to 1499, 1500 to 1999, 2000 to 2499, and 2500 to 
2999. 

To punch the MAP package, punch "MAP" in columns 1 
through 3 of the first card. An "X" in column 15 sup­
presses the outlining of the data zones with a thin line. The 
number of desired intervals is punched as an integer number 
right-justified in columns 9 and 10. If no number is 
punched, the CALFORM default is five intervals. An "S" in 
column 8 will specify standard shading. The letters "USER" 
in columns 17 through 20 denote user specified intervals. 

A set of cards to define the intervals follow the first 
card. Each interval should be identified by an integer · 
punched right-justified in columns 4 and 5. The lower and 
upper bounds of the interval range are punched as decimal 
numbers in columns 11 through 20, and 21 through 30, re­
spectively. 

If "KEY" is punched in columns 8 through 10 on the 
final map package card, a "box" describing a shading key 
will be drawn. The number of significant decimal places for 
the interval values should be punched as a decimal number 
in columns 51through60;otherwise, decimal places will be 
truncated. For suppression of the key, punch "NO KEY" 
in columns 6 through 10. The first two MAP package cards 
used in the CALFORM example are shown in figure 6-15. 

LEGENDS Package and TITLES Package 

A LEGENDS package places headings or titles on CAL­
FORM maps. Headings can be written directly beside the 
map or directly on it. The user specifies the point to be 
used as the lower left-hand comer of the legend. Legends 
can be up to forty characters long. CALFORM automatically 
makes the characters 0.2 inches tall and writes them parallel 
to the horizontal axis of the plot, unless otherwise instructed 
by the user. Character legends defined for use in one map 
may be used on subsequent maps by invoking a "repeat" 
option on the legends card. This repeat is used when more 
than one map is being plotted on one run and the same 
legend appears on all the maps. Legends are drawn by the 
plotter over what is already on the paper, be it blank space 
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*Detailed instructions on interval types not used in this chapter are 
found in reference (5). 
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FIGURE 6-13: FIRST TWO CARDS OF THE POLYGONS PACKAGE 

( NOR21 2 6 7 8 9 10 3 2 9999 

/ 
POLYGONS 

) 

FIGURE 6-14: VALUES PACKAGE 

2764. 

1302. 

2347. 

1509. 

12,,,.,, ... 1112 _, '' u tt '711 lta21 nn14n»rt•1t•s1 nmM•MP•••.-oo ... e•a•••••••,.••••••at•HUOHHJ•at,.nnnun•n,.,,• 
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FIGURE 6-15: FIRST TWO MAP PACKAGE CARDS 

( 1000. 1499. 

/ MAP s 4 USER 

FIGURE 6-16: LEGENDS PACKAGE 

END 

16 CALFOIM MANUAL MAP 

LEGENDS 
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or map. If the starting point happens to be a point on a 
map, then the legend will appear on the map surface. 

For example, a LEGENDS package was used in the pro­
gram that drew figure 6-9. * An extra point was defined be­
yond the map surface in the POINTS package [point (2.,6.)] 
and numbered as point 16. A LEGENDS card told the plot­
ter to write "CALFORM MANUAL MAP" starting at point 
16. 

The word "LEGENDS" should be punched on the first 
LEGENDS card in columns 1 through 7. If a previously de­
fined legend is to be repeated, then punch "11" in columns 
9 and 10. To suppress a listing of the LEGENDS package, 
punch "X" in column 15. On a second card, columns 1 
through 5 are used to specify the sequence number of the 
point to be used as the lower left-hand comer of the legend. 
The legend is punched in columns 41 through 80. The de­
sired character height in vertical map units is punched as a 
decimal number in columns 11 through 20. The default 
value is 0.2 inches high. A decimal number in columns 21 
through 30 specifies the degrees the legend is to be in­
clined from the x-axis. The default value is 0.0 degrees. If 
no repeat option is punched in the first card, the user must 
define the legends to be drawn on each map. The word 
"END" is punched in columns 8 through 10 of the last 
card. Figure 6-16 illustrates the LEGENDS cards used to 
generate figure 6-9. 

The TITLES package is similar to the LEGENDS pack­
age, except that "TITLES" is punched on the first card and 
there is no repeat option. Titles defined in such a package 
will only appear on one map. If several different titles are 

*The legend does not, however, appear on figure 6-9. 
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desired for several maps, then the user would include a 

TITLES package for each map. 

FINISH Package 

The FINISH package consists of one card and must be 
the last card in any CALFORM run. The word "FINISH" 
should appear in columns 1 through 6. 

USE OF SYMVU AND CALFORM MAPS 
OF AUSTIN 

It is not necessary to be a computer programmer to use 
SYMVU and CALFORM. Once a map coordinate grid is 
prepared, it is easy to create the other data packages. 

The cost of producing a SYMVU map depends upon the 
complexity of the map and its size. Nine different single 
panel (9" by 3" or 9" by 6") maps of the 358 Austin serial 
zones were generated by project members. The average time 
per SYMVU map was 63.671 seconds on the University of 
Texas at Austin CDC 6400/6600 computer system. A por­
tion of the cost is related to the running of the SYMAP pro­
gram and storing the results on tape. The average time cost 
related to the drawing of the SYMVU maps was 41.777 
seconds. 

Due to limited time and a lack of proper equipment, the 
EMS Policy Research Project did not produce CALFORM 
maps using city of Austin data. To produce these maps, it 
would have been necessary to use equipment to ''digitize" 
map coordinate points into the proper format, and project 
members were unable to obtain a digitizer. 
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Appendices 

Appendix A is a list of the bibliographic materials col­
lected by the Emergency Medical Services Policy Research 
Project members during 1978-79. Titis list includes books, 
articles, and reports on location analysis, location analysis 
related to health or emergency services, emergency medical 
services, and computer mapping. The list is not intended to 
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be a definitive bibliography, but only a collection of some 
useful references. 

Appendix B is a listing of the output from the CALL/ 
CZSR computer program run. The pages reproduce output 
from the census track analysis described in chapter four. 
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AN ILLUSTRATfON OF CALL/CZSR OUTPUT 

This appendix reproduces pages from CALL/CZSR pro-
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gram output from the ''census track" analysis presented 
in chapter four. 
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EXAMPLE CALL/CZSR PROGRAM OUTPUT 

A S S I G N M [ N T 0 r A M I U l A N C [ L 0 C A T I 0 N S 

LAM DA • JS.oo LIMIT• 999 CARE • 15.00 TASP"R 10 ... 
NAMB • 5 ~HOSP • I NDlST • 34 NP"AAC • 30 TRANS • ,63 

AOSPITAL LOC IN DIST ~ 

BRACKENRIDGE 

a MB TYPE LOC IN DIST 
1 I 1 
2 1 9 
J I 14 
4 I 2J 
5 I JI 

KEY 

I 2 2 J J J 
6 6 6 7 8 8 
8 8 8 8 8 9 

IO 10 IO II 13 IJ 
15 16 17 17 17 19 
24 25 27 28 28 29 
29 JI JI 32 

NEVAL • 28 SP • 4,725 

CURRENT AMBULANCES LOCATIONS 

NEVAL • 58 SP • 4.230 

CURRENT AMBULANCES LOCATIONS 

NEVAL • 87 SP • J.906 

~URRENT AMBULANCES LOCATIONS 

NEV;AL • 118 SP • J.9n6 

OURR[NT AMBULANCES LOCATIONS 

4 4 5 6 
8 8 a 8 
9 9 9 9 

13 14 14 14 
19 20 22 2J 
29 29 29 29 

KK • KOUNT • 

2 8 JI JO 31 

KK • KOUNT • 2 

J 8 JI JO JI 

KK • " KOUNT • J 

J 8 JI 29 JI 

KK • 4 KOUNT • 4 

J 8 JI 29 l! 

A S S I G N M E N T 0 r A M B U L A N C E L 0 C A T I 0 N S 

S Y S T E M P A R A M E T E R S 

MEAN ON SCENE CARE TIME IMIN> 

MEAN TRANSFER TIME AT HOS71TAL IMIN> 

PROBABILITY or TRANSPORT 

MEAN NUMBER or INCIDENTS PER DAY 

NUMBER or AMBULANCES 

NUMBER or HOSPITAL·S 

NUMBER or DISTRICTS 

NUMBER or SEARCH POINTS EVALUATED 
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15.00 

20.00 

,63 

JS.DO 

5 

34 
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A M 8 U L A N C E L 0 C A T I 0 N S PAGE ] 

ASSIGNMENT 0 r 

H0571TAL 

LOCATEO CASES PERCENT 

HOSPITAL IN DIST PEA on or CASES 

BRACKENRIDGE 7 22.oso 100.00 

ASSIGNMENT 0 r A M B U L A N C E L 0 C A T I 0 N S PAGE .. 

A M B U L A N C E S 

I N I T I · A L L 0 C A T I 0 N r i N A L L 0 c A T I 0 N 

MEAN CALLS PERCENT PERCENT MEAN CALLS PERCENT l'l:ltCf NT 
AMBULANCE IN DIST REsPOllSE PER DAY or CALLS UTILIZED IN DIST llEsPOllSE PER DAY OF CALLS UTILIZED 

I I 12.95 4.37 12••1 16.20 ] u.•s s.ss 15.11 20.19 

2 9 13.0 7.51 21.65 21.u I 12.03 6.39 11.25 2:1.21 

3 I" 1•.3" 4.76 llo61 11.12 ll 12.11 10.37 29.6• 37.91 

4 23 1.61 1.05 zo.u 2•.05 29 a.o• 5.16 16.76 lt.75 

5 JI 10 ... 9 11.25 l2oll 39.79 31 12.11 6o8Z 19.•9 ~.93 

A S S I G N M E N T 0 r A M B U L A N C E L 0 C A T I 0 N S PAGE 5 

s Y S T E M P E R F 0 R M A N C E 

INITIAL LOCATIOll r!NAL LOCATION 
NUMBER OF BUSY AMBULANCES PRO&AB IL ITY MEAN RESPOllSE IMINI PROB ABILITY MEAN RESPONSE IMINI 

0 .3114 4.317 .3389 J.228 

I ,36•4 5.178 .3667 3.817 

z ,2085 a.ooo ,1984 4.465 

3 ,0796 11.665 .0715 5.76S 

4 .0221 17,355 .0194 6.98S 

5 .0064 20.409 , 0051 20 • ..09 

STATISTIC INITIAL FINAL 

MEAN RESPONSE IMINl 6.638 J,906 

MEAN TIME TO HOSPITAL !MINI 62,047 59.465 

MEAN AETAIEYAL TIM[ !MINI Z0 , 409 Z0,409 

MEAN SERVICE TIME IMINI 47,,091 .. 4.Sl4 

MEAN NUMBER IN SYSTEM lol45 1.082 
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CLASS INT£AYAL 

I • 1 
I - Z 
z - l 
l - 4 
4 - s 
s - 6 
6 - 1 
1 - • 
II - 9 
9 - ll 

lo - 11 
11 - JZ 
IZ • ll 
ll - 14 
14 - IS 
IS - 16 
16 - 11 
11 - II 
18 - 19 
19 - Zt 
Zt - Zl 
21 - zz 
Z2 - Ill 
Zl - Z4 
Z4 - Z5 
i!5 - Z6 
Z6 • ZT 
ZT - Ztl 
21 - Z9 
Z9 - lt 

NAU- R£llPDNS£ 1111£ 

DIST• ..Oo 

I 1 l s 
l 1 l s 
l I z l 
4 I z l 
s 1 l s 
6 I 3 s 
T l s I 
8 2 " l 
9 z l s .. l s z 

11 3 s z 
ll ] s 1 
ll 3 s 4 
14 ] s 4 
IS ] s 4 
16 1 3 s 
11 I ] s .. I 3 s 
19 I 3 s 
i!I I l s 
ZI I 3 s 
zz 3 s 4 
ll 1 ] s 
Z4 4 1 3 

.zs I ] s 
l• ] s 1 
ZT ] s 4 
21 I 4 l 
Z9 4 z l 
ll 4 1 ] 

ll ] s z 
32 s 3 4 
]] 3 s 4 
~ ] s 4 

A S S I 6 N N £ N T 0 f" A N 8 U L A N C £ L 0 C A T I O N S ..... 
D I S T A I 8 U T I D N 0 f" R£SPONS£ 

INTIAL FINAL 

INTllL a.A.All¥£ FINAL CIMIA.A Tl¥£ 

-IL IT• -ILITY PllOBAll IL ITY PRDllABILI n 

.148l .148l .256• .Z5611 ...... o l411Z t.HH .Z5611 

.•262 .11 .. .IM3 .3363 
• u1z .zt56 .112'9 .SHI 
.1~ ol519 .1951 .6049 
.l~l ..... .111l .1zz1 
• •s1t .S.lt ... ~ .82" 
.1124 .•ss. .n•z ·-..... .1'43 .•zza .8114 .•1•• .1149 .1363 .9131 
.ll!iZ .19H .•Ztll .9418 
.011s ..... .tl16 .9594 
.tz83 ... 99 .H64 .9658 
.1489 .93M .ouz .9190 
.H6l .94Sl .HZ!i .9814 ··- • 9495 ..... .-l 
.1111 .9616 .ttS9 .994Z ..... ·- .HtZ ·-.H33 .9619 t.HH ·-.tHl .911Z ••• Ht ·-• 1111 .9119 ...... ·-.ttst .9829 ••• Ht ·-.HIS ·- .Ht4 .9941 
.ttzi .-s .Hll ·-.11 .. .981) t.Hll ·-.Hl1 .9819 t.llH ·-.1111 .9896 •.HH ·-.H .. .-z .... H ·-.1114 .9916 .Hll ·-· .Hzt .9936 ••• Ht .9949 

4l.HH i!ll.IHI 

A S S I 6 N N £ N T 0 ,. A N 8 U L A N C £ L 0 C A T I 0 N S PMiE T 

f"IRST·IN A N 8 U L A N C £ A II II A Y 

--AMC£ -· lf"IRST-IN L£f"T TO Rl6HTI 

4 z 
4 z 
s 4 
s 4 
z 4 
z 4 
l 4 
s I 
4 I 
4 1 
1 4 
z 4 
1 z 
1 l 
l 1 

• z 
• z 
• z 
• z 
4 z 
4 z 
I z 
4 z 
s z 
4 z 
• z 
1 z 
s l 
s 1 
s z 
• 1 
l 1 
1 z 
I z 
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Appendix B 

A S S I G N M [ N T O r A M I U L A N C £ L 0 C A T I 0 N S 
PAGE I 

11£SPON5£ T I M [ B y DISTiii CT 

DIST• NO. MINIMUM llfSPON5£ (MINI Mt:AN llESPONSC <MINI 

l 1.00 10.•• 
2 J.oo ~.OJ 

J 1.00 •.61 
" z.oo J.6" 
5 J.oo 5.ZO 
6 5.oo s.ee 
7 s.oo 5.32 

• o.oo 2.67 
9 J.oo 3.22 

10 z.oo J.20 
11 4,00 .. ,. 
12 6.00 6.61 
13 s.oo 6.19 
l• J.oo 5 .... 
15 z.oo •.16 
16 .... 10.5• 
17 6.DD 9.08 
11 •.oo 7.50 
19 6.00 1.32 
ZD 1.00 1.J1 
21 1s.oo 16.38 
22 9.00 12.16 
23 11.00 12.20 
24 13.00 13.71 
25 9.oo 11.•6 
26 11.00 11.75 
27 
21 

•• oo 9.11 
•.oo •.fa 

29 1.eo •.31 
30 1.00 11.98 
31 o.oo 2.67 
32 l.OO •.32 
ll 9.00 10.21 
3" 1.00 10.1• 
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