Copyright by:
Tammy Marie Thompson

2008



The Dissertation Committee for Tammy Marie Thompeertifies that this is the

approved version of the following dissertation:

Evaluating the Design of Emissions Trading

Programs Using Air Quality Models

Committee:

David Allen, Supervisor

Elena McDonald-Buller, Co-Super visor

Roger Bonnecaze

Thomas Edgar

Michael Webber



Evaluating the Design of Emissions Trading
Programs Using Air Quality Models

by:
Tammy Marie Thompson, B.S.

Dissertation

Presented to the faculty of the graduate school of
The University of Texas at Austin
In Partial Fulfillment
Of the Requirements

For the Degree of

Doctor of Philosophy
The University of Texasat Austin

December 2008



Dedication:

This dissertation is dedicated to my mom and dad.

Their love and support is what made this possible.



Acknowledgements:

First and foremost, | would like to thank Dr. Alléor his endless
patience and guidance. | feel very fortunate wehHsad such a
supportive, helpful and knowledgeable advisor.ouid also like
to thank Gary McGaughey, Yosuke Kimura, and AlbadWeThis
dissertation would not have been possible withioeir thelp.
Every time | hit a small roadblock, the solutionsiam email away
thanks to those three. Finally, | would like tank Cindy
Murphy, Elena McDonald-Buller, and Michael Webber their

support and encouragement, and for being greatmotels.



Evaluating the Design of Emissions Trading Programs Using

Air Quality Models

Publication No.

Tammy Marie Thompson, Ph.D.
The University of Texas at Austin, 2008
Supervisor: David Allen

Co-Supervisor: Elena McDonald-Buller

In order to meet the US EPA’s National Ambient Rality Standards as set under the
provisions of the Clean Air Act, states and regittlieughout the United States are
designing cap and trade programs aimed at redticengmissions of the two dominant
precursors for ozone, nitrogen oxides (NOx) andatile Organic Compounds (VOCS).
While emission cap and trade programs are becomorg common, relatively few
analyses have examined the air quality implicatmi®oving emissions from one
location to another (due to trading of emissiorsveen facilities), from one sector to
another (due to the use of technologies such agiRIElectric Hybrid Vehicles -
PHEVSs), and changing the temporal distributionrafssions (through emissions trading
among facilities with different temporal profile@)his thesis will examine, in detail, the

air quality implications of two emission cap anade programs. The first program is a
Vi



NOx trading program that covers Electricity Genegtinits (EGUS) in the
Northeastern United States. Results show thatingfithe temporal limits on this cap
and trade program, by charging facilities morerntoté&NOx on days when ozone is most
likely to form, has the potential to significantgduce NOx emissions and ozone
concentrations. Additionally, this research alsoves that, for this region, the spatial
redistribution of NOx emissions due to trading e&olgreater ozone reductions than
similar amounts of NOx emission reductions appéednly across all facilities.
Analyses also indicate that displacing emissioasfthe on-road mobile sector
(vehicles) to the EGU sector through the use of P$l&ecreases ozone in most areas,
but some highly localized areas show increasegon® concentration. The second
trading program examined in this thesis is limitedHouston, Texas, where a VOC
trading program is focused on a sub-set of fouhHligReactive Volatile Organic
Compounds (HRVOCSs), which have been identifiedaasrny substantial ozone
formation potential. Work presented in this thesiamined whether this trading
program, in its current form or in an expanded focould lead to air pollution hot spots,
due to spatial reallocation of emissions. Reslitsv that the program as currently
designed is unlikely to lead to ozone hot spots)sturther spatial limitations are
required for this program. Expanding the tradingntdude Other VOCs, fugitive
emissions and chlorine emissions, based on regotwgighted trading, is also unlikely to
lead to the formation of ozone hot spots, and cotgdte more flexibility in a trading

market that is currently not very active. Basedhmse air quality modeling results,
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policy suggestions are provided that may increastqgmpation in the trading market.
These case studies demonstrate that use of deasiladalyses can provide improved
designs for increasingly popular emission cap aadet programs, with improved
understanding of the impacts of modifying spatrad &emporal distributions of

emissions.
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Chapter 1 Introduction to Emissions Trading

Background

Beginning with the 1970 Clean Air Act Amendments United States (US) federal
government set National Ambient Air Quality Stardia(NAAQS) for six common air
pollutants, limiting their concentration in the awmment. (EPA 1990) The NAAQS
have been established for Carbon Monoxide, Leado§&n Dioxide, Particulate Matter,
Ozone and Sulfur Oxides. These six air pollutanéscommonly referred to as criteria
air pollutants because the NAAQS established alid@veoncentrations (criteria) for
these pollutants in the atmosphere. Areas of thatcp with concentrations of these air
pollutants above the levels set by the NAAQS, cotregions determined to be
detrimental to human health, are called non-atteimtrareas. States in which non-
attainment areas are located must develop a pkoridang how non-attainment areas
will meet the goal of reducing concentrations ash pollutants below acceptable levels.
These are called State Implementation Plans (SIPERA 2008a)

Of the six criteria pollutants, ozone and partiteliaatter are the most problematic and,
given the widespread exposure to these pollutarésmost likely to negatively affect
human health. (EPA 2008). The focus of this thesll be on programs that have the

objective of reducing ozone concentrations.

Ozone is a secondary pollutant formed by the reastof Volative Organic Compounds
(VOCs) and nitrogen oxides (NOx) in the presencsunflight. The chemistry of ozone
formation is non-linear and introduces time lagsveen emissions and ozone formation.
Both classes of ozone precursors (VOCs and NOxg hathropogenic and biogenic
sources, and emissions of each precursor havengadigigrees of impact on ozone

formation based on their relative ambient concéioindevels. (Tong 2006) These
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issues mean that the design of emissions contaikgies for 0zone precursors is not
straightforward and typically requires the appiigatof photochemical grid models in
order to evaluate the potential effectiveness agsion reductions for air quality
initiatives and State Implementation Plans (SIfdartin 2007, Tong 2006, Mauzerall
2005)

Emissions Trading

Prior to 1990, regulation to control air pollutiam@s primarily “command-and-control”.
Emission sources would be required to use curresit dvailable technology, often
regardless of cost. In order to offer more fleldipin meeting emission reduction
requirements, emissions cap-and-trade programsinteoeluced in 1990 as part of the
Clean Air Act Amendments. As opposed to regulatihgndividual emission sources
based on available technologies or facility emisdimits, a cap and trade program
establishes an emission budget for a region. 8iieemodeling methods are used to
determine the level of total emissions that caallmved in an area while maintaining a
certain air quality. This amount, the emissiorsd'; is set on an annual or seasonal
basis. The emissions cap is set at an initiall lawd then is typically decreased each year
until a goal is met. The emissions associated thi¢hregional cap are distributed to
individual facilities as allocations. The allocatieach facility receives can be based on
historic emissions quantities, production volunrehistoric fuel consumption. The
facility is then able to use its allocation, seltess allocations if it emits less than
allowed, or buy additional allocations from othacifities if its emissions exceed its

allocations. (Farrel 1999)

Emission cap and trade programs allow markets teriakne which facilities can most
economically achieve emission reductions. They alkow regions to continue to add
new facilities, even if regional emissions are @psince new facilities may buy

existing credits from other sources before begigmiperations.
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This thesis will examine the design and operatioivo emissions cap and trade
programs designed to reduce emissions of NOx an@3/zone precursors). The first
trading program that will be examined is for NOxigsions from Electricity Generating
Units (EGUs, power plants). Because the EGUs aatéal in primarily rural settings,
which frequently have large amounts of local biag&OC emissions, ozone formation
due to EGUs is more effectively reduced by loweengssions of NOx. (EPA 2005) An
ozone season NOx cap for EGUs has been implemantbd entire eastern half of the
United States. The ozone season runs from ApSleatember, and all emissions during
this period are treated as equivalent. (Martin 2@@3wever, the time and location of
emissions can have a large effect on the likelinbat NOx emissions will lead to ozone
production. Depending on the meteorology, whatigpening upwind, and the
temperature, certain days during the ozone seasgrhave conditions that make the
formation of ozone from NOx more likely. This opethe door for a more focused NOXx

emissions control plan that will have a larger ictpan the reduction of ozone.

The design of such a focused strategy will be erathin this thesis, for a case study
region of Pennsylvania, New Jersey and Marylaniired to as PJM). PJM is a four-
state area that includes the three states for whismamed, as well as Delaware. PIJM
operates a regional electricity grid that allowsdspatching of power generation among
EGUs in the four state area. A hypothesis to lzaremed in this thesis is that dispatching
power generation away from areas and time perivaisare conducive to ozone
formation, and creating financial incentives forrapthis dispatching, would reduce
ozone concentrations. If successful and if impletee, this would be the first emission
cap and trade program with daily variability in esion pricing. A second hypothesis to
be examined is that shifting emissions to the E@tias, from the motor vehicle sector,
with temporal constraints, through the use of Riublybrid Electric Vehicles (PHEVS)

will improve air quality.



The second cap and trade program that will be exadnin this thesis has been
implemented in the Houston/Galveston ozone nonratient area of Southeast Texas. In
this case, the Texas Commission on EnvironmentaliQTCEQ) has developed a cap
and trade program to control emissions of a sulifSéOCs that are emitted in large
guantities in the region and that are very readtiibe atmosphere and therefore more
likely to form ozone. This subset is termed HigRlyactive Volatile Organic
Compounds (HRVOCSs) and includes ethylene, propyléssebutadiene and isomers of
butene. HRVOCs have been targeted for emissianctieahs in this area in addition to
NOXx emission reductions. In the Houston/Galvest@a, air quality modeling showed
that a reduction in VOC reactivity along with aweton in NOx, instead of reducing
NOx alone, is the more effective way to reduce ez@rCEQ 2004). An annual cap has
been placed on HRVOCs in Harris County. The capteade program was started at the
beginning of 2007, but is still under review. Thap and trade program contains a
number of provisions that are unique. It is thstfprogram to separate a group of VOCs
for emission trading based on their reactivity @radlows for a reactivity weighted

trading scheme. This thesis will examine a nunabéssues related to this reactivity
weighted trading, including whether the choiceesativity index is appropriate, whether
trading might introduce localized high concentrnasi@f ozone (hot spots), and whether
additional compounds could be added to the re@gtiveighted trading. Since the
trading program is still evolving, these evaluasidrave the potential to influence

program design.

In modeling both of these cap and trade progranesapproach will be to employ
detailed regional air quality models with model®t@luate the trading program designs.

Chapter 2 of this thesis will review the literatre emission trading. Chapters 3 and 4
will examine NOx emission trading involving EGUsthre PJM region. Chapter 5 will
examine the HRVOC emissions trading program in koysand Chapter 6 will

synthesize the results of the thesis.



Chapter 2 Literature Review

Cap-and-Trade Programs

Regulation to control air pollution has traditiogddeen of a “command-and-control”
form. Best available technologies are identifieddontrolling emissions from major
sources, and these controls must be used regaadlesst. In order to offer more
flexibility in meeting emission reduction requiremt®, market-based systems of pollution
control have been developed, and one example ofythe of emission management is a

cap-and-trade program. (Burtraw 2005)

In cap and trade programs, the level of total eimmssthat can be allowed in an area are
estimated, setting a target emissions “cap”. Atdtart of a typical cap and trade
program, the emissions cap is set close to theé ¢d\@irrent emissions and then is
decreased until the target emissions cap is melisfons totaling the capped amount are
allocated as credits, and the credits are allodatéakilities in the regulated area. The
number of credits each particular facility receieas be based on factors such as historic
emissions quantities, production volume, or histfuel consumption. (Mackenzie 2008)
If a facility emits more than its allocation, it stypurchase additional credits, or face

financial penalties. If a facility emits lets thas allocation, it may sell its excess credits.

This review of cap and trade programs will exanthree multi-state and three local or
in-state cap and trade programs, identifying comrasues that arise in the

implementation of cap and trade programs.

Federal Programs. SO, Emission Trading, Northeast US NOx Cap-and-Trade, and
the Clean Air Mercury Rule



The first emissions cap and trade program was dpedland introduced by the US
Environmental Protection Agency (EPA) as part dfeTiV of the Clean Air
Amendments of 1990. (EPA 1990) This program wagydes to reduce S{emissions
from Electricity Generating Units (EGUs, or powdéauts) in the Northeastern US (NE
US) and trading began in 1994. S€nissions contribute to acid rain and fine paléit=u
matter formation and because the NE area of thedsi&ins, and is downwind of, a
large number of EGUs, acid rain and elevated pdeie matter concentrations are a
significant concern in the region. EGUs are there® of approximately 68% of the
nation’s SQ emissions (EPA 2008c).

As a result of the US Acid Rain program, S€nissions were cut in half, from 1990
emission rates, by 1999, four years after the sfatie program. While original
estimates predicted $@missions market prices of $1000/ton, actual prinarket prices
were around $130/ton the first few years and aestaipout $75/ton by 1996. Actual
prices for the costs of emissions reductions ardhattime were approximately $78 per
ton of SQ reduced. (Conrad 1996). Costs of emissions arddive since steadily
increased upwards to about $150 in 2003, then jdrtpabout $700 by 2004 due to
increases in Natural Gas costs (which is used aftemate fuel) and increased

electricity demand (Burtraw et. al 2005).

It is estimated that the health benefits from thegpam, due to decreased particulate
matter, were approximately $10 billion per yeal @97 and will be $40 billion per year
in 2010 when the program is fully implemented. (Benc 2001) Additional recognized
benefits of the program were a decrease in thetyaatrainfall, increased acid
neutralizing capacity of northeastern lakes anebstis as well as decreased damage to
property. (Benkovic 2001) Initial costs of the gram were much lower than expected
for several reasons. Deregulation of railroadsiced the shipping costs of lower sulfur
coal from remote areas of the western US whereyhs of coal is primary located.

(Popp 2003). Natural gas was also utilized astemnatheaper alternative to high sulfur
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coal. However, as an additional benefit to thekaalbased emissions control strategy,
the industries that design and sell control equimtmeith the goal of staying
competitive, found ways to make a cheaper, moexg¥e product. (Popp 2003)

While there have been reports of different regideaiefits from trading of SOfor
example, Burtraw (1999) reported greater levelS©f deposition in some areas of the
country, specifically states like Kentucky, lllisoand Indiana in the Midwest, it is
generally agreed that the overall benefits of 8&ding outweighed the negatives.
(Conrad 1996, Benkovic 2001, Burtraw 1999, Burt@005).

Seeing a similar need for a collaborative efforoamthe states, the EPA first introduced
a NOx trading program ten years after the stath@fSQ trading program. (Burtraw
2005) EGUs account for approximately 22% of NOxsmmons in the Northeastern US.
(EPA 2003) While EGUs are not the largest soufd¢@x (mobile emissions release
almost 60% of NOx in the NE US), (EPA 2003) they arsignificant source. The NOx
program was slightly different in that it was a sner seasonal trading program. (EPA
2008b) NOx contributes to acid rain, like $0ut in addition, NOXx is a precursor for
ozone. Ozone is especially problematic becausi'eafomplicated chemistry involved

in its formation. NOx and VOC must be presentia tight relative concentrations in
presence of warm temperatures and sunlight in dodierm ozone. This is most likely

to occur between May and September, and this l¢tketéocused seasonal cap.

Reducing ozone formation, due to NOx emissiona,rsgional problem and requires that
all the states with emissions sources in an airshegerate. The original NOx trading
program included 11 states on the east coast.dfevand that sources farther upwind
were affecting ozone non-attainment areas. (B&€@0v) Because of this, in 2003, the
EPA expanded the program to include 29 states@srsin Figure 2-1, and required
them to revise their State Implementation Plan Y&l show specifically their ozone

attainment demonstration plan. In addition, theBF#\'s Clean Air Interstate Rule
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(CAIR) strengthened the program in 2005 by tightgréaps on both NOx and aQ/ost
recently (2008), the CAIR rule has been overtuimgthe federal courts, throwing the
future of the cap and trade program into doubtabed offering the opportunity for
changes to the program. (EPA 2008b)
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Figure 2-1. The 29 states included in the Clearierstate Rule, as of 2003, are shown

in green. The original 11 states of the OTC amwshwith red stripes.

For the NOx program, regional caps were decidechigased on a desired air quality

effect, in this case, the attainment of ozone stedsl (EPA 2008b) Once the cap was

determined, allowances were distributed to indigicitates based on historic production,

and the total emissions that would occur in eaatesif across the board reductions of
emissions were made. (Burtraw et. al. 2005) Fraeneththe states were allowed to

allocate the credits to individual sources howekiey saw fit. Thus far, no spatial
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restraints on trading have been put into placélle™NE NOXx trading program. Little air
guality modeling work has been done to determinetiwdr ozone hot spots are occurring
as a result of the program. Studies do indicatethigalargest sources of NOx have shown
the largest decreases of NOx emissions since ingsi&ation of the trading program
indicating that areas that needed improvement th&t,rsaw it. (Swift 2004) Studies
have also shown that days with the highest levietgone, saw the largest decrease of
NOx emissions (Swift 2004), while other studieswgltbat average and peak NOx
emission periods have been reduced equally (F2008B). These results, collectively
may ease fears of temporal hot spots resulting freNOx program, but they also
suggest that more focused strategies may impraowality benefits. The work done for
this thesis suggests that spatially focused tradites designed to reduce emissions in a
location predicted to have high ozone forming ptégresulting in emissions being
traded out of that particular area into anothea avithin the region with less ozone
forming potential, could improve local air qualityt may also lead to hot spots down

wind of the trading region.

Temporal trading is slightly restricted becauséhefseasonal nature of the program.
Credits cannot be traded into the ozone seasoB®UIs are free to use credits at any
point within the ozone season. Unfortunately, tas create a problem because of the
episodic nature of ozone. Not all days within dzene season have the same ozone
formation potential. It has been found that EGO®rder to ensure they meet program
caps, and allow for more flexibility within the sem, reduce NOx emissions more at the
beginning of the ozone season, during the monthéagfand June when temperatures
are relatively lower and it is cheaper to make autsmissions. (Martin et. al. 2007)
When electricity needs are lower, EGUs require allempercentage of their units to be
online. This gives them flexibility in which uniteey choose to use. For example, if
Natural Gas prices are low, companies can reducgsems by burning natural gas
instead of using costly emissions control unithisTeaves them with more credits at the

end of the season, during July and August when e¢eatyres are higher, and ozone
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formation is more likely. This reduces the bersedit the seasonal ozone cap by leading

to temporal hot spots of ozone.

Both cap and trade programs (NOx and,SDe considered to be successful in reducing
emissions cost effectively. Initial problems wihce fluctuations and unknowns related
to control strategy performance worked themselwswvithin the first few years and now
the programs are meeting reduction goals and hatxeedrading markets. (Burtraw
2005) For the S@program, costs associated with compliance undecap and trade
program are about half of what they would be fer$hme emission reductions under a
command and control approach. (Carlson 2000, ia#er 2000). Data from the first
year of the NOx trading program indicate a decrea$¢Ox emissions by about 64%
from 1990 levels at costs lower than predictedarr@l 2001). As low S coal becomes
more expensive and companies need to rely on emgsontrol technology to meet
caps, the S@trading market will be tested again. Howevenvdksbe shown in this
thesis, developing programs that create incenfiegreater reduction in emissions
when those emissions are more likely to lead tdahmation of the air pollutants of

concern may allow the programs to become even efteetive.

Another example of a regional cap and trade progsdime Clean Air Mercury Rule
(CAMR) developed by the EPA to create a tradingkaialbetween EGUs for emissions
of mercury. (EPA 2008d) It is estimated that 5@haf 165 tons of mercury released into
the air in the US each year come from EGUs. (Si2€06) Once mercury is released
into the air, it deposits on the ground and in waia dry and wet deposition, and from
there can be methylated into a form of mercury tilaat bioaccumulate and is toxic to
humans and animals. (Stivers 2006) The exact igignof movement of mercury
between its various forms is complex and incompletkaracterized. However, once
methyl mercury is formed it is often consumed bwbBraquatic life, and accumulates in
larger fish and mammals as it moves up the fooehchBhis has lead to fish

consumption warnings in many areas of the coumtdyvaorld. (Stivers 2006)
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Mercury is a hazardous air pollutant (HAP) and tthesClean Air Act [CAA] requires
application of Maximum Available Control Technologyreduce emissions. (EPA 1990)
Trading of emissions of mercury allow EGUs to awslACT and the costs associated
with these controls, however critics argue that tbirm of regulation doesn’t guarantee
the same level of reductions. Most of the problanise with the possibility for
formation of hot spots. If trading of mercury esass is allowed, it is likely that at least
one area of the US will see an increase in merenmgsions. The fact that mercury is a
hazardous air pollutant has made the issue ofguis @ major barrier to the

implementation of trading. (http://www.doj.state.ug/news/2006/nr052206_ENV.asp)

State and local trading programs. HRVOC trading in Houston, RECLAIM in

southern Californiaand EGU NOx emission trading in Texas

In addition to the multi-state regional cap andlé&rarograms developed by the EPA,
several smaller in-state programs have been stalteldouston and Southern California,
cap and trade programs for HRVOC and NOx, respelgtihave been developed for the
reduction of ozone. Later chapters of this th@Stsapter 5) will look in detail at the
development of the HRVOC cap and trade progranre Me will briefly look at the

NOx trading program developed in the eastern Hallexas as well as the NOx trading

program in California.

In the eastern half of Texas, a NOx emissiongrigadrogram (Mass Emissions Cap and
Trade, MECT, program) has been implemented asopéne state’s ozone SIP. (TCEQ
2008b) This program reduces NOx emissions from EGAJbIll was passed in 1999 that
deregulated the electricity generating industryéxas and forced a 50% reduction of
NOx emissions from the 1997 levels. (Nobel et2801) A cap and trade program was

developed to help ease the financial burden ofrdsdonsibility. NOx trading as part of
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the Houston MECT program has been fairly activ@pdximately 300 trades were
made each of the first three years of the prograim average price per ton steadily
increasing from approximately $100 in 2002 to alt®%00 in 2004. (TCEQ 2008b)

A study in Eastern Texas found that while ozonespatt formation could occur as a
result of NOx trading, emissions trading could désaxl to greater air quality benefits
than across the board reductions (Nobel et al. 20@dre refinement of the allowed
spatial limitations on trading was suggested agans for reducing the potential for hot

spots and improving the effectiveness of the progra

Largely because of varying level of biogenic enussiof VOCs, Texas presents a wide
variety of relative ozone precursor scenariosaddition, Texas can be considered an
extreme example of variable meteorological condditeading to ozone production.
These factors make Texas a particularly challengne@ in which to design emission cap

and trade programs.

Another, less successful example of this type of@m is the one developed by the
South Coast Air Quality Management District (SCAQMDr the region surrounding
Los Angeles, California, also called the South €éasBasin. At the time, this area had
the worst air pollution in the country. The Basias designated a severe non-attainment
area in 1991 and the SCAQMD was required to devalpian to reach attainment.
RECLAIM (Regional Clean Air Incentive Market) wagrioduced in 1994 as part of the
solution. (EPA 2002) Reclaim includes all statignsources of emissions in the area
emitting more than 4 tons of NOx and SOx per yeatsimarket. Originally VOCs were
included in the program, but they were withdravwonirthe trading program for several
reasons, including the difficulty associated witbmtoring VOC emissions, the lack of
information about VOC control technology as wellbagastly different ozone forming
potential between different VOCs due to their déf# reactivities. (Zerlauth 1999)
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The main source of NOx and SOx pollution is the bastion of fuel. Because of this,
credits were given to companies based on the lidteel consumption multiplied by an
emission coefficient. Using this method to deterrihe distribution of credits more
accurately represents relative emission reductigalilities. If credits were instead
given based on historic emissions it could bermiihpanies that have never had any

emissions control systems.

Each credit unit, worth 1 US pound, is valid fofyoone year and credits cannot be
banked. Banking was not permitted in order to en¢¥he formation of temporal hot
spots that could occur if companies banked credigdlow for anticipated growth or
process upsets. In order to avoid problems adsocwath end of the year market rushes
and price hikes, the facilities that were partitipgin the trading program were split into
two groups. The two groups had year long cycleshich the validity of the credits
ended at two different times within the year. Camps were free to buy and sell credits
between the two cycles. (EPA 2002)

The area under RECLAIM was divided into two regiahe coastal region and the
inland region. Trades within each region were simieted, but trades between the
regions were not allowed. This is because of tetenrology of this area. There is
limited air mixing between the two regions at certames of the day, creating a situation
where hot spots are more likely to form. In ortteavoid hot spots, the regulators
reserve the right to limit trading at any time.al€ertain area becomes problematic
temporally or spatially, credit sales into thataacan be restricted at any time. (EPA
2002)

Within two months of the end of a cycle, each conypaust send a report to the South
Coast Air Quality Management District (SCAQMD) whidocuments the total emissions
and the credits used to cover those emissions. iaonsistencies or missing data is

filled in with a worst case scenario dataset. @sedust be available to account for any
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missing data or severe monetary fines can be indpbasé the amount of credits in excess
of the available credits will be deducted from ¥i@ators remaining credits for the next

few years.

RECLAIM had many problems associated with it. Aimaroblem with RECLAIM was
the lack of transparency. Issues that arose (inaduoverallocation of emissions, and
lack of understanding of current and future emissexdluction technology) created
unknowns in the trading market, which caused emmisscredit prices to change
dramatically. This made companies hesitant taryetived with the trading market.
Deregulation of the electric industry in 1998 adstnled uncertainty. (Burtraw et. al.
2005)

One of the few benefits of RECLAIM was the instatia of measuring and monitoring
equipment. This provided emissions data that madigusly been unavailable.
However, these benefits came with a price and nsampanies were unhappy with the
expenses relating to purchasing and maintainirggeuipment. Additionally, while
NOx and SOx were covered by RECLAIM, all other deted pollutants were still
subject to the Command and Control system. Thjgired companies to have two

pollution control programs in place.

Electricity generators were pulled out of the peagrin 2001, before the market could
stabilize itself. SCAQMD has proposed that theyatided back in to the trading
program (Burtraw, et al. 2005).

Summary

Previous attempts at air quality regulation through and trade programs have
illustrated strengths and weaknesses of the approathile these programs give

emission sources the freedom to determine the elsea@my to meet air quality
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regulations, if the emissions market is not welb\kn for any reason, markets may fail.
In addition, since the success of a trading progelias on a complete and accurate
emissions inventory, emissions monitoring is caiticimproved emissions monitoring
has the added benefit of helping improve resutisifair quality models, however, it can

add considerable expense to programs.

Another critical feature of an emissions tradinggsam is the method for allocation of
credits. Allocation must be done in a way consddair by all involved. Allocating
credits based on historical emissions rewards éigiters, but it is not always
straightforward to allocate based on some meadurerefit to society (ie: production).
Once credits are allocated, studies need to beucted to test the necessity of trading
restrictions in time or space to limit the formatiof hot spots.

Finally, once the program is designed and air typuaknefits tested, a viable trading
market must be created. This usually requires darow/ledge of the costs and

reliability of emissions control technology. Itatso important to clearly set out the goals
and future plan for the program so that faciliiregolved can plan ahead. If implemented
correctly, a trading program can lead to emissemtuction goals at a much lower price

than historically utilized command and control esross regulations.
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Chapter 3 NOx Trading in the Northeastern United States

Introduction

Despite more than 30 years of regulation, somaefitost densely populated regions in
the United States are still in non-attainment efdzone concentration standards set
through the Clean Air Act (Figure 3-1). In theseas, ozone concentrations frequently
exceed a threshold value established by EPA assa&geto protect human health. In
responding to and reducing these ozone concentsatome of the complicating factors is
that ozone is not emitted directly, but rathemisyfed by complex reactions between
oxides of nitrogen (NOx) and Volatile Organic Corapds (VOCSs), two ozone
precursors, in the presence of sunlight. (Tong20bie response of ozone
concentrations to reductions in emissions of ogmeeursors is typically non-linear,
exhibits time lags, and is moderated by interastwith naturally occurring releases to
the atmosphere. Further, the ozone productioenpial of each precursor can vary
between different regions. For example, ruraloegiin the northeastern United States
contain vegetation that releases very reactivedoatbons (isoprene and various mono-
terpenes) in large quantities (NRC 1991), whileeottegions (the Los Angeles basin, for

example) have very limited naturally occurring esioss from vegetation.
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Figure 3-1. Nonattainment areas for ozone, witlicentrations averaged over 8 hours;
347 counties, with combined populations of morenth40 million, exceed the standard
as of February 2008.
Sourcehttp://www.epa.gov/air/data/nonat.html?us~USA~Unit@@%iates

As shown in Figure 3-1, large regions in the na#itern United States (NE US) violate
the National Ambient Air Quality Standard (NAAQ®)fozone. In March of 2008, the
EPA proposed a new, stricter 8-hr ozone standaty ifradopted, would cause many
more areas of the country to go into non-attainm@aPA 2008c) In the urban areas of
the NE US both VOC and NOx emission controls aszlus reduce ozone
concentrations, however, in the more rural areaB®NE US, reactive VOC emissions
from vegetation are extensive, and controlling esggbgenic VOC emissions would have
a very small impact on ozone formation. As a cqoseace, over large portions of the
NE US, the focus in reducing ozone concentratisrmiNOx emission controls.
(Krupnick 2000)
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Approximately 60% of anthropogenic NOx in the NEemitted by the transportation
sector. The second largest NOx emitters are goutces. Approximately 22% of NOx
emissions come from point sources and 97% of thoseue to Electricity Generating
units (EGUSs), or power plants. (EPA 2003)

Emissions from power plants in the NE US are suligean emission cap and trade
program. In a cap and trade program, an indiviti@l can precisely meet its cap,
reduce NQ emissions below its cap, or emit more than its dap facility emits less

than its allocated cap, it can sell its excess sionsallowances (the difference between
its allocated cap and its actual emissions) inmaisgons trading market. If a facility
emits more than its cap, it must purchase allonatan the market. Chapters 3 and 4 of
this thesis will examine new approaches to captaate programs for EGUs using a four
state case study region. The states are Penngy\"aryland, New Jersey and
Delaware (the PJM region). As shown in Figure &B¢ch of the 4 state region is
designated as a non-attainment area for ozonedingdo the old standard set at 85ppb.
It is likely that more of this area would be coresield in non-attainment when the new

standard has been promulgated.
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Figure 3-2. Non-attainment counties in the PMJfdsebruary 2008. (EPA 2008b)

Regulatory Framework for EGU NOx Emissions

In order to reduce NOx emissions from EGUs in tleWS, a seasonal NOx cap was
placed over the area as part of the 2005 Cleaimfgrstate Rule (CAIR)EPA 2008b).

A seasonal cap differs from a yearly cap by lingtthe total emissions allowed over the
course of an ozone season (which runs from Api8déptember) as opposed to a limit on

the yearly total.

Emissions during all days of the ozone seasorreated as equivalent. EGUs, by
deciding whether or not to enter the market, anddigrmining when in the season
emissions occur, have flexibility in where and whieey release NQduring the ozone
season, without regard for whether those timed@gations are better or worse for

ozone formation.

One of the challenges in reducing ozone conceatrsiis the mismatch between the
existing incentives to reduce NQn the form of a seasonal cap placed by CAIR,taed
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highly variant temporal and locational impact of Nrecursor emissions on ozone
formation in any given area during an ozone seasimone is an episodic problem and
numerous conditions, including wind, sunlight, aodcentrations of VOCs, determine
whether reductions of NQOat a given time and location will lead to redun®f ozone
in a target area. Consequently, the literatusedadled for a more finely differentiated
regulation of NQ emissions to address the temporal and locaticaré&tion in the
contribution of NQ to ozone formation, but to date they have not begremented
because of the difficulty in adequately modeling #ir quality impacts (Mauzerall, 2005;
Tong, 2006). Advances in meteorological modeling air quality modeling now allow
high ozone days to be predicted, with the sameegegfradvance notice as predicted
peak temperatures, which currently impact eled¢yridispatching decisions (see, for
examplehttp://airnow.govy.

This chapter examines the air quality impacts ossions control that is more spatially
and temporally detailed than the current seas@ambad trade program. Instead of
regulating the entire ozone season equally, thethgsis to be examined in this thesis is
that placing stronger regulation, in the form ofrenoredits (higher cost) required per ton
emitted, on days during the ozone season when M@ss@ns are more likely to form
ozone, will have a larger impact in reducing therfation of ozone. Additionally, this
thesis will examine the hypothesis that spatiaiiaded regulation, charging more for
emissions that are located in areas that at certaes would lead to higher ozone
formation, would cost effectively decrease ozonmenftion. The result would be a more

successful and cost-effective program.

Several factors now enable a more spatially angoeably resolved cap and trade
program. The existence of real-time electricityrkets make it possible for operators of
EGUs to respond to varying NOXx price signals up ttay or even hours ahead of time.
Electric utilities make daily and hourly allocatidecisions for generation capacity

largely based on economic criteria such as theafagperating the plant and the
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transmission losses that will occur in deliverirmyvyer to the customer. (Martin 2007)
Under the current seasonal and annual caps, opetatee little incentive to incorporate
environmental considerations in these daily allocatiecisions. However, the potential
exists to include these considerations. In additar quality modeling is now routinely
done in forecast mode, enabling estimates of tbe@mmpacts of EGU NOx emissions,

which can then be translated into daily cap andeti@st signals.

The success of this approach depends on the ittegad air quality modeling and
economic modeling of the electric utility dispatchhis research is a joint effort with
collaborators at the Massachusetts Institute ohiielogy (MIT) to develop an integrated
modeling framework that represents electricity gatien, transmission, and dispatch
decisions, resulting NOx emissions, meteorologscalditions and transport, and
photochemistry. This thesis will examine the aialkity impacts of the dispatching

decisions using photochemical modeling.

Methods

Grid dispatching model

Researchers at MIT (Martin et. al. 2007) develop@dodel of the electricity generation
and transmission grid for the PJM region. The rhodetains data that accurately
represents electricity generating capacity and gongrates at every location. The model
also contains all the information about power lwed constraints and supply and
demand data, and network congestion data. EGUidnsaoften have several different
units that run on different fuels with varying esians levels, and also may have the
ability to turn on and off emissions controls. JHexibility makes it possible to vary
emission levels even when electricity is at itskog@mand. The model contains all this
information and is able to not only provide theestto which emissions can be reduced
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without threatening electricity supply, but alse tipproximate reduction of emissions

that will result from varying the cost of NOx em@ss.

Air quality model

The air quality model chosen for this study is @@mprehensive Air quality Model with
extensions (CAMx). CAMXx is a 3D Eulearian photocheal grid model that predicts the
spatial and temporal movement, production and dieplef aerosol and gas-phase
pollutants using data on emissions, meteorologgisiry and deposition
(www.camx.com). CAMx has been used in regulat@pliaations, evaluating the
effectiveness of emission reduction strategiestates throughout US including by the
Ozone Transport Commission in development of thd M SENOx cap and trade program.
(ENVIRON 2008)

Input data required by CAMx includes meteorologdala, emissions data from all
source categories, and ambient and boundary conditiThe current scope of this
project employs a CAMx episode that was alreadsteeand used by the Central
Regional Air Planning Association (CenRAP) for i@l haze and visibility studies.
The modeling period that was used is June - SeEef0D2.

The model uses a nested grid, with horizontal teé&oi of 36 km and 12 km. The grid

is shown in Figure 3-3. The finer scale, with aki® horizontal resolution, was used in
the PJM area in the NE.
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Figure 3-3. 36km grid over the entire central aastern portions of the US, and the

12km flexi-nest grid over the area of interesthia NE.

Meteorological data was developed by the lowa Diepamt of Natural Resources
(IDNR) using the NCAR/PSU Mesoscale Model (MM5) amas then formatted for
CAMx using an MM5CAMXx processor. MM5 uses mathansaand physics to include
topography, boundary conditions, and all meteorickignputs to develop a detailed
layered meteorological input to air quality mod€i$CAR) IDNR completed a 36km
resolution grid simulation for the continental UENVIRON 2007) For this study, a
flexi-nested 12km grid was added over the areatefest in the NE. While the point
source emissions were distributed and modeledtwéldefinition of the 12km grid, the
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surface area emission and meteorology were detingdfor the 36k grid and were

interpolated to the 12km grid.

The emissions inventory for non-EGU sources wexeldped by CENRAP, based on
the EPA’s 2002 National Emissions Inventory witldafes and corrections provided by
individual states. The emissions inventories weoeessed using the SMOKE emissions

processing system as preparations for EPS3. (ENMIRAD7)

The biogenic emissions inventory was developedgugia Global Biosphere Emissions
and Interaction Systems (GloBeis) with temperatestsnated using MM5, cloud cover
estimated using satellite data, and land coverfleseddata developed by CENRAP for

the 1999 emissions inventory. The base anthropogemissions inventory was

developed using EPA’s National Emissions Inventdriis includes emissions of all

point sources, area sources, off shore sourcegraadd off road mobile sources, and
was adapted for use in CAMx for CENRAP (Yarwoo@le2006). Point source data

were provided in AFS format with information on imidual point sources including

name of source, type of industry, specific locatistack heights and diameters, and exit
gas temperature and velocity. These data allowgdgsto be made in the emissions rates

of individual sources, or groups of sources to vasious EGU dispatching scenarios.

Proof of Concept Analyses

Economic and air quality analyses of a single ridiy ozone episode are performed to
test the central hypothesis of this work, that iplgstronger regulation, in the form of
more credits required per ton emitted (more cast)lays during the ozone season when
NOx emissions are more likely to form ozone, wdllk a large impact in reducing the

formation of ozone.

This first step of the research aims to answefdhewing questions:
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1. How much emissions reduction can be realizethdyreriods of peak demand?
2. What corresponding amount of financial motivati® needed to see specific

reductions?

Within the June through September 2002 time peabidhigh ozone episodes were
examined to identify an appropriate short mode#ipgsode for representative economic
modeling and the proof of concept study. All of #msodes are examined in the seasonal
modeling described later in this chapter. Highrezepisodes were defined for this case
as 2 or more days in a row with maximum 1 hr ozom&centrations above 84ppb at 5 of
the 6 monitoring stations in the Philadelphia nttatament area. Five episodes were
identified (data used in the episode characteanaaken from the EPA’s Air Quality
System Database (EPA 2007b)):

1. June 24-27: Max one-hour ozone (ppb): 110, 135, 97
During this episode weather conditions includedidkirain and a nearly
stationary front in the immediate Philadelphia area
2. July 8-9: Max one-hour ozone (ppb): 144, 130
Local ozone concentrations were likely impactedragnitude and transport of
smoke plumes from Quebec
3. July 17-19: Max one-hour ozone (ppb): 111, 1R
Clouds and rain in the immediate Philadelphia anegh fine particulate matter
concentrations. Episode is dominated by long-rdaragesport from the west.
4. August 2-4: Max one-hour ozone (ppb): 140, 1485
Stationary cold front and substantial change ofdwdirection with respect to
height in NE US.

The fifth episode that occurred during the 2002n@zseason, August 10-14 had the
following characteristics: Max one-hour ozone (pdd)7, 126, 143,147,132
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1. Episode was an exceptionally strong regionalspart/stagnation event with high
pressure centered over the mid-Atlantic and nostleea US states. The episode
represents one of the most severe pollution eventse northeastern US during
the previous decade. Extremely high fine partigutaatter concentrations as
well.

2. Long-range transport patterns indicated by G@rtback-trajectories were
northerly (8/10), southwesterly (8/11 and 8/14) amdterly from the Ohio River
Valley (8/12 and 8/13).

3. Episode included the observation of a southevigshocturnal low-level jet on
some days.

4. Episode was characterized by mostly clear skigsno precipitation.

This episode was chosen for economic modeling aooff of concept; its selection was
primarily due to the range of long-range transpaitterns that would allow potential
evaluation of emissions sources throughout the ISE W addition, the predicted ozone
concentrations would not be highly sensitive torttaleled locations of clouds/rain or

the location of any stationary fronts.

Back trajectories (paths taken by air parcels d@nave in Philadelphia on each day of the
episode) from the five days of this episode arevshim Figures 3-4 a-e. The trajectories
were calculated using the National Oceanic and Apheric Administration’s HYbrid
Single Particle Lagrangian Integrated Trajectory 8PLIT) model (ARL 2008)

and show the varying types of meteorology that teaaigh ozone concentrations.
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Figures 3-4. Back trajectories going back 72 h@¢wesare most interested in the last 36)

of the individual days of the August 10"1#igh ozone episode. Different colors

represent different ending elevations for the ancpl.

As stated in Chapter 2, ozone is a regional prolaecthsome of the ozone that is

measured in the NE forms from precursors thateleased in other areas of the country.

For example, August 12and 18' show back trajectories that indicate that air was

brought in from the Ohio River Valley. August™and 14" show back trajectories that
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indicate that air was brought in from the Carolinas Virginia. On August 1) air
comes in from the north and becomes somewhat siagmar the PJM area, collecting

emissions and holding them over the area.
Economic Simulations

For the economic modeling of this study, the CENR¥aBecase emissions inventory was
altered to represent increased NOx emissions ctistseparate runs performed by
collaborators at MIT, costs of $10,000, $30,00®,860, $100,000, and $125,000 were
applied for each ton of emissions of NOx from EGtuthe NE on August 12 a
representative day. The economic model was rurguemiea demand on that day, and the
dispatch that would occur as a result of each @gelemissions prices. Emissions
resulting from the various dispatching strategiesethen used as input to CAMx (at the

University of Texas, UT) in order to model resulfiair quality changes.

Since only August 12was examined using the economic model, the spat@dtemporal
distribution of emissions from that day will be dd¢e model every day of the episode.
This is broadly consistent with modeling practised in air quality planning. When
annual point source emissions data are assigneditedual days in CAMx, the
allocations are generally the same for all ozoress@e weekdays. Therefore it is
reasonable to use the August"Emissions from economic model for other summer
weekdays. Point sources receive lower emissior3AiXx allocation factors on
Saturdays and Sundays. (August 10, 2002 was adagtand August 11, 2002 was a
Sunday) Therefore, using a weekday emissions iovgntput for a weekend day could
be considered a worst case scenario. For thig pfamncept demonstration, the
distribution of emissions developed by the MIT emmic model for August 2will be

used to model the entire episode, and later ichiapter, the entire season.
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The overall reductions of emissions from EGUs twurred in each cost scenario
(assuming emission costs of $10,000, $30,000, $50$100,000, and $125,000 for each
ton of emissions of NOx from EGUs, compiled by abbirators at MIT) are shown in
Figure 3-5. The increase in slope of the cost \wepaicent emissions reduction curve at
$50,000 indicates an increase in the costs asedoidth making emissions reductions
while still meeting electricity demand. These fesindicate that large changes in total
NOXx emissions are possible, while meeting eletyrdemand on a hot summer day,
using dispatching strategies.

140

NO, Price (Thousand $/ton)

0 T T T
0 10 20 30 40

Reduction in Daily NO, Emissions (%)

Figure 3-5. Percentage reduction in NOx emissi@nsus cost of NOx emissions per ton.

Figures 3-6 a through e show the reductions in&/Braged ozone concentrations on
August 18' — 14" 2002 that resulted from a charge of $125,00@&ftam of emissions of
NOx. These figures show that while ozone redusti@ne pervasive (up to 8.7 ppb for
the maximum 8-hour averaged concentration), thexasmall areas where increases do
occur. The areas of increase are mostly downwmaidoaitside of the region and the
maximum increase is 2 ppb. Increases might occenveémissions costs increase

because electricity generation is often moved flogh emissions units (coal fired
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boilers without control technology) to lower em@ss units (units with controls). While
these moves are often in the same general argaath@ot always and these changes in
emission location can lead to increases in emissiosome regions. Additionally, the
increases in ozone over Newark are likely assatmaith NOx reduction disbenefit
(discussed in more detail in Chapter 4).
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E-125k minus Basecase
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Figure 3-6. a-e. Differences in daily maximum 8 homone due to $125,000 emissions
for August 18 through August 14, 2002.

The results presented in Figures 3-6a-e show om@sune of air quality — changes in
maximum ozone concentrations. However, becauseeozoncentrations increase in
some areas and decrease in others, this singlaureezfsair quality changes is not
sufficient to represent the net effect of the reauncand redistribution of emissions. Left
unanswered are questions such as how the changesgdgsions impact human exposures
to ozone and whether the predicted increases ineozoncentrations occur in regions
with low or high baseline ozone concentrationsoriter to present results of this proof
of concept study in a more robust manner, a sair @fuality metrics, in addition to total
emission reductions and ozone concentrations,s&e. 'he metrics will quantify a
variety of changes in ozone concentrations, andilptipn exposure to ozone. The four
metrics used are total area with eight hour avefagene concentrations above a
threshold concentration, total population livinggind cells with eight hour averaged
ozone concentrations above a threshold value,ititegrated ozone area above the
threshold, and time integrated ozone above thshiotd multiplied by population.
Metrics are calculated twice, first for threshokfided as the 75ppb standard and then

for the threshold defined as the 84ppb standam@ys@uring which the maximum ozone
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concentration is below the standard are not incudeéhe metrics calculations. The

following equations describe how the metrics ateutated.

1. Total Area Above Threshold (n

Area of exceedance z a, ma){a—g,h}
g

5= 0 c,, <threshold
*"11 ¢, >threshold

Where gis the area of grid cell g, angds the ozone concentration in grid cell g in
hour h. This metric is calculated by determiniiggeound level grid cell ozone
concentrations in the PJM area for each day, ciogl the maximum ozone
concentration in each cell, and comparing the maringoncentration to the threshold.

If the maximum concentration exceeded the threshbéh the area of that grid cell is
added to the total.

2. Total Population Above Threshold (capita)

Motal Populatior— Z Py max{dg,h}
g

0 ¢, <threshold
6g,h -

1 ¢, >threshold

Where g is the population in grid cell g, angds the ozone concentration in grid cell g
in hour h. This metric is calculated by determgnail ground level grid cell ozone
concentrations in the PJM area for each day, ciogl the maximum ozone

concentration in each cell, and comparing the maringoncentration to the threshold.

32



If the maximum concentration exceeded the threshbéh the population in that grid
cell is added to the total.

3. Time integrated area * excess (kopb)

MTime Area= z z a,€,
h g

0 c.. <threshold
€h=

gh =

C, —threshold c,, >threshold

Where gis the area of grid cell g. This metric is cadtatl by determining the

maximum ozone concentration in all ground levedl gells in the PJM area for each hour
of each day. If that maximum is above the thredhible excess is calculated by
subtracting the threshold from the ozone conceatran the cell, and the excess is

multiplied by the area. The sum is taken overattea and over the hours of the day.

4. Time integrated population * excess. (ppb * tapi

M-ime Pop— zz Pg€4n
h g

_ |0 C,n < threshold
B ¢, , ~threshold ¢, >threshold

This metric is calculated by determining the maximozone concentration in all ground
level grid cells in the PJM area for each hourasfreday. If that maximum is above the
threshold, the excess is calculated by subtrattiaghreshold from the ozone
concentration in the cell, and the excess is nlidty the population density. The sum

is taken over the area and over the hours of tiie da
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Proof of Concept Results

Table 3-1 shows the air quality improvements, imteof the four metrics described
above that result when there is a $125,000 chageop of NOx emissions. While both
Table 3-1 and Figure 3-6 show air quality improvaitsethe goal of the proof of concept
study is to show that, even on hot summer days wehemitricity demand is at its highest,
it is possible to reduce emissions, and see afgignt improvement in air quality, while
still meeting electricity demand. It should alsorioted that while much of the area of
interest does see an improvement in air qualithénform of ozone concentration
reductions, there are localized areas where ozomeentrations increase due to the

scenario modeled.

Figure 3-7 shows the maps of values calculatedferic #4, Daily Population Exposure
for August 18 through August 14 for the $125,000/ton NOx case for both the stashdar
defined as 75 ppb (left column) and the standafihei@ as 85ppb (right column). In
these maps, any grid cell colored yellow, orangeedris experiencing an increase in
population exposure over the course of the days fieans that in these grid cells, ozone
concentrations have increased relative to the basemt some point in the day. Any grid
cells colored in green-blue through dark blue aergy decreases in population exposure

relative to the basecase over the course of the day

August 18" and 11" show decreases in exposure over much of the arezusding
Baltimore and Philadelphia with the largest deaeasdjacent to Baltimore, but an
increase in one grid cell north of Philadelphiaugast 13" also shows decreases, with
the largest decreases located in cells adjacedavithin both cities, and one cell
showing an increase on the Jersey Shore directtyoé®hiladelphia. August £3hows
only decreases with the largest being closestedviio cities. August f4shows mostly

decreases around both cities with increases indells west of Philadelphia when the
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threshold is set at 75 ppb. Increases in expamerékely caused by local increases in
NOx emissions.

Table 3-1. Percent reduction calculated for eadh@four metrics for the $125,000 case
relative to the basecase. These values are adef@gine August 10th — 14th episode
and metrics are calculated for both the 75 ppb&ngdpb thresholds.

$125,000 / ton NOx Threshold = 85 ppb|Threshold = 75 ppb
Area above Standard -6% -5%
Population above Standard -7% -5%
Daily Area Exposure -11% -8%
Daily Population Exposure -8% -7%
Daily Population Exposure Daily Population Exposure
75 ppb Standard 85 ppb Standard
Episodes-125k minus Basecase Episodes-125k minus Basecase
2050 50 2030 50
1550 D{ 1530 (/{
950 950
350 350
-230 -250
830 830
1450 -1450
2050 4 2050 4
(ppb ~ capita) {1073 62 (ppb ™ capita){10"3 62
. August 10,2002 6:00:00 August 10,2002 6:00:00
Min= -3377 at(40,18), Max= 88 at (49,29) Min= -463 at (48,28), Max= 86 at (49,29)
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Daily Population Exposure Daily Population Exposure

75 ppb Standard 85 ppb Standard
Episodes-125k minus Basecase Episodes-125k minus Basecase
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Figure 3-7. Difference in exposure between the @&fes-$125,000 case and the Basecase
for August 18' — 14", 2002 for 75ppb standard and 85 ppb standard.

The August 18 through 14' ozone episode was one of the worst episodes in the
Northeastern US in over a decade. Back trajedati@wing air movement on those
days (Figure 3-4) show patterns that could likebd to high ozone formation. However,
it is important to show that results occurring witthis episode are applicable to other
times. The next section of this chapter will exaenmeteorological patterns of high
ozone days over a five-year span. This informatvdhbe used to ensure that the August
10-14 episode is representative. A final sectiothefchapter will examine modeling

results performed for an entire ozone season.
Meteorological Study

A study of the weather patterns that have beereptaiiring ozone episodes over a 5-
year period is conducted. High ozone data fronr2288ough 2006 are collected from
the EPA, identifying all days where a maximum l4hcancentration above 80 ppb was
measured at any monitor in the non-attainment aretss study. (EPA 2007b) Back

trajectories are made for all of the days that tinese criteria. Back trajectories are made
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using HYSPLIT, a meteorological program availabtettoe National Oceanic and
Atmospheric Administrations Air Resource LaboratOhRL 2008) and they show the
trajectory that the air had traveled to arrivenat $et location and time.

A cluster analysis is done on the high ozone day® cluster analysis feature is part of
HYSPLIT. (ARL 2008) The cluster analysis takes aeseof back trajectories provided

by the user, and makes a number of passes thrbageties equal to the number of
trajectories. During each pass, the program coesdine two closest trajectories into a
cluster and records a measure of how close thasérajectories were. The cluster then
becomes counted as another single trajectory.hdseasure of similarity gets larger the
program is combining trajectories that are lesslarmA decision is made on the final
number of clusters by looking for large increasethat measure as clusters are added.
In this case, the final number of clusters was.fit/gure 3-7 shows the five back
trajectory clusters extended back 36 hours. Thksters represent the common weather
patterns leading to high ozone days. They arel\bdlorthwest, West, Southwest and

stagnation.

A further analysis was done on the high ozone tlagisoccurred between 2002 and 2006
(Concentrations above 75 ppb). Once each of ttlage was assigned a cluster, the
maximum 1-hour ozone concentration for each, thetmand the cluster number were
used to try to find patterns within the high ozaweeurrences. Figure 3-8 a and b show
two different analyses that were done. Clusteas®5, corresponding to a western back
trajectory and stagnation are the most commonadiems leading to high ozone,
especially during the months of June, July and Atugtdowever, no additional patterns
stood out. It appears that the five major bacjettaries identified by the cluster analysis
are all as likely to lead to high ozone concentratiat any time during the ozone season.
Additionally it should be noted that August™6f the 2002 episode corresponds to the
stagnation pattern represented by cluster 5 andigtu®" shows a westerly back
trajectory represented by cluster 2. Auguét a8d 14' show a southwesterly back
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trajectory represented by cluster 1 and Augu&tstiows a southerly trajectory
represented by cluster 3. Based on this analygsiugust 10-14 episode can be viewed

as broadly representative of most high ozone daythé region.
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Figure 3-8. Five clusters determined by clustehamaprogram.
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back trajectories leading up to those days areyosteed with.
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Figure 3-10. Location of EGUs with SW EGUs markgdlack stars. EGUs located in
the PJM grid, not controlled in the SW case areketaby black circles. Baltimore
monitors are marked by orange triangles, and Pélipdish monitors are marked by

yellow triangles.

Spatial Trading

In the proof of concept analysis described in ttevipus section, all power plants in the
PJM grid were subject to higher pricing during tizene episode. In this section, the
guestion to be examined is whether increasing N®s&ons pricing along specific
trajectories (as opposed to the entire PJM regsomnas done for the results shown in
Figures 3-5 and 3-6) will be effective. Two cagelges were run, a Southwesterly study

on August 14, a day with a southwesterly back-trajectory, aiesterly study on
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August 13" a day with a westerly back-trajectory. Higher sions pricing is
implemented for power plants along each trajeckorgach specific day, but not the rest
of the region. The power plants along the soutksvadrajectory are shown in Figure 3-
10 and the trajectory is shown in Figure 3-11.irAilsr map of power plants located
along the August T2westerly trajectory (trajectory is shown in Fig@) was created,
and MIT was provided with a list of EGUs consideuguivind for both cases. MIT
estimated the emissions for both cases if thesepplants, and only these plants, faced

a NOx emissions price of $125,000 per ton.

NOAAHYSPLIT MODEL
Backward trajectories ending at21 UTC 14 Aug 02
EDAS Meteorological Data

&
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d Madel Vertical Velasity
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Vertical Motion Calculation Methos
Produced with HYSPLIT from the

Figure 3-11. August Iback-trajectory.

Those facilities along each trajectory are cha®e2b,000 for a ton of emissions of NOx
while the remaining facilities in the modeling regiare charged $2,000 per ton, the
approximate value of current emissions in the trggirogram. Results from the spatial
study, shown in Figure 3-11, indicate that areaevddcreases are similar in scale if
either a southwestern or a western trajectorylgested to $125,000 per ton costs and
that these emissions are only slightly reduced fitoenscenario where all facilities in the
region face a $2,000 per ton cost. The overaliegdns of NOx emissions were smaller
in the spatial $125,000 studies than when allit&slin the region faced costs of

$125,000 per ton.
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Figure 3-12. Total NOx emissions resulting fromrfdifferent scenarios.

These results indicate that subdividing the regiocourages, not overall reductions in
emissions, but trading emissions out of the subrethat has higher costs. The air
quality impacts of both the $125,000 SW sub-donaaid the $125,000 West sub-domain
approaches are shown in Figure 3-13. The $1230@ase showed ozone decreases in
western Pennsylvania where the reductions were naadeincreases in eastern
Pennsylvania and New Jersey where the emissiores siéted to. Table 3-2 shows the
metrics for both the $125,000 southwest scenaridugust 14" and the $125,000 west
scenario on August 12and their corresponding $125,000 scenarios forpasison. All
cases were compared to the Basecase. Only theORD2S\W scenarios showed
improvements relative to the corresponding $125&@Mmario. The $125,000 W

scenario performed far worse because of the shédmissions downwind.

This example of spatial regulation results in thitisig of emissions, not a reduction in
emissions. The potential for downwind hot spotrfation from this is large (as shown

by the Western case) because emissions are befteglshstead of reduced. Because of

43



the disbenefit to areas downwind of a spatiallysex trading scheme, as well as the
difficulty implementing this type of trading scheptie focus for this work will be

temporally focused trading.

Difference in Daily Maximum 8hr Qzone Difference in Daily Maximum 8hr Ozone
125k minus Basecase 125k W minus Basecase
525 50 525 50
375 375
225 225
0.75 0.75
-0.73 -0.73
225 2.25
375 375
5.25 5.25
FPB 1 FPB 1
i August 12,2002 0:00:00 August 12,2002 0:00:00
Min= 8.75 at(41.12). Max=  2.01 at (52,36) Min= -9.92 at(41,12). Max- 2.06 at (54.30)
Difference in Daily Maximum 8hr Ozone Difference in Daily Maximum 8hr Ozone
125k minus Basecase 125k SW minus Basecase

PPB

August 14,2002 0:00:00 August 14,2002 0:00:00
Min= -3.98 at (39,12), Max= 2.42 at (48,30) Min= -5.12 at (39,12), Max= 0.77 at (48,30)

Figure 3-13. a thru d. Differences in Maximum &ihozone on August 12as a result
of a. $125,000 scenario and b. $125,000-W sceraiiferences in Maximum 8 hour
ozone on August 14as a result of c. $125,000 scenario and d. $1253W scenario.

44



Table 3-2. Percent reduction calculated for eadh@four metrics for the $125,000 SW
case, and the $125,000 case both relative to techae on August 14 Then the
$125,000 W case and the $125,000 case both retatie basecase on August'12

These values are calculated for both the 75 pptB8&mapb thresholds.

$125,000-SW | $125,000 vs | $125,000-W | $125,000 vs
Vs Basecase Basecase | vs Basecase Basecase
Threshold = 85 ppb August 14th | August 14th | August 12th | August 12th
Area above Standard -14% -10% -1% -4%
Population above Standard -19% -11% 0% -1%
Daily Area Exposure -18% -19% -6% -10%
Daily Population Exposure -36% -33% -6% -7%
$125,000-SW | $125,000 vs | $125,000-W | $125,000 vs
vs Basecase | Basecase | vs Basecase Basecase
Threshold = 75 ppb August 14th | August 14th | August 12th | August 12th
Area above Standard -3% -9% 0% 0%
Population above Standard -10% -12% 0% 0%
Daily Area Exposure -14% -14% -4% -7%
Daily Population Exposure -20% -19% -4% -5%

Seasonal Modeling

The preceding sections have demonstrated thatchbgasing the cost of NOx emissions
during an ozone episode period, there is a reguladuction in ozone via NOx emission
reductions while maintaining adequate power geimrand distribution. This does not
address the question of how air quality and expotuozone might change if emission
reductions occur onlgluring ozone episodes, as opposed to the entimgeozeason. The
guestion is whether potentially high cost emissexniuctions, implemented only during
ozone episodes is better than or worse than atiredsoard emission reductions (at an

indeterminate cost) that occur throughout the ozmason.
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More specifically, the following questions are agkiied in this section:

1. What are the relative benefits of targeting odidms on just high ozone days, vs.
all days?

2. What are the changes in exposure and what arehtimges in ozone exceedances
as defined by a series of air quality metrics?

3. What are the implications of these findingsdwrquality policies in the Northeast
us?

For this study, multiple air quality modeling scena were modeled using CAMx. The
first scenario was a 2002 ozone season basecases thie ozone season is defined as
June through August. The basecase models actusdiens, and results are compared
with concentrations measured at monitoring locationthe modeling domain. The other
scenarios represent different control strategielssamsitivity analyzes. These scenarios
are described in detail below.

The first two control strategy scenarios represeason long control strategies that
would require all EGUs in the four-state PJM areangke across the board NOx
emissions reductions for the entire ozone seaslemtfcal percentage emission
reductions on all days at all facilities). Reductamounts are chosen using the proof of

concept results reported earlier in this chapter.

According to the model, on a summer day, chargb@®00 per ton of NOx emissions
leads to approximately a 25% reduction in total NEbxssions from EGUs. Similarly, a
reduction of 12.5% is roughly associated with a,8Q0 per ton cost for emissions of
NOx. Therefore, the preliminary results indicdtatt12.5% and 25% NOx reductions are
possible on high demand days. To compare thepatdling scenarios to across-the-

board reductions, the across-the-board reducti@ne set at 25% and 12.5%; the across
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the board reduction scenarios would, however,\iketjuire some additional controls to

be put in place.

Two scenarios, with blanket reductions of 25% a®% respectively, are modeled in
CAMYx, over the entire 2002 ozone season. Thisredy applying control factors of
0.75 and 0.875 to all NOx emissions from point searwith Standard Industrial
Classification (SIC) codes 4911 or 4931, during CApdeprocessing, and then running
CAMXx for the entire season. These two scenarioksbeicalled Season-25%, and Season-
12.5%. SIC codes are used by EPA to identify eateg of industry. SIC codes 4911

and 4931 correspond to “Electrical Services” anlkCEic and other Services

Combined” respectively.

The other scenarios are more temporally focusestead of requiring emissions
reductions every day of the ozone season, thegeotstrategy scenarios apply
emissions reductions to days within the high ozepisodes of the 2002 season. As
stated earlier in this chapter, high ozone episadeslefined as 2 or more days in a row
where 5 of the 6 monitoring stations in the Philphie area measured maximum one-
hour ozone concentrations above the standard.oZtwe episodes for the current 85 ppb
standard are: June 24-27, July 8-9 and 17-19, aigigt 2-4 and 10-14. There are 17
days that fall within these ozone episodes. THi22frone season was also examined for
ozone episodes with a standard set at 75ppb. dllesving days are considered ozone
episodes with the new lower 75ppb standard: Jur2/23duly 1-3, 8-9 and 17-19, and
August 2-4 and 10-14. There are 22 days thawfigitin the definition of an ozone
episode if the standard is set at 75ppb. The sahsituns generated using data from the
across-the-board control scenarios only on epigagie will be called Episode(75 or 85)-
25% and Episode(75 or 85)-12.5%.

In order to examine the effect of redistributioneofissions through increased pricing on

episode days, compared to across the board redsctays that fall within the two sets

47



of high ozone episodes are modeled in CAMx witheimessions adjusted using three
sets of economic modeling emissions data that assuROXx emission price of $10,000
per ton, $50,000 per ton, then $125,000 per too.cinges (from the basecase) are
assumed for the emissions for the rest of the ozeason.

It should be noted that two basecase scenarioswedeled. The first represented the
emissions starting point for the blanket reducgsoanarios. The second represented the
emissions starting point for the scenarios modeedg the MIT economic model.
Because the MIT model was not able to match 100#%eEGUs in the classic PIM

grid, some facilities were left out of those scéwar It is not uncommon for SIP
attainment demonstrations to start with basecdsghave slightly different values.
Emissions inventories are constantly being chamgeldupdated. This inconsistency
with basecase emission inventories is one of thgares results from studies such as this

one are presented as changes from the basecasetaa®labsolute values.

Results

The results of the basecase scenarios are cornsigtertoncentrations measured by
monitor sites in the area during the August 10-4dne episode, as shown in Figure 3-

14. The basecase CAMx simulation shows good agreewith concentrations

measured by the monitor sites in both absoluteegatund hourly patterns. Even with

good agreement with modeled and measured valussstitl good practice to present
results as a relative change in ozone. All modstssharios are compared to the basecase
to present a change in ozone metrics due to théategy scenario. In this case, results
are presented in the form of percentage reductiothe four air quality metrics being

used.
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August 9-15, 2002
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Figure 3-14. Comparison of modeled versus measaurede values at two monitor
locations in the PIM. Essex is located outsidBadfimore, and Bristol is located outside
of Philadelphia.
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Table 3-3. Summary of average NOx emission redastiand total NOx emissions on a

daily and seasonal basis, for all cases, for dot#shold values.

NOx emissions reduction from Basecase (Tons)

Daily S-125% |S-25% | E-12.5% | E-25% | E- 10k | E-50k | E - 125k
Avg Reductions 110 220 110 220 68 166 218
Avg Emissions 1,138 1,028 1,138 1,028 1,135 1,037 985
Threshold 85ppb
Total Reductions 10,120 | 20,227 1,870 3,738 1,156 2,822 3,704
Total Emissions | 104,709 | 94,602 | 112,959 |111,092 | 109,533 | 107,867 | 106,986
Threshold 75ppb
Total Reductions 10,120 | 20,227 2,420 4,837 1,496 3,652 4,793
Total Emissions | 104,709 | 94,602 | 112,409 | 109,992 | 109,193 | 107,037 | 105,896

Table 3-3 shows a summary of the NOx emission$ aoié emissions reductions for the
seven scenarios. The values in this table arethktons of NOx emissions from all
point sources that are used as input to CAMx. téb&e shows daily reductions for each
control strategy as well as reductions that wowlcLio over the course of a summer
(June-August). Daily emission reductions for thasemal 25% reduction (S-25%) and
the episode focused $50,000 per ton reduction {&-&@ similar, but the summer long
reductions total is over five times larger in tieasonal case than in the episode focused
case. While it will not be quantified exactly howuch the cost difference would be
between these two emission reduction scenariosytbe considerably cheaper to have a
temporally focused program. A similar comparisan be made between the S-12.5%
case and the E-10k case. These cases show gilailareductions, but again, the season

long emissions reduction total is five times larger

While emission reductions are important, ozondratiant is dependent on the ozone
concentration reductions that result from NOx emisseductions. Therefore it is

necessary to show the results of air quality modedind the resulting changes in the
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production of, and exposure to ozone. Table 3efvstthe percent change from the

basecase in each of the seven scenarios, for thenfetrics defined earlier in this

chapter.

Table 3-4. Percent reduction calculated for eadh®four metrics, due to each of the

seven control strategies for two threshold values.

Percent Change (from Basecase) Threshold = 85ppb

Metric S-12.5% | S-25% | E-12.5% | E-25% | E-10k | E-50k | E-125k
Area above Standard -1.6% -3.3% -0.5% -1.1% | -0.8% | -1.8% | -2.3%
Population above Standard -1.1% -2.0% -0.3% -0.6% |-0.7% | -1.5% | -1.8%
Daily Area Exposure -2.9% -5.8% -1.4% -2.8% [ -1.2% | -3.1% | -4.1%
Daily Population Exposure -2.2% -4.3% -1.1% -2.2% | -1.1% | -2.8% | -3.7%
Percent Change (from Basecase) Threshold = 75ppb
Metric S-12.5% | S-25% | E-12.5% | E-25% | E-10k | E-50k | E-125k
Area above Standard -0.7% | -14% | -0.3% | -0.5% |-0.6% |-1.0% | -1.1%
Population above Standard -0.2% -0.6% -0.1% -0.4% |-0.4% |-0.7% | -1.0%
Daily Area Exposure -2.2% -4.4% -1.1% -2.2% | -1.0% | -2.6% | -3.5%
Daily Population Exposure -1.6% -3.3% -0.9% -1.8% | -0.9% | -2.3% | -3.1%

*85 ppb metrics assume that reductions for episodéesed scenarios (E) are made on the following days
only: June 24-27, July 8-9, 17-19, and August 28414. 75 ppb metrics assume reductions on: Jane 2
27, July 1-3, 8-9, 17-19, and August 2-4, 10-14.

The ozone metrics in Table 3-4 show that the selmsw) blanket reduction scenarios
result in larger air quality improvements than ¢épésode focused scenarios with similar
emission reductions. However, the sensitivity rsimsw that episode focused trading
scenarios result in larger air quality improvemeansd lower exposure than episode
focused blanket reduction scenarios with simil#alteeductions. The difference is in the
location of the reductions. Table 3-5 shows a daropthe relative emission reductions
by state. While the total NOx emissions reductiaressimilar, the locations where
reductions are made are different. In the casbeomarket-driven scenario, the

emissions decrease in Pennsylvania is relativebllenthan it is in the across the board
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reduction scenario while the decrease in New JeBelfaware and Maryland are all
relatively larger. This result supports the ideattwhile hard to control, the location of

emissions is important in whether those emissiafigarm ozone.

Table 3-5. Total Basecase emissions and percengeha NOx emissions from

corresponding Basecase, by state for two scenarios.

NOx Emission E-Basecase E-50k S-Basecase S-25%
tons/day % Change tons/day % Change
Delaware 68 -21% 45 -14%
Maryland 215 -23% 268 -19%
New Jersey 177 -30% 138 -16%
Pennsylvania 749 -6% 826 -18%
Total 1209 -14% 1275 -18%
Daily Population Exposure Daily Population Exposure
S5-12.5% Blankglg\)ggusci?:r:‘:minus Basecase 5-12.5% Blankgflgsgusci?:r?:minus Basecase
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August 12, 2002 for a. and b.S-12.5%, c. and dJ-&0and f.S-25%, and g. and h.E-

50k for two standards. E-125k exposure maps caeée in figure 3-7.

Figure 3-15 shows maps of the Daily Population expe on August 2for scenarios S-
12.5%, E-10k, S-25%, E-50k for both a 75ppb stashdaft column) and an 85 ppb
standard (right column). As opposed to the mepresented in Table 3-4 that average
presents average changes in metrics across the seéison, Figure 3-15 shows only one
representative day.

The top two rows of maps show scenarios S-12.58gre&ket NOx reduction of 12.5%
from EGUs within the classic PIM grid, and E-1@&ductions modeled by the economic
trading model assuming a charge of $10,000 peotd&OXx, respectively. These two
scenarios have similar daily NOx reductions. The gells showing exposure decrease
(represented by green-blue to dark blue shadinti)ese two scenarios are located in the
regions around Baltimore and Philadelphia. Thennd#ference between S-12.5% and
E-10k is the location and magnitude of exposuresi@ses. In the blanket scenario S-
12.5%, a large increase in exposure is seen ildael located in Baltimore city. In E-
10k, the market trading scenario, Baltimore isrsgéarge decreases but there is a small
increase in exposure just north of Philadelphrecrdases in exposure are usually caused
by very localized increases in NOx emissions, wisdikely the case in the economic
trading scenario E-10k. However, in the blankduation scenario, there is no increase
in NOx and therefore, the exposure increase inBate is likely caused by a NOx
disbenefit. NOx disbenefit occurs when excess K@x was reacting with and removing
ozone is decreased. This is likely to occur iraarbenters where there are extensive

NOx emissions from vehicles.

The third and fourth row of maps show scenario$%-2a blanket NOx reduction of
25% from EGUs within the classic PJM grid, and Kk;5@ductions modeled by the
market trading model assuming a charge of $50,@0@qm of NOx, respectively. These

54



two scenarios also have similar daily NOx reductiomhese two scenarios show results
that are similar to the previous two scenariose ateas around Baltimore and
Philadelphia show exposure reductions with the jgtxae of one grid cell over Baltimore
showing a large increase in the 25% blanket redn&cenario, and one(85ppb standard)
or two(75 ppb standard) grid cells north of Philatiea showing small increases in the
economic trading E-50k scenario. These maps shatidcation of emissions has an

effect on resulting ozone concentrations.

Conclusions

This chapter set out to answer the following fiveestions:

1. How much emissions reductions can be realizeithglperiods of peak demand?

2. What corresponding amount of financial motivati® needed to see specific
reductions?

3. What are the relative benefits of targeting otidus on just high ozone days, vs.
all days?

4. What are the changes in exposure and what arehinges in ozone exceedances
as defined by a series of air quality metrics?

5. How do the conclusions from this research applyolicy in the Northeast?

The proof of concept analysis showed that eveneoy kigh demand days, the classic
PJM electricity grid has enough flexibility in gegagon and dispatch to reduce NOx
emissions by up to approximately 30%. The costdarof NOx emissions
corresponding with that level of emissions, acaoydp the economic model developed
by MIT, was $125,000. A full economic analysisagiemporally focused control
strategy has not been done, but it is likely tltéii@ emission reductions would cost
significantly less if companies were given the opsi to install additional controls.

Modeling scenarios showed that temporally focusedrol strategies are not as effective
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as season long control strategies, but may be ousteeffective because they would
require only approximately 20% of the reductiolghile metrics show a larger reduction
in ozone exceedances for the season long contabégy, the temporally focused control
scenarios show similar improvements for signifibaféwer reductions. Additionally,
allowing market-based strategies to determinedbation of emission reductions can be
more cost effective than requiring across the boaddctions at all facilities. In order to
apply this type of strategy to the Northeast, ithdchave to fit well with the existing
control strategies. While the economic model usss$ per ton of NOx emissions,
current regulation is based on an emissions csgdiem. In order for this work to be
applicable, a connection needs to be made thatimklicost of emissions with emissions
credits. Instead of charging a fixed amount fasradf NOx emissions, EGUs could be
charged multiple emissions credits per ton on daifs high ozone forming potential.
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Chapter 4 Air Quality Effects of PHEVs

Most of the work reported in this chapter represéné contributions of the author of this
thesis to a paper that is under review for pulibbcein the journal Environmental

Research Letters. (Thompson 2008)

Introduction

Chapter 3 of this thesis examined ways to imprapeand trade programs by focusing
on NOx emissions from point sources in the nortteeadJnited States (NE US).
However, point sources only account for 22% of N&pxissions in the NE US. The
transportation sector is the largest source of M@issions, releasing approximately
60% of anthropogenic NOx in the NE US. (EPA 2003)rder to achieve national
ambient air quality standards for ozone in the NEEdd in other regions of the US, it is

necessary to address both transportation and paimte emissions.

The regulation of point sources and transportagmurces of emissions has been done
separately. The regulations addressing point soNfex emissions, broadly over the NE
US, started with the Ozone Transport Committee Bu@gogram in 1999, progressed to
the NOx State Implementation Plan (SIP) Progra@0@3, and finally reached the Clean
Air Interstate Rule (CAIR, currently being challeain the courts). (EPA 2008c) All
three of these programs are market based capaahel gfrograms and regulate point
sources only. In parallel, a series of emissiamtrod programs, largely focused on
emission limits per mile traveled for new vehicleas evolved since the mid-1960's.
(for a review, see, NRC, 2002) These transportdtiaobile source) emission controls
have dramatically reduced new vehicle emissionsjiyaggregate, transportation

sources still comprise the majority of the NOx esigas in the NE US.
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A new generation of vehicle designs will force thiegration of transportation and point
source emission controls. As vehicles, such aetfyghowered (electric), and plug-in
hybrid electric vehicles begin to rely on storeelcélical energy for a large fraction of
their power, direct emissions from the transpastasector can be reduced, but at the
expense of placing more demand on electric poweerggion. This Chapter will
examine the air quality implications of widespreesa of plug-in hybrid electric vehicles
(PHEVSs).

PHEVs

Since PHEVs are designed to run primarily on batsethey are given a rating based on
battery size that defines the distance the carwaon batteries alone. While running on
batteries, PHEVs have no tailpipe emissions. Qateery power is exhausted, the car
can then run on a regular gasoline engine. Whegdisoline engine is started, tailpipe
emissions are equal to gasoline vehicles. A typietEV battery has a range of 33
miles. Approximately 50% of daily drivers drivesethan 40 miles on an average day

(King 2008) making PHEVs particularly useful for siaarrban commutes.

Potential for PHEV Usein the NE

Electricity Generating Capacity in the US is deypeld to meet the needs of the very
highest demand times. There is a very high derff@nelectricity during daytime

periods, and the capacity of the network is deslgnemeet that demand. In the middle
of the night, while most of the population is agl@ad no longer running electrical
equipment, and the temperature has gone down d&ogehe load on air conditioners,
the total electricity demand on the grid is muchdo. These large differences in demand
are handled using capacity that is a mix of baskeloats and peak units. Peak capacity
units are only turned on when electricity demarmteases beyond what baseload

facilities can provide. These peak load unitstgpecally natural gas units that can be
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turned on and off easily. Baseload facilities tmroughout the day. Nuclear and Coal
facilities are considered baseload. It is much nadffecult to turn off nuclear facilities
and so they are the bottom tier of baseload. Goigd are difficult to turn off
completely, but production from coal can be deadaslherefore, at nighttime or other
times of lower electricity demand, peak load isad off and where they can, baseload

EGUs dial back their production levels.

The question to be addressed in this Chapter isatWould the effect to ambient ozone
concentrations be if excess nighttime coal-firezt#lcity generating capacity is used to
charge plug-in hybrid electric vehicles that wotlldn be used for urban commuting the
next day? It is expected that nighttime NOx, VO aarbon monoxide (CO) emissions
would increase around EGUSs, but daytime traffiatedd NOx, VOC and CO emissions
would decrease in urban areas. The PHEVs are asstmbe operated in urban areas
within the PJM region, specifically the urban arefBaltimore, Pittsburgh,
Philadelphia, Newark and surrounding areas. T$ssi@ption is reasonable because
PHEVs are targeted for short-distance commute® €efiects on ozone levels resulting
from the shift of precursor emissions are not gtréiorward because of the complicated
chemistry involved. Temporal and spatial detaiésimportant and so assessing the
impacts of moving NOx, VOC and CO emissions fromtitiae in urban areas to
nighttime in rural and urban areas requires rediphatochemical modeling. This
guestion will be addressed by modeling the emissatranges associated with PHEV

utilization in the PJM region.

While several studies have looked generally atehsibility and air quality effects of
hybrid vehicles versus gasoline vehicles, all ptarthe importance of expanding this
research. A study by the Pacific Northwest Natidadoratory found that the existing
electrical infrastructure and capacity could suppaswitch to PHEV by 84% of US cars,
pickup trucks and sports utility vehicles assumiight-time charging. (Kitner-Meyer

2007) Another study was conducted in Californily@md concluded that the existing
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capacity has the capability of supporting PHEV ttighe charging. (Lemoine 2008)

Both studies agree that there already exists amatile infrastructure that is capable of
supporting PHEVs. However, it is assumed in lsdtidies that PHEVs would charge
only at night. Policy or market effects shoulddasigned to limit PHEV charging to
nighttime hours when excess capacity exists. G&imsbe done by reducing nighttime
electricity costs and designing chargers that woullgt allow charging during nighttime
hours. Economic studies of PHEVs have found theit introduction to the market
would reduce electricity costs due to increasedleneled-out electricity demand. (Scott
2007) Bradley (2009) evaluated the effects afdwng emissions between sectors and
found that switching from conventional vehiclePdEVs charged using coal-fired

electricity would lead to emission reductions of N®OC, CO and CQ

The studies mentioned above look only at the gllfithe electrical infrastructure to
support the excess nighttime demand. The effeetiroquality is not addressed beyond
overall estimated emission impacts. The Electow& Research Institute performed the
one study that has examined the air quality impaicBHEV use, beyond total emission

changes.

The Electrical Power Research Institute (Knippif@2zb) predicted the air quality
effects of PHEV penetration into the market assgniRIEVs would become available in
2010, account for 15% of the new cars sales imne&giagrowing to 50% of all new
automobile sales by 2030 when they would accoumt®%6 of the total vehicle fleet.
While the resulting higher electricity demand cob&imet using excess nighttime
capacity, this will lead to higher emissions fro@&s. However, EPRI assumed that
current regulations would remain unchanged. Thisldymean the NE NOx cap and
trade program would continue to decrease the cafaased every year regardless of the
increased load to the units. This introduces gromant policy issue. Since PHEVs
would be removing emissions from the road and esirgy emissions from EGUSs, it is

likely that existing cap and trade programs for N@uld need to incorporate this shift
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by introducing more emissions credits to the exgstNOx cap and trade program. The
NOXx emissions cap can still step down in 2010 a@itb2as proposed in CAIR (EPA
2008b), but it is likely that the cap would needeoraised to incorporate the addition of
mobile sources to the point source load. And #dpereduction goals of 2010 and 2015

would need to be adjusted to reflect the additigealeration.

Finally, studies have found that PHEVs in genemalild decrease GHG emissions to the
atmosphere. (Stephan 2008) Many studies havetegpthrat a switch to PHEVs from
conventional vehicles will lead to reductions in Gldmissions. (Lokey 2007, Romm
2006) EPRI examined 9 scenarios spanning 3 |@fdt$1EV penetration and 3 levels of
electrical sector C@intensity and found that even in the worst-casmago, CQ
emissions were reduced. (Knipping 2007) Stepha@8Rfbund PHEVs would reduce
CO, emissions by 25% in the short term, and up to §0%%e long term using existing
spare nighttime capacity. Samaras (2008) lookdideagntire life cycle of PHEVs and
found that the worst-case scenario would lead tg €filssions that are no greater than
conventional vehicles. In addition to examining ittigact of shifts in emissions of ozone
and its precursors between on-road vehicles ands=@i$ Chapter will also briefly
examine the effect of the shifts on greenhousd@a5) emissions and Particulate

Matter (PM) emissions.

Methods

The air quality impacts of shifting emissions frewhicles to EGUs will be examined
using the Comprehensive Air quality Model with Ehd®ns (CAMXx), introduced in
Chapter 3. The model predicts the spatial anghtead movement, production and
depletion of air pollutants using data on emissiomsteorology, chemistry and
deposition. CAMx was chosen for this work becaafsthe availability of
meteorological, land cover, boundary conditionti@hicondition and emission inputs for

an air pollution episode from August, 2002, whidl ae used as a representative case
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study in this work. The modeling inputs for thEsde were developed by the Central
Regional Air Planning Association (CenRAP) for tal haze and visibility studies. A
performance evaluation for the 2002 episode wadwtted by ENVIRON. (ENVIRON
2007) This is the same air quality modeling epestitht was used in Chapter 3.

The air quality modeling domain is shown in Fig8r8. The modeling domain has a
grid with 12 km horizontal resolution nested witlairgrid with 36 km horizontal
resolution. The 12 km grid covers the Pennsylvaxew Jersey, Maryland (PJM) region
that will be the focus of this work. The classiiMPgrid includes the three states for
which it is named, as well as Delaware. The maglis include meteorological data
and emissions inventories. Wind fields were ediahdy the lowa Department of
Natural Resources using MM5, cloud cover was eséchasing satellite data, and land
cover/land use data was developed by CENRAP. (EMDNR007) Emissions inventory
data, including point source, area source, molilsgons on and off road, and biogenic
emissions were based on the EPA’s 2002 Nationat&ions Inventory with updates and
corrections provided by individual states. Thes=inns inventories were processed
using the SMOKE emissions processing system aspatpns for EPS3, a CAMXx
preprocessing tool (ENVIRON 2007). The biogenicssians inventory was developed
using the Global Biosphere Emissions and Interaciigstems (GlobeBeis). (ENVIRON
2007)

The EGU emissions are of particular interest is thork and therefore will be described
in detail. Locations of power plants within thevPtegion are shown in Figure 4-1. The
power plants for this analysis consist of a grotipase load plants, which are largely
coal-fired, and peaking units, which are primags-fired. Table 4-1 shows the
electricity generating capacities of the EGUs i tbgion and the utilization factors. The
coal fired plants, which collectively have 26 GWpaiwer generating capacity, are run
primarily as base-load units. Nevertheless, thesela diurnal pattern of capacity
utilization and emissions, shown in Figure 4-2, ¢ithis due to decreased electricity
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demand at night. (Martin et. al. 2007) In this watks assumed that these plants are
operated at constant capacity utilization, equah&ir daytime maximum, and that the
excess power generation at night is used for PHEYging. The modified diurnal

profile is shown in Figure 4-2. The excess getianaavailable to PHEVs if coal plants
run at 85% capacity factor is 107 GWh. It is assdnat this 107 GWh is 90% utilized
making 96 GWh for charging PHEVSs. (EIA 2002) Theliidnal electricity is used to
charge PHEVs, which will then displace emissiora ticcur during the day. The diurnal
profile for weekday vehicular emissions is showifrigure 4-3.

Of the traditional fuel sources used for electyiottoal-fired power plants without
controls release the most g®IOx, and S@throughout the lifecycle (Jaramillo 2007)
and so using coal generated electricity to chakge\Ps would represent a worst-case
scenario for EGU emissions, assuming only existeqggacity is utilized, and only at
night. These additional emissions would be adddtie grid, and once on the grid it is
not possible to know that the additional capaatysed directly for PHEV charging.
Nevertheless, it is assumed in this case studgddéional generation is required
because of the PHEV charging. The allocation pattef additional nighttime demand
would be decided using a traditional utility bidgisystem. (Martin 2007) The
assumptions that charging would occur only at niglatependent on the development of
policy or technology that would limit charging tgghttime hours only.
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Table 4-1. Electricity utilization factors and gea#gon capacity by fuel type and state.

(EIA 2002)

Electricity Average Utilization 2002 Coal NG* Nuclear Petro
Penn 71% 12% 95% 9%
Maryland 67% 17% 82% 9%
New Jersey 52% 24% 91% 3%
Delaware 38% 13% 0% 15%
Total 67% 18% 93% 8%
Electricity Capacity 2002 (MW) Coal NG Nuclear Petro
Pennsylvania 18,384 6,223 9,127 3,372
Maryland 4,897 1,490 1,685 2,922
New Jersey 2,124 9,237 3,875 2,533
Delaware 1,050 1,293 0 745
Total 26,455 18,243 14,687 9,572
Daily Total (MWh) Potentially available from

Coal:* 539,670

Potential MWh available for PHEVS: 107,934

1: NG = Natural Gas
2: Assumes plants are running 85% of the time
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Figure 4-2 a and b. (a.) Hourly Electricity Genematin the PIM classic grid region on
August 12, 2002 (upper). (b.) Hourly Electricitggeration, with nighttime PHEV
charging using coal at 100% capacity factor (lowgvartin et. al. 2007)

66




The additional electricity available for nighttimbarging of PHEVs is 96 GWh
(approximately 20% of Coal Plant Capacity). Thdiidnal emissions associated with
this increased capacity utilization are calculatetivo ways. First, an EPA AP-42
emissions factor is used to calculate the approai®x emissions associated with the
addition of 96 GWh nighttime electricity generatiofEPA 1998) The EPA factor is
0.003 Ib of NOx emitted per kWh generated. (EPAQ0Dsing this factor, there would
be approximately 144 tons of NOx emissions assediatith 96 GWh. The second
method for calculating emissions is to assumettiea®0% increase in capacity
utilization, represented by the 96 GWh of additiageneration, would increase
emissions by 20%. The total NOx added to the psmarce emissions inventory in
CAMx, assuming a 20% increase in NOx emissionstdwalditional nighttime
generation at coal-fired plants, is 168 tons. c8ithese two approaches to estimating
emissions lead to similar results, a 20% increagamissions to the coal fired power
plants is applied. The temporal emissions pradiladjusted so that emissions assigned
to coal fired plants are constant throughout the déhis same 20% increase, with the
same temporal allocation procedure, is applied@C\and CO emissions from coal fired
EGUs.

To estimate the emissions reductions in the velflieét associated with the use of
PHEVs, the GWh available to PHEVs are converteal timtal Vehicles Miles Traveled
(VMT) by the PHEVs. The resulting VMT availableRHEVs are distributed to three
categories of light duty vehicles according to pleecentages of those vehicles in the
existing fleet, as listed in Table 4-2. Table 4lsbdists average energy economy factors
for these three categories of light duty PHEVseSéhestimates of energy use by PHEVsS
were obtained from an EPRI study (Knipping 20074 assume less efficient use of
electrical energy by PHEVs, compared to other swidiKinter-Meyer 2007, Stephan
2008) For example, the PHEV economy factors ugetid Pacific Northwest National
Laboratory (Stephan 2008) include transmissiondasidibution losses, as well as battery

charging and use losses. The PNNL economy fafiioes mid-size sedan are 300
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Wh/mile, as compared to the 318 Wh/mile reporte@&B¥RI, and used in this study.
NOx, CO and VOC emission factors for light duty glage vehicles were obtained from
EPA average emissions and fuel consumption datapasted in MOBILE6. MOBILEG6

is EPA’s Mobile Vehicle Emissions Modeling softwdhat is used to model the grams
per mile of emissions from most types and agesabad mobile vehicles under various
operating conditions. (EPA 2007b) These data assumaverage, properly maintained
vehicle on the road in July of 2000 and the avefagkeeconomy for each vehicle class.
(EPA 2000) Percentages of each category of velmdervice in 2002 are also listed and
were obtained from Federal Highway Statistics diat&2002.(DOT 2002) Each of the
energy economy factors (318 — 493 Wh/mile) are ipligd by the percentage of
vehicles and the total excess nighttime MWh towdate a daily total VMT available for
PHEVs of approximately 245 million VMT.

Table 4-2. Emissions factors for light duty mohihicles by vehicle category.

Individual Gross Percentage [MOBILE6 Grams Grams Grams

\Vehicle \Vehicle Of Adjusted AC [NOx CcoO \VVOC

Type Weight [Light-Duty  [Electricity Emissions |Emissions |Emissions
(Ib) Passenger [Consumption[per mile  [per mile |per mile

Fleet (Wh/mi)

Passenger Cars |- 65.04% 318.2 1.39 20.9 2.8

Gas Truck (SUV)|0-6000 13.50% 394.2 1.81 27.7 3.51

Gas Truck 6001-8500|21.46% 493.2 1.81 27.7 3.51

Using the average light duty vehicle emission fexctibtained from EPA data (Table 2)
and the percentage of each category of light dekycles on the road, the NOx emissions
total from 245 million gasoline VMT is calculatedl be 15% of the daily non-point
source NOx emissions according to the EPA’s Nati&maissions Inventory (NEI)
emissions total for the 4 states. Non-point soeroessions include on-road mobile, off-
road mobile, and area emissions, but in the cabiOod, are dominated by on-road
mobile emissions. For NOx, 15% of the non-pointssions inventory corresponded to
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20% of the mobile emissions inventory. In the mptiee mobile vehicle source NOX,
VOC and CO emissions were reduced by 20% (300 @d,N.80 t/d VOC and 2420 t/d
CO) and these emission reductions were appliebdemutban areas of the PJM region.
Figure 4 shows a map of the PJM region, with the cglls used in the modeling
overlain. The urban areas in which PHEVs are asduim operate are outlined in blue.
The emission reductions are applied to daytimeobigure 4-3 shows a time series of
the non-point source NOx emissions on August 12220ith and without the emission
reductions due to the use of PHEVS.

Non-Point Source Nox emissions by Hour
as a Percentage of Daily Total

8.00%

7.00%
6.00% | /—\
5.00%

4.00% -
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2.00% // \\
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1.00% A
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour of the Day

‘ NOx before reductions ==NOx after reductions ‘

Figure 4-3. August 12Hourly non-point source NOx emissions as a peaggnof total
daily non-point source hourly NOx, shown before aftdr reductions due to PHEVs are

realized.
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Figure 4-4. Map of the PJM area showing the urlvaasain orange. Grid cells that

received daytime mobile emissions reductions aténed in blue.

To quantitatively evaluate the air quality impaat$®HEV use, four air quality metrics,

in addition to total emissions and ozone conceiotnat are used. These metrics are
introduced in detail in Chapter 3. The four metnised are total area with eight hour
averaged ozone concentrations above a threshot@otyation, total population living in
grid cells with eight hour averaged ozone concéiotra above a threshold value, time
integrated ozone area above the threshold, andititegrated ozone above the threshold
multiplied by population. Metrics are calculatadce, first for threshold defined as the
75ppb standard and then for the threshold defisatde84ppb standard. Days during
which the maximum ozone concentration is belowstiaadard are not included in the

metrics calculations
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Modeling Scenarios

Photochemical modeling simulations were perfornuedte period of August'5through
16", 2002. This episode was chosen because it cantaie of the most severe
photochemical events in the past decade in théeast US, with PJM area monitoring
stations on August f0through the 1% measuring maximum 1 hr average ozone
concentrations of 117, 126, 143, 147 and 132 mspactively. In addition to being a
severe episode, this episode presents a varietetdorological conditions. Figure 4-5
shows 36-hour back trajectories, calculated usieg\ational Oceanic and Atmospheric
Administration’s HYbrid Single Particle Lagrangiaimiegrated Trajectory (HYSPLIT)
model (ARL 2008), for air parcels arriving at amtan NJ at 5pm on each day for the
period August 10 - 14". The specific location in NJ represents the ayetatitude and
longitude of the air quality monitoring stationgdded around the
Philadelphia/Baltimore/Southern New Jersey noniatiant area. This map shows the
path air travels during the 36 hours prior to angvin this area. During the period, the
prevailing winds shift from southerly to westetllgading to very different mixes of
o0zone precursors encountered by the air parcélgrayin the area as the episode

develops.
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Four air quality modeling simulations were conddaising CAMx. The firstis a
basecase with unchanged emission inventories kaqtieg the emissions as they
occurred during the modeling period. The seconmikition represented the changes to
the emissions inventory that would occur due toftitleutilization of PHEVs during the
day, charged at night using electricity from caedd EGUSs, as calculated above and is
called PHEV-300. In this PHEV case, NOx emissiaresincreased by 168 tons during
nighttime hours for EGUs in the four state PJM dreeause of increased nighttime
electricity generation used to charge PHEVs. V@G @0 emissions are increased by
1.2 and 11.9 tons respectively. NOx emissionglaceeased by 300 tons during daytime
hours in urban areas (hence PHEV-300) from thetgutisn of gasoline vehicles by
PHEVs. CO emissions are reduced by 2420 tons &1 &missions are reduced by 180

tons.

For the third simulation, PHEV-150, emission reduts associated with PHEV use are
halved. This notional scenario might arise duleweer charging and use efficiency, or
the availability of a lower emitting base casefflelevehicles. The additional nighttime
electricity generation and associated emissiongirethe same. For this third case, the
nighttime emissions are increased by 168 tonstoh® and 11.9 tons, for NOx, VOCs
and CO respectively as with the second case, buddiitime NOx, VOC and CO
emissions are decreased by only half the amoumt fhe PHEV-300 simulation. NOx
emissions are reduced by 150 tons, CO by 1210a03/OCs by 90 tons. For the
fourth simulation, changes are made to the molbils&ons only. No increases are
made to nighttime emissions from EGUs. NOx, VO@ @© are decreased during
daytime hours, in urban areas by 300 tons, 18Q #2420 tons respectively, as with
the PHEV-300 run. This simulation serves as aigeitg analysis as well as a best case
scenario, since it assumes that electricity usethémge PHEVSs resulted in no increases
in EGU emissions (due to the existence of an eonsstap or the use of electricity from

a non-emitting source like wind or solar).
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Results and Discussion

Figure 4-6 shows the maximum ozone concentratiotisd PJM area for the basecase
simulations on August through 14, the days with the highest maximum ozone
concentrations for the episode. These results@rsistent with concentrations measured
in the area on those days by monitor sites; data two representative sites are shown in
Figure 3-12 in Chapter 3. The basecase CAMXx sitimnahows good agreement with
concentrations measured by the monitor sites ih Bbsolute values and hourly patterns.
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Figure 4-6. Maximum eight hour averaged ozone eotrations (maximum
concentration achieved over the course of the @ggrdless of time) for the basecase on
August 11" — 14" 2002 as modeled by CAMXx.

In order to show the effects of PHEV utilizatiohetmaximum daily 8-hr average ozone
concentrations are calculated for each case, im g@ad cell for the modeling period.

The differences between the maximum values fob#secase and for the PHEV-300
case are shown in Figure 4-7. Negative valueesemt ozone reductions in the PHEV-
300 case.
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Figure 4-7. Eight Hour Maximum ozone, differencéween the basecase and the PHEV-
300 case for August Y0- 14th. (PHEV-300 case - Basecase)
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The air quality modeling results show air qualityprovement over the urban areas in
Pennsylvania as well as Baltimore and most of mortiNew Jersey. The changes in
emissions due to the substitution of PHEVS, inRkE=V-300 case, lead to a 2 to 8 ppb
decrease in maximum 8-hour averaged ozone contensaver these major urban
areas on all days of the episode. The areas shdhisnozone reduction have the highest
basecase concentrations of ozone as well as testgoopulations, meaning that PHEVs

have the potential to significantly reduce ozongasxre in the northeastern US.

However, the August - 14" results also show a NOx disbenefit (0zone
concentrations increasing as NOx emissions decgreasarring in the cells above
Newark, NJ. On the {4 there is also a NOx disbenefit occurring oveldtglphia.

Under basecase conditions, the NOx emissions setheeas are relatively high and the
NOx reacts with ozone, reducing the ozone conceoiti These NOx disbenefit
conditions also caused Newark and Philadelphiat@ hower ozone concentrations, in
the basecase, than the surrounding areas, betWesmmd5/0 ppb, while surrounding areas
were as high as 120 ppb. When NOx was decreaseslsatie area, the titration effect
was reduced and the ozone concentrations in thgseN©Xx areas increased to the mid-
70s while the surrounding cells, not affected kyyMOx disbenefit, decreased by a

greater amount.
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Figure 4-8. Eight Hour Maximum ozone, differencéween the basecase and the PHEV-
150 case for August Y0- 14th. (PHEV-150 case - Basecase)
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The results from the PHEV-150 case show a smaleuality benefit. The maximum
reduction in 8-hr averaged ozone concentrationsilig 3.9 ppb in this case as opposed to
8.7 in the PHEV-300 case. The PHEV-150 case shioe&vsame NOx disbenefit, but to a
lesser degree, above the cities of Newark and dRpaia.

The data in Table 4-3, which show the air qualitmes defined in Chapter 3, more
completely describe the results from the simulatidietrics were calculated for two
different ozone thresholds; the current ozone stahdf 85ppb (8-hr average
concentration), and the newly proposed standaippb (8-hour average). When the
threshold is defined as 75ppb, both the PHEV-3@DRIHEV-150 cases show both an
increase in the total area and total populatiorvalstandard (metrics 1 and 2), but the
area and population exposures (a function of timeazone concentrations) decreased,
summed over all the hours of the day (metrics 34ndReduction of NOx emissions in
urban areas is causing ozone concentrations in sergdocalized areas to increase
above 75ppb. The areas surrounding the urbanrsdmge decreases in ozone
concentration that are larger than the localizedeiases, but concentrations are still
above 75ppb. This effect can cause the total arégapulation exposed to
concentrations above 75ppb to increase, while dsirg both the time-integrated

population above 75ppb, and time integrated areaealB5ppb.

When the ozone threshold is set at 85ppb (8-hoenage) all metrics show air quality
improvements, including both the area and popuiatioove the standard. Area and
population exposure, time-integrated, show deceeak#1% and 7% respectively.
These metrics also show that, in areas where reduct the NOx disbenefit is causing
an increase in 0zone concentrations, the resutbngentrations are below 85ppb. At
night, when EGU emissions increase, PHEV-300 niglettl-hr ozone concentrations

show increases of 2 to 4 ppb in rural areas witlieeses of 3 to 5 ppb in urban areas.
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Due to the complexity of ozone chemistry and itssgevity to temporal and spatial
changes in emissions of ozone precursors, thetsema not straightforward. There are
scenarios where PHEV use worsens air quality ialibed areas, depending on how air
quality is measured. However, these resultsligighthat PHEV scenarios, in general,
reduce ozone concentrations and exposure. Thigtied is especially true for the

scenario where PHEVs are charged at night withemaiiting sources.

Table 4-3. Changes in ozone concentrations (usmgjple metrics, equations 1-4) due
to use of PHEVSs.

Percent Change (from Basecase) Threshold = 75ppb

Metric PHEV-300 | PHEV-150 PHEV_mobile_only
Area above Standard 0% 2% -1%
Population above Standard 1% 2% 0%
Daily Area Exposure -6% -1% -9%
Daily Population Exposure -4% 0% -T%

Percent Change (from Basecase) Threshold = 85ppb

Metric PHEV-300 | PHEV-150 PHEV_mobile_only
Area above Standard -3% -1% -5%
Population above Standard -5% -5% -6%
Daily Area Exposure -11% -3% -15%
Daily Population Exposure -7% -1% -11%

Using the assumptions outlined in this paper canogrincreased nighttime electricity
generation at coal-fired power plants and decredagtime utilization of gasoline
vehicles in favor of PHEVSs, the resulting changéotial quantities of carbon dioxide
(CO,) released to the atmosphere was calculated. Tdigaawhl capacity utilization of
the coal-fired EGUs would lead to an increase giraximately 99,610 tons of GO
emissions. This emissions estimate was calculasanaing a 35% efficiency of heat to
electricity at coal plants and an average heatityefios coal for the year 2002 obtained

from the Energy Information Administration (EIA) I@&2006). The calculated decrease
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of CO, emissions from replacing gasoline vehicles withilable PHEVs would be
122,670 tons. This value was calculated usingaaeefuel economy standards (Table 4-
2). Therefore, assuming that PHEVs are able tetguke for gasoline vehicles for at
least 80% of the expected VMT calculated usingraargy efficiency of 318 Wh/mi, the
scenario considered in this work would not leathtweases in C@emissions during fuel
combustion. There are also likely differences leetwthe greenhouse gas emissions due
to producing, refining and delivering gasoline amicing and delivering coal. In general
these emissions are substantially less that thenporise gas emissions associated with

combustion, so a detailed estimate of these emissi@s not prepared here.

The effect of PHEVs on emissions of Particulatet®tas complex, but some

preliminary calculations indicate the general natirthe impact of PHEVs. A 20%
increase in capacity utilization of the coal-firgalwer plants would lead to an increase of
790 tons per day of S@missions. Studies have measured the fractiamsdersion of

SO, to sulfate, in the atmosphere, to be approximatéy which would lead to an
increase of 55 tons per day in PM formation. (Nopguml 2006) Using the same
method used to calculate CO and VOC emission razhgtaused by the substitution of
PHEVs for gasoline vehicles, average daily decseas®M would be only 1-2 tons.
(EPA 2005b) PM emissions from road dust and bveé@ would add to this total.

Conclusions

Air Quality Modeling of the four-state classic P3vka show that substitution of PHEVs
for just 20% of the mobile vehicle fleet VMT wouldduce ozone by up to 8 ppb in the
most densely populated areas in the PIJM. The ibemeaduld increase if cleaner sources
are used to charge the PHEVs or if, subject tatlaability of additional excess
generation, PHEVs are substituted for a largergrgage of the mobile fleet. This work
indicates that while there is the potential for rmgements in ozone concentrations, there

is also the potential for localized worsening obie concentrations as the spatial and
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temporal patterns of emissions change. Howeveitewhe PHEV use scenarios
modeled in this research do not appear likely tp inéth ozone attainment
demonstrations, they do appear to reduce ozonesaxptevels. Further, the air quality
impacts of PHEV use are not limited to ozone fdf,example, coal fired power plants
are used to generate electricity to power PHEVE,lacal SQ emissions increased, then
more particulate sulfate would be formed. On ttieohand, reduced emissions from

vehicle exhaust would lower particulate matter esiations.
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Chapter 5 HRVOC Trading in Houston, Texas

Most of the work reported in this chapter represéiné contributions of the author of this
thesis to two papers that were published and hppeaaed in the journal Environmental
Science and Technology. (Wang, L, Thompson, T, WébiMcDonald-Buller, E, Allen,
D. 2007 and Wang, L, Thompson, T, McDonald-BulerAllen, D. 2007b)

The eight-county Houston/Galveston/Brazoria (HGE@gashown in Figure 5-1) is
currently classified as a severe non-attainmera angler the NAAQS for ozone, with
concentrations averaged over both 1-hour and 8shdBecause emissions that lead to
the formation of ozone have distinctive spatial tardporal patterns and the chemistry of
ozone formation is non-linear and introduces tiags|between emissions and ozone
formation, design of emissions control strategmsokzone precursors is not
straightforward and typically requires the appii@atof photochemical grid models in
order to evaluate the potential effectiveness agsion reductions for air quality
initiatives and State Implementation Plans (SIR&)uston is especially problematic

because of the unique meteorology and the largédaunf sources in the area.

Montgomery

Waller

Harris

Fort Bend
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Galveston
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Figure 5-1. The 8-county Houston/Galveston/Brazorane nonattainment area.
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Photochemical modeling, performed by the Texas Cimsion on Environmental Quality
(TCEQ) and others as part of TexAQS 2000, deschigdol, indicates that in order to
attain the NAAQS for ozone (with concentrationsraged over 1 hour and 8 hours), the
HGB non-attainment area must reduce both NOx an@ ¥@issions (TCEQ 2004).

Texas Air Quality Study 2000 (TexAQS 2000)

During the summer of 2000, a group of researchrera ficross the nation conducted the
largest air quality study ever done in the stat€afas. For six weeks beginning on
August 14, 2000, extensive sampling was done &t ¢patund level and in aircratft,
throughout southeast Texas, to study the formasooymulation, and transport of ozone
and particulate matter. The results from this wiandicated that there is a subset of
Volatile Organic Compounds that accounts for a migjof the production of ozone.

This subset has been termed Highly Reactive Vel&iganic Compounds (HRVOCSs)
and is made up of ethylene, propylene, 1,3 butadsenl butenes. Because of this study,
regulation for the control of ozone in the statd ekas has been focused on reducing
emissions of these four HRVOCs. (TCEQ 2008)

Cap-and-Trade Program in the HGB region

In December 2004, the TCEQ adopted rules 30 TAQ §80-101.394, 101.396,
101.399-101.401, and 101.403, which establishezh@iasion banking and trading
program for HRVOCs. The program is currently lieditto Harris County, which
contains most of the emission sources in the H@B,dut could be extended to other
counties within the ozone non-attainment area mithlic notice. Approximately 80-90
facilities are covered by the rules and theseifaslare primarily refineries, ethylene and
propylene (olefin) manufacturing facilities and yroker manufacturing facilities. Only a
subset of emission points at these facilities areeatly in the trading program: vent gas

streams, flares, and cooling tower heat exchangtesg that collectively have the
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potential to emit more than ten tons per year oMA@R. Fugitive emissions are not
currently part of the trading program. In the a#dpules, the TCEQ allowed some
trading of emission reductions of other less-reactiOCs (OVOCSs) for emission
reductions of HRVOCSs, on a reactivity weighted basfiRVOC allowances received
from the conversion of OVOC emission reduction ¢eecurrently cannot exceed more
than 5% of the site’s initial HRVOC allocation. (EQ 2004)

Modeling studies done on the data collected dufiegAQS 2000 have found that
approximately a 90% reduction in HRVOC emissionscénnection with NOx
reductions) is needed to meet attainment of the Q8A4or 1-hr averaged ozone
concentrations. (TCEQ SIP Revisions 2004) Theectioe area wide emissions cap for
the HRVOC Emissions Cap and Trade (HECT) progranthfe analyses described in this
chapter will be set to represent the following HRY@missions reductions from the

2000 emissions levels:

1. 90% reduction to HRVOC non-fugitive sources (p@ind stack) that are part of
the cap and trade program
2. 64% reduction to HRVOC and all Other Volatileg@nic Compounds (OVOC)
fugitive sources that are not currently in the imgdorogram due to difficulties in
measuring and documenting the emissions
(The non-fugitive emissions reductions will be apglto Harris county only, while the

fugitive emissions reductions will be applied te #imtire 8 county area.)

Emissions credits are distributed to sources basealerage capped emissions of any
previous three-year period. At this point, no &datr temporal trading limits have been
set. (TCEQ 2004)

The cap for the HECT program was determined basedadeling done for the 1 hour

attainment demonstration. The reductions requmadeet the cap, without trading, will
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bring the area into attainment for 1 hour ozongayes. This chapter examines the
potential impacts of trading on the spatial andgeral distribution of ozone
concentrations. Finally, in order for this progreomwork, there must be a viable trading
market. So far in Harris County, companies hataied to enter the trading market.
(TCEQ 2008b) The reasons for this hesitation arssippte solutions will be examined in

this thesis. Specifically, the following question#l be addressed:

1. Will the Trading Program in its current formdei@ ozone hot spots?

There are currently no spatial limits on tradir@gyedits can be sold to and from any
location in Harris County. Is there the possipibf increased levels of ozone if VOC
emissions are concentrated in one area due tmgyadiwWhat are the factors that

influence the ability of HRVOC emissions to affezibne?

2. Can program modifications improve cost and aality performance?

It has been proposed that VOC emissions tradirsgibstitution based on reactivity
weighted trading amounts is a viable option forRMOC/VOC cap and trade program.
Is the reactivity scale that is used in the progegpropriate? Can the trading also be
expanded to include chlorine, another source ohezwoduction? Because of difficulty
monitoring emissions of fugitive sources, theym@oecurrently included in the trading

program. Can fugitives be included in the trading?
3. What will the Supply / Demand for Allocationstiwthe current program be?
Based on the required emissions reductions thatayg with the trading program, what

sources are going to be able to make reductionsahdxcess emissions credits? What
companies are going to depend on buying creditsihgemissions data collected by the
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EPA and the TCEQ and information about allocatioihemissions credits, the emissions

credit trading that will be necessary to meet tyasowill be quantified

Based on results and findings, recommendationpdiicy modifications will be

suggested.

Results

Will the Trading Program, in its current form, lead to ozone hot spots?

Analyses have been performed assessing the likelibbozone hot spot formation as a
result of unlimited spatial trading. The analysess done using extreme trading
scenarios. Four regions in Houston were identifiased on locations of industrial
sources involved with trading and each region wedgdd by NOx and VOC availability.
The regions were characterized as high or low aldity for each precursor, based on
historic emissions of local industry. Figure 5s?@ws a map of Southeastern Texas with
VOC emission rates from low (near ground) level maade and natural emissions and
elevated (stack) industrial sources. The blackdaglined within the top figure is
expanded in Figure 5-2b to show the four tradirggores and NOx availability. These

four regions contain the top 25 out of 86 sourddsRVOC and VOC emissions in

Harris County, which account for 90% of emissiohbath by mass.
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Figure 5-2 a and b. VOC (a) and NOx (b, shows thedutlined in the figure a. on a

larger scale) emissions availability within the feegions of this study, near Houston,

Texas.

The four trading zones are characterized as:
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1. Region 1: Low, localized NOx (1.72 tons/day meayrid cell) and high, localized
HRVOCs (13.3% of the total HRVOC emissions of tbarfregions)within one
4km x 4km grid cell and including 2 of the 25 acetau(8.2% of the total
HRVOC of the 25 accounts).

2. Region 2: High, localized, NOx (8.69 tons/daytwo grid cells) and high,
localized, VOCs (10.3% of the total HRVOC emissiarfsthe four regions)
within two 4km x 4km grid cells and including 2 thie 25 accounts (25.4% of the
total HRVOC of the 25 accounts).

3. Region 3: High and distributed NOx (37.25 tons/@ay2 grid cells) and high
and distributed VOCs (68.9% of the total HRVOC esims of the four regions)
within twelve 4km x 4km grid cells and including @8the 25 accounts (61.1% of
the total HRVOC of the 25 accounts).

4, Region 4: Low NOx (1.56 tons/day in two grid celis)d moderate VOCs (7.5%
of the total HRVOC emissions of the four regiomghin two 4km x 4km grid
cells and including 3 of the 25 accounts (5.3% hef total HRVOC of the 25

accounts).

To present the results of the modeling, the redateduction factor for ozone (RRF) will
be calculated for each monitor shown in Figure IRRFs are used in this study because
of the role that they play in demonstrating attaeninwith the National Ambient Air
Quality Standard (NAAQS) for ozone, with concentmas averaged over 8-hours. In
contrast to the approach to attaining the NAAQSofue hour averaged concentrations,
which was based on the absolute values of ozonseatrations predicted by a
photochemical model, the newer approach to denmatirggrattainment with the NAAQS
for eight hour averaged ozone concentrations isdas the relative response of the

photochemical grid model at multiple locations.

The first step in the new attainment demonstrgpi@cess is to define an ozone “design

value” for each monitor in the region. The desigiue is the fourth highest daily
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maximum 8-hour averaged ozone concentration fdn gaar, averaged over three years.
If the ozone design value is greater than the stahet at 85ppb when this research was
conducted, recently lowered to 75ppb), the mongan non-attainment. To determine if
emission reductions will lead to attainment atrii@nitor, a relative reduction factor
(RRF) in ozone concentration is estimated usinggattemical models. Base case and
control scenarios are modeled. The maximum dailytdhour ozone concentration is
found within a 7x7 block of grid cells centeredwand each monitor (7x7 required when
using 4k horizontal resolution) for each scenafibe RRF is the ratio of the control case
maximum to the basecase maximum. Attainment wigh8:hour ozone NAAQS is
demonstrated when the model-predicted RRF, at maxctitor, multiplied by the monitor
design value, is lower than the standard. For @@nif a monitor has a design value of
100 ppb and the photochemical modeling predictRE Bt that site of 0.75 or less, the
site will be in attainment (according to the neanstard). RRFs are used to examine
whether emissions trading scenarios that concengraissions in regions near monitors

will have a significant effect on attainment demoaisons.
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No. Monitor Site
1 Channelview
2 Houston Manchester
3 Ellington Field
4 Haden Road
5 Port of Houston (Fuel Cell)
6 Atascocita
7 Clear Lake High School
8 Sheldon Rd
9 LaPorte
10 Channelview North
11 Smith Point Hawkins Camp
12 E Baytown
13 Mont Belvieu

Figure 5-3. The monitors located near the fouroregjof the modeling scenarios.
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Figure 5-4. Modeling Domain of the HRVOC study¥hree boxes outline the 36k
horizontal resolution grid, the 12k horizontal resion grid, and a 4k horizon resolution

grid.

HRVOC trading

For this study, five air quality scenarios were rled using CAMx. CAMx is a 3-D
photochemical model which is introduced in detaithapter 3. The modeling domain
and grid resolution for the modeling are showniguFe 5-4. The first modeling

scenario is a basecase which represents the attairtemonstration (based on estimated
2009 emissions) modeled using meterological camaitbased on an August 22-

September 6, 2000 episode that has been used btateeof Texas in developing air
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quality plans for Southeastern Texas. The remgifoar modeling scenarios represent
worst case scenarios. In each of four scenariiddR/OC emissions from three of the
four regions are traded into each region in turtesd the effect of the various levels of
precursor availability on the formation of hot spathen high levels of HRVOCs were
present. Fugitive emissions were not changeddselscenarios. Results from these

scenarios are shown in Table 5-1.

Table 5-1. Average RRF values for each tradingateat each monitor; trading

scenarios involve trading all HRVOC emissions ire&hof the trading regions into the

fourth region.

Monitor (*) Casel | Case2 | Case3 | Case4
Atascocita 0.999 1.001 1 1

Mont Belvieu (1) 1 1.003 1 1

Channelview North (2) 0.997 | 1.005 1 0.998
Sheldon Rd (2) 0.995 1.002 1.001 | 0.997
E Baytown (3) 0.997 | 1.001 1 0.999
Channelview (3) 0.995 1.002 1.001 | 0.999
Haden Road (3) 0.995 | 0.999 1.001 | 0.999
Port of Houston 0.997 | 0999 | 1.001 | 0.998
Houston Manchester (3) | 0.997 | 0998 | 1.001 | 0.999
LaPorte (4) 0.995 | 0.998 | 1.001 1

Ellington Field 0995 | 0997 | 1.001 | 0.999
Smith Point Hawkins Camp.997 1 1 1

Clear Lake High School | 0996 | 0.998 | 1.001 | 1.001

*Number in parentheses represents the trading melgi® monitor is located in or directly adjacent to

monitors with no number indicated are close toitrgdegions.

Trading of all of the HRVOCs into a single regiaused at most a 0.5% increase in the

eight-hour average ozone concentration with oMy RRF values above 1.001. Four of
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these values were calculated for the case in walldHRVOCs were released in a region
with high localized NOx concentrations (region 2)hvthe ozone measurements made at
monitors in close proximity to the release. A nngyoof the monitors showed either no
change or a decrease in the eight-hour ozone ctyatiens. These results led to the
conclusion that the trading program, as currerglyighed, will not lead to ozone hot

spots.

Can program modificationsimprove cost and air quality performance?

Reactivity Trading

The Texas SIP developed to meet the ozone NAAQ@rexja 90% reduction in
HRVOC emissions. Trading is allowed between faesi but reductions in the
emissions of other volatile organic compounds (OD€an be traded, on a reactivity

weighted basis, for only 5% of HRVOC allowances.

Reactivity based trading of VOC emissions is gdhebased on the concept of
incremental reactivity (IR). Incremental reactivisydefined as the amount of additional
ozone formation that results from the addition sfreall amount of the VOC to the
system in which ozone is formed, divided by the ami@f compound added. (Carter
1994) Maximum Incremental Reactivities (MIRs), theasure of reactivity used in the
HRVOC trading program, are incremental reactivitiagler conditions when NOx
availability is not limited, i.e., when VOCs havestgreatest ozone formation per unit of
VOC added. Other measures of reactivity are aladlabte. Maximum Ozone
Incremental Reactivities (MOIR) are the incremengalctivities observed when NOx
levels are adjusted to give the highest peak ozoneentration. Equal Benefit
Incremental Reactivities are the incremental reagtvalues observed when NOx
concentrations are adjusted so that changes in \a@s the same effect on ozone

formation as equal changes in NOx. (Carter 1994& Values of these indices can be
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quite different. For example, the MIR, MOIR, anBIR for propene are 11.57, 4.57 and
3.18 respectively. Absolute differences betweenitiesremental reactivity indices for a
single compound are not the critical issue in thdibhg program, however. The more
important issue is the ratio of indices between poamds that will be traded. For
example the ratios of propene to propane reactariy0.46, 0.32, and 0.23 for MIR,
MOIR and EBIR, respectively. So, if trading wersbd on MIR, MOIR and EBIR,

different amounts of propane would need to be ttddepropene.

The OVOC/HRVOC trading program developed for soathd exas uses MIR as a
measure of reactivity, but no evaluation of altéueameasures was performed. This
thesis has examined the use of the three reactiaighting factors introduced above, for
the HRVOC/OVOC trading program in southeast Texakleas evaluated whether the

choice of reactivity index leads to the creatiompbne hot spots.

Reactivity weighted emissions were calculated émheof the 25 emission accounts
considered in this work, for each of the three I&nias, plus hydroxyl radical reactivity
(MIR, MOIR, EBIR). These results are provided ippendix A. HRVOC and OVOC
emissions are reported separately. For the OVOGsamns, after the reactivity weighted
emissions were determined, they were convertedeigtavalent masses of ethylene or
propylene, since these two compounds account f6%-@f the mass of HRVOC
emissions. Equivalent masses of ethylene and [@opyvere calculated by dividing the
weighted emissions by the weighting factor (eitdéiR, EBIR, or MOIR) of ethylene or
propylene. For example, the MIR weighted OVOC eaiiss for the 25 facilities were
84.5 tons * (g O3/ g VOC). Since the MIRs for ééme and propylene are 9.07 and
11.57 (g O3/ g VOC), the OVOC emissions could bded for 9.32 and 7.31 tons of
ethylene and propylene emissions, respectivelgcaBse the majority (~75%) of
HRVOC emissions are ethylene and propylene, thaivig values for these two species
will be used to bound the resulting HRVOC equivaleass.
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The original, tradable HRVOC emissions in the 2&oainits, after the HRVOC emissions
cap has been put in place, expressed as a MIRvigaateighted equivalent of ethylene
emissions is 5.42 tons/d. If the HRVOC emissiamsexpressed as propylene
equivalents, the emissions are 4.25 tons/d. thallOVOC emissions are traded for
HRVOC allocations, the MIR weighted OVOC emissicas be converted into an
additional 9.32 and 7.31 tons/d of ethylene anghyleme emissions, respectively. This
results in total possible emissions of 14.74 an8@.1ons/d of ethylene and propylene
emissions, using an MIR based trading system.

Table 5-2 reports the ethylene and propylene etgnvanasses that could be emitted at
all facilities, using trading schemes based on MERIR and MOIR reactivity weighted
emissions. As shown in the Table, if all of the @Y emissions are converted into
ethylene equivalents and are added to the HRVOGssoms, expressed as ethylene
equivalents, trading schemes based on MIR, MOIRESBIR lead to very similar results.

Emissions vary from a low of 13.7 tpd to a highldf7 tpd, a difference of 7%.

Table 5-2. HRVOC equivalent mass summary for at¢hR metrics.

Emissions as Emissions as
equivalent ethylene [equivalent propylen¢
mass (t/d) mass (t/d)
Total MIR based emissions 14.74 11.56
HRVOC emissions 5.42 4.25
OVOC emissions 9.32 7.31
Total MOIR based emissions 14.42 11.29
HRVOC emissions 5.47 4.26
OVOC emissions 8.95 6.97
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Total EBIR based emissions 13.74 10.97
HRVOC emissions 5.35 4.27
OVOC emissions 8.39 6.7

Table 5-2 demonstrates that the choice of reagtindex, from among time integrated
measures of reactivity (MIR, MOIR, EBIR) would letadsmall differences in overall
emissions. Converting OVOC emissions into ethylemqaivalent masses however,
results in roughly 25% higher emissions than caimvgithe OVOC emissions into
propylene equivalent masses. Because the diffesetiue to using alternative
incremental reactivities (MIR, MOIR, EBIR) are sin&lative to the manner in which
OVOC emission reductions are converted into HRV@&tlits, the OVOC trading

scenarios examined in this thesis will use MIR Hasactivities.

As part of the answer to the second question intred in the first section of this
Chapter, a study was done to look at the air quaffects of unlimited OVOC trading.

In this study, the same four trading regions showiigure 5-2 were used. Within each
region, OVOC emissions reductions were made equalet reactivity of the HRVOC
reductions required by the SIP using MIR metrit& HRVOC reductions are made.

OVOC Trading

Once OVOC emissions reductions are made, a savfousrst-case trading scenarios are
modeled using CAMx. All emissions credits are &édhto each of the four regions in
turn and released as HRVOCs. Those four scenargoten compared to the basecase
to calculate an RRF for each scenario at eacheoftbnitor sites. Table 5-3 shows the

results of the OVOC modeling scenarios.
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Table 5-3. Average RRF values for each tradingace at each monitor; trading
scenarios involve converting all OVOC emissionghiree of the trading regions into
HRVOC allocations, and trading those HRVOC emissioo the fourth region.

Monitor (*) Case 1| Case 2| Case 3| Case 4
Atascocita 0.999, 1.002 1.001 1
Mont Belvieu (1) 1.001 1.006 1 1
Channelview North (2) 0.995 1.01 1.001  0.997
Sheldon Rd (2) 0.993 1.006 1.004 0.997
E Baytown (3) 0.995| 1.002 1.002 0.999
Channelview (3) 0.992 1.004 1.008 1
Haden Road (3) 0.993 1.001 1.004 1.0p2
Port of Houston 0.996 1 1.008 0.998
Houston Manchester (3) 0.995 0.997 1.002  0.999
LaPorte (4) 0.992| 0.998 1.008 1.002
Ellington Field 0.993 0.996 1.005 1.00p
Smith Point Hawkins Camp0.996 1 1.002 1.001
Clear Lake High School 0.994 0.998 1.003 1.0p4

* Number in parentheses represents the trading réiggomonitor is located in or directly adjacent to;

monitors with no number indicated are close toitrgdegions.

The results indicate that in all cases, increas@zone concentration are 1% or less
(RRF<1.01). Trading into regions 1 and 2 genenagults in decreases in ozone
concentrations, while trading into regions 3 argkderally results in increases in ozone
concentrations. These results lead to the conelusone hot spots will not be created,
even if extensive OVOC for HRVOC trading is allowed

Fugitive Trading
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The final two parts of the second question ask attmuair quality effects of including
fugitive emissions and chlorine emissions in the#dr trading program. Fugitives
were tested in the same way that OVOC emissiodsgavas tested. OVOC emissions,
from both fugitive and non-fugitive sources, wesduced in each of the four regions and
traded for HRVOC emission credits. Including fagitemissions more than doubles the
amount of material traded. The credits were tradexeach of the four regions one at a
time and the RRF values for the local monitors vwoaleulated. The results are shown in
Table 5-4.

The results reported in Table 5-4 indicate th#teéf amount of HRVOC emissions traded
increases significantly, through the inclusionugifive emissions in the trading program
RRFs are much more likely to be 1 or less (air iguachprovements). The more
extensive trading results in air quality improvensdmecause, as the amount of emissions
traded is increased, the amount of additional oZomeed in the region accepting the
trades (which now have very high VOC to NOx ratwgh little sensitivity to added
hydrocarbon reactivity) is more than offset by lingering of ozone production in the
regions from which the emissions are traded (whrehgenerally NOx rich after the
trades). The only RRFs greater than 1 tend to $ecasted with the locations nearest the
regions that the emissions are traded into.
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Table 5-4. Average RRF values for each tradingace at each monitor; trading
scenarios involve converting all OVOC emissionsrfiooth fugitive and non-fugitive
sources in three of the trading regions into HRV&IGcations, and trading those
allocations into the fourth region where they aleased as HRVOC emissions.

Monitor (*) Case 1| Case 2| Case 3| Case 4
Atascocita 0.998| 1.001 1 0.99p
Mont Belvieu (1) 0.999 1.004 0.998 0.998
Channelview North (2) 0.991 1.007 0.998 0.994
Sheldon Rd (2) 0.986 1 1 0.991L
E Baytown (3) 0.992| 0.998 1 0.99p
Channelview (3) 0.987] 0.999 1 0.995
Haden Road (3) 0.987 0.996 1 0.998
Port of Houston 0.993 0.997 1.001 0.995
Houston Manchester (3) 0.99p 0.994 1.001 0.996
LaPorte (4) 0.988 0.994 1.001 0.999
Ellington Field 0.988 0.991 1.002 0.99p
Smith Point Hawkins Camp0.993 0.997 1 1
Clear Lake High School 0.99 0.994  1.001 1.0p2

* Number in parentheses represents the trading réiggomonitor is located in or directly adjacent to;

monitors with no number indicated are close toitrgdegions.

Chlorine Trading

It has been found that Chlorine emissions fromehlkaline facilities, cooling towers,
swimming pools and salt water are estimated tob® 1.0 tons/day (Wang et. al.
2007b). These emissions can lead to increasebaurlozone concentrations of up to 40
ppb in highly localized areas in the morning andap-10 ppb at time of the day when
peak ozone is occurring. Adding chlorine emissitonthe HRVOC trading market

would increase the flexibility of the market. Slanito HRVOC and OVOC trading,
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before the addition of chlorine to the HRVOC tragimarket can be recommended, air

guality modeling is done to test for hot spot fotima.

The same four regions (Figure 5-2) are used irchtarine study. In this case, Cl
emissions must be added to the basecase. Th€haflissions in three of the four
trading regions are eliminated and traded for HR\Ddssion reductions based on MIR
reactivity. Then they are traded into the foudgion and released as HRVOC
emissions. RRF values are calculated for eacheofdur scenarios for the monitors

located near the regions. These values are pegsantTable 5-5.

Table 5-5. Average RRF values for each tradingace at each monitor; trading
scenarios involve converting all chlorine emissionghree of the trading regions into
HRVOC allocations, and trading those HRVOC emissiioo the fourth region.

Monitor (*) Case 1| Case 2| Case 3| Case 4
Atascocita 0.995| 0.997 0.997 0.997
Mont Belvieu (1) 0.981 0.982 0.98 0.99
Channelview North (2) 0.974 0.983 0.979 0.9Y8
Sheldon Rd (2) 0.975 0.98 0.98 0.917
E Baytown (3) 0.983 0.985 0.986 0.984
Channelview (3) 0.976/ 0.983 0.979 0.978
Haden Road (3) 0.982 0.98b 0.987 0.986
Port of Houston 0.981 0.983 0.985 0.983
Houston Manchester (3) 0.986 0.988 0.99 0.989
LaPorte (4) 0.984 0.986 0.988 0.999
Ellington Field 0.995| 0.996 1 0.999
Smith Point Hawkins Camp0.979 0.981 0.981 0.981
Clear Lake High School 0.99¢ 0.998 1 1.001
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* Number in parentheses represents the trading réiggomonitor is located in or directly adjacent to;

monitors with no number indicated are close toitrgdegions.

Not only did hot spots not form when simulationgeveun with HRVOCSs, but hot spots
also did not form when OVOC, fugitive or chlorinmission reductions were traded for
HRVOC emission reductions. The largest increasshimozone concentration was less
than 1%. This clearly shows that the trading paiogras currently designed, will not lead
to the formation of hot spots, and there existgibtential to increase the participation of
OVOC, fugitive and chlorine emission reductionsaoreactivity weighted scale.

What will the Supply / Demand for Allocationswith the current program be?

To answer the third question, emissions data haee bompared to credit allocations.
Emissions data is from a Special Inventory collédig TCEQ. TCEQ sent a survey to
the companies that are involved in the HECT prograquesting special emissions
inventory information. (TCEQ 2007) Table 5-6 shatws results of that survey.
Emissions totals include baseline emissions andteamaissions. Allowances are current
as of 2006.
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Table 5-6. Allowances versus 2006 reported emmiss{éllowances and emissions in

tons)
2006 Actua
Reported
(excluding % of

SITE NAME ORGANIZATION NAME Allowances| fugitives) | Allowances|
LA PORTE PLANT SUNOCO INC 40.2 43 106%
CHEVRON CHEMICAL CO CHEVRON PHILLIPS CHEMICAL CO 27 170 70%
LA PORTE COMPLEX EQUISTAR CHEMICALS LP 100.2 106 3%
EXXONMOBIL REF & SUPPLY EXXONMOBIL CORP 423.5 61 %
DEER PARK PLANT SHELL OIL CO 345.8 312 90%
SUNOCO R&M BAYPORT SUNOCO INC R&M 17.8 46 259%
LA PORTE PLANT TOTAL PETROCHEMICALS USA INC 116.2 71 147%
BAYTOWN CHEMICAL PLANT EXXONMOBIL CHEMICAL CO 1915 124 65%
HOUSTON CHEMICAL COMPLEX PHILLIPS CHEMICAL COMPANY 89.6 103 115%
POLYPROPYLENE PLANT INEOS POLYMERS INC 39.2 49 126%
BASELL U.S.A., INC. BASELL U.S.A., INC. 74.1 74 99%
BAYPORT HDPE PLANT TOTAL PETROCHEMICALS USA INC 29 13 45%
POLYETHYLENE PLANT BP SOLVAY POLYETHYLENE N AMERICA 64.4 47 74%
CHANNELVIEW COMPLEX EQUISTAR CHEMICALS LP 435.5 206 47%
CHANNELVIEW PLANT LYONDELL CHEMICAL CO 115.5 32 28%
KURARAY COMPANY INC EVAL COMPANY OF AMERICA 171
LA PORTE PLANT MILLENNIUM PETROCHEMICALS INC 10.4 7 69%
BAYTOWN OLEFINS PLANT EXXONMOBIL CHEMICAL CO 285.7 70 25%
PASADENA PLANT PASADENA REFINING SYSTEM 0 69
LA PORTE PLANT El DUPONT DE NEMOURS & CO INC 18
ALBEMARLE CORP ALBEMARLE CORP 5 99 1986%
NOLTEX LLC NOLTEX LLC 13
HOUSTON REFINERY VALERO REFINING TEXAS LP 117.7 2 o
PASADENA PLANT BASF CORPORATION 8.5 5 55%
BARGE CLEANING FACILITY KIRBY INLAND MARINE LP 24
TX PETROCHEMICALS LP TEXAS PETROCHEMICALS LP 190.5 31 16%
BARGE CLEANING AND REPAIR SOUTHWEST SHIPYARD LP 47
DEER PARK PLANT ROHM & HAAS TEXAS 31
LYONDELL CHEMICAL BAYPORT LYONDELL CHEMICAL WORLDWIDE INC 39 28 71%
Total 2982 2172 73%

Yellow highlighted boxes indicate missing infornwatti Table 5-6 clearly shows a need

for a viable emissions trading market. Some fiediare significantly below their cap
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while some facilities are significantly above. Tb&al emissions in the area are 800 tons

below the cap.

Also available are data on event emissions duheg/ears 2003 to 2006. (TCEQ 2007)
Emission events are periods during which emissexeged permitted values, often due
to unpredicted process upsets. Emission everttgyfare large relative to the caps,
present a challenge to emission cap and tradearegbecause they are unpredictable
and facilities may choose to withhold tradable @dkons in anticipation of events that
may or may not occur. Table 5-7 shows allowancesesmission events as a percentage
of the total allowance for each facility. Thes¢adaighlight specifically the uncertainties

event emissions introduce to the trading market.
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Table 5-7. Percentage of allowances used up bggtom events only (Allowances in

tons)

ORGANIZATION NAME Allowances| 2003 Events| 2004 Events| 2005 Events| 2006 Events|
EQUISTAR CHEMICALS LP 4355 20% 5% 3% 0%
EXXONMOBIL CORP 423.5 4% 4% 3% 0%
SHELL OIL CO 345.8 2% 31% 27% 0%
EXXONMOBIL CHEMICAL CO 285.7 3% 17% 73% 0%
CHEVRON PHILLIPS CHEMICAL CO 242.7 11% 22% 16% 5%
EXXONMOBIL CHEMICAL CO 191.5 3% 4% 1% 0%
TEXAS PETROCHEMICALS LP 190.5 0% 2% 1% 2%
VALERO REFINING TEXAS LP 117.7 11% 0% 13% 14%
TOTAL PETROCHEMICALS USA INC 116.2 10% 12% 2% 1%
LYONDELL CHEMICAL CO 1155 36% 2% 1% 34%
EQUISTAR CHEMICALS LP 100.2 64% 57% 37% 0%
PHILLIPS CHEMICAL COMPANY 89.6 0% 1% 1% 103%
BASELL U.S.A., INC. 74.1 13% 14% 6% 0%
BP SOLVAY POLYETHYLENE N AMERICA 64.4 18% 0% 0% 0%
SUNOCO INC 40.2 2% 4% 13% 0%
INEOS POLYMERS INC 39.2 12% 6% 5% 3%
LYONDELL CHEMICAL WORLDWIDE INC 39 4% 3% 8% 1%
TOTAL PETROCHEMICALS USA INC 29 1% 0% 0% 1%
SUNOCO INC R&M 17.8 231% 95% 16% 1%
MILLENNIUM PETROCHEMICALS INC 10.4 14% 10% 0% 16%
BASF CORPORATION 8.5 30% 3% 3% 86%
ALBEMARLE CORP 5 0% 0% 0% 157%

Table 5-7 shows that it is possible for a facitdyuse a large percentage of their
emissions credits with event emissions one yea tlaen a small percentage the next and
vice versa. Because companies often cannot prexcits, they may not trade excess
emissions credits. This keeps companies who deet@leduce their baseline emissions
below their cap from selling off excess credit€donpanies who cannot do so, and limits

the trading market.
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Recommendations and Conclusions

There are several ways to provide companies mexéility in meeting their HRVOC
emissions cap. Conversion of Other VOCs (OVOCs§ssion reductions into HRVOC
credits using an MIR reactivity scale is curretiyited to 5% of the HRVOC cap at
each facility. Work done for this thesis has shahat expanding the ability for
companies to trade OVOC emissions reductions foY@&R credits will not create ozone
hot spots. The same is true for fugitive emissioAlowing companies to trade fugitive

emission reductions for HRVOC emissions credit$ mok create ozone hot spots.

Additionally, it has been shown in previous workttiChlorine emissions participate in
the formation of ground level ozone in the HGB af€&hang 2006) Chlorine emissions
are not well documented and may be playing a lestgein the formation of ozone. This
work has shown that Chlorine reductions can alswdsked for HRVOC emissions

credits, weighted by reactivity, without causingpoe hot spots to occur.

As a result of these studies, it is proposed taHECT expand or eliminate the limit on
OVOC trading for HRVOCs. Additionally, if fugitivemissions monitoring and
reporting is improved, fugitive emissions can bauded in the trading program. Itis
also proposed that the HECT should include indalsteleases of Chlorine in the

HRVOC trading scheme and encourage better docutimmtat chlorine releases.

Companies should be encouraged to reduce basatiissiens and planned events below
allowances. However, it has been shown that aysaét needs to be established for
unplanned, major events. One method for accompgsiis would be to encourage
improved monitoring of fugitive emissions and alleductions in fugitive emissions
with good documentation to be traded for event sinigs above the cap. Allowing for
unplanned, major emission events to be coveredj@smeans other than existing

emission credits will encourage more companiestaryolved in the trading market.
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And if baseline fugitive emissions are reducedesponse to an unplanned event, the

total emissions in the area will be decreased teny.
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Chapter 6 Conclusions and Recommendations

This thesis has demonstrated how the use of alitgja@odeling can improve the design
of emission trading programs, by allowing for rigos analyses of spatial and temporal
limits on trading. Three case studies are usel®toonstrate this contribution and are

presented in Chapters 3, 4 and 5.

Chapter 3 Main Pointsand Conclusions

1. How much NOx emissions reduction can be realidigthg periods of peak
demand?
Even at times of peak demand, NOx emissions frod&lGcated in the classic PIJM
grid in the Northeast United States can be redupetd 30% while still meeting the
electricity demand. These emission reductions feadde spread ozone concentration
reductions of 4 to 8 ppb, and very localized insesaof ozone concentrations around 2

ppb during periods of high ozone.

2. What corresponding amount of financial motivati® needed to see specific
reductions?

An economic model developed by MIT showed over@b\emissions reductions from
EGUs to be approximately 12.5% when NOx emissiat $&0,000 per ton, 25% when
NOx emission cost $50,000 per ton, and close to @0#n NOx emission cost $125,000
per ton. The current NE trading program uses eaarisredits worth approximately
$2,000 per ton. As a result, it fits better witle turrent policy to charge some multiple
of emissions credits instead of a specific amotinr example, on a day that is forecast
to have high ozone concentrations in the NE, EGlike NE can be charged 5 or 10

credits per ton of NOx in order to reduce NOx a@mef¢fore ozone on that day.
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3. Can ozone concentrations be reduced in thenBaiéi/Philadelphia non-
attainment areas by charging more for emissioma & Us located downwind
of the two areas on high ozone days?
Charging more for NOx emissions only in certainagreesults in emissions being shifted
to other locations instead of being reduced. Bigifemissions is likely to lead to hot

spot formation downwind of the new location of #missions.

4. What are the relative benefits of targeting otiduns on just high ozone days, vs.
all days?
While exact cost analysis was not performed inttesis, it would cost significantly
more to target all days. In 2002, there were Y& daat fell within the definition of
ozone episodes when the standard is set at 85fmre are 22 when the standard is set
at 75ppb. There are 92 total days in the ozonsoseaControlling just a fraction of the

total days could be significantly more cost effeeti

5. What are the changes in exposure and what arehtimges in ozone exceedances
as defined by a series of air quality metrics?

Modeling scenarios have shown that while targetatyictions on all days of the ozone
season (in this case June though August) resudtiggintly larger seasonal average
decreases in exposure and area of exceedance lleantavgeting just high ozone days
(episode focused scenarios). Additionally, depegain the scenario, there were
different locations to areas of disbenefit. Blarms@enarios showed NOx disbenefit on
August 13" in the city of Baltimore, meaning that although Némissions were reduced,
ozone concentrations increased. The scenariosNGthreductions modeled using
economic trading showed ozone increases in grld nelth of Philadelphia. This is
likely due to a slight shifting of emissions thatarred when low NOXx units were
utilized in place of units with high NOx emissiondo scenarios lead to an increase in

ozone exceedances.
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6. What are the implications of these findingsdwrquality policies in the Northeast
us?

This thesis has shown that episode focused redhsctian have similar benefits to season
long reductions. Additionally, reductions that ocdue to economic trading lead to
larger exposure and area of exceedance decreasel#imket reduction scenarios.
However, in implementing these policies it wouldilmgortant to keep in mind that
EGUs have not dealt with time varying NOx emissiprises. It will be difficult to
predict what choices they will make when faced waittarying and largely unknown

price for emissions.

Chapter 4 PHEV Main Points and Conclusions

7. What would the effect to ambient ozone concéotra be if excess nighttime
coal-fired electricity generating capacity is usea@harge plug-in hybrid electric
vehicles that would then be used for urban commutie next day?

Air Quality Modeling of the four-state classic P3vka show that substitution of PHEVSs
for just 20% of the mobile vehicle fleet VMT wouldduce ozone by up to 8 ppb in the
most densely populated areas in the PIJM. The ibemeaduld increase if cleaner sources
are used to charge the PHEVs or if, subject tattadlability of additional excess
generation, PHEVs are substituted for a largecgreage of the mobile fleet. However,
this work also indicates that while there is théeptial for improvements in ozone
concentrations, there is also the potential foaliazed worsening of ozone concentrations
as the spatial and temporal patterns of emissibasge. Further, the air quality impacts
of PHEV use are not limited to ozone. If, for exde) coal fired power plants are used
to generate electricity to power PHEVS, and loca} 8missions increased, then more
particulate sulfate would be formed. On the otiaard, reduced emissions from vehicle

exhaust would lower particulate matter concentratio
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Chapter 5HRVOC Main Points and Conclusions

8. Will the HRVOC Trading Program in Harris Countgxas in its current form
lead to ozone hot spots?
Modeling scenarios were designed that representestwase scenario trading of
HRVOCs and it was found that unconstrained HRVCG@itrg would at most lead to a
0.5% increase in eight hour ozone concentratiodsoaty at monitors located in close
proximity to the point of emissions. This leadghe conclusion that the trading program

as currently designed will not lead to ozone hat $prmation.

9. Can program modifications improve cost and aality performance?
Currently OVOC reductions can be substituted ford#%RVOC emissions reductions
weighted by MIR reactivity metrics. Worst casersré modeling found that even when
all HRVOC required reductions are substituted byd®@/reductions weighted by
reactivity, at most would lead to a 1% increas® hour ozone concentrations. Therefore
it is concluded that the current program shoul@éX@anded to allow more OVOC
trading. The same is true for fugitive emissiond aehlorine emissions. Including both
emissions in the HRVOC trading program will expaimel flexibility of the program and
will not lead to ozone hot spot formation.

10. What will the Supply / Demand for Allocationgtlwthe current program be?
Several reasons have been identified for why the&kebanay be slow to emerge and
developed policy recommendations have been bas#tkea results. By examining
emissions data obtained from the TCEQ websits,dtear that some companies will
emit more than their allocations and some compamikemit less. It is also clear that
unplanned events can be a major component of #myy@missions and can cause
companies to unexpectedly surpass their allowaki¢leile much of the HRVOC work
has been completed, a viable trading market stgliot formed. This supports the need

for increased flexibility in the trading marketdot as a safety net. Recommendations to
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increase flexibility have been made in point #9widwer, much is still unknown about
costs associated with HRVOC emissions reductidme HIRVOC trading market could

benefit from increased transparency in the costisaated with the market.

This thesis has shown that air quality modelingnsmportant part of the development of
emissions cap and trade programs. This will becespecially important as the new
ozone standard is adopted and many areas throutff@obuntry must reevaluate their
state’s State Implementation Plan for ozone. $#vecommendations can be made
based on the work presented here. In the Northéatgtd States, the NOx cap and trade
program can improve air quality cost effectivelydharging EGUs multiple credits per
ton of NOx emissions on days when ozone is moehfito form. Additionally, the use

of PHEVs in the northeast can expand the NOx cdpraade program by shifting
emissions from the on-road mobile sector to the B8tior. While much of the area

will see benefits from use of PHEVSs, there areliaed areas that see a disbenefit from

the reduction of NOXx.

Finally, the HRVOC cap and trade program in Ha@@inty, Texas has not been active
thus far. More flexibility is needed to encourdgeilities to participate in trading. The
incorporation of OVOCs, fugitives, and chlorine sgions on a reactivity-weighted scale
are ways to increase flexibility without the potahtor hot spot formation.

An analysis of the costs associated with the recentted programs was not included in

this thesis but would be a beneficial additionhis study.
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Policy Analysis

Photochemical Modeling of
Emissions Trading of Highly
Reactive Volatile Organic
Compounds in Houston, Texas. 1.
Reactivity Based Trading and
Potential for 0zone Hot Spot
Formation

LINLIN WANG, TAMMY THOMPSON,
ELENA C. MCDOMALD-BEULLER,
ALBA WEBB., AND DAVID T. ALLEN®

Center for Energy and Environmental Resources,
The University of Texas at Austin, Austin, Texas 78758

As part of the State Implementation Plan for attaining the
Mational Ambient Air Quality Standard for ozone, the
Texas Commission of Environmental Quality has created a
Highly Reactive Volatile Organic Compounds (HRVOC)
Emissions Cap and Trade Program for industrial point
sources inthe Houston/Galveston/Brazoria area. This program
has a number of unique features, including its focus on

a limited group of ozone precursors and its provisions for
trading emissions based on atmospheric reactivity. This
series of papers examines the potential air quality impacts
ofthis new emission trading program through photochemical
modeling of potential trading scenarios; this first paper

in the series describes the air quality modeling methods
used to assess potential trades, the potential for localized
increases in ozone concentrations (ozone “hot spots™)
due to HRVOC emission trading, and the use of reactivity
scales in the trading. When HRVOC emissions are traded on
a mass basis, the simulations indicate that trading of
HRVOC allowances between facilities resulted in less than
0.15 ppb {=0.13%) and 0.06 ppb {<0.06%) increases in
predicted maximum, area-wide 1-h averaged and 8-h averaged
nzone concentrations, respectively. Maximum decreases
in ozone concentrations associated with trading, as opposed
to across-the-board reductions, were larger than the
increases. All of these changes are small compared to
the maximum changes in ozone concentrations due to the
VOC emissions from these sources (up to 5—10 ppb for
8h averages; upto 30 ppb for 1-h averages). When emissions
of HRVOCs are traded for other, less reactive emissions,
on a reactivity weighted basis, air quality simulations indicate
that daily maximum ozone concentrations increased by
less than 0.3%. Because these relatively small changes
{=1%]) are for unlikely trading scenarios designed to produce
a maximum change in ozone concentrations {all emissions
traded into localized regions), the simulations indicate
that the implementation of the trading program, as currently
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configured and possibly expanded, is unlikely to cause
localized increases in ozone concentrations {“hot spots™).

Introduction

Emission trading is a market-based approach to air quality
management designed to improve the efficiency and eco-
nomic viability of emission control programs. Two general
forms of air pollutant emission trading systems predominate
in the United States: (1) offsets and (2) multisource cap and
wade programs or allowance trading. Offset programs are
used in areas that are designated as being in nonattainment
of Mational Ambient Air Quality Standards (NAAQSs). In an
offset program, new or expanding sources of emissions must
be offset by additional emission reductions from existing
sources. The primary objective of offsets is to allow continued
economic growth and activity in a nonattainment area
without increasing emissions that could negatively affect air
quality. In emission cap and trade programs, facilities are
allocated emission allowances and are able to sell, buy, and
bank allowances in accordance with program guidelines.
Total emissions in the area (the cap) are reduced over time
by lowering the number of allowances. Emission cap and
trade programs such as the .S, Acid Rain Program,
Califormia’s Regional Clean Air Incentives Market (RECLAIM],
and the Mortheast’s MOx Budget Program have demonstrated
that market-based programs can be implemented across
different geographic scales and can encourage facilities to
seek flexible and economically efficient altemnatives for
achieving air quality objectives (1—4).

Building on the foundation provided by these programs,
the State of Texas has recently developed a new type of
emission cap and trade program, which is designed to reduce
emissions of a class of ozone precursors, highly reactive
vaolatile organic compounds (HRVO(Cs), from industrial point
sources in Houston. This cap and trade program is novel due
o its focus on a subclass of volatile organic compounds and
due to its provisions allowing for trading based on the
atmospheric reactivity of volatile organic compounds (VO Cs).
This series of papers will examine the potential air quality
impacts of this new emission trading program. This paper
will describe the motivation for creating an HRVOC emission
rading program, the form of the program, and air quality
analyses that focus on the potential for localized increases
in ozone concentrations (ozone “hot spots”) due to currently
planned, and possibly expanded, emission trading. The
second paper in the series will examine issues associated
with including additional types of emissions (chlorine) in
the program.

Alr Quality in Houston, TX. The eight-county Houston/
Galveston/Brazoria (HGB) area (shown in Figure 1) is
currently classified as a severe nonattainment area under
the MAAQS for ozone, with concentrations averaged over 1
h. The region has a required attainment date of November
15, 2007. Photochemical modeling, performed by the Texas
Commission on Environmental Quality (TCEQ) and others
(5), indicates that in order to attain the NAAQS for ozone
{with concentrations averaged over 1 h), the HGE non-
attainment area must reduce both NOx and VOC emissions.
Results from a large air quality field study indicated that,
among the VOU emission reductions, controls on the releases
of HRVOCs are particularly important (6, 7). HRVOCs have
been defined asethvlene (ethene), propylene (propene), 1,3-
butadiene, and butylenes. Aircraft measurements indicaved
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. TEXAS
FIGURE 1. The $-county Houston/Galvestion/Brazoria ozone mon-
attainment area.

that these compounds were emitted in significant quantities
from refining and petrochemical facilities (classified as
nonelectric generating units or NEGUs) (5) in the HGE area.
Total estimated emissions of HRVOCs from industrial facili-
ties in the HGE nonattainment area was in excess of 170 tons
d=t in the year 2000, prior to the implementatdon of the
HRVOC cap and made program (8). On a mass basis, the
HEVOC emissions were roughly 20% of the total daily Voo
emissions from all anthropogenic sources in the region in
the year 2000 (T8% tons d-) (8), but because of the reactivity
of the emissions and the localized nature of the releases,
these emissions plava significant role in ozone formation in
Houston (6 7).

In December 2004, the TCEQ adopted rules 20 TAC
$101.390—101.394, 101.396, 101.399—101.401, and 101.403,
which established an emission banking and wading prograim
for HEVO(Cs (5). The program is currently imited to Harrls
County, which contains most of the emission sources in the
HGB area, but could be extended to other counties within
the orone nonattainment area with public notice. Ap-
proximately 80—90 emission accounts are covered by the
rules. Emission accounts are generally associated with a
specific facility, and in the case of HRVOCs, the facilities are
primarily refineries, ethylene and propyvlene (olefini manu-
facturing facilities, and polymer manufacturing facilities.
However, some facilities have multiple emission accounts.
The focus in this work will be on separate accounts with
tradable emissions. In addition only a subset of emission
points at these facilities is currently in the trading program:
vent gas streams, flares, and cooling tower heat exchange
systems that collectively have the potential to emit more
than 10 tons vi™! of HRVOC, Fugitive emissions are not
currently part of the wading program. In the adopted rules,
the TCED allowed some trading of emission reductions of
other less-reactive V2 Cs for emisston reductions of HRVOCs,
onareactivity weighted basis (These are referred to as OVOCs
in the TCED) documentation; they will be referred to as other-
VOCs in this paper. | Additional HRVOC allowances received
from the conversion of other-vOC emission reduction credits
currently cannot exceed more than 5% of the site’s initdal
HREVOC allocation.

The first goal of the modeling simulations presented in
this work will be to assess the extent to which the current,
limited trading program might cause the generation of
localized regions of high ozone concentrations (ozone “hot
spots”). A second goal of the analyses will be 1o assess whether
significant expansions of the trading programs might lead to
ozone “hot spots”.

Modeling Methodology

Photochemical modeling was used to assess the potential
air quality impacts of emission trading scenarios. Although
any comparable photochemical grid model could be used,
the Comprehensive Air quality Model with extensions (CAM=)
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FIGURE 2. Nested modeling domain for the August 22— September
& episode; the trading occurs inthe Houston—Galveston—Bravoria—
Beauwmont—Pon Arthur (HGPBA)] domain.

(91 was selected for this study because it is currently being
used by the State of Texas for attailiment demaonstrations in
areas that have violated the MNational Ambient Adr Quality
Standards for ozone. The metecrological conditions used in
the model were based on an August 22— Seprember 6, 2000
episode that has been used by the State of Texasin developing
air quality plans for southeastern Texas. The modeling
domain was a nested regional/urban scale 36-kan/ 12-kan/
4-km grid shown in Figure 2. Meteoralogical inputs required
by the model were based on results from the Mesoscale
Meteorological Model, version 5 (18, 5, 11). The Carbon Bond
mechanism (version IV, CB-IV) was selected to model
atmospheric chemistry in this work, in order to be consistent
with the modeling done for regulatory anabyses by the TCEC,
EPA default values for boundary conditions were used for
maost species, but concentrations of some important pzone
precursors including isoprene and NO were modified based
on monitoring data. Additional details on all of the modeling
inputs may be found in the TCEQ documentation for the
Houston air quality plan (5. The overall performance of the
model in predicting ozone concentrations during the epizode
period has been evaluated by the TCEQ (8] A summary of
the performance is provided in the Supporting Information.

Thevolatile organic com pound (VOC) and nittogen oxides
(M) emission inventories used as inpat for the vear 2000
modeling episode have been described by the TCEQ (8 1),
In this work, the focus is on wading of emissions once the
HEVOC cap and trade program is put in place, and therefore
the emissions "base case” that is of interest is the set of
emissions with controls in place (including but not limired
o the HEVOC cap and trade program). This "base case” is
the scenario used by the TCED o demonstrate attainment
with the National Ambient Air Quality Standard for ozone,
with concentrations averaged over 1 h (5 8. In this scenario,
which will be referred 10 as the base case attainment
demonstration, itis assumed that no HEVOC emission trading
occurs. All accounts with HEVOC caps are assumed to ernit
at their capped rate.

The VOC emissions for the base case attainment dem-
onstration have been developed by TCEQ (8, 107 and are
presented here and in the Supporting Information. Informa-
ton regarding NOx emission inventories in the base case
attaimiment demonstration is also presented because of the
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HGURE3. NOx emission rates from low-level and elevated anthropogenic and biogenic sources within the Houston area {HGBPA domain

from Figure 2).
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FIGURE 4. VOC emission rates from low-level and elevated anthropogenic and biogenic sources within the Houston area (HGBPA domain

from Figure 2).

role of NOx emissions in establishing the trading zones
described in this work,

Figure 3 shows the spatial distributions of elevated and
Iy lewel MNOx emission rates from anthropogenic and
biogenic sources within the Houston portion of the modeling
domain for the base case attainment demonstration. Figure
4 shows the spatial distributions of elevated and low level
WVIOHC emission rates, for the base case artainment demon-
stration, from anthropogenic and biogenic sources within
the modeling domain. Typical of many metropoli

itan areas,
loww-level NOx emissions are concentrated in the downtown
urban area due to mobile source emissions, Elevated MOy
emissions as well as elevated and low-level VOO emissions
are concentrated in the Houston industrial area (Ship
Channel), located on the northwest portion of Galveston Bay,
near the center of the maps.

The existing HRVOC cap and trade program is currently
hlmlml Lo lmuls County, in which a votal of 86 facilities
thject to the HRVY

ﬁmmmwd .»m:h t:-])t'('lht. process units, OF the voral of 13 033
industrial process units that emit more than one pound per
day of VOC within the HGE area, 5167 of the units (40%) are
srvice, and 4585 (89% ) of these have other-VoC
species in their emission streams, ie., only 581 of the units
emit only HRVOCs (11, Ethvlene and pu:npy]mw are the
HEVOC species with the highest emissions. Some streams
contain all ethylene; some contain all propylene; most
streams are mixtures, Variability in composition within
accounts is significant. Other VOCs thar contribute to the
total reactivity of emissions include light alkanes (< C7) and

aromatics, most notably isomers of ovlene and toluene (11,
12).

Twenty-five ac EOUNLS, W hich contribute S0% of the mass
of both sand HEVOC emissions, were ted foranalysis
in the current study. Tables in the Supponing Information,
that accompanies this paper, show dailv VOC emission rates
for the 25 accounts and the speciation of those emissions.
The tables report both the projected 2007 emissions, before
controls, and the andcipated aceount allocations, after the
cap and trade program and other controls are imposed (base
case attainment demonstration). Prior to the cap and trade
program, these accounts emitted a total of 172 tons d-! of
WOCs, including 107 wns d™' of HRVOCs, After the cap and
trade program and a leak detection and repair program for
all ViCs are implemented, these 25 accounts emit 74 tons
d™' aof VOCs and 26 tons d7' of HRVOCs. Tables in the
Supporting Information show HRVOC emission rates and
MOx emission rates for each of the 25 accounts. Collectively,
these emissions contribute sl.gmhcam]yto ozone formation
in the HGE area. Maximum differencesin 1-h averaged czone
concentrations between the base case attaimment demaon-
stration and a simulation with all point source VOO emissions
removed is up to 30 pph (3-10 ppb for 8-h averaged
concentrations, see the Supporting Information).

VS and HREVOC sources are classified as nonfugitive
and fugitive, as described in the Supporting Information.
Monfugitive sources are included in the current wading
programt, while fugitive sources are now Fugitive and non-
fugitive sowrees account for approximately equal portions of
the total VOO mass,
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FIGURE 5. Population density (2000 Census} and trading regions in 4 km = 4 km modeling domain.

The 25 dominant HRW an sources are located
in four trading regions. The gions, superimposed on
a map of population density within the photochemical
maodeling domain, are shown in Figure 5. The four wading
zomes have different levels of HRVOC and NOx emissions,
as sunmnarized below: 1 Region 10 Low, localized (172
tons/davin one grid celly and high, localized HRVGOCs (13.3%
of the total HRVOUC emissions of the four regions i within one
4 Lm = 4 km ogrid cell and including 2 of th 5 ACOOLINLS

%ol the toral HRVOC of the 25 accounis). 2. Region 2:
mgh, localized, N 9 tons/day in two gu-:] cells) and
high, localized, VOUCs (10.3% of the total HRVOC emissions
of the four regions) within two 4 km =« 4 km grid cells and
including 2 of the 25 accounts (25.4% of the
accountsi. 3. Region 3 High and distributed NGx
tons/day in 12 grid cellsi and high and distributed
58.9% af the total HEVOC emissions of the four regions)
4 ki x4 kinogrid cells and including 18 of lhv: 25
aunts (B1.1% of the total HRVOC of the 25 accounts). 4.
Region 4: Low NOx (156 tons/day in two grid cells) and
moderate Vi 7.5% of the total HRVOC emissions of the
four regions within two 4 ki s 4k grid cells and including
3 of the 25 accounts i the toral HEY of the 25
accounts), The emission percentages reported above are
based on the base case attaimment demonstration. Note that
within the four regions, there are some sources, other than
the 25 accounts, that also emit HRVOCs and MOwx

To address the air quality impacts of the wading, five air
quality impact mewics were considered. Metrics were based
on both 1-haveraged and 8-h averaged nzone concentrations,
as predicted by CAMx and, as appropriate, a threshold
concentration of 125 ppb (1-h averagei or 85 ppbv i8-h
averagel, Four of the five metrics selected to evaluate ozone
impacts in this research were based on the work of Dur-
renbe se four metrics included maximum
1-h or 8-h averaged ozone concentration in the eight-county
Houston area, total geographic area exceeding a threshold
1-h or 8-h average ozone concentration, time-integrated
ance above a threshold 1-hoor 8-h

entration, and total daily population
exposure of ozone concentrations above a threshold level,

the 2
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The equations below demonstrate how the metrics were
caleulated (141
1. Maccimum I-h average ozone concentration (pph)

‘h“rmax = 11;%1‘2 { C&a’l }

where ¢z = modeled orone concentration (in j
cell g at hour &

This metric was calculated by examining all ground-lewvel
grid cells in the Houston area during each episode dav and
selecting the maximum czone concentration,

2. Total geographic area exceeding a threshold czone
concentration (k2

1o grid

M = Ea REER ) e }

-4

watal area

where @, = area of grid cell g (in km?)

6 = 00,5 = threshold
e Licg, ™ threshold
Sen = 1051 Opz Sga odgayl

This metric was caleulated by examining each ground level
grid eell in the Houston area and determining if, at any time
of day, the ozone concentration e ded the threshold
cancentration. If the threshold was exceeded., atany time of
day, the area of the grid cell was added o the area of
exceedance,

& Time Integrated geographic area of exceedance alvove
a threshold czone concentration (k)

M ume amea T ? T ‘q,gf's“g.u'l

_ S threshold
sh T | Ly, = threshold
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This metric was caleulated by examining ozone concentra-
tions in each ground level grid cell in lhc Houston area for
each hour of each episode day and determining if the cells
exceeded the threshold azone concentration. The areas of
all cells exceeding the threshold were then summed for each
hour. The areas for each hour were then summed over the
day.

4. Total daily population exposuare of concentrations
above a threshold. (pph-capita)

where

= threshold,
threshold.c,,

0.
Sep= & "
ol Cppy ™ = threshold

gl

and gy = population density in each grid cell. This mewic is
caleulated, for each grid cell, by multiplving the population
density by the ozone concentration over the threshold. The
sum is taken over the tatal area of the eight counties and
then sumimed over hours, M, is an overall measure of total

daily czone exposure over the threshold within the area of

interest, Itis responsive to the temporal and spatial extent
of ozone exceedances as well as the exposure level. Figure
Sshows the population density in the 4 km s 4 kmmodeling
domain with the 4 wading regions identified.

The fifth air quality impact metric considered in this work
waas the relative reduction factor for ozone (RRF). BRRFs are
important to consider because of the role that they play in
demonstrating attainment with the Nadonal Ambient adir
Cuality Standard (NAAQS) for ozone, with concentratic
averaged over 8 h. NAAQS attainment demonstrations for
CVEOTLE, with concentrations ﬂ\"&’.‘l'ﬁgﬁ’.‘d over 1 h, have l'E‘lL[Lli.l”L‘d
that model predicted czone concentrations be reduced 1o
below a maximum concentration. A region was considered
to bein atainment when photochemical modeling indicated
that the maximum absolute value of 1-h averaged ozone
comcentrations in the region was reduced below 125 ppb. In

contrast to the approach to attaining the NAAQS for 1-h
averaged

sneentrations, which was based on the absolute
one concentrations predicted by the photo-
chemical model, the new approach to demonstrating at-
tainment with the NAAGQS for 8-h averaged ozone concen-
trations is based on the relative response of the photochem-
ical grid model at multiple locations (15, 16 To determine
the exrent to which emission changes will change ozone
concentrations at various locations, a relative reduction factor
(REF) in ozone concentration is estimated. Photochemical
models are used to determine the RRFs that emission
reductions will achieve in the vicinity of monitors. This work
will consider the RRFs associated with trading scenarios. The
ozone concentrations in the wading scer s relative to the
base case attainment demonscration, predicted by the model
at monitor locations, are used to estimate the RRE,

RRF = {ozone concentration,ging wenada!
(O20NE CONCENTation, ., ./

Relative reduction factors for azane are calculated for
each site in a nonattainment area that exceeds the NAAQS.
I Howston, there ave more than 25 such sites, This work will
focus on results for 25 sites that are broadly representative
of the entire nonattainment area. The procedure used for
estimating the RRFs follows EPA guidance (15, 161, Details
are provided in the Supporting Information.

Emission Trading Methodology
I considering trading of HRVOC emissions, based on mass,
the focus is on rading among the four regions identified in

Figure 5. HREVOC emissions are raded from one region o
another, withowut regard to whether the emissions are of
ethylene, propvlene, butylenes, or butadiene. However, as
noted in the introduction, the trading program has provisions
that allow rading of other-vOCs for HRVOCS, on ar eactivity
weighted basis. Reactivity based trading of VOU emissions
is generally based on the concept of incremental reactivity
(IR}, Incremental reactivity is defined as the amount of
additional czone formation that results from the addition of
a small amount of the VOO o the svstem in which ozone is
formed, divided by the amount of npound added. N
availahilityis a key factor in VOU reactivity (17— 191, A variety
of NOx scenarios have been adopted to test VOC reactivity.
Maximum Incremental Reactivities (MIRs), which are em-
plovedin Texas and California rules (20, 213, are incremental
reactivities under conditions when NOx availability is not
limired. i.e. when VOCs have the greatest ozone formation
per unit of VOC added (171 Maximum Ozone Incremental
Reactivities (MOIR) are the incremental reactivities ohserved
when NOx levels are adjusted to give the highest peak ozone
concentration. Equal Benefit Incremental Reactivities are the
incremental reactivity values observed when NOx concen-
trations are adjusted so that changes in VOCs have the same
effect on ozone formation as equal changes in NOx (7).
Incremental reactvities are defined as the mass of ozone
farmed per mass of VOO »d and are often reported :
dimensionless quanti rences in incremental reactivity
between different compounds can be large. For example,
propylene, a highly reactive volatile organic compound has
an MIR value of 11.57. n-Octane has an MIR value of 1.09
and therefore is considered to be almost 11 times less reactive
than propylene. Theabsolute values of incremental reactivity
are sensitive to the choice of reactivity index. example,
propylene has an MOIR value of 4.57 and an EBIR value of
3.18. n-Octane has an MOIR value of 0.27 and an EBIR value
ui . ’k), l)n a u.lut Ve ba:ﬂ:-.hmw e, 111cu;>antal leauw]ue\

BATTE 1 Feee
WAL Lo 10T

MOIR, 1nd 15 for EBIR (7, 190

Avariety of analyses have been performed o examine the
use of reactvicy scales in regulatory applications (22, 23,
The reports of the Reactivity Research Working Group are
adding to these findings (24— 271 but generally indicate that
the choice of an appropriate reactivity scale will depend on
the atmospheric chemistry of the region developing the
contrals. Therefore, in this work, a preliminary evaluation
wias performed of three reactivity scales for the tradable
emissions.

Reactivity weighted emission rates were determined for
each of the 25 emission accounts considered in this work.
Emissions of each compoundin each accountwere multiplied
by a reactivity measure (MIR, EBIR, MOIR) and were then
summed to provide a reactivity weighted emission rate for
each account. The reactivicy weighted emission rates have
units of tons * (g Oy g VO for MIR, ERIR, and MOIR weighted
emissions and are reported in the Supporting Information.

MIR, EBIR, and MOIR values were obtained from studies
done by Carter (17, 195 MIR. EBIR, and MOIR values were
reported hundreds of compounds (19, including most
of the species emitted by the accounts examined in this work,
Far species whose o Lu-.u' Aty ratios are missing, the following
values were us 5 for MIR, 0.5 for MOIR, and 0.4 for
EBIR. These \-'allues are the average of the incremental
reactivities for all other-VoC species represented in the
emissions inventory, No HE pecies were missing values.
Ifall of the other-VOC emissions in the accounts are converted
into HRVOC equivalents, trading schemes based on MIR,
MOTR, and EBIR lead to emission scenarios that differ by less
than 10%. This approximate equivalency of MIR, EBIR, and
MOTR weighted emission ratios for these accounts may not
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bevalid for other case studies involving other types of facilities
or emission sources, particularly if aromatics concentrations
are high. However, for these accounts, the results for the
various reactivity metrics are similar, and consequently, only
MIR reactivity weightings were used in the air quality
simulations. The details of the MIR/MOIR/EBIR comparisons
are reported in the Supporting Information.

Resulis and Discussion

Mass-Based HRVOC Emission Trading. The simulations
reported in this section examined whether trading of HRVOC
allocations between regions of high and low MNOx availability,
as allowed under the current trading program, would change
the air quality impact metrics. Four trading scenarios will be
reported. The scenarios examined the impacts of trading all
of the HRVOC allowances into a single trading region. Thus,
in each of the four scenarios, HRVOC emissions have been
concentrated in one of the 4 regions, while accounts in the
other three regions nolonger have radable HEVOC emissions
{i.e., allowances have been traded). Overall the 25 accounts
in the four regions still achieve the required emissions cap.
The total amount of HRVOC emissions traded under these
scenatios is relatively small. Only approximately 5 tons d-!
are available for oading among the 25 accounts, out of a
total of 26 tons ' of HRVOC emissions and 74 tons d=' of
total VOO emissions from these accounts in the base case
attainment demonstration. The HEVOCs not available for
trading are fugitive emissions, and the total VOCs are half
from fugitive and half from nonfugitive sources. Even though
the HRVOC emission being traded are roughly an order of
magnitude more reactive (on an MIR scale) than the alkane-
dominated VOCs, the emissions raded represent less than
20% of the total reactivity of the emissions from these 25
accounts. It is therefore not surprising that the trading of all
of the HRVOCsinto a single region caused less than 0.15 ppb
(=0.13%) and 0.06 ppb (=0.06%) increases in predicted
maximum, area-wide 1-h averaged and 8-h averaged ozone
concentrations, respectively (see the Supporting Information
for complete results). Compared to the total ozone formation
thatis attributed to these sources (up to 30 ppb based on 1-h
averages and 5—10 ppb based on 8-h averages, see the
Supporting Information), these impacts are small. Other
indicators of air quality showed somewhat larger changes,
as described in the Supporting Information. The area
exceeding a threshold ozone concentration increased by up
ta 0.5%, the concentrations near monitoring locations (RRFs)
increased by up to 0.5%, and a measure of population based
exposure increased by up to 1%. Decreases in these metrics
due torading were at times greater than 1%, especially when
emissions were traded into regions 1 and 2. The highest
percentage changes, both positive and negative, were as-
sociated with the population exposure metric. The details of
the changes in the air quality metrics are reported in the
Supporting Information.

Collectively, these analyses indicate that spatial limits on
HEVOC wrading are not likely to be a concern when dealing
with ozone attainment demonstration for the limited amount
of trading allowed in the current program. However, the
current program could be expanded toinclude more sources
and trading of emission reductions of other-VOCs for HRVOC
allocations, These scenarios are described in the next sections.

Reactivity Based Emission Trading. Inira-Account Re-
activity Based Trading. One way in which the current trading
program could be expanded would be to allow much more
extensive trading of other VOC emissions for HRVOC
allocations within individual accounts. The current limit on
these trades is 5% of the HRVOC allocations or approximately
0.2 tons d7' of HRVOC allocations. The 25 accounts have a
total of 74 tons 471 of VOC emissions, some of which could
be converted to HRVOC allocations. To examine the air
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guality impacts of allowing intra-account trading of other-
VOO emissions for HRVOC emissions, three intra-account
mading (i.e., rading within the same account) scenarios were
performed. All three scenarios are based on MIR reactivity.
In these scenarios, a 100% reduction in the mass of ather-
VOO nonfugitive emissions (a total of 40 tons d™') was
converted (traded) for HRVOC emissions in the same account.
The total MIR equivalent mass emitted by the account
remained constant, before and after the trade, but the ather-
VOO emissions were converted to HRVOC emissions. When
the conversion to HRVOC emissions was performed, three
methods were used. In the first method, the distribution of
HRVOC emissions in each account was used to convert the
other-VOC emission reductions into HRVOC allocations, So,
for example, if propylene and ethylene both accounted for
50% of the MIR equivalent mass of HEVOC emissions before
the conversion of other-VOC credits, they would also
constitute 50% of the MIR equivalent mass of HRVOC
emissions after the conversion. Other-VOC emissions ineach
account would be converted into HRVOC allocations based
on the mass weighted average HRVOC reactivity in each
account. This approach seems reasonable; however, recall
that any single account may have hundreds of individual
emission points. As described in the methodology section,
the region has more than 5000 HRVOC emission points but
only approximately 100 major accounts. The composition of
each of the dozens of emission points in each account is
highly variable. Since it is likely that the HRVOC emission
credits will be applied at a subset of the emission points,
rather than uniformly across the account, it is likely that the
actual HEVOC emissions resulting from the conversion of
other-VOC emission reductions would not equal the account
average. Further, it is likely that account owners will want
maximum flexibility in deciding which emission points to
reduce. So, two scenarios were run to bound what might
happen if account owners were given maxinum flexibility
in using HRVOC allocations. In one scenario, other-VoC
ermissionsin eachaccount were converted into HRVOC mass
allocations based on the MIR of ethylene. Inanother scenario,
other-VOC emissions in each account were converted into
HRVOC allocations based on the MIR of propyvlene. Since
the MIR of ethylene and propylene differ by about 25%, this
leads to an uncertainty range of about £10% in the conversion
of other-VOCs into HRVOCs,

Clearly, the first scenario (account specific conversion of
other-VOC emission reductions into HRVOC allocations)
would appear to be the most reasonable approach. However,
because most accounts have multple HRVOC emission
points, with varying compositions, a trading program which
accurately tracks exactly which HRVOCs an account emits
could be difficult to administer and might limit an account’s
ability to transfer HRVOC allocations from emission point to
ermission point. Itmight also complicate an account’s ability
to trade HRVOC allocations between accounts,

The details of the changes in air quality associated with
the three intra-account trading scenarios are reported in the
Supporting Information. None of the trading scenarios leads
to large increases in ozone concentrations. Maximum 1-h
averaged and 8-h averaged ozone concentrations increase
by less than 0.1% when all other-VOC emissions are waded
for HRVOC allocations, as compared to a scenario with no
trading. Decreases of up to 0.23% in maximuom ozone
concentrations occur when other-VOC emission reductions
are traded for HRVOC allocations based on the MIR of
propvlene. Increases in other air quality metrics were 2% or
less; Increases in Relative Reduction Factors in areas sur-
rounding monitors were smallest when other-VOC emission
reductions were traded for HRVOC allocations based on the
MIR of propylene (=0.1%) and were less than 0.3% in all of
the simulations. All of these changes are small compared to
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the maximum changes in ozone concentrations due to all of
the VOC emissions from these sources (up to 30 ppb for 1
h averages, see the Supporting Information)

In all cases, converting other-VOC emission reductions
into HRVOC allocations, using the MIR of propylene, leads
to smaller increases, or greater decreases, in ozone concen-
trations, compared to scenarios using other approaches for
converting other-VOC emission reductions into HRVOC
allocations. This is expected, since the MIR of propylene is
greater than for ethylene and results in less overall emissions.
The differences, however, especially for maximum ozone
concentrations, are relatively small.

These small changes are more surprising than the small
changes encountered in the trading of trading of 5 tons d-*
of HRVOC emissions between regions. Converting ap-
proximately 40 tons d™! of other-VOC emissions into HRVOC
allocations might be expected to lead to more significant
changes. The results suggest that intra-account trading of
other-VOC emission reductions for HREVOC does not lead to
large localized increases in ozone concentrations when
emissions are traded on an MIR basis.

Interaccount Reactivity Based Trading. Inter-regional
trading of emissions, based on MIR reactivity, was examined
through four trading scenarios. The scenarios examined the
impacts of converting all of the other-VOC emissions in three
trading regions into HRVOC allocations and trading those
HEVOC allowances into a fourth region. Only nonfugitive
emissions were considered (40 tons d™! of other-VOCs). The
regions have differing NOw availability, as described in the
Methodology section. In these trading scenarios, the other-
VIOC emissions were converted into HRVOC allocations in
each account using account specific average reactivity of
HEVOC emissions. In addition, the fractional distributions
of MIR equivalent HREVOC emissions were kept the same
before and after trading. So, for example, if a particular
account in the region accepting the traded emission ac-
counted for 10% of the MIR equivalent mass of HRVOC
emissions before the trading of other-VOC credits, it would
also constitute 10% of the MIR equivalent mass of HRVOC
emissions after the trade. Similarly, in anv given account, if
a compound such as propylene accounted for half of the
MIR equivalent mass of HRVOC emissions before the trading
of other-VOC credits, it would also constitute 50% of the
MIR equivalent mass of HRVOC emissions after the trade.
The results reported in detail in the Sup porting Information)
show that wading all other-ViOC emission reductions for
HEVOC allocations in a single region results in a maximum
increase in peak 1-h averaged and 8-h averaged ozone
concentrations of less than 0.35 ppb (<0.3%) and 0.15 ppb
{(=0.15% ), respectively. Some of the scenarios itrading HRVOC
allocations into regions 1 and 2) lead to decreases in peak
ozone concentrations. The area of exceedance metrics followr
similar patterns: however, the percentage changes in the
population exposure metric are larger in magnitude (both
positive and negative) than the percentage changes in the
other metrics. The maximum increases in the population
exposure metrics, on a percentage basis, due to trading,
occurs when trades are made into regions 3 and 4, which are
located in regions with higher population densities than
regions 1 and 2. The changes in RRFs at multiple monitoring
sites indicate that in all casesincreases in czone concentration
are 1% or less (RRF=1.01). Trading into regions 1 and 2
generallyresultsin decreases in ozone concentrations, while
trading into regions 3 and 4 generally results in increases in
ozone concentrations.

To summarize, the simulations described in this work
have examined the air quality impacts of the emerging
HEVOC wading program in Houston. The analyses indicate
that the relatively limited current program (5 tons d=' of
HEVOC emissions available for rading and limited reactivity

based trading) will have small impacts on maximum ozone
concentrations and other air quality impacts. Possible
expansions of the program were also examined, specifically,
expanding the allowable wading of MIR equivalent other-
VOO mass to HRVOC allowances.

Adr quality simulations trading other-VOC emissions for
HRVOC allocations at the same facilities (intra-account
rading) showed little impact on air quality. When 100% of
the nonfugitive other-ViOC emissions (about 40 tons d-1)
were converted to HRVOC allocations based on MIR (only
5% isallowed in the current trading program), daily maximum
1-h averaged and 8-h averaged ozone concentrations in-
creased by a maximum of 0.1% and decreased by a maximum
of 0.2%, depending on the precise methodology used in
performing the conversion.

Simulations of trading between regions of high and low
MO availability led tolarger increases and decreasesin ozone
concentration than for intra-account trading. When 100% of
the other-VOC emissions (nonfugitive) were converted to
HRVOC allocations and these allocations were all traded into
one region, daily maximum 1-h averaged and 8-h averaged
ozone concentrations increased by a maximum of 0.3% and
decreased by a maximum of 1%, depending on the region
into which emissions were traded. Other indicators of air
guality showed somewhat larger changes, up to an increase
of 3%,
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As part of the State Implementation Plan for attaining the
Mational Ambient Air Quality Standard for ozone, the
Texas Commissian of Environmental Quality has creatad a
Highly Reactive Volatile Organic Compounds (HRVOC)
Emissions Cap and Trade Program for industrial point
sources in the Houston/Galveston/Brazoria area. This series
of papers examines the potential air quality impacts of
this new emission trading program through photochemical
modeling of potential trading scenarios; this paper
examines the air guality impact of allowing facilities to
trade chlorine emission reductions for HRVOC allocations
on a reactivity weighted basis. The simulations indicate
that trading of anthropogenic chlorine emission reductions
for HRVOC allowances at a single facility or between
facilities, in general, resulted in improvements in air quality.
Decreases in peak 1-h averaged and 8-h averaged

nzZone concentrations associated with trading chlorine
emissions for HRVOC allocations on a Maximum Incremental
Reactivity {(MIR] basis wera up to 0.74 ppb [0.63%} and
0.56 pph [0.61%), respectively. Air quality metrics based on
population exposure decreased by up to 3.3% and 4.1%
for 1-h and &8-h averaged concentrations. These changes
are small compared to the maximum changes in ozone
concentrations due to the VOC emissions fram these souUrces

for maximum concentrations over wide areas and up ta 70
ppb in localized areas). The simulations indicate that the
inclusion of chlorine emissions in the trading program is
likely to be beneficial to air quality and is unlikely to
cause localized increases in ozone concentrations {“hot
spots”h

Introduction

The previous paper in this s [
implications of an emissions cap and wade program that is
due to be launched in 2007 in Houston, TX. The wading
program caps induastrial point source emissions of Highly
Reactive Volatile Organic Compounds (HRVOCs), which are
defined as ethylene i,elhc-m',v propvlene (propene), butvlenes,
and 1.3-butadiene. Tradingis allowed berween facilities, and

amined the air quality

* Corresponding author e-mail: allen@che. utexas.edu.
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reductions in the emissions of other valatile organic com-
other-VOCs) can be traded for HRVOC allowances,
on a reactivity weighted basis,

The air quality simulations described in part 1 of this
series of papersindicated that trading of HRVOC allowances
between facilities. as currently allowed in the program,
resulted in less than 0.13% increases in maximum predicted
1-h a d and 8-h averaged & concentrations, and
increases in other air L]th]l[‘. metrics were less than 1%, for
emmission tradin arios des create high localized
concentrations of « the rading program
o allow { ather-VOC emissions for HRVOC
reactivity weighted basis, resulted in less
s in maximum predicted 1-h averaged
and 8-h averaged ozone concentrations.

HEVOCs, other-VOCs, and oxides of nitrogen are not the
only industrial point source emissions in the Houstond
Galveston/ Brazoria area that contribute to ozone formation,
however. Point source emissions of molecular chlorine, from
chlor-alkali Facilities and from Facilities that use chlorine as
a biocide in conling water, are estimated to be up to 5-10
tons d™' (2—4. This emission rate is similar o the total

ssion rate of HRVOCs included in the wading prog
ed in part 1 of this series of papers. These emi
participate in ozone formation when the chlorine photolyvzes,
producing Cl ra . These Cl radicals then react with
hvdrocarbons and other species in a manner similar but not
identical o hydroxyl radical (OHs (51

The first direct evidence of chlorine radical (Cls) chemistry
in the Houston urban troposphere was based on the
quantification of two products unique to the Cle + isoprene
reaction: 1-chloro-3-methyl-3-butene-2-one (CMBO) and
chloromethylbutenal (ICMBAY (5—8). Recent analvsessuggest
that the rved concentrat marker spe
and other CI reaction products, are consistent with a total
anthropagenic emission rate of approximately 10 tons d-!
(31, The magnitude and reactivity of these emissions have
the potential to enhance 1-h averaged ozone mixing ratics
by 70 ppb, in very localized areas, during morning hours.
1 wider areas, and at times of day when peak ozone
cancentrations are observed, the impacts of chlorine emis-
sions on czone concentrations are tvpically 5—10 ppb 35,
Because the unp.m:. of lhc»c unuwum on ozone formation

30T g : 0 and other-
DCs emission allocations from poin n the trading
program being evaluated, this paper will examine the air
quality impacts ofincluding chlorine emissions in the trading
program.

Allowing trading of chlorine emissions, which act as a
free radical source, for HRVOC emissions, which propogate
the free radical reactions, has the potential to cause changes
in the magnitude and distributions of ozone concentrations
and 1o cause qualitative changes in the atmospheric chem-
istry. [tis the changes in the magnitude and distributions of
czone concentrations that are the focus of this paper. I
chlorine emissions are included in the trading program at
a future date, a more detailed anal
changes in chemistry that w%u.lt.

Methods

The model domain and air quality impact metrics that will
be used in this work have been described in part 1 of this
series of papers (11, This section will describe the emiss
inventory for chlorine and l]u changes in the chemical
mechanism that accounted for the reactions af these
emissions in the photochemical model. Both the emission

allowear
than 0.

2
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TABLE 1. Chionine Emissions for 25 Capped Accounts in Harris
County

chiorine MIR
cooling point equivalent HEVOL allocations

tower source  mass tons/day  (MIR equivalent mass|

ne.  (tons/dayl (tonsfdayl * (g 037 VOC) tonsiday * ig O3 VOC)
1 0.22 0,000 5.07 R0z
2 0.29 0,008 678 3.09
3 0.03 0,000 0.74 3.90
4 0.03 0,000 0.62 4.9
5 0.4 0.000 0.29 3.27
B 0.00 0.000 1.42 282
7 0.05 0000 1.0 24
8 0.03 0002 0.52 2.35
a 0.06 0,000 1.40 68.26
10 016 0,000 264 0532
11 0.01 Q.07 0.35 1.68
12 0.n2 0.000 0.40 087
13 0.01 C.000 015 1.42
14 0.nz2 0.000 0.54 1.29
15 0.00 .00 0.07 210
18 0.06 0.oon 1.45 1.1
7 0.30 0,001 6.82 0.26
18 0.05 0.000 1.12 a7z
19 0.0 0,000 0.28 016
20 0.07 0.000 1.69 1.35
21 0.0 0.000 0.14 1.74
22 0.05 0000 1.14 067
23 0.01 0001 0.35 0.74
24 n.04 0,128 373 0.26
25 0.00 0.003 0.26 0.45
1.58 015 41.08 50.18

inventory and the mechanism have been described in detail
elsewhere and so are only summarized here.

Emdssion Invertory. The chlorine emission inventary
developed by Chang et al. (2, 31 was used in this study, The
chlorine emission inventory included four source types: (1)
industrial stack sources, (2i volatilization from cooling towers
where chlorine is used as a biocide, (31 volatilization from
swimming poolswhere chlorine is used as a biocide, and (4
reactive chlorine released due to the reactions of chloride in
sea salt. Other wypes of emissions (e.g., volatilization from
water and wastewater reatment) were evaluated but were
estimated o be less significant than the four primary
SOUECES

In this work, the focus will be on the stack and conling
tower emissians, which toge i
for 7 toms d™' of chlorine emissions in the Houston—
Galveston—Brazoria (HGBE) area. Chlorine emissions from
sea salt and swimming pools are included in the simulations
but are considered o be unavailable for wrading. Table 1
showes the chlorine emissions from point sources and cooling
towers for each of th capped accounts that are being
considered in the rading program evaluation presented in
this series of papers (1), These facilities do not dominate
chlorine emissions in the same way that they dominate
HIRVOC emissions. Chlorine emissions at the facilities that
dumumle HR\.I emissions are only 1.7 v/d, which is

i o of the estima industrial chlovine
epancyin the distibution of chlorine and
ons is due to the wide distribution of cooling
mong industrial facilities, as opposed to the relatively
of HRVOCs. Even though the mass of the chlarine
s large as the mass of the HEVOC emissions,

Lawer
focus
(SRS

the relatively high maximmum incremental reactivity (MIR) of

chlorine (2578 g Oufg chlorine (9) as compared o 9.07 g
O/ g VOO for ethylene and 11.57 g Oy fg VOO for propylene
{107 causes the MIR equivalent m of chlorine emissions
and HRVOC emissions at the 25 facilities to be comparable,
as showa in Table 1
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Chlorine Chemistry. As nowed in part 1 of this series (1),
the Carbon Bond mechanism iversion IV, CB-1VI was used
in the madeling done for this work. Chlorine chemistry was
accounted for by adding to the CE-IV mechanism, using the
reactions autlined by Tanaka et al. (51 Tanaka et tal. (4
incorporated a l.j-::le mechanism for chlorine chemistry
into the Carbon Bond IV chemical mechanism (11 in order
to examine the regional impacts of Cls chemistoy in south-
eastern Texas. In this mechanism, chlorine radical is pra-
duced by photodissociation of Cl: and HOCT by visible and
alet light. Atomic chlorine then reacts with nzone and
arbons (RH). Under typical urban conditions, con-
centrations of hydrocarbons are sufficiently high so that the
rave of reaction of atomic chlorine with RH is much faster
than the rate of reaction with ozone (5. Hyvdrogen abstraction
by the chlorine radical from hydrocarbons produces alkyl
radicals and hvdrogen chloride. The hydrocarbon radical
then produces alkyl peroxy radicals, leading to ozone
formation. Reaction of chlorine radical with alefinic species
can result in chlorine addition, leading to the formartion of
unigque molecular markers.

Modeling Scenarios. One base case (Cl2.Basecasel,
including chlorine emissions and chemisoy, and five rading
scenarios were used o examine the impacts of trading of
HEVOCs with chlorine. The base case, with chlorine chem-
istry, included the NOx and VOO emission reductions used
in the Houston-Galveston area to meet the National Ambient
Alr Quality standard for ozone, with concentrations averaged
over 1 h (base case attainment demonstration) (7). Note that
the addition of chlorine emissions and chemical reactions
resulted in different predictions of the magnitude and spatial
distribution of czone concentrations than the base case
without chlorine chemistry reparted in part 1 of this series
(1. Figure lashows the difference in predicted 1-h averaged
czone concentrations between Cl2 Basecase and the Basecase
without chlorine chemistry at 1400 on August 25, while Figure
1b shows the differences in predicted 8-h averaged ozone
COncey
enhances o ¥
maximum dailv 1-h and 8-h averaged ozone concentration
is as much as & ppb and 9 pph, respectively. The maximum
difference in ozone concentrations, due to adding the chlorine
emissions and chemistry, occurs in the morning and, as
shown in Figure 1c, is much larger (48 ppb for a 1-h averaged
czone concentration) than the difference in the daily
maximum value. These differences due to chlorine chemistry
differ very slightlv from the results reported by Chang and
Allen (31 due w small revisions to the point source VOO
inventories used.

Five trading scenarios were examined. The first scenario
examines intra-account trading (i.e., trading within the same

scount, where an account is generally the same as aregulated
facility, as described in part 1 (1)), In this scenario, some of
the required HEVOC reductions are offset by a 100%
reduction of the MIR equivalent mass of chlorine emissions.
The second through fifth scenarios represent inter-regional
trading for which one trading region purchases HRVOO
alloweances in its on through reductions of 100% of the
chlorine MIR equivalent mass from the other three wrading
regions,

Results am Discussion

Table 2 reports changes in the four air quality metrics, (a)
daily maximum czone, (b area of exceedance, (o) integrated
area of exceedance, and (d) population exposure, between
the attainment demonstration and the various trading
scenarios, averaged over all davs af the ep sode. These air
quality metrics are defined in part 1 (7). Table 2 indicates
that, when all of the chlorine emissions are converted into
HEVOC allocations, all trading scenarios lead to no change
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HGURE 1. Differences in predicted (a} 1-h and |b] 8-h averaged ozone concentrations between the base case with chlorine chemistry
§CizBasecase) and the base case without chlorine chemistry, at the times of day when the maximum ozone concentration occurs and
{c} maximum difference i predicted 1-h average ozone concentration on Angust 25, Differences are expressed as [0:(Clz Basecase) —
Osbase case without chlorine chemistryl]. The complete model domain is described in part 1 of this series {7}

or improvements in the air quality metrics. Decreases in peak
1-h averaged and 8-h averaged ozone concentrations are up
o 0.74 ppb (0683%) and 0.56 pph (0.61%), respectively.
Decreases in the air quality metric based on population
exposure (2.3% and 4.1% for 1-h and 8-h averaged concen-
trations) are, in general, larger than for the mhe] metrics.
For the maximum ozone concentration and area of exceed-
ance metrics, these values are of the same magnitude as the
results reported in part 1 of this series for inter-regional
trading of HRVOCs, The changes in the time integrated area
of exceedance metric and, to a lesser extent, the population
based metric are larger for the chlorine trading than for the
HEVOC trading, but the differences are still only a few per-
cEnt.

Table 3 presents changes in another set of air quality
metrics, relative reduction factors at Houston area monitors.
These Relative Reduction Factors (RRFs) are defined as the
ratio of the model predicted 8-h averaged ozone concentra-
tion in the tading case w the model predicted ozone
concentration in the base case, in the area near an ambient
monitor (1) RRFsare caleulated for each day of the modeling
episode and are averaged. for each monitor, over days when
the model predicts 8-h averaged ozone concentrations greater
than 85 near the monitor, Thus, a value of 1 for an RRF
indicates, on average, no change in ozone concentrations

due to the emission trading. A value less than 1 indicates a
decrease in ozone concentration associated with wading,
and a value greater than 1 indicates an increase in ozone
concentration. RRFs provide an indication of whether
localized hot spots in ozone concentrations should be
expected near monitors. The monitors for which RRFs are
listed in Table 2 aredistributed throughout the Houston area.
The locations of the monitors are provided in the Supporting
Information for part 1 of this series of papers (1.

The RRFs are consistent with the results reported in Table
2. The RRFs are almost exclusively less than or equal to 1,
indicating a decrease in ozone concentrations associated
with converting chlorine emissions o HRVOC emissions,
based an the MlHupnrwdhv' Carter (100, The few RRFs that
are greater than 1 tend to be associated with the locations
nearest the regions that the emissions are raded into.

A possible reason for the consistent improvements in air
quality when chlorine emissions are traded for HRVOO
emissions, based on MIR, is that the MIR value for chlorine
under Houston conditions is underestimated. To test this
hypothesis, changes in air quality metrics were evaluated
under two scenarios. In the first scenario, all chlorine
vere removed from the 25 accounts, and in the
md scenario, all HRVOC emissions were removed from
the 25 accounts. The ratio of the changes in air qualicy metrics,
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TABLE 2. Changes (Trading Case — Base Case} in Air Quality Metrics Based on {-h and 8-h Averaged Ozone Concentrations,

hetween Base Case and Cases Trading a 100% Reduction in Chlorine Emissions for an Eypivalest

Emissions®

1-h averaged ozone concn

IR Weighted Mass of HRVOC

B-h averagead czone concn

|diff. /base case {diff. /base case
average SD valuel (%l avarage SD valual (%l
Maximum Daily Ozone (ppb}
intra-account Cly trading =016 £ 0.51 —-0.14 —0.23+ 081 -0.37
inter-regional Clz trading into region 1 074072 —0.62 —0.55 072 —0.51
inter-regional Clz trading into region 2 —0.32 + 0.62 —-0.28 —0.40 £ 067 —0.44
intar-regional <l trading into region 2 —24E-02 £ 0 44E-01 —0.02 —0.24 £ 052 —0.37
inter-regional Cla trading into region 4 -98.2E-02 + 7.7E-01 -0.08 —=0.38 = 0.70 —-0.42
Area of Exceadance (km2
intra-account <l trading 00+58 0.00 —26 + 38 —1.45
inter-regional Clz trading inta region 1 —-80+15 -1.99 —29+ 36 -1.63
inter-redgional Clz trading into regian 2 001+£22 Q.00 —284+ 326 —1.52
inter-regional Cly trading into region 2 2.0+ 10 Q.00 —25 + 44 -1.41
inter-regional <z trading into region 4 —-20+99 —0.50 —27 + 45 —-1.52
Integratad Area of Exceedance (km?)
intra-account Clp trading —TF.0+ 26 —-0.89 —1.3E+02 £+ 1.6E+02 —-2.27
intar-regional Clz trading into region 1 —224+ 35 —2.80 —1.8E+02 &+ 1.8E+02 —2.949
inter-regional Clz trading into region 2 —-8.0x 23 -1.02 —14E+02 £ 1.5E+02 —2.36
inter-regional Cly trading into region 3 =7.0+ 30 -0.89 —1.2E+02 £+ 1.6E+02 -2.21
intar-regional Cla trading into region 4 =10+ 33 -1.27 —1.3E+02 £+ 1.6E+02 —2.29
Population Exposure |pph*capita)
intra-account Clz trading —25E+04 + 3. 2E+-0E —0.74 —GJE+05 + 1.5E4-0E —2.40
inter-regional Clz trading into region 1 —3.8E+05 £ 1.4E+08 —-3.30 —1.1E+06 £ 2 TE+0E —4.06
inter-regional Clz trading into region 2 —R22E+03 + 2 4E+-04 —0.07 —G9E+05 = 1 4E+06 —2.48
inter-regional Cla trading into region 2 —94E+04 + 3.8E+0B -0.81 —G.6E+05 £ 1.5E+06 —-2.37
inter-regional <1z trading into region 4 —2.2E+05 + 8.9E+06 —1.90 —7.6E+05 £ 1.8E+06 —-2.73

* Changes are also shown as percentage of the base cass valus.

TABLE 3. Average RRF Valees for Each Trading Scenarie at
Each Monitor

inter-regional HRVOC/Clz

intra.account

HE‘JH(;"E; wading into region
trading 1 2 3 4
Marvel 0.992 0.997 0.998 0.998 0,997
Jackson 1.000 1.000 1.000 1.000 1.000
Mustang 1.000 1.000 1.000 1.000 1.000
TC 0.999 0.997 0.997 0.99% 1.001
Bayland 1.000 0,999 1.000 1.000  1.000
Aldine 1,000 0.996 0897 0.987 0.987
Conroe 1,000 1.000 1,000 1.000 1,000
Seabrook 0.9495 1.000 1001 1.003 1.002
Lynchkurg 0,988 0,991 0.994 0.986 09285
Clinton 0.989 0.993 0.995 0.987 0.985
Galvaston 1.000 1,000 1.000 1.000 1.000
Cancinger 1.000 1000 1.000 1000 1.000
Croguet 1.000 0,995 0,995 0.996 0.995
CrearPark 0,991 0,996 0.898 0.991 0.991
Channelview 0,938 0.980 0.883 0.985 0.983
Houston 0,992 0.996 0.998 0.990 0.929
Manchester
Ellingtan Field 0,990 0,995 0.996 1.000 0999
Haden Road 0,983 0.992 0,995 0.987 0.926
Fort of Houston 0,991 0,981 0.8893 0.985 0.923
Atascocita 1.000 0.995 0.997 0.997 0.997
Clear Laka 0.992 0,996 0.998 1.000 1.001
High School
Sheldon Rd 0,986 0.975 0.980 0.920 0.977
LaPorte 0,988 0.9894 0.986 0.988 0.929
Channelview North 0939 0.976 0.983 0979 0.972
Srnith Peint 0,998 0.979 0.881 0.981 0.931
E Baytown 0,994 0,982 0.995 0.986 0.924
Mont Belvieu 0.995 0,981 0.982 0.980 0.980

TABLE 4. lnterpoliutant Trading Ratios for HRVOC amd
Chlorine, Averaged over the Modeling Episode

1-h averaged
03 concn
|ratio/0.45; see text)

068 £ 0.31101.3)

B-h averaged
03 concn
|ratio/0.45; see text)

061+ 047011}

metrics

daily maximum
QZONS CONCH

araa of excaadancea

intagratad area of
axceadanca

population exposure

0,43 & 0.48 (0.96)
041 £ 048 (0,91}

0.33 4 0.34 (0,73}
0.28 & 0,45 (0.84)

039 £ 013 (0.87) 0304 0.26 (0.67)

an be used
al reactivities

relative to the base case, for these two scena
to evaluate the relative value of the incremen
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of chlorine and HEVOCs, under Houston conditions. Specif-
ically, the ratio

[change in air quality metric
due o eliminating HRVOCs/
tons of HREVOC emissions reduced]/
[change in air quality metric
due to eliminating chlorine/
tons of chlorine emissions reduced|

was calculated for each of theair qualivy metrics. The results,
averaged over the days of the modeling episode, are shown
in Table 4.

The overall ratios listed in Table 4 can be compared o
the ratio based on MIR. The ratio of the mass weighted MIR
value for HRVOC emissions (EMIRG imassiractionid, { =
HRVOC species) in the 25 accounts (10067 g O,/ g Vi to the
MIR value of chlorine (23.78 g Oség chlorine) is 0.45. Thus,
for ratios in Table 4 less than 0.45 (ratio/0.45 less than 1),
more air quality improvement is expected from chlorine
emission reductions than would be expected based on the
MIR. This underestimate of the effectiveness of chlorine
emission reductions, when using MIR to describe reactivity,
accounts for the behavior of three of the air quality metrics
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farea of exceedance, ime-integraved area of exceedance, and
population exposure). The daily maximum ozone concen-
trations have aratio higher than 0 A5 because of anomalously
high values on September 5 (1,30 for 1-h averaged concen-
tration and 1.21 for 8-h averaged concentration . Seprember
Sthis unigue relative o the other episode days in that ozone
exceedances ocour relatively early inthe morning in locations
close to the industrial source region, where chlorine reactivity
has its greatest impact. This effect is not obs
other air quality metrics because the impacts are resiricted
ta a very small number of grid cells.

'l“r;s ﬁlulllﬂﬁl‘i}'@ lhe &imulﬂu'mw p]'r*sonled in this work

inpeak 1-h :1-;m‘aged and E&-h avera g&-d BEOTIE u:mtenu'ali SE)

associated with tading chlorine emissions for HRVOC
allocations on a Maxinuom Incremental Reactivity (MIR) basis
were up to .74 ppb (063%) and 0.56 ppb (061 %), respec-
tively, Decreases in the air quality metrics based on popula-
tion exposure decreased by 2.3% and 4.1% for 1-h and 8-h
averaged concentrations, The sunulalwn:, indicare that the
inclusion of chlorine emissions in the wading program, using
the MIR value of Carver (a1, is likely to be beneficial 1o air
quality and is unlikely 1o cause localized increases in ozone
concentrations (*hot spots”),
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