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Cluster Fusion Experiments on the Texas Petawatt Laser 

 

Woosuk Bang, Ph.D. 

The University of Texas at Austin, 2012 

 

Supervisor:  Todd Ditmire 

 

Interactions between an intense laser pulse and cluster targets are investigated 

using the recent experimental results of the cluster fusion experiments on the Texas 

Petawatt Laser (TPW).  We achieved about 2x10
7
 DD fusion neutrons per shot on the 

TPW by optimizing the laser and gas jet parameters.  A few different types of cluster 

targets were used on the TPW including deuterium clusters, deuterated methane clusters, 

deuterium cluster + helium-3 mixture, and deuterated methane cluster + helium-3 

mixture.  We designed our own neutron detectors and proton detectors for the 

measurements of the fusion yields.  The calibration method of neutron detectors is 

described in detail.  Through the yield measurements of the 2.45 MeV neutrons from the 

DD fusion reactions and 14.7 MeV protons from the D-
3
He fusion reactions in the 

deuterium-helium-3 mixture target, we successfully measured the ion temperature of the 

fusion plasma at the time of the fusion reactions.   
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Chapter 1. Introduction 

1.1. OVERVIEW 

The interactions between intense laser pulses and atoms or molecules have 

produced many interesting phenomena, and have drawn much attention for the past few 

decades.
1-10

  Typically in these experiments, solid targets or gas targets have been used.  

The irradiation of solid targets with intense laser pulses leads to the generation of 

energetic electron beams,
7,11

 x-rays,
12

 and energetic ion beams.
13-15

  Sometimes, the 

kinetic energies of these ions are high enough to produce nuclear fusion reactions when 

the ions collide with themselves.
16-21

  The gas targets are also important opening new 

research areas such as high harmonic generation,
22

 attosecond pulse generation, and 

wakefield acceleration.
9,10,23

 

About 20 years ago, researchers started using a new state of matter called clusters 

24
 in the laser experiments.  The atomic clusters are in an intermediate state between 

solid and gas in the sense that the overall density of cluster targets is similar to a gas 

density while the local density of each atomic cluster is near solid density.  Simply 

speaking, an atomic cluster is an aggregate of many atoms combined together via their 

van der Waals potentials.  The size of a cluster typically ranges from one nanometer to a 

few tens of nanometers.  Due to its high local density, a cluster can efficiently absorb 

the laser pulse energy.
4
  In our experiments, we used these cluster targets to generate 

nuclear fusion reactions. 

1.2. MOTIVATION 

The laser-cluster generated fusion plasma is attractive as a bright, short, and 

localized neutron source which is potentially useful for neutron radiography or material 

damage studies. The numerous petawatt lasers currently operating and being built with 
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pulse durations below 200 fs have the potential to drive such sources. Once a neutron flux 

higher than 10
9
 n/cm

2
 is achieved, then the sub-ns neutron pulse can be used as a pump 

beam to do a time-resolved pump-probe experiment for the neutron damage studies.
25

 

1.3. PLAN FOR THE THESIS 

In the next chapter, an overview of the physics related to the laser-cluster 

interaction is discussed with an emphasis on the cluster fusion experiment.  Cluster 

heating mechanisms, expansion of the fusion plasma, and the quasi-neutrality are 

discussed, and the inverse bremsstrahlung heating is discussed in detail. 

A typical laser experiment involving a high power laser consists of three key 

elements.  First, we need a high power laser,
26,27

 about which I tried to give a detailed 

description in Chapter 3.  Our primary laser for the main experiments was the Texas 

Petawatt Laser (TPW),
26

 but we also used the Texas High-Intensity Optical Research 

(THOR) laser
27

 for some preliminary experiments and for the calibration
28

 of neutron 

detectors.  

Secondly, we need a target.  Solid targets and gas targets are the two most 

commonly used targets for the laser experiments although liquid targets
29

 can be used as 

well.  In our experiments, we used deuterium clusters,
16

 deuterated methane clusters,
18,20

  

and a deuterium cluster + Helium-3 mixture
30

 as our targets.  In Chapter 4, I will show 

how we prepared the cluster targets for the experiments.  I will start with describing 

what clusters are, and how one can generate the cluster targets.  The design for the 

supersonic nozzle and the liquid nitrogen cooling lines are given in the same chapter.  

The characteristics of our cluster targets are investigated some detail.  For the mixture 

cluster target, we measured the composition of our target using the Residual Gas 

Analyzer (RGA).  I will also show some Rayleigh scattering measurements that 
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indicated similar cluster formation in the case of deuterium cluster + helium-4 mixture 

target.  

Thirdly, we need a set of diagnostics to investigate the interaction between intense 

laser pulses and cluster targets.  In Chapter 5, I will show how I calibrated the neutron 

detectors.  Three types of neutron detectors (plastic scintillation detectors, indium 

activation detectors, and CR-39 track detectors) were calibrated for the measurement of 

2.45 MeV DD fusion neutron yields from the deuterium cluster fusion experiment on the 

TPW.  A Cf-252 neutron source and 2.45 MeV fusion neutrons generated from laser-

cluster interaction were used as neutron sources.  The scintillation detectors were 

calibrated such that they can detect up to 10
8
 DD fusion neutrons per shot in current 

mode under high electromagnetic pulse environments.  Indium activation detectors 

successfully measured neutron yields as low as 10
4
 per shot and up to 10

11
 neutrons.  

The use of Cf-252 neutron source allowed cross calibration of CR-39 and indium 

activation detectors at high neutron yields (~10
11

).  The CR-39 detectors provided 

consistent measurements of the total neutron yield of Cf-252 when a modified detection 

efficiency of 4.6×10
-4

 was used.  The combined use of all three detectors allowed for a 

detection range of 10
4
 to 10

11
 neutrons per shot. 

In Chapter 6, the recent experimental results on TPW with deuterium clusters and 

deuterated methane clusters are given in much detail.
31

  The main goal during this 

experimental campaign was to increase the neutron yield from the fusion plasmas.  

Detailed analysis and discussion about the implications of the results are given.  During 

this run, we used plasma mirrors
32,33

 to investigate the effect of possible pre-pulses of 

TPW on the cluster fusion experiments.  A detailed description of the setup for using 

plasma mirrors is described in Chapter 6 and Appendix E as well. 
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In Chapter 7, results from another recent experimental campaign using mixture 

cluster targets are given, whose main focus was to measure the ion temperature of fusion 

plasmas at the time of the fusion reactions.  With cryo-cooled deuterated methane 

cluster + helium-3 mixture target, we observed deuterium ions with ion temperature as 

high as 28 keV.  Using deuterium cluster + helium-3 mixture as the target, we 

successfully generated both DD fusion reactions and D-
3
He fusion reactions in the fusion 

plasma.  By comparing the neutron yield from DD reactions with the 14.7 MeV proton 

yield from D-
3
He fusion reactions, we were able to calculate the temperature of the 

fusion plasma at the time of the fusion reactions.  The underlying physics and discussion 

of the results are given in the same chapter. 

Finally, a summary of the experimental results and discussions about the 

application of this work are given in Chapter 8, which concludes the dissertation. 
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Chapter 2. Physics of the intense laser-cluster interactions 

This chapter is aimed to introduce some of the basic concepts that are necessary to 

understand the results of the cluster fusion experiments.  As mentioned in the previous 

chapter, clusters absorb the laser pulse energy very efficiently.
4
  The cluster heating 

mechanisms that are relevant to this efficient absorption will be briefly discussed in this 

chapter.  Then, I will show our current understanding of the cluster fusion experiment.  

Some expansion dynamics of the fusion plasma will be examined.  

2.1. FREE ELECTRON IN AN OSCILLATING ELECTRIC FIELD 

A free electron in an oscillating laser field will accelerate due to the 

electromagnetic field of the laser.  In this section, we want to calculate the average 

kinetic energy of an electron in a strong electric field with an oscillating laser frequency 

of 0 and a peak amplitude of E0.  Assuming no other ions or electrons around, the 

equation of motion of an electron under an electric field,     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗                    

        , can be written as: 

  
      

          ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗             ,      (2.1) 

where me is the mass of an electron, t is the time, x(t) is the position of the electron at 

time t, and e is the charge of an electron. 

Solving equation (2.1) for the position and velocity of the electron using the initial 

conditions of x(t=0)=x0 =0 and v(t=0) = dx(t=0)/dt = v0=0, we get the following 

solutions for v(t) and x(t): 

      
   

    
      ,        (2.2.a) 

       
   

    
           .      (2.2.b) 

Therefore, the kinetic energy of the electron can be expressed as a function of 

time, and the kinetic energy of the electron averaged over one laser cycle becomes 
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     , (2.3) 

where < > indicates an average over one laser cycle, and < sin
2
 0t > = 1/2 was used in 

the calculation.  Up is commonly called the quiver energy or the ponderomotive 

potential of the electron.  Up can also be expressed in terms of the laser intensity, I(t), 

and the wavelength, , of the laser pulse.  Using I=1/2*c0E0
2
 and =2c/, the 

ponderomotive potential is 

          
    

 

     
  

  

   
 

  

   

  

                  [
 

   ]       .  (2.4) 

Now is a good time to pause and think about what this value means in the laser-

cluster experiments.  Equation (2.4) shows the electron quiver energy as a function of 

the laser intensity.  With very intense laser pulses, one can expect to observe very 

energetic electrons during the laser pulse.  On the TPW, laser pulses with intensities 

higher than 10
16

 W/cm
2
 are easily produced.  Since the wavelength of the TPW is about 

1.057 m, the average kinetic energy of the electrons while they are subject to a laser 

field with intensity of 10
16

 W/cm
2
 is about 1.0 keV.  This energy is much greater than 

the incoming photon energy of 1.2 eV, and one might naturally think that the laser pulse 

energy was somehow transferred to the electrons very efficiently.  However, this is not 

entirely true.  It is correct to say that the average kinetic energy of the electrons under 

strong electric field is expressed with equation (2.4), but the oscillating electrons in this 

field eventually come to a rest as the intensity of the pulse becomes smaller after the laser 

pulse duration.  In other words, the energy transfer from the laser pulse to the electrons 

is not a permanent one.  Later in this chapter, I will show when the electrons can absorb 

the laser pulse energy and how clusters absorb the pulse energy efficiently.   

Now that we calculated the cycle-averaged kinetic energy of an electron in a 

strong laser field, it would be worth comparing this with that of an ion in the same field.  

Following the same procedure, the quiver energy of an ion in the laser field becomes 
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                 [
 

   ]       , (2.5) 

where the mass of an ion is used in the denominator instead of the much smaller mass of 

the electron.  Note that the positive charge of an ion does not change the sign of the 

ponderomotive potential.  For the purpose of comparison, the mass of a deuterium ion 

was used in the last step of equation (2.5).  While the ponderomotive potential of an 

electron is about 1 keV at 10
16

 W/cm
2
, the ponderomotive potential of a deuterium ion is 

only 0.25 eV.  This is even smaller than the energy of one photon, and indicates that the 

laser pulse energy is not efficiently absorbed by the ions at this laser intensity.  This is 

true in the case of cluster fusion experiments where the incoming laser intensity ranges 

from about 10
15

 W/cm
2
 to about 10

18
 W/cm

2
.   

2.2. IONIZATION OF A CLUSTER 

2.2.1. Inner-ionization and outer-ionization 

The ionization of an atom can be considered as the process of converting a neutral 

atom into a positive ion and a free electron.  Likewise, the ionization of a cluster can be 

thought as the process of freeing all the electrons from the cluster.  This ionization 

process can be understood as a two-step process. 

First, the individual atoms inside a cluster have to be ionized.  This process is 

often called the inner-ionization, and is similar to the ionization process of an atom.  

After a complete inner-ionization, the cluster consists of positive ions and free electrons.  

The electrons are free to move within the cluster, but they are still bound to the cluster.  

Much more energy is required to free the electrons from the cluster, and this second 

process is often called the outer-ionization.
34

  After the outer-ionization, the electrons 

are free and the cluster consists of positive ions only, which makes the cluster unstable. 
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2.2.2. IONIZATION OF INDIVIDUAL ATOMS INSIDE A CLUSTER  

In this section, I will describe the ionization process of individual atoms inside a 

cluster.  Various ionization mechanisms that are relevant to the laser-cluster fusion 

experiment will be discussed. 

2.2.2.1. Multiphoton ionization 

In section 2.1, we introduced the cycle-averaged kinetic energy of electrons, or 

the ponderomotive potential, Up.  We also mentioned the photon energy, ħ0.  Now, 

we can think of a net potential energy of an electron bound to an atom.  The energy that 

has to be supplied to free a bound electron is called the ionization potential, Ip.  

Therefore, we have at least three different energy scales to consider in a laser-cluster 

experiment.
35

   

If the ponderomotive potential is much smaller than the photon energy and the 

ionization potential, lowest order perturbation theory (LOPT) can be applied.
5,35

  This 

corresponds to laser intensities much lower than 10
13

 W/cm
2
 for 1 m laser systems in 

deuterium cluster fusion experiments. 

The multiphoton ionization (MPI) was accurately modeled by LOPT, and the n-

photon ionization rate is given by
5
 

n=n I
n
,         (2.6) 

where n is the minimum number of photons required for ionization, n is the generalized 

n-photon ionization cross section, and I is the laser intensity. 

2.2.2.2. Above-threshold ionization (ATI) 

In 1979, it was found that MPI by more photons than the minimum required 

photon number can happen.
36

  This is called the above-threshold ionization (ATI).  

They reported that electrons sometimes carried more energy than one photon energy in 
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their experiments for laser intensities of around 10
13

 W/cm
2
.  Though this is a strong-

field MPI, perturbation theory has been applied to ATI.  The ionization rate follows 

similar form as equation (2.6), and it was experimentally verified by Fabre et al. in 

1982:
37,38

 

n+s ∝ I
n+s

,         (2.7) 

where s is the number of excess photons absorbed by the electron.  The kinetic energy 

carried by the electron after ATI can be written as 

 E=(n+s)ħ-Ip.        (2.8) 

As we will see in section 2.3, ATI is important in the heating of a cluster since the 

electrons carry excess kinetic energy, and can escape from the cluster. 

2.2.2.3. Tunneling ionization 

Now, comparing the ponderomotive potential, Up, and the ionization potential 

energy, Ip, the Keldysh parameter
39

 is defined as 

  √
  

   
.           (2.9) 

For >1, the ponderomotive potential is smaller than the ionization potential, and 

this regime is called the MPI regime.  When <1, the electric field of a laser pulse is 

strong enough to distort the atomic potential energy.  Therefore, the laser field affects 

the potential energy near the ion, and the electron tunneling rate changes due to the laser 

field.  The tunneling ionization rate for hydrogen-like ions in a quasi-static electric field  

was first calculated by Landau, and is given by:
40

 

        
  

  
      

|    |
      

 

 
 
  

  
      

|    |
 ,    (2.10) 

where IH=13.6 eV is the ionization potential of hydrogen, a=4.13x10
16

 /s is the atomic 

unit of frequency, Ea=5.14x10
9
 V/cm is the atomic unit of electric field, and E(t) is the 

instantaneous applied electric field at time t. 
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 To calculate the tunnel ionization rate of a complex atom or ion, the ionization 

model developed by Ammosov, Delone, and Krainov (ADK) is often used.
41

  Augst et 

al. found that the ADK ionization rate agreed with their experimental results using He, 

Ar, Ne, Kr, and Xe over a wide range of intensities.
42

  They also proposed using the 

term barrier-suppression ionization (BSI) for ionization at high enough intensities. 

 The BSI model predicts that there is a threshold intensity, above which the 

electron can freely escape from the atom because the strong field completely suppressed 

the Coulomb potential of the ion.  The ionization threshold intensity can be estimated 

as: 

      
 

              
        ,      (2.11) 

where Ip is the ionization potential energy of the atom or ion in eV and Z is the charge 

state of the ion.  For a deuterium molecule, this threshold intensity is estimated as 

2.3x10
14

 W/cm
2
 using the ionization potential energy of 15.47 eV.  Therefore, a 

complete inner-ionization of a deuterium cluster is expected when the incoming laser 

intensity exceeds 10
15

 W/cm
2
, which is true for laser cluster fusion experiments. 

2.3. CLUSTER HEATING MECHANISMS 

In this section, I will describe how the electrons inside a cluster further gain 

energy from the laser pulse and escape from the cluster.  Even after a complete inner 

ionization, most of the electrons are still bound to the cluster.  As the electrons escape 

from the cluster, there is a potential buildup on the surface of the cluster.  Therefore, the 

electrons need to absorb more energy to overcome this potential barrier to escape from 

the cluster.   

As was introduced in section 2.2.1, this ionization process is called outer 

ionization.  For a deuterium cluster with a diameter less than 10 nm, the potential barrier 
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at the surface can easily become a few keV.  A few heating mechanisms are known to 

be relevant in this stage, and these will be briefly discussed. 

The first well known heating mechanism is the above-threshold-ionization (ATI).  

As described earlier, this is a multi-photon ionization process.  This time, the electron 

carries excess photon energy when it overcomes the outer-ionization potential barrier. 

A resonant heating becomes very important when a cluster expands and the local 

density of the cluster drops to the point when resonant absorption can occur.  The 

electric field inside the cluster becomes huge, and the electrons collectively gain very 

high kinetic energy from the strong electric field.  Since this process is not adiabatic, 

there is a net gain in the kinetic energy of electrons. 

A vacuum heating
43

 can also contribute to the heating at the interface.  After 

some electrons are pulled out of a cluster by the laser field, some of them are driven back 

to the cluster and lose their kinetic energy to less energetic electrons.  A stochastic 

heating
44

 can happen for a large cluster, but it is not important in our experiments because 

the average size of our deuterium cluster is not large enough. 

Finally, inverse bremsstrahlung (IB) heating
45-47

 is a very important heating 

mechanism in a cluster.  Resonant heating does not occur inside a cluster initially 

because the local density of a cluster is near solid density, which is too high for an 

efficient resonant absorption.  However, the IB heating becomes a very efficient heating 

mechanism at higher densities, and it can be considered as the most important heating 

mechanism during the early stage of the laser-cluster interaction.   

2.4. COULOMB EXPLOSION OF A CLUSTER 

As the electrons escape from the cluster, the ions inside the cluster start expanding 

due to their own repulsive Coulomb force.  Because of much bigger mass of the ions, 
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the expansion rate is very small compared with the time scale that the electrons escape 

from the cluster.  Therefore, the ions can be considered nearly stationary during the 

outer ionization process for the sake of a simple model.  Then, the expansion rate of the 

cluster or the kinetic energy of the ions can be calculated using the Coulomb explosion 

model.  I will start by describing the Coulomb explosion model for further analysis. 

Let’s assume that the intensity of the laser pulse was high enough to strip all of 

the electrons out of the cluster, and that all of the electrons escaped from the cluster at 

time t=0.  If N electrons escaped from the cluster, the charge build-up on the cluster is 

Q=+Ne.  For a cluster with radius R and atomic number density n, the total number of 

ions inside a fully stripped cluster becomes: 

    
  

 
  .         (2.12) 

For deuterium clusters, the Coulomb potential energy of the outermost deuterium 

ions can be calculated as 
17

,  

          
  

     
 

   

     
 

    

 
   

     
 

     

   
,     (2.13) 

where Q=Ne is the total charge inside a cluster of radius R, e is the charge of the 

deuterium ion, n is the density of the cluster, and ε0 is the vacuum permittivity.  

Similarly, the Coulomb potential energy of i-th ion located at distance r away 

from the center can be expressed as  

           
     

     
 

    

 
   

     
 

     

   
,      (2.14) 

where Q(r) is the total charge inside a ball of radius r within the cluster.  Then, the 

average potential energy of the ions becomes 
17

:  

    
∑       

   

 
 

∫          
 
 

 
 

∫  
     

   
 (       )

 
 

 
    

 

 
     

   
    

     

 
   (2.15) 



 13 

Upon Coulomb explosion, the potential energy of each ion is transferred into the 

kinetic energy of each ion.  Therefore, the average kinetic energy of the ions becomes 

    
     

   
 according to the Coulomb model, and the maximum kinetic energy of the 

ions would be      
     

   
.  In our experiments, the ion energy spectrum was very 

similar to that from a Maxwellian distribution, and we defined the ion temperature of the 

fusion plasma as kT = 2/3 <E>, where <E> is the average kinetic energy of the ions from 

ion time-of-flight (TOF) measurements. 

Now, a time scale for this explosion can be estimated in considering the 

requirements for the laser.  The expansion time of a cluster is often defined as the time it 

takes for the cluster to expand to twice the initial size.
48

  This characteristic explosion 

time is roughly estimated as about 20 fs, if an instant outer-ionization is assumed.
48

 

In describing the Coulomb explosion model, we assumed the laser intensity was 

high enough to strip all the electrons out of the cluster.  This threshold intensity is often 

called the critical intensity.  At the critical intensity, an electron at the surface of a 

nearly fully stripped cluster has a total energy higher than 0.  The potential energy of an 

electron at the surface of the cluster is expressed as 

           
  

     
 

 
    

 
    

     
  

      

   
,     (2.16) 

where Q is the total charge of the fully stripped cluster, n0 is the liquid density of 

deuterium, and R is the radius of the cluster.  The kinetic energy of this electron can be 

approximated as the ponderomotive potential energy.  Therefore, the condition to have a 

total energy higher than 0 gives a condition for the laser intensity as follows 

(Total energy of an electron at the surface of the cluster) =         

  
      

   
               [

 

   
]                    (2.17) 
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Solving the inequality, we have an expression for the critical intensity, above 

which the clusters can be fully stripped by the laser pulse.  The critical intensity, Icrit, in 

W/cm
2
 for clusters with radius R in nm, and wavelength of the laser in m becomes 

     [
 

   
]                 

      
.      (2.18) 

For a cluster with a radius of 7.9 nm, the critical intensity of a 1.06 m laser is 

about 1.7x10
17

 W/cm
2
. 

2.5. CLUSTER FUSION MODEL 

2.5.1. Expression for the neutron yield 

Sometimes, the kinetic energy of the deuterium ions from the Coulomb explosion 

of deuterium clusters becomes high enough to generate nuclear fusion reactions when one 

ion from one cluster collides with another ion from a different cluster.  DD fusion can 

also occur when an energetic ion from a cluster collides with a cold atom in the 

background gas jet.  As a result of the DD fusion reactions, 2.45 MeV neutrons are 

produced 50% of the time, and we are interested in utilizing these quasi-monoenergetic 

neutrons. 

Previous studies show that the DD fusion neutron yield in a cluster fusion 

experiment can be expressed as 
18

  

  
 

 
∫  

               ∫         
  

 
∫  

        

     ∫        ,         (2.19) 

where, τd is the disassembly time of the fusion plasma, nD is the average deuterium 

density,  is the fusion cross section, v is the velocity of the ion, <v > is the fusion 

reactivity, dV is the volume element of the fusion plasma, Nion is the total number of hot 

ions, <v> is the velocity averaged fusion cross section, and dl is the length element of 
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the gas jet.  The first term on the right is often called the beam-beam contribution.  The 

second term is usually called the beam-target contribution. 

Looking at the expression for the fusion neutron yield, we can think of a few ways 

to increase the neutron yields.  First, we might increase the disassembly time of the 

fusion plasma.  Efforts to create a high magnetic field to confine the fusion plasma will 

be a good example of this.  Secondly, we might try to increase the overall gas density of 

the deuterium target.  In our experiments, the density was about 10
19

 atoms/cm
3
, but 

increase in the density will result in higher neutron yield.  Next, we can increase the ion 

temperature of the fusion plasma to have higher fusion reactivity.  The DD fusion 

reactivity increases very fast as the ion temperature increases in the energy ranges that we 

observe during cluster fusion experiments.  This can be seen from the following figure.  

If the ion temperature increases from 2 keV to 8 keV, the fusion reactivity increases 

about 100 times. 

 

Figure 1. DD fusion reactivity is shown as a function of the ion temperature. 
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Another way to increase the neutron yield would be to increase the volume of the 

fusion plasma, or increase the total number of hot ions.  We actually used this approach 

to enhance the neutron yield from the TPW cluster fusion experiments.  In Chapter 6, I 

will describe how we increased the interaction volume and increased the total number of 

energetic ions on the TPW while keeping the laser intensities high enough to have high 

ion temperature.   

Finally, an increase in the dl can enhance the neutron yield.  A good example of 

this approach would be to have more background target deuterium atoms.  For example, 

we can place a deuterated plastic around the gas jet for this purpose.  Increasing the gas 

jet dimension itself does not help usually because the overall atomic density often drops 

if one just increases the gas jet size. 

2.5.2. Disassembly time of the fusion plasma 

 In equation (2.19), the physical meaning of the plasma disassembly time is rather 

unclear.  In this section, I will show how it is related with other gas jet parameters.  For 

the purpose of this section, let’s focus on the beam-beam contribution only.  We will 

assume a cylindrical fusion plasma with an initial radius of R0 and length of L0.  As the 

plasma expands, the density nD will drop as well.  This is not accounted for in the 

previous equation (2.19).  Let’s further assume that the expansion speed of the ions is 

the mean speed of the ions, <v>.  At time t, the radius of the plasma and length of the 

plasma becomes 

R(t)=R0 + <v> t, L(t)=L0 + 2<v> t      (2.20) 

Then, the volume of the plasma V(t) can be calculated, and the density of the hot 

ions can be expressed as a function of time as follows 

       
  

    
 

  

          
,       (2.21)  
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where the total number of the hot ions, N0, does not change in time, and one can write 

   ∫          . 

Therefore, the beam-beam contribution becomes 

     
 

 
∫  
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∫
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,       (2.22) 

where <σv> is assumed to be constant in time in the last step. 

Since we know the radius and length of the plasma as a function of time, we can 

calculate the integral term explicitly as follows 

∫
 

         
   

 

 

 

 
∫
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(2.23) 

Inserting this result into the equation (2.22), we get the following expression for the 

neutron yield from the beam-beam contribution, 

     
  

 

 
    

 

   
   

    
 

 
  

         ,    (2.24) 

where d is calculated using the following formula for R0=L0, 

   
  

   
 

 

    
   

      

       
 .       (2.25) 

This analysis indicates that the disassembly time of the plasma is equivalent to the 

effective confinement time assuming a uniform density of nD in the expression for the 

beam-beam contribution.  The physical meaning of the equation (2.25) is surprisingly 

simple.  The disassembly time is equal to 0.5–1.0 times the time it takes for an ion to 

travel the initial radius of the cylindrical fusion plasma.  In the limit  goes to zero, the 

disassembly time is R0/<v>.  In the opposite case, when  goes to 1/2, the disassembly 

time becomes R0/(2*<v>).  As an example, the disassembly time becomes 0.747* 

R0/<v> if R0=0.1L0.  
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2.6. EXPANSION OF THE FUSION PLASMA 

2.6.1. Expansion of a quasi-neutral plasma sphere 

In this section, we will consider a simplified model of an expanding plasma to 

understand the expansion of the fusion plasma.  Let’s imagine a big neutral plasma 

sphere with an initial radius of 300 m that consists of hot ions and relatively cold 

electrons after the Coulomb explosion.  After complete outer ionization of the deuterium 

clusters, the ions gain high kinetic energy after Coulomb explosion as we saw in detail 

from the previous section.  The average kinetic energy of these ions can be several keV 

according to previous experiments
20,48

 using deuterium clusters or deuterated methane 

clusters.  To simplify our model, we will assume the electrons remain cold inside the 

plasma while the ions have an ion temperature of 10 keV.  We define the ion 

temperature as 2/3 times the average kinetic energy of ions; 10 keV was chosen to reflect 

our measurements on the TPW.  With this model, I want to show that quasi-neutrality of 

the plasma is kept during the expansion.  I will also show that the temperature drop in 

the remaining plasma after very hot ions leave the sphere is insignificant according to this 

model. 

Figure 2 shows the schematic diagram of an expanding plasma sphere with radius 

a(t) after Ni ions escaped from the plasma leaving a negative net charge in the surface.  

Ions that do not have sufficient kinetic energy to overcome this potential energy are 

assumed to bounce off of the virtual boundary formed by the electron shell.  The 

validity of this assumption will be checked in section 2.6.3.   
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Figure 2. A neutral plasma sphere with radius a(t) is shown in this diagram.  If very 

hot Ni ions leave the neutral plasma, the remaining plasma sphere is 

negatively charged. This charge imbalance creates a surface potential that 

acts like a barrier for ions with less kinetic energy. 

For the subsequent simulations, I made a few assumptions: 

 ∫            
 

  
    

        
   

 

        
      

       = Potential build-up after Ni ions escaped from the hot plasma 

 Ei = minimum required kinetic energy to leave the hot plasma 

        = distribution function of the ions (Maxwellian) 

 Hot plasma: sphere with an initial radius of a(t=0) = 300 m, w/ kTion= 10 keV 

 The sphere expands with a mean speed <v>kT’, where kT’ is the approximate ion 

temperature after Ni ions escaped from the region.  
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Figure 3. Fraction of ions that escaped the plasma is shown as a function of time. 

As the plasma sphere expands, the potential barrier becomes lower since the 

denominator increases, and more ions can escape from the plasma.  The fraction of the 

ions that escaped from the plasma sphere is plotted as a function of time in Figure 3.   

This simulation result shows that only a very small fraction of the total ions 

escaped from the plasma during the expansion.  After 5 ns, 3.8 x 10
11

 ions escaped from 

the hot plasma sphere according to the simulation.  At 5 ns, the radius of the sphere is 

already 5.8 mm, which is more than twice the radius of the gas jet.  Therefore, a 

simulation from 0 ns to 5 ns is sufficient in our case.  
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Figure 4. The minimum required kinetic energy of an ion at the surface to escape the 

plasma is plotted as a function of time. 

In Figure 4, the potential barrier, or the minimum required energy to escape the 

plasma, is plotted as a function of time.  This required energy becomes smaller because 

of the expansion.  After 5 ns, all of the ions that have kinetic energy higher than 93 keV 

can escape from the plasma.  As the hot ions leave the plasma, the remaining plasma 

will have ions with less kinetic energy.   

We wanted to see how big this effect might be, and performed a simulation whose 

result is shown in Figure 5.  As can be seen from the plot, the drop in the ion 

temperature of the remaining plasma is very small.  Based on this simulation result, we 

conclude that the temperature drop due to the expansion of the plasma itself is very 

insignificant.  In section 2.7, we will consider the loss in the average ion kinetic energy 

while the ions pass through the cold background gas jet layer. 
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Figure 5. The approximate ion temperature of the remaining ions in the plasma sphere 

after some ions escaped from the plasma is shown in this figure as a 

function of time. 

2.6.2. Acceleration of an electron due to the motion of a much heavier ion 

In this section, we will examine the motion of an electron-ion pair.  In the first 

example, the electron is nearly stationary while the ion moves to the right with a certain 

kinetic energy.  They are separated by 1 nm, and we want to see how the electron 

behaves as the ion tries to leave the electron behind.   

This situation is shown in Figure 6.  If a deuterium ion at x=1 nm starts moving 

in the positive x direction with a kinetic energy of 3 keV, the electron is attracted toward 

the deuterium ion by the Coulomb force. 
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Figure 6. A simple model to see the energy transfer from a hot ion to a cold electron.  

An electron is stationary at x=0 at time=0, while the deuterium ion moves 

with a kinetic energy of 3 keV.   

Figure 7 (a) and (b) show the trajectory of the ion and the electron, respectively.  

Due to the attractive Coulomb force between the electron and the deuterium ion, the 

electron accelerates very quickly.  As can be seen from Figure 7 (b), this happens in a fs 

time scale.  Then, the speed of the electron becomes larger than the speed of a 3 keV 

deuterium ion, and it passes the ion.  From that moment, the electron gets accelerated 

backward and loses its speed.  In other words, the electron can catch up to the deuterium 

ion very easily, and it oscillates around the ion.  Because of the much bigger mass of the 

deuterium ion, the trajectory of the ion is not very much disturbed by the light electron.  

This can be seen in Figure 7 (a), which looks almost linear. 
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Figure 7. (a) The trajectory of a deuterium ion with initial kinetic energy of 3 keV, 

and (b) the trajectory of an electron are shown in the lab frame as a function 

of time from 0 fs to 100 fs.   
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The instant velocity of the electron and the distance between the electron and the 

ion are shown in Figure 8 and Figure 9, respectively.  To avoid divergence in the speed 

of the electron when the distance between the electron and the ion gets very small, no 

attractive Coulomb force was assumed when the distance between them became smaller 

than 0.1 nm.   

The choice of 0.1 nm is based on the rough size of a neutral atom.  This keeps 

the electron speed much less than the speed of light, and justifies our non-relativistic 

treatment of the electron motion.  The resolution of the time step for this simulation was 

1 as.  The velocity of the electron shown in Figure 8 confirms the oscillatory behavior of 

the electron.  Note that the plot is not symmetric because the electron follows the ion 

that moves in the positive x direction while oscillating back and forth. 

 

Figure 8. The velocity of the electron is plotted as a function of time from 0 fs to 

100 fs. 
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Figure 9. The position of the ion relative to the electron is plotted as a function of time 

from 0 fs to 100 fs.  

In Figure 9, the distance between the two particles is plotted as a function of time, 

from which we can tell that the maximum distance between them is only about 2 nm.  

This implies that the electron indeed goes along with the ion.  When the kinetic energy 

of the ion is 3 keV, the initially stationary electron is not left behind, but it follows the ion 

and moves together. 

To check the validity of the simulation, Figure 10 shows the conservation of the 

energy of the system.  As expected, the sum of the kinetic energy of the ion and the 

electron and the potential energy of the system is nearly constant in time.  There are 

periodic small spikes because we had singularities when the distance becomes 0.  This 

can be improved by treating the electron relativistically, and imposing a constraint that 

the distance cannot be exactly zero for the potential energy.  
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Figure 10. Total energy of the combined system is shown as a function of time from 

0 fs to 100 fs. 

Now, let’s imagine a different situation.  If an electron has an initial kinetic 

energy of 1 keV, and the ion is stationary, the motion of the ion is not very much affected 

by the electron as can be seen from Figure 11.  Under this situation, the ion only gains a 

speed of 25 m/s due to the 1 keV electron.  This simple simulation shows why the ions 

do not expand much while the electrons escape from the cluster. 
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Figure 11. The velocity of the ion is shown in the plot as a function of time.  The 

1 keV electron starts moving in the positive x direction at time 0.  

In Figure 12 (a) and (b), the position of the electron and the position of the ion are 

shown as a function of time, respectively.  Comparing these two plots, we can conclude 

that the ions are almost left behind when the energetic electron moves away from the ion.   
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Figure 12. (a) The position of the escaping electron is plotted as a function of time 

from 0 fs to 10 fs.  (b) The position of the deuterium ion is plotted as a 

function of time from 0 fs to 100 fs. 
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In addition to the above simulations, I performed a simple 1D hydrodynamics 

simulation using HYADES
49

 codes, which showed that most of the kinetic energy of the 

ions stayed with the ions after 2 ns of expansion.  According to the simulation, about 

5.6% of the initial energy went from the ions to the electrons.  This energy loss is big 

enough to make the electrons escape together with the ions.  At least, we see that the 

electrons are not left behind as the ions expand. 

The parameters for the simulation are as follows: 

1. Deuterium ion temperature = 2 keV, electron temperature = 10 eV. 

2. Cylindrical plasma filament with radius R=100 m, density = 10
19

 atoms/cm
3
.  

3. Cold background gas density = small (~1/1000 x10
19

 atoms/cm
3
). 

 

Energy (erg) Kinetic Electron Ion Radiation 

Initial 0.000 7.492x10
4
 1.508x10

7
 1.694x10

2
 

Electron-ion 

coupling 

 8.501x10
5
 -8.501x10

5
  

Radiation-

electron coupling 

 -7.796x10
3
  7.796x10

3
 

Hydro 1.115x10
7
 -8.072x10

5
 -1.034x10

7
 -4.091 

Table 1. Distribution of the energy after 2 ns of expansion. 

 The above table summarizes the simulation results from HYADES, and we find a 

few things from this: 

1. Total initial energy of hot ions = 1.508x10
7
 erg (= 1.508 J) 

2. Energy loss of ions due to slow electrons = 8.5x10
5
 erg (5.6%) 
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3. Most of the ion energy went into the kinetic energy term. (hydrodynamic 

expansion)  This kinetic energy still belongs to the ions for the fusion reaction. 

In this section, we saw that the electrons are not just left behind when the ions try 

to escape.  This is related to the quasi-neutrality of the plasma, and we will further 

investigate this in the next example. 

2.6.3. Quasi-neutrality of the expanding plasma 

In section 2.6.1, we considered an expanding plasma sphere with an ion 

temperature of 10 keV.  In that model, we simply assumed ions with high enough 

kinetic energy would escape from the plasma, and the relatively cold electrons would 

form a shell.  In this section, we will have a closer look at what should happen to the 

electrons if the ions escape from the plasma suddenly.  A schematic diagram to calculate 

the self-stored potential energy of a negatively charged spherical shell is shown in Figure 

13. 

 

Figure 13. A schematic diagram to calculate the self-potential energy of a negatively 

charged electron spherical shell with radius R0 and total charge Nie is 

shown.  The work done to bring the charge element dq to the electron shell 

with radius R0 and charge q(t) is added until the total charge becomes Nie.  
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Summing the work done to the charge element dq, the potential energy becomes: 

Potential energy = ∫ ∫
   

      
     

  

 

     

   
 = ∫

   

      

   

 
 = 

      

      
. (2.26) 

After Ni ions leave the neutral plasma sphere with radius R0, the electrons on the 

surface of the plasma explode due to their own repulsive Coulomb forces.  The above 

potential energy now becomes the kinetic energy of the electrons. 

Therefore, 
      

      
    

 

 
    .  v = 1.46x10

8
 m/s.   

(Relativistic correction, Ni(ɤ-1)mc
2
, gives v=1.34x10

8
 m/s) 

This calculation shows two things.  First, it shows that the electrons on the 

surface cannot form a stable shell structure and expand together with the plasma.  

Secondly, the electrons on the surface of the sphere move outward faster than the ions 

inside the neutral plasma sphere.  Therefore, the ions inside the sphere cannot really see 

the boundary, and they do not bounce off of the boundary formed by the electron shell.  

2.7. TEMPERATURE DROP OF THE FUSION PLASMA 

2.7.1. Shock formation at the boundary 

In this section, we will first examine the possibility of the shock formation at the 

boundary of the expanding plasma sphere.  With an initial temperature of kT=10 keV, 

the ion temperature inside the neutral plasma sphere after Ni ions left was still very close 

to 10 keV according to our previous model.  Calculation of the mean free path shows 

that the shock formation must be due to very slow ions with kinetic energies (K.E.).  

Table 2 summarizes the possibility of the shock formation at the boundary due to ions 

with specific energies.  Whether the shock formation is possible due to energetic ions is 

very important in the cluster fusion experiment because estimation of the beam-target 

contribution needs information about the density of the cold background targets.  If a 

shock forms at the boundary, and sweeps the cold background atoms, the hot ions inside 
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the plasma sphere do not see the cold atoms.  Therefore, the beam-target contribution 

will be only due to the very hot ions at the boundary of the sphere in this scenario.  On 

the other hand, if no shock forms due to the energetic ions, the hot ions inside the 

boundary can interact with the cold deuterium atoms or ions, and DD fusion can occur.  

 

Ion energy (eV) Mean free path (m) Shock formation at the boundary? 

50 44 Probable 

100 82 Probable 

120 97.5 Probable 

200 161 Maybe? 

300 243 Maybe? 

400 326 Unlikely 

500 409 Unlikely 

1000 807 Unlikely 

1300 1030 Unlikely 

2000 1510 Impossible 

3000 (=3 keV) 2120 (=2.12 mm) Impossible 

10000 (=10 keV) 5140 (=5.14 mm) Impossible 

Table 2. Mean free path of the ion and the possibility of shock formation. 

Calculations in Table 2 show that the background cold atoms (or ions) are not 

pushed away due to the shock until slow ions with K.E. ≤ 100 eV arrive.  The cold 

background atoms will interact with 1–100 keV ions to produce DD fusion neutrons 

through beam-target reaction. 
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2.7.2. Beam-target fusion reactions at different energy ranges 

In section 2.7.1, it was shown that the background cold deuterium atoms or ions 

in the gas jet would not be swept away by the hottest ions from the fusion plasma.  They 

remain as targets even for ions with a few keV kinetic energies.  In this section, the 

beam-target contribution is calculated for a plasma sphere with a total number of hot ions 

= 10
16

 ions, and kT =10 keV.  Then, the beam-target contribution can be expressed as 

follows 

     ∫          

 
     

     
  

  
   (2.5 mm),    (2.27) 

where E1 is the lower limit of the energy range, E2 is the upper limit of the energy range, 

and the radius of the gas jet is 2.5 mm. 

 

Energy range (E1–E2 keV) Number of ions Beam-target DD fusion reactions 

(n/shot) 

0~1000 10
16

 1.16x10
7
 

90~1000 4.4x10
12

 1.8x10
5
 

50~90 1.8x10
14

 3.1x10
6
 

20~50 2.4x10
15

 7.6x10
6
 

10~20 3.1x10
15

 6.7x10
5
 

0~10 4.3x10
15

 1.3x10
4
 

Table 3. Contribution to the beam-target fusion reactions for ions in the certain 

energy ranges. 

Calculations in Table 3 show that the beam-target contribution from ions with 

their kinetic energy less than 90 keV gives a significant number of fusion neutrons. 
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2.7.3. Energy loss of the ions in the cold gas jet layer – SRIM calculation 

In this section, I calculated how much energy was lost after deuterium ions passed 

through 2.5 mm thick gas jet using SRIM
50

 code.  The results show that the measured 

ion temperature from the ion time-of-flight (TOF) measurements could be 4–8 keV lower 

than the actual temperature of the plasma when a uniform 10
19

 atoms/cm
3
 average gas 

density was used throughout the gas jet.  In Table 4, some of the calculation results 

using SRIM code for the energy loss of deuterium ions after passing through 2.5 mm 

thick gas jet are shown, whereas a complete table can be found in Appendix A.  A 

uniform deuterium gas density of 10
19

 atoms/cm
3
 was assumed throughout the gas jet 

layer of 2.5 mm.  

Incident particle 

energy (keV) 

Average kinetic energy 

after transmission (keV) 

Standard 

deviation (keV) 

1 0.00 0.00 

2 0.23 0.18 

3 0.38 0.30 

4 0.60 0.40 

5 0.97 0.52 

6 1.47 0.62 

7 2.03 0.67 

8 2.64 0.70 

9 3.27 0.72 

10 3.92 0.74 

11 4.58 0.75 

12 5.27 0.75 

13 5.97 0.77 

14 6.68 0.76 

15 7.38 0.79 

16 8.12 0.79 

17 8.87 0.79 

18 9.62 0.78 

Table 4. Kinetic energy of the transmitted ions for incident ions with different initial 

kinetic energy. 
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19 10.37 0.81 

20 11.14 0.83 

30 19.17 0.82 

40 27.73 0.85 

50 36.60 0.94 

60 45.81 1.04 

70 55.18 0.80 

80 64.71 0.88 

90 74.40 0.84 

100 84.23 0.80 

110 94.13 0.82 

120 104.13 0.82 

130 114.18 0.83 

140 124.31 0.84 

150 134.46 0.82 

160 144.66 0.82 

170 154.87 0.86 

180 165.10 0.90 

190 175.37 0.82 

200 185.62 0.86 

250 236.97 0.82 

300 288.20 0.82 

1000 995.14 0.78 

Table 4 (continued). 

Using the results of Table 4 and Maxwellian distribution of ions, we can estimate 

the temperature drop of the fusion plasma.  Figure 14 shows the ion temperature of the 

transmitted ions versus the ion temperature of the incident ions in keV.  The graph 

shows that the energy loss of an ion after passing through 2.5 mm of deuterium gas jet 

was about 6.3 keV for ions with an initial temperature of 20 keV (Maxwellian).   

The vertical axis on the plot corresponds to the measured ion temperature from 

the ion TOF measurements, and the horizontal axis indicates the actual ion temperature 

inside the plasma filament.  A solid blue line is added to the figure as a reference to 

indicate a situation when no energy is lost to the cold gas jet background. 
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Figure 14. Ion temperature of the transmitted ions as a function of the temperature of 

the incident ions.  A solid blue line is added as a reference, and indicates 

when there is no loss in the ion temperature.  

2.7.4. Expansion of the plasma filament – Free expansion with dE/dx 

In section 2.7.3, we saw that the energetic deuterium ions would lose their kinetic 

energy as they pass the cold gas jet layer.  This is implemented in a simulation code to 

estimate the ion temperature drop of the deuterium fusion plasma as a function of time.  

A stopping power (keV/cm) was used to estimate the temperature drop.  Also, a uniform 

gas density of nD = 10
19

 cm
-3

 was assumed, which is certainly an over-estimation near the 

edge of the gas jet.  In an actual experiment, the gas density peaks at the center of the 
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gas jet, and drops near the edge.  Therefore, the assumption of a uniform gas density 

would result in somewhat bigger drop in the ion temperature. 

Figure 15 shows the simulation result with an initial condition of Nion=10
16

 ions, 

kT=10 keV, and gas jet radius of 2.5 mm.  The shape of the fusion plasma is assumed to 

be a 5 mm long cylindrical filament.  The radius of the filament is calculated using the 

total number of hot ions, Nion, and the gas density of nD.  It is assumed that there are no 

cold atoms inside the fusion plasma.   

As the fusion plasma expands, the hot ions at the boundary of the plasma would 

collide with the cold background atoms, and transfer some of their kinetic energy to the 

atoms in the surrounding gas jet.  This causes an overall temperature drop of the hot 

fusion plasma, and the following figure shows the ion temperature as a function of time.   

 

Figure 15. Drop in the ion temperature as a function of time. 
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The temperature of the fusion plasma dropped from 10 keV to about 6 keV after 

about 3 ns according to the figure.  If we detected 6 keV ions from ion TOF 

measurements, the original ion temperature of those ions could have been up to 10 keV.  

Since we used a uniform gas density of 10
19

 atoms/cm
3
, the real ion temperature would 

be somewhere between these two temperatures. 

Figure 16 shows the stopping power of the deuterium gas from SRIM code that 

we used for the simulation.  For a simpler calculation, I used SRIM code to calculate a 

few data points in the plot, then used OriginPro 8.5 to find a fit curve for the data.  

Then, I used this fit curve in the simulation code to find the temperature drop as the 

plasma expands. 

 

Figure 16. Stopping power is shown in keV/cm as a function of the kinetic energy of 

the incident deuterium ion. 
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2.8. ESTIMATION OF THE NEUTRON YIELD (BEAM-BEAM OR BEAM-TARGET) AS A 

FUNCTION OF TIME 

Now that we have a model for the expansion of the fusion plasma, we will 

implement this to estimate the number of fusion reactions happening inside the deuterium 

plasma.  For this purpose, we need to know the DD fusion cross section, the total 

number of hot ions, the initial temperature of the plasma, and the density of the 

background targets.  For simplicity, we assumed a uniform gas density of 10
19

 

atoms/cm
3
.  The ion temperature and the number of hot ions are based on the actual 

measurements during the cluster fusion experiments on the TPW described in detail in 

Chapter 6.  For the simulation, we used kT=10 keV, Nion = 10
16

, and Bosch’s 

parameterization
51

 for the DD fusion cross section.  Figure 2.16 shows the neutron yield 

as a function of time from 0 ns to 5 ns.  Figure 17 (a) shows the neutron yield from the 

beam-target contribution, where Figure 17 (b) shows the neutron yield from the beam-

beam contribution.  In Figure 17 (c), the total estimated fusion neutron yields as well as 

the yields from each contribution are shown together in a linear plot.  The estimated 

neutron yield is about 9x10
6
 neutrons per shot, which is comparable to the actual neutron 

yields measured during the experiments on the TPW.  It is interesting to see that the 

beam-target contribution is about the same order as the beam-beam contribution.  The 

essential parts of the simulation code for the fusion neutron yield calculation are added in 

Appendix B. 
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Figure 17. (a) Beam-target contribution as a function of time, (b) beam-beam 

contribution as a function of time, (c) total neutron yield as a function of 

time along with the beam-beam contribution and the beam-target 

contribution. 



 42 

2.9. ESTIMATION OF THE MAXIMUM ACHIEVABLE NEUTRON YIELD ON THE TPW 

2.9.1. Fusion neutron yield without B field 

In this section, we want to have a rough estimate of the maximum achievable 

neutron yield on the TPW without any magnetic confinement.  For the simulation, I 

assumed kT<20 keV, and the total energy of the hot ions < 100 J, from which the number 

of hot ions can be calculated as:  

Nion < 100 J/30 keV =2.08x10
16

 ions.       (2.28) 

A uniform atomic density of nD = 10
19

 cm
-3

 was used for the simulation.  Based 

on the simulation results, I think the highest neutron yield we can expect from the TPW 

without any type of confinement of the plasma would be 1.1x10
8
 n/shot. 

Figure 18 (a) shows the total neutron yield as a function of time, and (b) shows 

the ion temperature as a function of time.  Without any confinement, the neutron 

production seems to be practically over at around 2 ns.  The ions would have an ion 

temperature of 16 keV after passing through the gas jet according to the simulation. 
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Figure 18. (a) Neutron yield on the TPW as a function of time, (b) ion temperature of 

the fusion plasma as a function of time.  No magnetic confinement is 

assumed for these simulations.  
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2.9.2. Fusion neutron yield with B field 

In this section, I want show a rough estimate of the maximum achievable neutron 

yield on the TPW with magnetic confinement in the radial direction.  For the simulation, 

I assumed kT=10 keV, and the total energy of the hot ions < 100 J, from which the 

number of hot ions can be calculated as:  

Nion < 100 J/15 keV =4.17x10
16

 ions.       (2.29) 

Once again, a uniform atomic density of nD = 10
19

 cm
-3

 was used for the 

simulation.  Also, the length of the filament is assumed to be L(t)=5 mm + 2*<v>*t, 

where 5 mm is the initial length of the plasma filament, <v> is the mean speed of the ions 

in the plasma, and t is the time.  The radius of the filament is assumed to be constant 

from 0 ns to 10 ns.  We did not assume any confinement in the laser propagation 

direction.   

Figure 19 shows the neutron yield as a function of time.  In this figure, the 

neutron yield keeps increasing because of the confinement of the plasma in the radial 

direction.  After 10 ns, the total neutron yield is about 5x10
8
 n/shot, which I think is the 

reasonably achievable maximum neutron yield on the TPW with magnetically confined 

deuterium plasmas.  However, this does not represent a physical limit because we can 

still improve the neutron yield by increasing the density of the gas jet, for example.  

Therefore, this simulation result can be considered as an upper limit if only the gas jet 

conditions are similar to those used on the TPW cluster fusion experiments described in 

Chapter 6.  
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Figure 19. Neutron yield from the beam-beam contribution is shown as a function of 

time.  The fusion plasma is confined in the radial direction.  The dashed 

red line indicates 4.8x10
8
 n/shot. 

The density of hot ions is plotted as a function of time in Figure 20.  Since the 

fusion plasma is not confined in the laser propagation direction, the density drops after its 

creation at t=0 ns.  Due to the confinement in the radial direction, the overall atomic 

density of the hot plasma only drops down to about 2x10
18

 atoms/cm
3
 after 10 ns 

according to the simulation.  The drop in the number density accounts for the decrease 

in the slope in Figure 19.  
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Figure 20. The density of the energetic deuterium ions decreases in time because the 

filament is not confined in the longitudinal direction.    

2.9.3. Neutron production rate (w/o magnetic field) 

The number of neutrons produced from the source during a 10 ps time interval is 

plotted from 0 ns to 1 ns in Figure 21 for two different situations.  In Figure 21.(a), the 

plasma is assumed to be a 1 mm long filament, and the temperature is assumed to be 

8 keV.  About 0.1 J of the laser pulse energy is assumed to be absorbed by the energetic 

ions.  This situation can be realized in small laser systems such as THOR.  On the 

other hand, Figure 21.(b) shows the same result for a 5 mm long filament with 

kT=10 keV ion temperature.  24 J of the pulse energy is assumed to be absorbed by the 

hot ions.  In both cases, the atomic density of deuterium, nD = 10
19

 cm
-3

, is assumed to 

be uniform throughout the gas jet.   

Both figures look similar in shape, but there is certainly a noticeable difference 

between Figure 21 (a) and (b).  In both cases, the neutron production rate is highest in 



 47 

the earliest moment, when the beam-beam contribution is most important.  However, we 

see a much steeper drop in the rate in Figure 21 (a).  The main reason for this difference 

is due to the lower ion temperature assumed in Figure 21 (a).  When the temperature of 

the plasma is on the order of a few keV, the DD fusion cross section increases very fast 

with the ion temperature.  For the beam-target contribution, this gets more severe 

because the effective ion temperature becomes kT/2.  Therefore, the fraction of neutrons 

generated from the beam-target reactions is less important in the kT=8 keV case than in 

the kT=10 keV case. 
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Figure 21. Neutron production rate (neutrons per 10 ps) is shown as a function of time 

from 0 ns to 1 ns for a (a) 1 mm long filament, 0.1 J into hot ions with 

kT=8 keV case, and for a (b) 5 mm long filament, 24 J into hot ions with 

kT=10 keV. 
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Chapter 3. Laser systems (TPW, THOR)  

3.1. TEXAS PETAWATT LASER (TPW) 

Intense laser pulses (> Icrit ~ 10
17

 W/cm
2
) are required for the generation of fusion 

neutrons from laser driven deuterium cluster fusion experiments.  The Texas Petawatt 

Laser (TPW)
26

 is the first laser system that produced a laser pulse with power over 1 PW 

and pulse duration as short as 150 fs.  TPW delivers nearly 200 J per pulse with 150–

180 fs duration. 

   

 

Figure 22. Schematic layout of the TPW.  

It utilizes f/40 focusing geometry for the cluster fusion experiments, and the 

intensity at the focus exceeds 10
18

 W/cm
2
.  The very long 10 m focal length of the 

focusing mirror is beneficial for the cluster fusion experiment, which is discussed in 
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detail in Chapter 6.  The f/40 focusing mirror is used to maximize the interaction 

volume while keeping the laser intensity over the critical intensity for the Coulomb 

explosion of the deuterium clusters.  The schematic layout of the TPW
26

 is shown in 

Figure 22. 

The oscillator, model Tsunami from Spectra Physics, produces a 3 nJ, 100 fs 

pulse with its wavelength centered at 1058 nm and a full width at half maximum 

(FWHM) of 16 nm.  This pulse enters the stretcher, which is aimed to stretch the pulse 

in time so that the pulse can be safely amplified in the laser amplifier chains afterwards.   

This technique is called chirped pulse amplification (CPA)
52,53

, and is a basic 

technique that has been used to build numerous TW to PW class lasers.
3,54,55

  In 

combination with the CPA technique, the optical parametric amplification (OPA)
56

 can 

be used to produce ultrashort intense laser pulses, and the TPW uses the optical 

parametric chirped pulse amplification (OPCPA) technique.   

After the stretcher, a Pockels cell is used to select the oscillator pulses at 2.5 Hz.
26

  

The 2.5 Hz pulses then go through the three broadband OPCPA stages.  The OPCPA 

stages are pumped by a 4 J, 4 ns custom laser from Continuum.  After two BBO stages 

and one YCOB stage, the pulse energy becomes 300–700 mJ.  Since the seed pulse 

energy injected into the OPCPA stages is only about 270 pJ
26

, the combined total gain in 

the three OPCPA stages amounts to over 10
9
.   

The amplified pulse after the OPCPA stages still has broad bandwidth because the 

amplifier crystals do not suffer from gain narrowing in OPCPA.  If we started using 

Nd:glass amplifiers from the beginning, maintaining the spectrum would have been 

extremely difficult due to the gain narrowing.   

After the three OPCPA stages, the pulse goes through two different Nd:glass 

amplifier stages.  The pulse gains the majority of the pulse energy from these two 
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stages.  The first stage called rod amplifier uses a 64 mm flashlamp pumped Nd:silicate 

glass rod whose peak gain occurs at 1061.5 nm.
26

  The second stage called the main 

amplifier uses four 315 mm flashlamp pumped Nd:phosphate glass disk amplifiers from 

the NOVA laser whose peak gain occur at 1053 nm.
26

   

The combined use of Nd:silicate glass and Nd:phosphate glass results in broader 

gain bandwidth as a whole amplifier stage, and enables recompression of the pulse 

duration down to 150 fs at the compressor.  Though the majority of the pulse energy 

comes from the Nd:glass amplifier stages, the net gain is only a few hundred, and the 

gain narrowing is minimied by the use of mixed Nd:glass amplifiers.    

After leaving the main amplifier stage, the pulse enters the vacuum compressor, 

where the pulse gets recompressed down to 150 fs.  The transmission efficiency (85%) 

of the compressor is quite high due to the multi-layer dielectric grating pair that a ~190 J, 

150 fs pulse exits the compressor.  Then the laser pulse arrives at the cluster fusion 

target chamber after reflecting from the f/40 focusing mirror whose focal length is 10 m.  

The focused intensity at the gas jet target chamber can easily exceed 10
18

 W/cm
2
 

after the implementation of the deformable mirror (DFM) and the radial group delay 

(RGD) correction lens package.  A more detailed description of the DFM and RGD lens 

can be found in Ref. [26,57]. 

The pulse energy of the laser beam can be controlled by adjusting the charging 

voltage of the rod amplifier or the main amplifier or both.  The full energy shots are 

called as system shots, and their energy in the cluster fusion experiments varies from 80 J 

to 190 J.  If only the rod amplifier fires, it is called a rod shot and the pulse energy at the 

target chamber varies from 5 J to 15 J.  An OPA shot is when just the OPCPA stages 

work.  The pulse energy at the target chamber can be adjusted by rotating a waveplate, 

and can be up to a few hundred mJ. 
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The repetition rate for an OPA shot is 2.5 Hz.  The rod shot can be fired every 15 

minutes, and the system shot can be fired every hour. 

3.2. TEXAS HIGH-INTENSITY OPTICAL RESEARCH (THOR) LASER 

The Texas High-Intensity Optical Research (THOR) laser also uses CPA 

technique to produce intense ultrashort laser pulses.  It is a 10 Hz Ti:sapphire system, 

and delivers up to 700 mJ per pulse on target with a 35 fs pulse duration.  The schematic 

layout of THOR is shown in Figure 23.
27

 

 

Figure 23. Schematic layout of the THOR laser. 

The Kerr lens mode-locked
58

 Ti:sapphire oscillator, Femtosource Scientific S20 

pumped by a 4.5 W Spectra Physics Millennia Vs DPSS laser, produces 8 nJ, 20 fs, 

800 nm pulses at 75 MHz.  Then, a Pockels cell is used to select the oscillator pulses at 
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10 Hz.  The 10 Hz seed pulse enters the stretcher, where the pulse duration becomes 

600 ps.   

After the stretcher, the pulse is sent to a polarization maintaining fiber, where the 

dispersions are pre-compensated so that the pulse can later be recompressed down to 

35 fs at the vacuum compressor. 

Then, the pulse gets amplified in the regenerative amplifier, where the pulse gains 

its energy up to 1–3 mJ while maintaining its broad bandwidth.  The 5 mm x 10 mm x 

10 mm Brewster-cut Ti:sapphire crystal in the regenerative amplifier is pumped by about 

45 mJ from the output of a frequency doubled Q-switched Nd:YAG laser, BigSky CFR 

400.  A flashlamp pumping is not adequate for the Ti:sapphire laser system because of 

the short fluorescence lifetime (= 3.2 s) of Ti:sapphire.   

The second amplifier stage consists of a 10 mm diameter, 20 mm long, Brewster-

cut Ti:sapphire crystal with an absorption coefficient of 1.05 cm
-1

.  The same BigSky 

CFR 400 laser is used to pump the Ti:sapphire crystal, and about 100 mJ is absorbed in 

the crystal.  After 4 pass, the pulse energy goes as high as 20 mJ, and the pulse goes 

through a spatial filter before entering the third amplifier stage. 

The final amplifier stage is pumped by two frequency doubled Q-switched 

Nd:YAG lasers, Spectra Physics PRO 350 YAG lasers.  Each laser delivers 1.4 J pulse 

at 10 Hz on each side of the 2 cm diameter, 2 cm long Ti:sapphire crystal.  The 

absorption coefficient of the crystal is 2.3 cm
-1

, so most of the pump energy should be 

absorbed in the first pass.  However, about 90% of the pump energy is absorbed in the 

first pass on THOR, and the transmitted pump beams are sent back to the crystal. 

After 5 pass through the 2 cm thick Ti:sapphire crystal, the pulse energy becomes 

over 1 J, and enters the vacuum compressor before going to the target chamber.  The 

pulse gets recompressed down to 35 fs at the compressor, which can be routinely 
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measured using the second order autocorrelation setup installed inside the vacuum 

chamber. 

The fluence of the laser beam on the surface of the grating is always kept under 

100 mJ/cm
2
 on THOR.  This value already assumes a safety factor of at least two, and is 

based on a number of damage threshold measurements of a gold grating.
59,60

  

The intensity of the compressed pulse can be measured as a function of time using 

a third order autocorrelation measurement setup.  Figure 24 shows the measurement of 

various pre-pulses and post-pulses using the setup in 2010.  Though the regenerative 

amplifier maintains the bandwidth very well and the amplified pulse can be recompressed 

down to 35–40 fs without difficulty, it is known that the optics such as a polarizer inside 

the regenerative amplifier often serves as the origin of many pre-pulses.
12,61

 

 

Figure 24. Third order autocorrelation measurements on THOR (on 2/5/2010). 
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As can be seen in Figure 24, the intensities of the pre-pulses were as high as 

1/1000 during the measurements.  This contrast ratio is acceptable for the cluster fusion 

experiments on THOR.  However, much higher contrast ratio is desirable for the solid 

target experiments.  THOR laser is currently undergoing a major upgrade, and we 

replaced the regenerative amplifier to an OPA stage for these reasons. 

3.3. THOR PW UPGRADE – LARGE PUMP LASER   

Recently, we started upgrading the THOR laser to a higher power laser.  To 

upgrade the 20 TW laser to a 1 PW laser, we decided to use much bigger Ti:Sa crystal 

with a diameter of 10 cm and a thickness of 2.5 cm.  We expect to extract about 45 J of 

energy from this crystal without deteriorating the beam quality.  The uncompressed 

amplified beam will then enter the compressor, and 30 J, 30 fs pulse will exit the 

compressor.   

To produce a 45 J, 800 nm uncompressed pulse after the power amplifier stage, 

we designed a large pump laser that can send a total of 100 J of green light onto the Ti:Sa 

crystal.  To avoid damaging the crystal, the green beam will be split into two and each 

surface of the Ti:Sa crystal will be hit by a 50 J, 20 ns pulse.  The schematic layout of 

the large pump laser is shown in Figure 25.   
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Figure 25. Schematic layout of the large pump laser.  (Courtesy of Donghoon Kuk) 

3.3.1 Energetics design principle 

The goal of our pump laser energetics design is to produce 120 J of 527 nm light 

after the two DKDP crystals.  We decided to use two legs of final amplification stages, 

each of which will produce 120 J of IR.  Then, we will have two DKDP crystals for 

frequency doubling.  We expect to achieve 50% conversion efficiency.  In order to 

model our amplifier chain, we used MIRO software, Mathematica 8, and Excel 

spreadsheet.  We decided to use Nd:phosphate glass heads as our main gain material 

since we need over 100 J of IR from each chain.  Although glass has generally poor 

thermal properties compared with crystals, they can be produced in bigger volumes 

relatively easily.  We decided to use 50 mm diameter Nd:phosphate glass heads in our 

final amplification stage, and a 50 mm glass rod would be big enough to produce the 

required pulse energy.  Since we are using a glass rod as our gain material, the repetition 

rate is limited to about 1 shot per 10 minutes.  The pulse duration of our pump beam 
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would be about 20 ns, and we chose this value after considering the damage thresholds of 

our optics.  As we increase the pulse duration, the damage threshold gets higher; 

however, the frequency doubling gets less efficient if we use too long of a pulse and too 

low intensity.  Starting from the required energy of 120 J and using Frantz-Nodvik 

equation
62

 for a few types of Nd:glass amplifier heads, we were able to find the 

requirements for the front end laser.  The following table shows some of the 

specifications of the amplifier heads that we plan to use for the big glass pump laser of 

the THOR PW laser. 

  

Specification 

7 mm 

Nd:YLF 

Head 

12 mm 

Nd:Phosphate 

Head 

32 mm 

Nd:Phosphate 

head 

50 mm 

Nd:Phosphate 

head 

Rod Dimension (Dia. 

x length in mm) 
7 × 100 12.7 × 120 31.75 × 235 50 × 240 

Clear Aperture 90 % 90 % 95 % 98 % 

Peak Emission 

Wavelength (nm) 
1053 ± 1 1054 ± 1 1054 ± 1 1054 ± 1 

Single Pass Gain ≥ 8 ≥ 8 ≥ 7 ≥ 7 

Saturation Fluence 

(J/cm
2
) 

1.5 5.5 5.5 5.5 

Transmission 
≥ 97 % at 

1053 nm 

≥ 95 % at 

1054 nm 

≥ 95 % at 

1054 nm 

≥ 95 % at 

1054 nm 

Wavefront Distortion 

(632.8 nm) 
≤  λ/4 ≤  λ/4 ≤  λ/4 ≤  λ/4 

Edge Bevel 30° ± 5° 30° ± 5° 30° ± 5° 30° ± 5° 

End Face Parallelism 

Angle 

1°, 

Antiparallel 
1°, Parallel 1°, Parallel 1°, Parallel 

Table 5. Specifications of the required laser heads. 
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3.3.1.1. Front end 

(a). Q-switched Unstable Resonator 

A 7 mm diameter Nd:YLF rod will be used as our gain material for the oscillator.  

Our 7 mm Nd:YLF head will produce 1053 nm laser light that matches the location of the 

peak gain of Nd-doped phosphate glass rod at 1054 nm.  Nd:YLF can be pumped by 

flashlamps due to its relatively long fluorescence lifetime.  With a small signal gain of 

8, the Nd:YLF oscillator can produce 80 mJ, 20 ns FWHM pulse at 10 Hz.  Figure 26 

shows the basic design of our Q-switched unstable oscillator using 7 mm Nd:YLF head.   

We will use a variable reflectivity mirror for the generation of third order super-Gaussian 

beam profile. 

 

Figure 26. Q-swithched unstable resonator design block diagram. 

The intensity of the output pulse from the Nd:YLF oscillator is shown as a 

function of time, the beam profile is shown in a 128 pixels by 128 pixels plane, and the 

fluence of the output beam is shown as a function of position in Figure 27 (a), (b), (c), 

respectively.  A peak reflectivity of 8% is assumed for the graded reflectivity mirror.  

After 30 round trips, the pulse energy becomes about 80 mJ according to the simulation.     
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Figure 27. Analysis of the 80 mJ, 20 ns FWHM pulse from the Nd:YLF oscillator.  (a) 

The intensity of the pulse is shown as a function of time, (b) the beam 

profile of the output pulse is shown in a 2D plane, and (c) the beam fluence 

is shown as a function of position.  (Courtesy of Todd Ditmire) 

(b). Booster 

A 12 mm Nd:phosphate glass head is used to amplify the 60 mJ output pulse 

energy from the Nd:YLF oscillator to 1.5 J.  With 20 ns, 1.5 J input beam from the front 

end, we expect to achieve 120 J of 527 nm light after the final amplification and 

frequency doubling.  A single pass gain of 8 is assumed for the 12 mm head.  The 

schematic layout of the booster amplifier is shown in Figure 28.  
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Figure 28. Double pass amplification through 12 mm head produces 2 J output level. 

3.3.1.2. Pre-amplification 

Pre-Amplification stage amplifies the 1.5 J, 1054 nm, 20 ns laser beam relayed 

from the front end to 23 J output level.  A 32 mm Nd:Phosphate laser head is employed 

for this stage and double pass amplification is going to be used.  A small signal gain of 

6.5 or greater is assumed for the 32 mm head.  The beam size entering the 32 mm head 

is going to be 25 mm FWHM while the outgoing beam size would be 27.5 mm after 

double-passing the 32 mm head due to some gain saturation.  For the MIRO calculation, 

we assumed 15% less gain at the center as shown in Figure 29.  

 

Figure 29. Assumed radial gain profile of the 32 mm head. 
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3.3.1.3. Main amplification 

Main amplification stage is the most important part of our big glass pump laser 

system.  Again, we plan to use Nd:phosphate glass as our gain medium, and this limits 

the repetition rate of our system down to 1 shot per 10 minutes.  A small signal gain of 

6.5 or higher is assumed, and the following radial gain profile in Figure 30 is assumed for 

the 50 mm heads in our MIRO calculation.  We cannot put all the 50 mm heads in series 

and produce 240 J of 1054 nm light because this would damage our optics.  Instead, we 

will use one 50 mm head to amplify the energy up to 77 J, and will split the beam into 

two legs.  Each leg will have one 50 mm head, and we expect to get 120 J of IR from 

each leg.  After this final amplification, we will have a total of 240 J of IR.  We expect 

50% conversion efficiency from the 55 mm x 55 mm x 25 mm DKDP crystal, so we will 

have two beams of 60 J, 527 nm, 18 ns pulse as our final output. 

 

Figure 30. Assumed radial gain profile of the 50 mm head. 
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3.3.1.4. Frequency doubling crystal 

After the final amplification stage, we expect to get a 1054 nm, 120 J, 20 ns pulse 

in each leg.  Then, we plan to use DKDP crystal for frequency doubling.  For the 

selection of the crystal, we focused on two things.  First, the beam diameter after the 

final amplification stage is expected to be about 50 mm.  Therefore, we need to have a 

pretty big crystal.  This narrows down our selection to a few crystals such as YCOB, 

DKDP, KDP, etc.  Although crystals such as BBO or KTP have larger effective 

nonlinear coefficients than these crystals, the growth of BBO or KTP is known to be very 

difficult.  Secondly, we need to achieve 50% conversion efficiency.  For this, we want 

to use a crystal with higher effective nonlinear coefficient.  At the same time, we want 

to have long enough nonlinear length LNL compared with the crystal thickness required 

for 50% conversion efficiency.  

For the final selection of the crystal, we used both SNLO program, and 

Mathematica.  The simulation results can be seen in the next section.  After these 

simulation results, we decided to use 55 mm x 55 mm x 25 mm DKDP crystal with Type 

II phase matching.  In the case of a DKDP crystal, we get larger effective nonlinear 

coefficient deff with Type II phase matching.  To determine the dimensions of the DKDP 

crystal, we used MIRO software.  We were able to avoid modulations in the beam when 

we used 70 mm clear aperture DKDP crystals. 

After we decided to use DKDP crystal, we also took into account the AR coating 

damage threshold of the crystal.  Many vendors failed to provide us a reliable damage 

threshold value in the beginning, and we had to put a lot of effort into finding out those 

numbers.  The expected peak fluence on the DKDP crystal is 8.3 J/cm
2
.  Since we want 

to have a minimum safety factor of 2, we require the vendors to provide AR coating 

damage threshold higher than 17 J/cm
2
.  
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3.3.1.5. Beam homogenization (optional) 

After the DKDP crystal, we want to have a uniform pump beam for the 

Ti:sapphire crystal.  However, some researchers reported how much their pump beam 

got distorted after passing through a series of thick Nd:glass amplifiers.
63

  We looked 

into how we could improve the 2 pump beam quality before sending the pump beam to 

our 10 cm diameter Ti:sapphire crystal.  Tanaka et al. and Ertel et al. reported 

substantial improvements in their pump beam quality when they used diffractive 

homogenizers.
63,64

  We will leave this beam homogenization technique as an option.  

 

3.3.2. Simulation 

3.3.2.1. MIRO simulation for the energetics design 

 

Figure 31. Layout of the big glass pump laser for the MIRO simulation. 

The layout shown in Figure 31 was used for the MIRO simulation.  For the front 

end, we assumed 1.5 J, 20 ns pulse with 10 mm beam diameter.  We expect the beam to 

be Gaussian in time, and third order super-Gaussian in space.  The assumed beam 

profile for the front end of the MIRO simulation is shown in Figure 32. 
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Figure 32. Assumed beam profile of the front end for the MIRO simulation. 

We initially planned to use four 64 mm diameter Nd:phosphate glass heads in our 

final amplification stage.  However, we had some challenges in procuring the 64 mm 

Nd:glass rods.  Alternatively, we decided to use three 50 mm diameter Nd:phosphate 

glass heads in the final amplification stage of the big glass pump laser system.  The 

smaller beam diameter caused by this change in the design inevitably increased the beam 

fluence at each stage.   

The following diagram in Figure 33 shows the peak fluence on major optical 

components.  MIRO simulation program was used to get the energy, FWHM beam 

diameter, pulse duration, and the peak fluence.  We expect to get a peak fluence of 

8.3 J/cm
2
 in an 18 ns pulse on the front surface of the DKDP crystal.  This implies that 

we need to have a very high damage threshold (>20 J/cm
2
) for the AR coating of the 

DKDP crystal.   

The damage threshold of the Faraday rotator crystal is about 3 J/cm
2
 for a 1 m, 

20 ns pulse.  So, we intentionally lowered the gain of the 32 mm diameter Nd:glass head 

down to 6.5 for the MIRO simulation shown below.  After double-passing the 32 mm 

diameter Nd:glass head, the beam will be relay-imaged onto the surface of the Faraday 
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rotator.  This will minimize the possible modulations in the beam inside the Faraday 

rotator, and help us to keep the peak beam fluence lower than the damage threshold of the 

Faraday rotator.   

All the subsequent optical components have AR coating damage thresholds higher 

than 10 J/cm
2
.  We decided not to expand the beam after the 45 mm diameter Faraday 

rotator since this requires another telescope.  We will have a 40 mm FWHM beam on 

the first 50 mm diameter Nd:glass head.  After the amplification, the beam energy will 

be as high as 77 J.   

Then, we will split the beam into two legs, each of which consists of one 50 mm 

head and a 25 mm thick DKDP crystal.  We expect to get 60 J of 527 nm light from 

each leg in an 18 ns pulse with a FWHM diameter of 44 mm.  Therefore, we will have 

120 J of 527 nm light after the frequency doubling.  Type II phase matching will be used 

for the frequency doubling. 

 

Figure 33. Peak fluence and the pulse energy on major optical components. 
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3.3.2.2. SNLO for the frequency doubling 

Using SNLO software, we were able to find the effective nonlinear coefficient deff 

for various crystals.  Of the few crystals that can be grown as large as 55 mm, DKDP 

and YCOB were our final two candidates for the SHG material.  YCOB with type I 

phase matching has slightly higher deff than that of DKDP with type II phase matching.  

However, YCOB also has larger index of refraction, which results in smaller nonlinear 

length LNL.  When we assumed the same phase mismatch of 0.6 cm
-1

, and 60 mm input 

beam diameter with 120 J pulse energy, we can expect slightly better performance with 

DKDP crystal as is shown in Figure 34.  The calculations were done using Mathematica 

8.0. 

 

   (a)      (b) 

Figure 34. (a) Expected output energy from YCOB, and (b) DKDP after the frequency 

doubling. 

Based on Figure 34 (a), we expect to get a maximum of 57 J output energy using 

YCOB crystal.  When DKDP crystal was used, a maximum output energy of 62 J at 2 

light is produced according to the SNLO calculations.  This was also confirmed by the 

SNLO software as one can see from the result shown in Figure 35. 
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Figure 35. 2 energy output from the 30 mm thick DKDP crystal using SNLO 

software. 

 

Figure 36. 2 output energy from the 25mm thick DKDP crystal using Mathematica. 
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Calculations using Mathematica 8.0 also confirmed that we can get 60 J of 

527 nm light from the DKDP crystal.  As can be seen from Figure 36, we can use 25–

27 mm thick DKDP crystals instead of 30 mm thick DKDP crystals because the expected 

laser intensity on the crystal became much higher after we decided to use 50 mm glass 

heads instead of the 64 mm glass heads.  Based on these simulation results, we decided 

to use DKDP crystal with type II phase matching for the SHG of our 1054 nm, 20 ns, 

120 J pulse.  We will have two DKDP crystals of size 55 mm x 55 mm x 25 mm.  The 

final layout of the crystal is shown in Figure 37.  Red arrow indicates the 1054 nm, 

20 ns, 120 J input beam, and the green arrow indicates the 2 output beam.  We plan to 

tilt the crystal by 3 degrees to avoid the reflected light hitting the 50 mm amplifier head. 

 

Figure 37. Layout of the DKDP crystal with Type II phase matching. 
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3.3.2.3. Radial gain profile of Nd:phosphate glass rod 

We assumed 15% less gain at the center of the rod, r=0, than at the boundary of 

the rod, r=R, in the MIRO modeling for the Nd:phosphate glass rod.  To justify this 

radial gain profile, we wrote a short Mathematica code that calculates the stored energy 

density at a particular location as a function of the distance from the center to that 

location.  This simulation will tell us what concentration of Nd doping is good for the 

pump laser.  For the calculation, we assumed a surface element of the rod that acts like a 

Lambertian radiator, then integrated the contribution from each element.  Since the side 

surface of each rod is going to be grounded, this assumption is valid.  If the rough 

grounded surface is not taken into account, the simulation shows a hot spot at the center 

as in Figure 38.  These simulation results are for a 50 mm diameter, 24 cm long 

Nd:phosphate glass rod with a flashlamp energy of 400 J.  

 

Figure 38. Mathematica simulation of the stored energy density for a 50 mm diameter 

Nd:phosphate glass rod with Nd doping concentration of 1% (left) and 3% 

(right) by weight. 

These hot spots can be avoided by considering the surface elements as Lambertian 

radiators.
65,66

  With this taken into account, the modified simulation results show that 

the stored energy density becomes smaller at the center, which agrees with the functional 

form that was used in the MIRO modeling.  Though the exact value of the stored energy 

is hard to predict, the simulation results for a 50 mm diameter Nd:glass rod shows that 
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the stored energy density with Nd doping concentration higher than 1% is not adequate 

for the pump laser.  At 1.0% Nd doping, the stored energy density at the center is 47% 

less than that at 2.5 cm from the center as can be seen in Figure 39.  The stored energy 

density with 0.5% Nd doping for the same diameter glass rod is also shown in the figure 

for comparison.  

 

Figure 39. Modified Mathematica simulation of the stored energy density for a 50 mm 

diameter Nd:phosphate glass rod with Nd doping concentration of 1% (left) 

and 0.5% (right) by weight. 

 

Above 1% Nd doping concentration, the difference gets bigger, and we cannot 

expect a uniform radial gain profile.  Since the beam size is about 40 mm at the first 

50 mm rod, the difference in the stored energy density would be smaller, though.  

Moreover, the surface elements are not perfect Lambertian radiators in reality, and we 

think that the gain at the center would be higher than the modified simulation shown 

above.  In other words, the actual stored energy density will be somewhat similar to 

Figure 39, but will be a combination of Figure 38 and Figure 39.  Based on these 

simulation results, we think that the Nd doping concentration of 0.5–1.0% can be used for 

the 50 mm Nd:phosphate glass rods.      
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Chapter 4. Generation of cluster targets  

In this chapter, I will talk about our targets.  I showed the design of our 

supersonic nozzle, and measurements of the cluster size using Rayleigh scattering.  A 

mixing process of deuterium and Helium-3 is shown along with the residual gas analyzer 

data. 

4.1. PHYSICS BACKGROUNDS 

4.1.1. Joule-Thomson effect 

When deuterium gas expands, the average distance between the deuterium 

molecules becomes larger.  Since the molecules are bonded together with van der Waals 

potential, a change in the average distance between two molecules is equivalent to a 

change in the potential energy between them.   

Due to the small intermolecular attractive force between the deuterium molecules, 

the net potential energy of the deuterium gas increases when the gas expands.  Since the 

total energy has to be conserved and the total energy of the deuterium gas is the sum of 

the kinetic energy and the potential energy of the molecules, the overall increase in the 

potential energy implies the decrease in the kinetic energy of the molecules.  Therefore, 

an expansion of deuterium gas causes a drop in the temperature of the gas.   

Note that this is only true if the initial temperature of the expanding gas is lower 

than the Joule-Thomson inversion temperature.
67

  If the initial temperature is higher 

than the inversion temperature, the expansion of gas actually causes an increase in the 

temperature.  This happens because of the drop in the collision rate between the gas 

molecules as the gas expands, where fewer collisions lead to a decrease in the potential 

energy. 
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Sometimes, the initial temperature of the gas in the reservoir is sufficiently low 

that the gas liquefies as it expands.  The result of this expansion is a mixture of cluster 

and a gas in the sense that the overall density is still that of a gas, but there are aggregates 

of many atoms, whose local density is near solid density.  In other words, clusters are 

formed after the expansion if the initial temperature of the gas is low enough.  

4.1.2. Supersonic nozzle 

A supersonic nozzle changes some portion of the random thermal energy of 

molecules into a directional kinetic energy.  The temperature of a gas can be thought of 

in terms of the average kinetic energy of the constituent molecules.  These motions are 

usually randomly directed.   

However, a supersonic nozzle has a small throat diameter, and lets through only 

molecules that move in a specific direction.  If an observer watches the gas molecules in 

the frame that moves in the same direction as the gas (i.e. in the center of mass frame), 

the observer will see that the average kinetic energy in his frame became much less after 

the gas passed through the nozzle.   

Before the molecules passed through the nozzle, all the kinetic energy was 

random thermal energy, and the temperature could be defined as two thirds of the average 

kinetic energy of a molecule.  However, after passing through the nozzle, the gas 

molecules collectively move outward.  This motion has to be considered separately from 

the random thermal motion, and the temperature in the frame that moves along with the 

expanding gas becomes much smaller than the original temperature.   

In addition to the temperature drop due to the Joule-Thomson effect, this creates 

further temperature drop in the center of mass frame.  This is the main reason we used a 
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conical supersonic nozzle in our cluster fusion experiments.  Studies about the 

dependence of the cluster size on nozzle geometry can be found in the literature.
68-70

    

The design of the supersonic nozzle can vary widely across experiments, but we 

consistently used the following nozzle design shown in Figure 40 during the cluster 

fusion experiments.  Though the drawing says a throat diameter of 0.032”, the correct 

throat diameter of the nozzle was about 790 m, and the cone angle was about 5 degrees. 

 

Figure 40. Design of the supersonic nozzle that was used in the cluster fusion 

experiments on the TPW.  The units are shown in inches in the figure. 
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We had a cooling jacket above the nozzle and around the pulse valve to cool the 

deuterium gas down to liquid nitrogen temperature, and the design of the cooling jacket is 

shown in Figure 41.  Liquid nitrogen was flowed through the channels in the copper 

cooling jacket, cooling the deuterium gas to about -187 ºC.  The gas was typically under 

700–1000 psi backing pressure.   

Inside the cooling jacket was a Parker pulse valve (series 99, 99S1-A2-P1-

99B05), with a Vespel poppet.  Vespel poppet seemed to be more durable than the 

normal Teflon poppet in our applications.  The valve was held open for 1 ms, and 

produced deuterium clusters with an average radius of a few nanometers.  

 

Figure 41. Design of the cooling jacket surrounding the pulse valve. 
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4.1.3. Hagena parameter 

In the previous section, I mentioned the importance of a supersonic nozzle in the 

generation of cluster targets.  Previous studies have shown that the average cluster size 

can be expressed in terms of the dimensions of the nozzle and the parameters of the gas 

jet.  The so-called Hagena parameter is the most commonly used measure for that 

purpose.
68

  If different experimental conditions give the same Hagena parameter, similar 

cluster sizes are expected.   

The Hagena parameter is defined as:
34,68,70

 

     
 

 

    
     

      ,         (4.1) 

where P is the backing pressure in units of mbar, T is the temperature of the gas in the 

reservoir in units of K, d is the nozzle throat diameter in units of m,  is the expansion 

half angle, and k is a constant specific to a gas.  For example, k=181 can be used for 

deuterium.
70

   

The number of atoms in a cluster is related to the Hagena parameter as 

      
  

    
     ,        (4.2) 

for Hagena parameter less than 10
4
.  When * is in the range from 10

4
 to 10

6
, the 

following formula can be used.
69

 

       
  

    
    .        (4.3) 

A more detailed summary of the relationship between the Hagena parameter and 

the cluster size based on numerous experimental measurements can be found in Table 1 

of Ref. [71]. 

4.1.4. Rayleigh scattering measurements to determine the average cluster size 

The average size of the atomic or molecular clusters can be measured from a 

series of Rayleigh scattering measurements.  The size of the cluster targets usually 
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ranges from a few nanometers to a few tens of nanometers.  Since the wavelength of 

visible light is much bigger than this, Rayleigh scattering is the dominant scattering effect 

when a laser pulse is incident on the cluster targets.  The intensity of the incident laser 

should be kept sufficiently low to avoid ionizing the clusters. 

The OPA light from the TPW is not a good light source for this measurement 

because the intensity at the focus is already too high for the Rayleigh scattering 

measurements due to the short pulse duration.  Instead, we used a much weaker 17 mW 

He-Ne laser to acquire the following measurements. 

The scattered light signal is proportional to the number density of scattering 

objects, which in our case is the number density of cluster targets.  It is also proportional 

to the scattering cross section.  This can be summarized as follows:
34,70,72,73

 

        ,         (4.4a) 

   
       

    
    

    
  ,        (4.4b) 

where nc is the number density of the clusters, and c is the Rayleigh scattering cross 

section of a cluster with a radius r,  is the wavelength of the light source, and n is the 

index of refraction.  For hydrogen or deuterium clusters, the index of refraction is about 

1.10.
18,74,75

  Assuming each cluster with radius r consists of Nc atoms, one can express 

the radius in terms of the number of atoms, Nc, in a cluster: 

   
 

    
      

   
    

   
,       (4.5) 

where n0 is the solid or liquid density of the cluster.  For example, the radius of a 

deuterium cluster can be written as  

r[Å] = 1.7 x Nc
1/3

.        (4.5a) 

 Also, the number density of the cluster can be written as 
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where nD is the atomic density of the deuterium cluster, P is the backing pressure of the 

gas jet, kB is the Boltzmann constant, and T is the temperature of the gas. 

Using equation (4.4a), (4.4b), (4.5), and (4.6) the scattered light signal is 

expressed as
72

 

         
 

  
   

 

  
  

     .      (4.7) 

Let’s assume that the onset of Rayleigh scattering corresponds to 100 atoms per 

cluster (i.e. Nc=100).
34

  This is equivalent to saying that the cluster formation starts 

when Nc gets bigger than 100.  Then, we can relate the measured minimum scattering 

signal height to the number of particles in a cluster: 

Vmin = A* Pmin*100,        (4.8) 

where Vmin is the measured minimum scattering signal for a gas jet backing pressure of 

Pmin.  To obtain equation (4.8) from equation (4.7), Nc=100 and a proportionality 

constant of A were used.   

From equation (4.8), the value of the constant can be written as A = 

(Vmin/Pmin)/100, and we can express the relation between the measured scattering signal 

and the backing pressure as follows: 

 V=A*P*Nc =(Vmin/Pmin) *P*Nc/100,      (4.9) 

where V is the measured Rayleigh scattering signal, and Nc is the number of atoms per 

cluster with a backing pressure of P. 

 Therefore, the number of atoms per cluster can be expressed in terms of the 

backing pressure and the scattering signal as 

        
 

    
 

    

 
 .       (4.10) 

 Plugging equation (4.10) into equation (4.5a), we have the following formula for 

the radius of a cluster: 



 78 

        
 

    
 

    

 
               .     (4.11) 

Therefore, the average radius of the clusters can be quantitatively measured from the 

scattered signal height and the backing pressure of the gas jet. 

4.2. MEASUREMENT OF THE CLUSTER SIZE 

4.2.1. Experimental setup for the Rayleigh scattering measurements 

 Rayleigh scattering measurements were used for the measurement of the 

deuterium cluster size.  A 17 mW He-Ne laser was used as the light source, and the spot 

size of the beam was about 1 mm.  The diameter of the gas jet was about 5 mm, and the 

gas jet was open for about 1 ms.   

To collect the scattered light, we had a two inch lens between the gas jet and a 

Hamamatsu R928 photomultiplier tube (PMT).  The scattered light was then imaged 

onto the photocathode of the PMT.  The selection of Hamamatsu R928 PMT was based 

on the relatively high quantum efficiency at 628 nm, and high gain.  A table that shows 

the characteristics of a few other PMTs is shown in Appendix C.   

Several ND filters were used to adjust the overall signal strength, and two laser 

line filters (632.8 nm, 3 nm FWHM) filtered out the ambient light.  Tektronix TDS 5054 

A 500 MHz oscilloscope was connected to the PMT, and measured the scattered light 

signal.  An input impedance of 1 M was used to maximize the signal on the 

oscilloscope.  The trigger signal for the oscilloscope was synchronized with the opening 

of the pulse valve.  The temperature and pressure of the gas jet were varied during the 

measurements.  The schematic setup for this measurement is shown in Figure 42. 
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Figure 42. Schematic diagram of the experimental setup for the cluster size 

measurements. 

4.2.2. Rough estimation of the Rayleigh scattering signal 

A rough estimation of the scattered signal height is possible with a known PMT 

gain and the light source.  For example, a 17 mW He-Ne laser emits 5.4x10
16

 photons 

per second.  If the gas jet is open for 1 ms, a total of 5.4x10
13

 photons are incident on 

the gas jet.   

To calculate how many photons are scattered, we still need to know the scattering 

cross section.  If we know this number, we can assume that 1% of these photons are 

collected from the 2-inch lens, and imaged onto the photocathode.  This is summarized 

in Figure 43. 
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Figure 43. Rough estimation of the Rayleigh scattering signal I. 

The Rayleigh scattering cross section from a dielectric sphere can be calculated 

using equation (4.4b).  Putting R=5.00 nm, =632.8 nm, and n=1.10 for deuterium into 

the formula, the scattering cross section of a single cluster becomes c = 5.45x10
-24

 m
2
.  

Then, I assumed a cluster density of nc=1.0x10
15

 clusters/cm
3
, and a gas jet length of 

z=3.0 mm in the laser propagation direction.  This gives nc*c*z=1.63x10
-5

~1.6x10
-5

 

and results in a total scattered photon number of 5.4x10
13

 *nc*c*z = 8.8x10
8
.   

Let’s assume that 1% of these photons are collected from the 2” lens, all of which 

hit the photocathode of the PMT.  Using the quantum efficiency of 8% of the 

photocathode, approximately 7x10
5
 electrons are generated due to the scattered light.  

With a gain of 10
7
, 7x10

12
 electrons are produced after the PMT.  This is summarized in 

Figure 44. 
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Figure 44. Rough estimation of the Rayleigh scattering signal II. 

Finally, the signal on the oscilloscope can be approximated from the estimated 

number of electrons.  To calculate the current, the charge of 7x10
12

 electrons is divided 

by the opening time of the nozzle, which gives 1.6x10
-19

 C * 7x10
12

 /(1 ms) = 1.1 mA.  

Note that this estimate of the current is not exact because the electrons do not arrive 

continuously and the angular distribution of Rayleigh scattering was not considered when 

the collection efficiency of the lens was estimated as 1%.   

With 50 ohm impedance, 1.1 mA corresponds to 55 mV.  During the actual 

Rayleigh scattering signal measurements, voltage peaks of a few mV were observed 

instead of 55 mV.  This calculation is summarized in Figure 45. 
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Figure 45. Rough estimation of the Rayleigh scattering signal III. 

4.3. RAYLEIGH SCATTERING MEASUREMENTS 

 4.3.1. Temperature scan with D2 target 

With the Rayleigh scattering measurement setup, we measured the scattered light 

varying the temperature of the deuterium gas from 87 K to 150 K.  The pressure of the 

gas jet was about 770 psi.  The scattered signal in mV is shown as a function of time in 

Figure 46 (a), and the diameter of the deuterium cluster is shown as a function of the gas 

jet temperature in Figure 46 (b).  The solid red curve in Figure 46 (a) indicates a fit to 

the data.   

The Rayleigh scattering signal was strongest at the lowest temperature we used 

with deuterium cluster targets.  The calculation indicates that we had deuterium clusters 

with a diameter of 16 nm, which is equivalent to about N=10
5
 deuterium atoms at liquid 

density. 
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Figure 46. (a) Rayleigh scattering signal as a function of the deuterium gas jet 

temperature, (b) diameter of the deuterium clusters as a function of the gas 

jet temperature. 
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4.3.2. Temperature scan with D2 + He-4 target 

After mixing the deuterium gas and helium-4 gas, we performed similar Rayleigh 

scattering measurements.  After mixing the gas, we waited for about an hour before 

starting the measurements.  This wait time is based on the RGA measurements 

discussed in section 4.4, and is necessary to give sufficient time for the two gases to be 

mixed uniformly.   

The mixture rate was 50% deuterium and 50% helium-4, and the total pressure 

was about 770 – 800 psi.  The scattered signal in mV is shown as a function of time in 

Figure 47 (a), and the diameter of the deuterium cluster is shown as a function of the gas 

jet temperature in Figure 47 (b).   

Comparing with the previous result for the deuterium clusters, we find that the 

cluster formation did not change much after we added helium-4 gas.  While we had 

about 16 nm diameter clusters with deuterium clusters, we had about 15 nm diameter 

clusters with deuterium clusters + helium-4 mixture.  We think that this difference is 

insignificant, and expect that the cluster formation of the deuterium molecules is not 

going to be affected when helium-3 gas is added in the mixture cluster fusion 

experiments described in detail in Chapter 7.   

We did not perform these scattering measurements with deuterium + helium-3 

because helium-3 is very difficult to obtain and is prohibitively expensive.  However, 

we expected that the chemical properties of deuterium + helium-4 would be very similar 

to the helium-3 mixture in terms of clusterization.  Moreover, we expect that only 

deuterium molecules will form clusters while helium-3 or helium-4 atoms are present in 

the background. 
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Figure 47. (a) Rayleigh scattering signal as a function of the mixture gas jet 

temperature, (b) diameter of the mixture cluster as a function of the gas jet 

temperature. 
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4.3.3. Pressure scan with D2 target 

In this section, the scattering signal measurements are shown as a function of the 

backing pressure of deuterium gas while keeping the temperature at 87 K.  In Figure 

48 (a), we see the signal increases as the pressure approaches 500 psi.  This is what we 

expected based on previous experimental measurements.
70

   

Above 500 psi, though, we observed the signal no longer increased with pressure.  

We found that this was related to the performance of the nozzle at higher pressures.  The 

pulse valve suffered when the pressure got above 500 psi, and the total amount of gas 

released did not increase as much as it should have.  Because of this issue, the results 

shown in the Figure 48 (b) do not represent the actual size of the deuterium clusters.   

After the scattering measurements, we were able to improve nozzle performance 

by adjusting the duration of the driving pulse from the IOTA driver to the pulse valve.  

We also changed the drive pulse amplitude to make the valve behave more consistently.  

Aware of this problem, we tried to keep the valve at a fixed pressure of 770 psi and 

temperature of 87 K, where we observed biggest cluster size for deuterium.    
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Figure 48. (a) Rayleigh scattering signal as a function of the deuterium gas jet backing 

pressure, (b) diameter of the deuterium cluster as a function of the gas jet 

backing pressure. 



 88 

4.3.4. Pressure scan with D2 + He-4 target 

We also performed a similar pressure scan with deuterium gas + helium-4 mixture 

targets.  The results in Figure 49 indicate that we had a similar performance issue with 

the pulse valve during these measurements.  Also, we find that the measurements show 

a similar trend when compared with Figure 48.  Again, this implies that the addition of 

helium-4 did not affect the cluster formation of deuterium molecules.   

 

Figure 49. (a) Rayleigh scattering signal as a function of the mixture gas jet backing 

pressure, (b) diameter of the mixture cluster as a function of the gas jet 

backing pressure. 
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4.4. RGA MEASUREMENTS OF D2 + CD4 MIXTURE   

4.4.1. RGA measurements 1 

The RGA measures the partial pressure of each gas species when there are 

different gas molecules present in the vacuum chamber.  Therefore, one can tell the 

composition of the gas mixture by analyzing the RGA data.   

In our first RGA measurement, a test tube was initially filled with deuterium gas 

(D2 = 220 psi), and deuterated methane (CD4 = 90 psi) gas was added at t = 0 min from 

the top.  The temperature of the gases was room temperature (20 ºC). 

As shown in Figure 50 (a), the partial pressure of D2 drops as a function of time, 

which is expected because the composition of the target should change from 100% 

deuterium to about 70% deuterium.  In Figure 50 (b), the partial pressure of CD4 gas 

increases with time.  Obviously, the mixing process takes longer than one hour based on 

this RGA measurement. 

In Figure 51 (a), the partial pressures of both gas species are shown in a log scale, 

which clearly shows the aforementioned trend.  The partial pressures changed very 

quickly in the first thirty minutes, and somewhat quickly during the first hour.  The ratio 

of the two partial pressures is shown as a function of time in Figure 51 (b) and (c).  

Figure 51 (b) shows the ratio from 0 min to 74 min, while Figure 51 (c) shows the ratio 

from 20 min to 74 min only.  

After one hour, the pressure change slowed, and we decided to start another 

complementary RGA measurement.  The second RGA measurement just consists of 

adding more CD4 gas to the existing D2 + CD4 mixture.  The CD4 gas was added at t = 

80 min. 
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Figure 50. (a) The partial pressures of D2 gas and (b) CD4 gas are shown as functions 

of time. 
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Figure 51. (a) The partial pressures of D2 (solid triangle) and CD4 (hollow square) 

gases are shown as functions of time in a log scale. (b) The ratio of D2 

pressure and CD4 pressure is shown from 0 min to 74 min, and (c) a 

magnified image shows the ratio from 20 min to 74 min. 
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4.4.2. RGA measurements 2 

Initially, the test tube was filled with 220 psi of D2 gas, and we added 90 psi of 

CD4 gas at time= 0 min.  Then, additional CD4 (= 130psi) gas was added to the tube at t 

= 80 min.  In summary, the test tube was filled with 220 psi of D2 gas and 220 psi of 

CD4 gas after t = 80 min.   

Therefore, we expected a 1 to 1 ratio when the mixing process was complete.  

Again, in Figure 52 (a), the partial pressure of D2 gas decreases in time, and the pressure 

of CD4 increases in time in Figure 52 (b).  The change in the pressure seemed to be 

slowing, but it was difficult to determine when the mixing process was complete based 

on these figures. 

Both Figure 52 (a) and (b) show abrupt changes in the partial pressure at t = 80 

min, at which point the second RGA measurements started.  It is interesting to see that 

the partial pressures change very quickly right after the addition of CD4 then slows down 

in both cases.  

Figure 53 (a) shows the partial pressures of D2 and CD4 in one graph in a log 

scale, and Figure 53 (b) shows the ratio of the two pressures as a function of time.  The 

ratio clearly approaches 1.0 in Figure 53 (b), and the mixing process seems to be 

complete one hour after adding 130 psi of CD4 gas.  In both figures, the plots start from 

t = 80 min.  
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Figure 52. (a) The partial pressure of D2 gas and (b) CD4 gas are shown as functions of 

time.  Additional CD4 gas was supplied to the tube at t = 80 min. 
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Figure 53. (a) Partial pressure of D2 and CD4 gas vs. time in a log scale, (b) the ratio of 

D2 pressure and CD4 pressure vs. time. 
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4.5. PREPARATION OF D2 CLUSTER + 
3
HE OR CD4 + 

3
HE MIXTURE TARGET 

The measurements of target composition are very important in the mixture cluster 

fusion experiments because the ratio of fusion yields defined in equation (7.4) requires 

the knowledge of the atomic density of both deuterium and helium-3 in the gas jet.  

Based on the RGA measurements using deuterium gas and deuterated methane 

gas at room temperature, we knew that the mixing process took at least one hour to 

stabilize.  Therefore, during the mixture cluster fusion experiments, we kept the RGA on 

to measure the composition of the target on each system shot.  We turned off the RGA 

just before the shot for safety purposes.   

Analyzing the RGA data from many system shots during the mixture cluster 

fusion experiments, we found that the mixing process took much longer for the mixture 

target at 87 K than at room temperature.  This gives us another reason to keep record of 

the target composition on each shot.  Instead of waiting to have a certain mixture ratio, 

we measured the composition of the target before the shot, and fired a system shot 

immediately thereafter.   

Figure 54 shows an RGA measurement taken before the system shot 2751.  The 

plot shows the partial pressures of nitrogen, deuterium, helium-3, and water vapor.  At 

827 seconds, the gas jet was fired while the RGA was still on.  From that test fire, we 

found that the small leak from the nozzle had similar target composition when compared 

with the target composition of the gas jet during the test shot.   
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Figure 54. (a) Partial pressure of nitrogen, deuterium, helium-3, and water vapor as a 

function of time. 
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Chapter 5. Calibration of neutron detectors 

In this chapter, I want to show our diagnostics for the neutron yield measurement.  

The figures and contents of this chapter are based on the recently published paper (W. 

Bang, H. J. Quevedo, G. Dyer, J. Rougk, I. Kim, M. McCormick, A. C. Bernstein, and T. 

Ditmire, “Calibration of the neutron detectors for the cluster fusion experiment on the 

Texas Petawatt Laser,” Rev. Sci. Instrum. 83, 063504 (2012).) about the calibration of 

our neutron detectors.
28

  For the calibration of scintillation detectors, Dr. G. Dyer, J. 

Rougk, I. Kim, and M. McCormick helped me with collecting the oscilloscope data on 

THOR.  Dr. H. J. Quevedo helped me with the LabView data acquisition program.  I 

also thank Dr. A. C. Bernstein and Dr. T. Ditmire for useful discussions.  

5.1. INTRODUCTION 

Neutron detection is a very important diagnostic in the area of fusion science.  

Through the measurement of neutron yields and energy spectrum, one can calculate 

fusion power, plasma temperature, and areal density of the target.
76-78

  Because of its 

importance in fusion research, many types of neutron detectors and techniques have been 

developed.  Scintillation detectors are one example of the most commonly used neutron 

detectors in inertial confinement fusion (ICF) and tokamak
78

 experiments.  In addition, 

activation techniques, CR-39 track detectors, and gas proportional detectors are also 

widely used to measure the total neutron yield.
79-84

  These detectors have their own 

working ranges and are affected differently by the experimental environment.  For 

example, scintillation detectors are well suited for measuring low neutron yields, but 

suffer from saturation under high neutron flux.  Also, strong electromagnetic pulse 

(EMP) noise or x-rays can severely affect the measurements.  On the other hand, 

activation techniques and CR-39 detectors require that the total neutron yield or the 
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fluence be higher than a certain minimum detection range while not surpassing an upper 

limit.  Therefore, researchers must choose the appropriate set of detectors for the 

particular conditions in their experiments.   

A table-top short pulse laser system can generate nuclear fusion from explosions 

of laser-heated deuterium clusters.
16

  In Ref. [16], they achieved 10
4
 DD fusion neutrons 

per shot by focusing a 35 fs, 120 mJ laser pulse into cryo-cooled deuterium cluster 

targets.  The electrons in the nanometer-scale deuterium clusters efficiently absorb the 

laser pulse energy and are removed from the clusters.  This occurs in a very short time 

period, during which the ions are nearly stationary. The remaining cluster of highly 

charged ions undergoes a Coulomb explosion, causing the ions to obtain high kinetic 

energy.
17

  The collision of two energetic deuterium ions from different clusters can 

result in a DD fusion reaction that generates a 2.45 MeV neutron.  Since those initial 

experiments, there have been improvements in the energy that can be delivered by short 

pulse laser systems.  Previous studies showed that the DD fusion neutron yield scales as 

the square of the laser pulse energy after optimization of all other parameters,
85,86

 and up 

to 5.5×10
6
 neutrons per shot has been achieved using cluster targets.

87
  With the TPW 

that delivers near 200 J per pulse with 170 fs duration,
26

 we can expect to achieve a 

maximum of 10
8
 neutrons per shot in a nanosecond burst.   

In this chapter, I will present the calibration results of 6 plastic scintillation 

detectors, the indium activation detectors, and CR-39 track detectors to be used in the 

TPW cluster fusion experiments.  Two neutron sources were used to generate the 

expected range of neutron yield.  A 15 TW laser system generated 10
4
 DD fusion 

neutrons per shot for the calibration of the scintillation detectors, and a total of 2.4×10
8
 

neutrons were produced during the 10 hour irradiation time to calibrate the indium 

activation detectors.  The activation technique was used to measure the activity of a Cf-
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252 neutron source, and this source was used to produce a total of 10
11

 neutrons for the 

calibration of CR-39.  The calibration method used for the scintillation detectors, which 

is described below, ensures that neutron yields between 10
5
–10

8
 n/shot can be measured 

under the high noise environment on the TPW, where a very strong EMP noise is 

expected from the laser-cluster interaction.  In performing the calibration with indium, 

we successfully applied the activation technique for the measurement of very low yields 

of ~10
4
 n/shot in deuterated methane cluster-fusion experiments.  While calibrating the 

CR-39 detectors, we also found that averaging the neutron-proton cross section over the 

neutron spectrum of the Cf-252 source is an appropriate procedure for calibration. 

5.2. EXPERIMENTAL SETUP 

5.2.1. Neutron source 

Two independent neutron sources were used to calibrate the scintillation 

detectors, indium activation detectors, and the CR-39 track detectors in the range of 10
5
–

10
9
 neutrons per shot expected in the TPW experiments.  A laser system generating DD 

fusion neutrons provided quasi-monoenergetic neutrons in sub-nanosecond bursts, which 

is ideal for the precise calibration of the detectors because it simulates the experimental 

environment that we would face on the TPW.  However, the low neutron yield of 10
4
 

n/shot is not adequate to test the upper limit of the detectors.  Though having a broad 

energy spectrum, a Cf-252 neutron source can easily produce 10
11

 total neutron yield.  A 

Cf-252 source was used to generate neutron yields higher than 10
8
 and up to 10

11
 for the 

calibration of the detectors.  

DD fusion neutrons were generated on the THOR laser using deuterated methane 

(CD4) cluster targets as performed in Ref. [88].  The THOR laser is a 10 Hz Ti:sapphire 

CPA system that delivers up to 600 mJ per pulse on target with a 35 fs pulse duration.  
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Figure 55 shows a schematic diagram of the cluster fusion source along with the three 

types of neutron detectors we calibrated.  The CD4 clusters were produced in a vacuum 

chamber using a supersonic nozzle with an input diameter of 790 m, a half angle of 5 

degrees, and a nozzle opening diameter of 5 mm.  The backing pressure of the CD4 gas 

before the nozzle was between 600 psi and 800 psi throughout the calibration process.  

We fired the gas jet into vacuum and focused the laser beam into the cluster jet at an 

intensity of ~10
17

 W/cm
2
, producing multi-keV deuterium ions that can generate nuclear 

fusion reactions.
88

  The laser-cluster interaction produced DD fusion neutrons at a 

repetition rate of 0.64 Hz, which was limited by the pumping speed of the turbo pump 

attached to the target chamber.   

 

 

Figure 55. Nuclear fusion from ultrashort laser-cluster interaction on THOR with 3 

types of neutron detectors for the DD fusion neutron yield measurement. 
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Up to 10
4
 neutrons per shot were generated at the target chamber center (TCC) on 

THOR, which were emitted nearly isotropically.
88

  The volume of the fusion plasma 

generated by the laser-cluster interaction was less than 1 mm
3
, which lasted less than a 

nanosecond before the plasma disassembled.  These localized bursts of neutrons were 

used in calibrating the plastic scintillation detectors and activating the 3.2 mm thick 

indium plate placed inside the experimental chamber.   

The kinetic energy of the neutrons from the CD4 cluster fusion is around 

2.45 MeV, which correctly simulates the DD neutrons from the deuterium cluster fusion 

experiment on the TPW.  The nanometer-scale CD4 clusters interact with the incoming 

laser pulse whose peak intensity is about 10
17

 W/cm
2
, producing energetic deuterium ions 

with an ion temperature of several keV.
88

   

Cf-252 is a strong neutron emitter whose average neutron energy is about 

2.1 MeV.  This source was provided by the Nuclear Engineering Teaching Laboratory 

(NETL) at the University of Texas at Austin, where all subsequent measurements 

involving the use of Cf-252 were performed.  Using the known activation cross section 

of Indium-115 for Cf-252,
89

 we measured the activity of the source prior to the 

calibration.   

The activity of this source was 8×10
7
 Bq, and 9.3×10

6
 neutrons per second were 

emitted isotropically.  Though the neutrons emitted from Cf-252 have a broad energy 

spectrum ranging from below 0.003 MeV up to about 15 MeV, the CR-39 detectors can 

be calibrated using the known spectrum
90

 of Cf-252 and the neutron-proton cross 

sections.
91

   



 102 

5.2.2. Scintillation detectors 

We built 6 plastic scintillation detectors using two types of scintillators to expand 

the detection range of the neutron yield.  These detectors provide real time 

measurements that can be performed outside of the vacuum chamber without the need of 

venting and pumping the target chamber between each system shot.  Moreover, the 

specific time of flight (TOF) of quasi-monoenergetic 2.45 MeV neutrons allows for the 

identification of scattered neutrons in the signal.   

Four of the detectors used 4.0 cm diameter, 2.0 cm long EJ-232Q (a BC-422Q 

equivalent version from ELJEN Technology) scintillators with 1% quenching, which had 

very fast rise and decay times of 100 ps and 700 ps, respectively.  The fast rise and 

decay time of these scintillators are adequate for the precise TOF measurements of the 

DD fusion neutrons produced in the cluster fusion experiment.
25

  The remaining 2 

detectors used 4.6 cm diameter, 4.9 cm long EJ-200 (a BC408 equivalent version from 

ELJEN Technology) scintillators for a higher detection sensitivity along with sufficiently 

fast rise and decay times of 0.9 ns and 2.1 ns, respectively.   

One of the two EJ-200 detectors is shown in Figure 56 with its mu-metal shield 

and aluminum housing.  Each scintillation crystal was coupled to a Photonis XP2020 

photomultiplier tube (PMT).  Three detectors were connected to a 500 MHz, 5 GSa/s, 

4 ch Tektronix TDS5054 oscilloscope, and the other three detectors were connected to a 

1 GHz, 5 GSa/s, 4 ch Tektronix TDS 684A oscilloscope.  The remaining channel of 

each oscilloscope received a photodiode trigger signal from the laser that indicated the 

arrival time of the laser pulse at the cluster targets.   
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Figure 56. EJ-200 detector consists of a Photonis XP2020 PMT, an EJ-200 plastic 

scintillator (4.6 cm dia. × 4.9 cm long), a magnetic shield, and an aluminum 

housing. 

Only the neutron signals that appeared at the expected TOF of around 90 ns from 

the arrival of the pulse were considered as DD fusion neutrons.  Occasionally, the 

oscilloscopes showed x-ray peaks, whose locations were consistent with the photodiode 

trigger signal.  A pre-calibrated reference plastic scintillation detector
92

 monitored the 

neutron yield during the calibration process.  We calibrated the scintillation detectors so 

that they could operate in current mode
93

 on the TPW.   

The scintillation detectors were installed ~2 m away from the TCC outside of the 

vacuum chamber, and operated in pulse counting mode.  The neutron yield was 

intentionally lowered by decreasing either the laser pulse energy or the backing pressure 

of CD4, and at most one neutron was detected out of 10 laser shots by each scintillation 

detector.  This procedure ensured that a two-neutron event was less than 5% of the total 

neutron events recorded by each detector.   

We defined a single neutron event area as the area underneath the signal peak on 

the oscilloscope that corresponds to the detection of one neutron in units of V×ns.  This 

area is proportional to the total electron charge amplified by the PMT due to a single 

neutron hitting the scintillator.  For a fixed gain at the PMT, the total amplified charge is 

a linearly increasing function of the light output at the scintillator, which is statistically 
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proportional to the detected number of neutrons.  Therefore, multiple neutron events 

will show a larger peak area (current mode operation).  The detected number of neutrons 

is calculated by dividing this area in the current mode operation by the single neutron 

event area defined previously.  When the detectors are used in current mode at a 

location 2–10 m away from TCC, the detection range is 10
5
–10

8
 n/shot in the TPW 

experiments. 

5.2.3. Indium activation 

Neutron activation
80,81

 is often used for the measurement of neutron yields above 

10
8
.  For the detection of the 2.45 MeV neutrons on the TPW, indium activation serves 

our purposes very well.  The activation cross section of indium is relatively large for DD 

fusion neutrons, so it is more sensitive to 2.45 MeV neutrons.  Since the reaction 

115
In(n,n’)

115m
In requires a threshold energy of 0.339 MeV for activation, it is less 

sensitive to low energy scattered neutrons.  More importantly, it is not affected by the 

EMP noise or x-rays.   

Indium-115m decays with a half-life of 4.5 hours emitting 336 keV gamma rays.  

A half-life on the order of a few hours is advantageous in the TPW cluster fusion 

experiment because the indium targets are going to be inside the vacuum target chamber.  

After each laser shot, the indium targets irradiated by DD fusion neutrons are removed 

from the chamber and placed on a high purity germanium (HPGe) detector for the 

336 keV gamma ray counting.   

The relatively long half-life of 4.5 hours also opens the possibility of using the 

indium activation for a low neutron yield measurement by integrating many shots.  

Indium activation technique is typically used to measure neutron yields above 10
8
–10

10
 

neutrons,
80,81

 but we demonstrated that it can also be used for neutron yield 
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measurements as low as 10
4
 neutrons per shot.  For this application, we used a 99.99% 

pure indium target with a diameter of 7.6 cm and thickness of 3.2 mm.  While the 

scintillation detectors were set up outside of the target chamber, the indium target was 

installed close (~5 cm) to the nozzle inside the vacuum chamber to increase the neutron 

fluence.  A 25 m thick aluminum filter prevented any charged particles from hitting the 

indium target, which was irradiated by the DD fusion neutrons generated on THOR.   

The half-life of 4.5 hours, however, also implies that comparable amount of time 

is required for the measurement of gamma rays.  This is an obvious disadvantage over 

the scintillation detectors, with which real time measurements are possible.  For gamma 

counting, an Ortec HPGe detector with a relative detection efficiency of 30% and Genie 

2000 software were used for the measurement and acquisition, respectively.  Standard 

efficiency curves were used to find the detector efficiency at 336 keV.  Prior to the 

calibration of the thick indium plate, 38.1 mm × 25.4 mm × 0.3 mm indium foils were 

used to measure the source activity of Cf-252.   

5.2.4. CR-39 track detectors 

CR-39 track detectors can measure neutron yields higher than the practical 

detection limit (~10
8
 n/shot) of the scintillation detectors on TPW.  They are not 

affected by EMP or x-rays, and the neutron yield can be measured by counting the 

neutron tracks on the surface of the detectors after etching them.  The characteristics of 

CR-39 track detector for DD neutrons are well known,
83,94,95

 making it unnecessary to 

calibrate them with the cluster fusion source.   

For the calibration at higher neutron yields using the Cf-252 source, we used 25 

mm × 25 mm × 1.1 mm TASTRAK CR-39 track detectors.  After exposure to a Cf-252 

source for 3 hours, they were etched in 6N NaOH solution at 80 °C ± 2 °C for 6 hours.
83
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After the chemical wet etching of the CR-39 detectors, we took the front and back surface 

images using a Zeiss model AxioCam MRc 5 optical microscope.  Each CR-39 detector 

had a unique number engraved at the corner of the front surface for identification.  

Several CR-39 plates were placed at various distances from the Cf-252 source to simulate 

different neutron fluence on the detector.   

Due to the intrinsic noise density of several hundred tracks per cm
2
, CR-39 

requires the measured track density to be much higher than this value.
95

  When the 

measured track density is comparable to the noise density, a technique called coincidence 

counting
96

 can be used to distinguish the neutron tracks from the background noise tracks 

for low neutron yield measurements.   

5.3. RESULTS AND DISCUSSION 

5.3.1. Calibration of scintillation detectors using cluster fusion neutron source 

Nearly monoenergetic 2.45 MeV DD fusion neutrons produced from the laser-

heated deuterated methane clusters on THOR served as a sub-nanosecond compact 

neutron source for the calibration of the scintillation detectors.  The main objective was 

to determine a single neutron event area of each detector at several different high voltage 

(HV) biases applied to its PMT base, and the benefit of this particular calibration method 

is discussed below.   

The calibration result of one of the two EJ-200 detectors is shown in Figure 57 (a) 

along with a power law fit to the data.  Each point in the graph represents the average of 

a single neutron event area at each HV bias out of several thousand laser shots.  The 

statistical averaging process is very important because the amount of energy transferred 

from the detected neutron to the scintillator is different every time.   



 107 

 

Figure 57. (a) Calibration of one of the two EJ-200 neutron detectors on THOR with a 

power law fit.  The average single neutron event area is plotted versus high 

voltage (HV) bias of the PMT, showing a scaling of C×HV
9.7

 with a 

constant coefficient, C.  (b) The distribution of a single neutron event area 

for a HV bias of -1900V applied to the EJ-200 detector.  444 neutron 

events are shown in the histogram out of 6125 laser shots fired on THOR.  

The oscilloscope trace of the average neutron signal is shown in the inset of 

the histogram. 
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As an example, Figure 57 (b) shows the distribution of a single neutron event area 

for the HV bias of -1900V, which corresponds to the data point (-1900 V, -2.68 Vns) in 

Figure 57 (a).  The histogram shows a maximum at -2 Vns, but the average value is -

2.68 Vns at this HV bias.  The inset in Figure 57 (b) shows the average oscilloscope 

trace of a single neutron event at this specific HV bias with the grayed area representing 

how we defined the area.  We set a time window of 25 ns, and measured the area of the 

neutron signal within this interval.  In most cases, the neutron signal became less than 

10% of its peak height at the end of the time window.    

The single neutron event area was proportional to (HV)
9.7

, which is consistent 

with a 12 stage PMT design.  Each individual Photonis XP2020 came with a 

manufacturer’s calibration slip showing the required high voltage bias for the same gain 

of 3×10
7
.  Therefore, all six PMTs had quite different gains at the same HV bias.  Also, 

the experimental value of the exponent in the power law fit was observed to be a 

characteristic of each detector, and the other 5 scintillation detectors showed a single 

neutron event area proportional to (HV)
9.4

–(HV)
11.2

.  The calibration results of the other 

5 detectors are summarized in Appendix D.  

This calibration method is particularly useful if we want to extend the detection 

range of the scintillation detectors without saturating the PMT when a large background 

noise is expected.  A HV bias of -2100 V or higher is appropriate for a neutron yield 

lower than 10
6
 n/shot on TPW.  This has an advantage in the detection of DD fusion 

neutrons in the harsh environment that we expect to encounter on the TPW because the 

EMP noise can be up to 1 V in the vicinity of the target chamber.  When the detectors 

are located at 2 m from TCC, the 2.45 MeV neutrons arrive 85 ns after the x-rays and we 

estimate the EMP noise can still be up to several hundred mV on the oscilloscope.  By 

having a larger gain on the PMT, we expect a distinguishable neutron peak for neutron 
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yields as low as 10
5
 n/shot with a signal to noise ratio greater than one even with 800 mV 

EMP noise level.   

For neutron yields ranging from 10
6
 to 10

7
 n/shot, the HV bias can be reduced 

such that the PMT does not become saturated while keeping the neutron signal on the 

oscilloscope above the EMP noise level.  With the detectors set up at 10 m from TCC 

and HV bias less than -1700 V, the scintillation detectors can measure a total neutron 

yield as high as 10
8
 n/shot.  Therefore, the scintillation detectors can measure neutron 

yields ranging from 10
5
 n/shot to 10

8
 n/shot in the TPW cluster fusion experiments.       

5.3.2. Application of indium activation for the low neutron yield measurement of the 

cluster fusion neutron source 

At 5 cm away from the source, the neutron fluence with a total yield of 10
4
 n/shot 

is only 32 n/cm
2
/shot, which has too low of a probability of activating the indium disk 

target with one laser shot.  However, the activation detector can still measure the 

average neutron yield per shot by accumulating many shots over several times the half-

life.   

For each gas jet fire, the number of neutrons that arrive within the surface area of 

the target is   
 

  
, where Y0 is the neutron yield per shot at the source and Ω is the solid 

angle of the indium disk from the source.  These neutrons activate the In-115 atoms with 

an activation cross section σ.  Then, the number of activated In-115m atoms per shot 

becomes Nact=   
 

  
 

  

 
, where A is the surface area of the target and N is the number of 

In-115 atoms in the target.   

Therefore, the rate equation for the number of In-115m atoms at time t, Nact(t), 

can be expressed as 

        

  
      

 

  

  

 
           (for 0≤ t ≤ T0),   (5.1) 
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where f is the frequency of the nozzle fire, λ=4.292×10
-5

 s
-1

 is the time constant of In-

115m,  and T0 is the total exposure time.  After the irradiation, the indium target is 

immediately removed from the source until T1, at which point 336 keV gamma rays are 

measured until T2.  Then, the number of disintegrations of In-115m atoms, ΔN, during 

the time interval T2-T1 becomes  

ΔN = Nact(T1) Nact(T2)     
 

  

  

  
                                . (5.2) 

Therefore, the number of 336 keV gamma rays registered at the HPGe detector is 

Nγ = εp ΔN =      
 

  

  

  
(       )                        ,  (5.3) 

and the total neutron yield during time T0 becomes 

Y = (f Y0)×T0 =
        

     

         

(       )              
,     (5.4)  

where, =0.039 is the detection efficiency of the HPGe detector for the cylindrical plate 

with 7.6 cm diameter, p=0.458 is the probability of emitting a 336 keV photon per 

disintegration of In-115m, and σ=326 mb is the neutron activation cross section of In-115 

for 2.45 MeV neutrons.
91

   

Using the cluster fusion source, we integrated 23,000 shots during 10 hours at 

0.64 Hz, and obtained the gamma ray spectrum shown in Figure 58.  The area under the 

peak at 336 keV contains 362 (±22) counts, from which the calculated total neutron yield 

was 2.4 (±0.15) ×10
8
 neutrons during the 10 hour period.  This result agrees within 6% 

error with the independently measured average neutron yield of 1.0×10
4
 n/shot using the 

scintillation detectors.   

Two scintillation detectors operated in pulse counting mode for this measurement, 

and counted neutron events during the irradiation process.  Applying the detection 

efficiency and solid angle of each detector, the neutron yields from EJ-200 and EJ-232Q 

detectors were 9.05×10
3
 n/shot and 1.13×10

4
 n/shot, respectively. 
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Figure 58. Gamma ray spectrum of indium plate after 10 hours of irradiation on THOR  

(Total neutron yield ~2.4×10
8
 n). 

In equation (5.4), we did not account for the self-absorption of gammas, which is 

not significant for the 3.2 mm thick disk target and 0.3 mm thick foil target that we used.  

The absorption cross section of indium for 336 keV photons was neglected for the 

purpose of this calibration.  Also, the mean free path of 2.45 MeV neutrons inside the 

indium target is significantly longer than the thickness of 3.2 mm.   

Using 3.2 mm thick disk target and accumulating 23,000 shots, we demonstrated 

that the indium activation technique can be used for the average neutron yield 

measurement as low as 10
4
 n/shot.  The successful measurement of low neutron yield in 

the cluster fusion experiment on THOR ensures that this technique can be properly used 

for the fusion yield measurement on TPW for neutron yields higher than 10
7
 n/shot.  

5.3.3. Calibration of CR-39 and indium activation using Cf-252 neutron source 

A Cf-252 neutron source was used to cross calibrate CR-39 detectors and the 

indium activation detectors.  Several indium foils set up at various distances from the 

source measured the activity of the Cf-252 using the indium activation technique.  

Based on previous studies, the total neutron yield at the source is given by the following 

formula,
79-81
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        (5.5)

 
where N is the number of gamma counts measured by the HPGe detector during the time 

interval Δt2, =0.058 is the measured HPGe detection efficiency for a rectangular foil 

geometry using 344 keV gamma rays from a calibrated Eu-152 source, N=1.057×10
22

 is 

the total number of In-115 nuclei in the 2.106 g indium foil, and Δt1 is the time interval 

between the end of neutron irradiation and the start of gamma count.  <σφ> is the 

activation coefficient, where the fluence, φ, is 1/4πR
2
 for a point source with R being the 

distance from the source to the indium atom and the Cf-252 spectrum-averaged neutron 

activation cross section of In-115 is σ=199.4 mb.
89

  

The measured gamma ray spectrum from an indium foil that was placed 10.4 cm 

from the Cf-252 source is shown in Figure 59, which shows 354 (±21) counts of 336 keV 

gamma rays.  In this measurement, Δt1 was 134 minutes and Δt2 was 60 minutes while 

the foil was irradiated for 180 minutes.  A background noise of 73 counts was subtracted 

from the total event count of 427 for the photon energy ranging from 334.1 keV to 

339.2 keV.  A magnified spectrum image shows the peak at 336 keV.  The measured 

value of 354 (±21) photons corresponds to 1.08 (±0.07) ×10
11

 neutrons emitted from the 

source, which is consistent with the measured source activity of 9.3×10
6
 n/shot or 

8×10
7
 Bq.  
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Figure 59. Measured gamma ray spectrum of an indium foil after 1 hour counting.  

The foil was exposed to a total of Y=1.1×10
11

 neutrons, and was placed at 

10.4 cm from Cf-252 source. 

Figure 60 (a) and (b) show sample images of the CR-39 detectors located at 

5.2 cm and 12.2 cm from the source, respectively.  The back surface images in the 

figures contain 28 and 3 neutron tracks, respectively, with dashed circles indicating the 

location of those tracks.  On average, the CR-39 located at 5.2 cm from the source 

showed 29.8 tracks per image, while the one located at 12.2 cm from the source showed 

5.5 tracks per image.   

To calculate the neutron yield from the measured number of tracks on the back 

surface, a calculated detection efficiency of 4.6×10
-4

 was used.  Since the detection 

efficiency of CR-39 for 2.45 MeV neutrons is known to be 3.3×10
-4

 on the back surface 

of CR-39,
83

 we calculated the Cf-252 spectrum-averaged neutron-proton elastic cross 

section (=3.6 b) and divided it by the cross section (=2.5 b) for DD fusion neutrons.
90,91
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Then, we multiplied this ratio by the known detection efficiency, which resulted in the 

efficiency of 4.6×10
-4

 on the back surface for the Cf-252 neutron source.  Based on the 

measured number of neutron tracks, the neutron yields were 0.97×10
11

 and 1.01×10
11

 for 

the detectors at 5.2 cm and 12.2 cm, respectively.   

These values agree with the yield measurements from the indium activation 

detectors irradiated by the same Cf-252 neutron source for the same time duration.  

Therefore, the method that we used to calculate the detection efficiency of CR-39 for the 

Cf-252 source is an appropriate procedure to calibrate the CR-39 detectors.  Both 

indium and CR-39 detectors would be suitable for the measurement of neutron yields as 

high as 10
11

 n/shot.  

 

Figure 60. Optical microscope images of CR-39 track detectors after 6 hours of 

chemical etching.  The CR-39 plates at various distances were exposed to a 

Cf-252 source, which emitted a total of 1.1×10
11

 neutrons during the 

calibration period.  The distance from the Cf-252 source to the plate was 

(a) 5.2 cm, and (b) 12.2 cm. 

5.4. CONCLUSION 

We have calibrated three types of neutron detectors for use in the deuterium 

cluster fusion experiment on the TPW.  DD fusion neutrons from a cluster fusion 
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experiment on the 15 TW THOR laser and Cf-252 were used as neutron sources.  For 

the calibration, the neutron detectors were exposed to the expected total number of 

neutrons from the cluster fusion experiment on the TPW.   

The plastic scintillation detectors operated in a pulse counting mode during 

calibration, and single neutron event areas were measured at various HV biases.  This 

method allows us to expand the dynamic range of the scintillation detectors under high 

EMP noise environment, and they would work in current mode to detect 10
5
–10

8
 n/shot.   

We demonstrated that the indium activation technique, frequently used in high 

neutron yield measurements, could also be used for low neutron yields of 10
4
 n/shot in 

cluster fusion experiments on small scale table-top laser systems.  The calibration result 

from a 7.6 cm diameter, 3.2 mm thick indium target agreed with the yield measurements 

from scintillation detectors within the measurement error of 6% during gamma counts.  

This indicates that the indium activation detectors can measure the fusion neutron yield 

when the yield on the TPW is over 10
7
 n/shot.   

We also used the indium activation technique to calibrate the Cf-252 source with 

several indium foils.  This allowed cross calibration of CR-39 detectors, which showed 

clear neutron tracks when irradiated by the same source with Y=1.1×10
11

 neutrons.  

When a neutron detection efficiency of 4.6×10
-4

 was used, the total neutron yield 

measured from CR-39 detectors agreed with the yield measurement from indium 

activation. 
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Chapter 6. TPW cluster fusion experiment 

The dependence of the hot (multi-keV) ion temperature from Coulomb explosion 

of deuterium clusters on the incident laser intensity has been investigated at the TPW 

facility.
31

  After optimization, deuterium plasmas with up to 10 keV ion temperature 

were observed.  The substantial increase in the volume (1–10 mm
3
) of the deuterium 

plasma at the TPW enabled the production of 1.6×10
7
 neutrons in a single shot with a 

120 J, 170 fs laser pulse.  The possible effects of the pre-pulses were examined by 

implementing a pair of plasma mirrors.  Ion energy measurements with and without 

plasma mirrors both show a drop in the deuterium ion temperature for laser intensities 

above an optimum intensity.  Qualitative agreement of this feature with a computer 

simulation is presented for the case without plasma mirrors.  

6.1. INTRODUCTION 

Nuclear fusion from laser-heated deuterium clusters has been studied since 

1999.
16

  Liquid-density, nanometer scale deuterium clusters are commonly used as 

targets, which form when cold deuterium gas is forced under high pressure through a 

supersonic nozzle.
70

  In these experiments, deuterium ions were observed with energies 

up to a few keV, which is energetic enough for collision of those ions to result in DD 

fusion and produce a burst of 2.45 MeV neutrons.   

Neutron fluxes greater than 10
9
 n/cm

2
/shot would enable sub-ns time-resolved 

pump-probe experiments of neutron damage studies.
25

  The petawatt lasers currently 

operating and being built with pulse durations below 200 fs have the potential to drive 

such sources.  Therefore, the laser-cluster generated fusion plasma is attractive as a 

bright, short, and localized neutron source which is potentially useful for neutron 

radiography or material damage studies.   
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Since the initial experiments, there has been much research on the details of the 

laser-cluster interactions.
48,97

  The process by which the ions attain their energies has 

been well explained by the Coulomb explosion model.
17,97

  In this model, the electrons 

in the atomic cluster first absorb the laser pulse energy and the atoms are ionized, which 

is often referred to as the inner-ionization.  The electrons further gain energy through 

other absorption mechanisms such as above-threshold ionization
5
, inverse bremsstrahlung 

heating
98

, resonant heating
43

, and stochastic heating
44

, then escape from the cluster.  At 

high enough laser intensity, almost all of the electrons are removed from the cluster.  

This occurs on a time scale short relative to the ion motion, so what remains is a highly 

charged cluster of ions at liquid density, which promptly explodes by Coulomb repulsion.   

There are two important time scales in the Coulomb explosion model.  The first 

is the ionization time, or the time interval between the start of the inner-ionization and the 

moment at which all the electrons escape from the cluster, and the second is the cluster 

expansion time, characterized by the time it takes to expand to twice the initial size.   

Since the DD fusion cross section rapidly increases with ion temperature in the 

keV energy range, generating more energetic deuterium ions is crucial in achieving 

higher neutron yields.  To maximize the ion energies, previous studies have shown that 

the cluster ionization time should be less than the expansion time.
86

  Up to about 7 keV 

ion temperature has been observed with a peak laser intensity of 10
16

 – 10
20

 W/cm
2
 using 

deuterium cluster targets.
18,48,85,86

   

Besides requiring an ultra-short pulse, a very high contrast ratio between the main 

pulse and the pre-pulse is desirable.  If ionization takes place due to pre-pulses, the ions 

in the cluster start expanding before the main pulse arrives, effectively decreasing the 

overall atomic density of the deuterium cluster, and resulting in less ion kinetic energies 

after the Coulomb explosion.   
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The DD fusion neutron yield in a cluster fusion experiment can be expressed as 

follows
18

:  

  
  

 
∫  

             ∫             (6.1) 

The disassembly time of the plasma filament, τd, can be estimated as τd~ r/<v>, where the 

mean speed of the hot deuterium ions within the filament, <v>, is √    
̅̅̅̅       for a 

Maxwellian distribution, and r is the radius of the cylindrical filament.  The average 

deuterium density nD can be measured experimentally, and its approximate value was 

7 (±4)×10
18

 cm
-3

 for similar gas jet conditions 
99

.  We assumed nD=1×10
19

 atoms/cm
3
 

for the subsequent calculations considering the lower gas jet temperature and slightly 

higher backing pressure.  Given the velocity distribution f(v) of the hot ions, we can 

calculate the fusion reactivity, <σv>.  The first integration is over the volume element 

dV within the plasma filament.  Nion is the total number of energetic deuterium ions 

originating from the plasma, and <σv> is the velocity averaged fusion cross-section.  

The second integration is over the length element dl over the entire gas jet, where l varies 

from r to the radius of the gas jet, R.  The first term accounts for the total DD fusion 

reactions within the hot plasma.  The second term is the beam-target contribution, which 

accounts for the fusion reactions between hot deuterium ions originating from the 

exploding clusters and the cold background deuterium ions or atoms in the gas jet. 

Two side camera images of the plasma filament are shown in Figure 61.  Figure 

61 (a) shows the typical side image of the deuterium plasma filament at the focus, and 

Figure 61 (b) shows the side image of the filament at 10 cm away from the focus.  

Assuming a uniform density nD of the deuterium ions inside the plasma filament and 

throughout the gas jet, the theoretical neutron yield can be calculated using the Faraday 

cup TOF measurements and a simple model for the filament.   
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Figure 61. Side images of the deuterium plasma filament on a system shot (a) at focus 

(with 1 suppressing filter) and (b) at 10 cm away from the focus 

The deuterium plasma filament in each figure can be approximated as a 5 mm 

long cylindrical filament.  The length of the filament was about the same dimension as 

the diameter of the nozzle opening, and was l=5 mm.  Then, the total number of hot ions 

can be expressed as                     , and the volume of the filament, 

V, and the radius r can be calculated using the experimentally measured value of Nion 

from the Faraday cup and the assumed ion density of nD.   

The calculated radius of the filament from this cylindrical model is smaller than 

the apparent size of the plasma in the side camera image because only the regions where 

the intensity of the laser is high enough to induce Coulomb explosion are the sources of 

hot ions.  Instead, the diameters of 400 m and 2 mm in Figure 61 (a) and (b), 

respectively, were consistent with the measured focal spot sizes according to the images 

of the laser beam in the mid-field.      

A color image of the deuterium plasma filament along with the supersonic nozzle 

and the pulse valve is shown in Figure 62.  A mirror installed for the bottom-view 



 120 

camera is also shown in Figure 62 under the plasma filament.  The OPA pulse energy 

was a few hundred mJ on this shot.  

 

Figure 62. An image of the deuterium plasma filament with an OPA shot 

In this chapter, a cluster fusion experiment using a petawatt laser system is 

described in detail.  For this experiment, we used the TPW
26

.  The greater energy of 

this laser over those previously used enabled a much greater volume for the laser-cluster 

interaction enabling the production of 1.6×10
7
 neutrons in a single shot.  We look at the 

neutron yield and the ion temperature as a function of laser parameters such as the pulse 

energy, the pulse duration, the power, and the intensity of the laser.  We also investigate 

possible pre-pulse effects of our system by comparing the neutron yields with and 

without plasma mirrors.  For this work, we used laser pulses of 10 to 120 J pulse energy, 

and varied the pulse duration from 170 fs to 550 fs.   
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6.2. EXPERIMENTAL SETUP 

The TPW has, as part of its beam-delivery options, an f/40 focusing spherical 

mirror with 10 m focal length.  This creates a much bigger interaction area, and higher 

neutron yields are expected from the increase in the volume of the plasma filament.  The 

TPW is a chirped pulse amplified laser that can deliver 200 J pulses of 1057 nm 

wavelength, with 170 fs duration 
26

.   

 

Figure 63. The layout of the Texas Petawatt target area for this experiment 

 Figure 63 shows the experimental layout of the system and the detector locations 

in the TPW target area.  After being compressed to 170 fs by the compressor, the pulse 

continues in vacuum, reflecting off of a 45 degree turning mirror to the f/40 spherical 

mirror, then the 22 cm diameter beam is focused to a 200 m diameter focal spot in the 
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target chamber.  The spherical mirror was fixed on a translation stage with a 20 cm 

travel distance in the laser propagation direction, which allowed us to adjust the relative 

distance between the focus and the cluster producing nozzle.  The peak laser intensity at 

the focus was on the order of 10
18

 W/cm
2
, and the average incident laser intensity on the 

cluster target was varied from 10
15

 W/cm
2
 to 10

18
 W/cm

2
 either by translating the 

spherical mirror or by adjusting the location of the nozzle. 

To maximize the neutron yield by optimizing the laser intensity, we used the 

following setup shown in Figure 64.  Neutron yield was measured varying the distance 

from the nozzle to the focus in the laser propagation direction. 

 

Figure 64. Schematic diagram for the neutron yield measurement as a function of the 

distance from the nozzle to the focus  

To produce cluster targets, deuterium gas was cryo-cooled to 86 K, and forced 

through a supersonic nozzle at a pressure of 770 psi.  The conic nozzle had an input 

diameter of 790 m, a half-angle opening of 5 degrees, and an exit diameter of 5 mm.  

The nozzle was attached to an XYZ manipulator with 5 cm travel distance in each 

direction.  At 86 K, clusters with average diameter around 15 nm were produced (about 

100,000 atoms), which was confirmed using a series of Rayleigh scattering 
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measurements with a 17 mW HeNe laser.  The peak intensity of the TPW was high 

enough to fully ionize deuterium clusters of this size. 

Six plastic scintillation detectors that had been calibrated using the cluster fusion 

neutron sources on the THOR laser prior to this experiment detected the DD fusion 

neutrons 
28

.  Four of the six scintillation detectors used 4.0 cm diameter, 2.0 cm long EJ-

232Q scintillators with very fast rise time and decay time for accurate TOF measurement 

along with neutron yield measurement, and the other two detectors used 4.6 cm diameter, 

4.9 cm long EJ-200 scintillators for a higher detection sensitivity.  Each scintillator was 

coupled to a Photonis XP2020 PMT.  Three scintillation detectors were located at 1.9 m 

away from the nozzle, and the other three detectors were 4.5 m away.  All the detectors 

were placed at 90 degrees from the laser direction.  

To measure the total number of deuterium ions and determine the ion 

temperature, a Faraday cup 0.96 m away from the interaction region measured the 

deuterium ions in a TOF configuration.  An electric field of 80 V/mm was applied over 

the last 5 mm of this flight path to repell slow electrons without affecting the time 

measurement.   

Laser energy not absorbed by the cluster target was attenuated and directed onto a 

calibrated energy meter.  Together with a calibrated on-shot measurement of pulse 

energy before the cluster jet, this allowed us to measure the absorption in the cluster gas 

jet plume.  Two cameras took images at orthogonal views of the plasma filament during 

the shot.  A camera measured an equivalent mid-field image plane that represented the 

actual beam profile on the cluster target.  The pulse duration, through autocorrelation, 

and energy was also measured on each shot. 

In order to examine the effect of the TPW pre-pulses on the cluster fusion 

experiment, some shots were taken using a pair of plasma mirrors to increase the relative 
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size of the main pulse over any pre-pulses.  Plasma mirrors can increase this contrast 

ratio without modifying the system significantly 
33

.  For this experiment, a pair of 

uncoated BK7 glass windows was inserted at 45 degrees between the target and the f/40 

focusing mirror.  Therefore, the combined reflectivity of the double plasma mirrors will 

be 1% for pre-pulses, while 50% reflectivity is expected for the main pulse.   

Previous studies showed that the reflectivity of one plasma mirror goes as high as 

70% when the fluence on the mirror exceeds 50 J/cm
2
 

32,33
.  On the TPW, the s-

polarized laser beam fluence on the first mirror was about 100 J/cm
2
, and the beam 

fluence on the second mirror was estimated to be about 70 J/cm
2
.  The double plasma 

mirrors reduced the energy of the main pulse by a factor of 2, while reducing the pre-

pulse energy by two orders of magnitude, for a 50x contrast ratio improvement.  A few 

pictures of the plasma mirror setup are added in Appendix E. 

6.3. RESULTS AND ANALYSIS  

The neutron yield (neutrons per shot) averaged over all 6 plastic scintillation 

detectors on each system shot is plotted in Figure 65 as a function of the nozzle distance 

relative to the focus, where the distance from the focus is described in Figure 64.  The 

blue squares are data taken with delivered laser energies of 90 to 115 J.  The neutron 

yield peaked at a distance of 11 cm, where we achieved 1.6×10
7
 n/shot.  A similar 

nozzle position scan while using two plasma mirrors, shown as red triangles, had an 

optimum distance of 5 cm, achieving a neutron yield of 7.2×10
6
 n/shot using the post-

plasma mirror energies of about 45 to 60 J.  Interestingly, we did not see higher neutron 

yield with plasma mirrors, which we believe is due to the decrease in the number of 

energetic deuterium ions since only 50% of the pulse energy went into the target.  The 

ion temperature in both cases was as high as 10 keV.   
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Figure 65. Neutron yield (neutrons per shot) on system shots with (triangle) and 

without (square) plasma mirrors as a function of the distance from the 

nozzle to the focus.  The solid line indicates the third order polynomial fit 

to the no plasma mirror data, and the dashed line indicates the third order 

polynomial fit to the data with plasma mirrors.  The error bars indicate one 

standard deviation of the mean. 

The TOF measurements indicated that the hot deuterium ions had a nearly 

Maxwellian velocity distribution.  Two examples of the Faraday cup data with 

Maxwellian fits are shown in Figure 66.  Initial x-ray peaks are followed by the 

energetic deuterium ion peaks, the delay of which is used to deduce the ion temperature 

of the plasma.  The number of deuterium ions, Nion, generated within the interaction 

region was estimated by scaling the solid-angle detection of the Faraday cup data to a full 

4π distribution 
18

. 
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Figure 66. (a) Faraday cup trace of a system shot with a Maxwellian fit with ion 

temperature of 7.3 keV.  (b) Typical Faraday cup trace of a 10 J shot with a 

Maxwellian fit with ion temperature of 2 keV.  A huge initial x-ray peak is 

followed by the deuterium ion peak in each figure. 
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The beam-target contribution and the beam-beam contribution in equation (6.1) 

can be evaluated if we know r (or Nion) and the ion temperature, kT, both of which can be 

calculated from the Faraday cup TOF measurements.  The beam-beam contribution can 

be directly calculated using the assumed uniform atomic density of nD, the fusion 

reactivity for the measured ion temperature, and the total number of ions deduced from 

the Faraday cup measurements.  The plasma disassembly time in equation (6.1) is also 

known since r can be calculated using the measured value of Nion and applying the 

cylindrical filament model with density nD.   

The beam-target contribution can be estimated approximating the velocity 

averaged fusion cross-section <σv> as <σ>kT/2.  This approximation is legitimate since 

the overall ion energy distribution of the energetic ions from Coulomb explosion closely 

followed a Maxwellian distribution, and the background ions can be considered 

stationary.   

Previous studies suggest that the Maxwellian distribution of the hot ions 

originates from the log-normal size distribution of the clusters, and not from the 

thermalization of the energetic ions 
18,100

.  This is consistent with the fact that the mean 

free path of the hot deuterium ions for ion temperatures ranging from 2 keV to 10 keV is 

2–7 mm according to the SRIM simulations 
18,50

, which is greater than the radius r in this 

experiment.   

As a special case,          
        

       
 when the energy distribution of hot 

ions follows a delta function distribution.  Though an exact value of <σ>kT/2 can be 

calculated using the known DD fusion cross section and the Maxwellian distribution, a 

rough approximation,         
        

   
, can be used for ion temperatures ranging 

from 5 keV to 100 keV 
18

.  Note that this approximation gives up to about 30% errors 

for low ion temperatures.    
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Therefore, the ratio of the two contributions in equation (6.1) is approximately  
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where, R=2.5 mm is the radius of the gas jet and   √
    

          
 is the radius of the 

filament.  Knowing Nion and kT from the TOF Faraday cup measurements and assuming 

a constant nD=10
19

 cm
-3

 inside the whole gas jet whose radius is 2.5 mm, we have an 

independent way to calculate the total DD fusion neutron yield, Y, theoretically using the 

simplified cylindrical filament model.  
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From equation (6.2),  is a function of r and kT.  Since r is a function of Nion, 

and both <v> and <σv>kT are functions of kT, the total neutron yield is a function of Nion 

and kT only in equation (6.3).  Figure 67 (a) shows the relationship between the 

measured average neutron yield and the fusion reactivity in a log-linear scale.  Figure 

67 (b) shows measured average neutron yield versus <σv>×Nion in a log-log scale.  

System shots with plasma mirrors (red triangle) and without plasma mirrors (blue square) 

are plotted together in each graph.  

Figure 67 (a) does not exhibit a linear relationship because Y also depends on Nion.  

Since we changed the focal spot size by moving the nozzle away from the focus in the 

laser propagation direction, Nion was very different on each shot.  Also, Nion dropped 

considerably when we used plasma mirrors due to the less available energy, which 

resulted in smaller neutron yields in general with plasma mirrors.  

From equation (6.3), Y is an increasing function of <σv>kTNion.  Figure 67 (b) 

shows the relationship between the measured neutron yield and this parameter along with 

a linear fit (solid line).  Approximately linear relationship between the neutron yield and 



 129 

<σv>kTNion is shown in this figure.  However, the deviation from the linear fit was rather 

large when the value of <σv>kTNion was small.  This is likely related to the fact that the 

plastic scintillation detectors were located far away from the chamber, and their detection 

limits were on the order of 10
5
 neutrons per shot.  There were some shots that did not 

trigger any neutron detectors with similar ion temperatures, and those shots with no 

measured neutron yields are not shown in the figure.  Consequently, there were not 

many neutron yield data with low ion temperatures, which resulted in larger statistical 

errors in this region.  

Finally, Figure 67 (c) shows the plot of the experimentally measured average 

neutron yield (neutrons per shot) from the 6 plastic scintillation detectors on each shot 

versus the calculated neutron yield using the cylindrical filament model and the ion TOF 

measurements data.  

  



 130 

 

Figure 67. Experimentally measured neutron yield from 6 plastic scintillation detectors 

versus (a) the fusion reactivity, (b) the fusion reactivity times the number of 

hot ions, (c) and the calculated neutron yield.  The solid black lines are 

linear fits to the data. 
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After finding the focus, and firing several 100 J ~ 180 J system shots and 10 J rod 

shots near the focus, we found that the highest possible intensity laser beam on the cluster 

target did not produce the most energetic deuterium ions or the most number of DD 

fusion neutrons.  Even with a very soft focusing, the TPW reaches several times 

10
18

 W/cm
2
 at peak intensity.  However, we have not seen any neutron peaks with the 

plastic scintillation detectors at this high peak intensity when the filament was located at 

the focus or near the focus.  When the targets were close to the focus, we generally had 

very strong x-ray peaks with the 100 J ~ 180 J system shots.  

Due to the huge x-ray signal near the focus, the minimum detection range was 

limited to about 10
4
 ~ 10

5
 n/shot for the system shots.  It took more than 50 ns for the 

saturating x-ray signals to decay low enough to distinguish TOF neutron signals even for 

the plastic scintillators with very fast decay constant, and we could not place the detectors 

close enough for low neutron yield measurement.  Therefore, the estimated neutron 

yield at the focus was lower than 10
4
 n/shot.  

Interestingly, the scintillation detectors occasionally detected fusion neutrons with 

much lower energy shots, or with 10 J rod shots.  This was quite unexpected because it 

was shown that the neutron yield scaled as square of the laser pulse energy as a result of 

the increase in the volume and the ion temperature 
48,85,86

.  Though the exact cause of 

this behavior is unclear, this brings up a question of how the ion temperature depends on 

the laser intensity.  There are at least two different approaches to investigate this 

dependence and the cause of that.  

The first approach is to send the nozzle further away from the focus so that the 

laser intensity on the target gets smaller with same pulse energy and similar pulse 

duration.  This is equivalent to varying the intensity of the laser for a fixed pulse energy, 

and measuring the neutron yield and ion temperature, etc.  The measurements of the 
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pulse energy, pulse duration, and the beam profile on the target enabled us to calculate 

the average laser intensity incident on the deuterium cluster target.  To the best of the 

authors’ knowledge, there has not been an experimental scan of the average laser 

intensity in relation to the DD fusion neutron yield or the ion temperature of the 

deuterium plasma.  Instead, researchers have normally performed a series of nozzle 

position scan to optimize the neutron yield for a fixed laser pulse energy 
48,85

.  

For the laser intensity scan, the focal spot area should be kept similar throughout 

the entire filament length of 5 mm.  Without the depletion of the incident laser pulse 

energy, this means that each cluster experiences similar laser intensity throughout the 

filament.  When the pulse energy is efficiently absorbed by the clusters, we can still 

examine the collective behavior of the hot ions in terms of the average incident laser 

intensity.  Due to the big f-number of TPW focusing optics, the Rayleigh length of TPW 

laser beam was over 2 cm, and this allowed us to perform a scan of the laser intensity by 

moving the nozzle away from the focus.  Even at 15 cm away from the focus, the beam 

size almost did not change throughout the entire filament length, which we verified by 

looking at the side images of the filament on each shot.  

The second approach involves implementing a pair of plasma mirrors.  The 

installation of plasma mirrors did not require any major design change in the amplifier 

chain of TPW, so all the characteristics of the laser pulse remained unchanged during the 

system shots with plasma mirrors.  The contrast ratio of the TPW laser beam was better 

than 10
7
 outside 1 ns time window based on a series of photodiode measurements.  

However, we have not identified all the pre-pulses within 1 ns time window from the 

main pulse.  So, there was a possibility that the cluster targets were destroyed by 

possible pre-pulses before the main pulse arrived.  It is estimated that as low as 

10
11

 W/cm
2
 pre-pulse could destroy the cryo-cooled deuterium clusters 

101,102
.  If that 
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actually happened, we would have had much smaller clusters left by the time the main 

pulse arrived, and less energetic ions would have been produced from the laser-cluster 

interaction.  The second approach is based on the assumption that if the pre-pulses 

started destroying the deuterium clusters at certain intensity, we could possibly avoid that 

by reducing the pre-pulse intensity by 50 times while keeping the main pulse intensity the 

same utilizing a pair of plasma mirrors.  

Figure 68 (a) shows the neutron yield versus the spatially averaged incident laser 

intensity for the system shots without plasma mirrors.  Clearly, there was an optimum 

average laser intensity, after which the neutron yield started getting lower.  The spatial 

average of the incident laser intensity was calculated by dividing the pulse energy by the 

pulse duration and the focal spot size of the beam at the target, all of which were 

measured from the TPW on-shot diagnostics.  The peak intensity was up to 4 times the 

average intensity in this experiment, and the perimeter of the beam was more intense than 

the center according to the mid-field images.  

Figure 68 (b) shows the fusion reactivity versus average laser intensity for system 

shots without plasma mirrors.  The fusion reactivity was calculated using the ion 

temperature for each shot measured on the Faraday cup 
18,51,86

.  Both system shots with 

and without plasma mirrors are shown together in Figure 68 (c).  Interestingly, both 

curves lie very close without showing distinct features.  The fact that the fusion 

reactivity did not become larger when we used plasma mirrors at high laser intensity 

seems to indicate that either we failed to filter out the relevant pre-pulses completely or 

this intensity dependence is not a result of pre-pulses.  With 50 times contrast ratio 

improvement, we expected to see a saturating behavior when double plasma mirrors were 

implemented.  Instead, we observed similar dependence of the fusion reactivity on the 

average laser intensity. 
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Figure 68. (a) The average neutron yield, (b) the fusion reactivity without the plasma 

mirrors, (c) the fusion reactivity with and without the plasma mirrors versus 

the average laser intensity 
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Figure 69. The dependence of the ion temperature on the average laser intensity for 

system shots with and without plasma mirrors.  The error bars indicate 

20% uncertainty in the measurement of the average laser intensity and 2% 

error in the measurement of the ion temperature. 

The dependence of the ion temperature on the average laser intensity is shown in 

Figure 69.  The ion temperature decreases as the laser intensity becomes higher than the 

optimum intensity.  Below the optimum intensity, the ion temperature increases as the 

laser intensity increases.  The latter trend has been observed before, and was shown to 

agree with the numerical simulations 
100,103

.   

The deuterium atoms inside each cluster experience inner-ionization within a 

femtosecond once the laser intensity rises above 10
14

 W/cm
2
.  In this state, the atoms 

inside the cluster are fully ionized, but the electrons are still bound to the cluster.  They 

can only escape from the cluster after gaining further energy from the laser pulse.  This 

process is often called the outer-ionization 
104

.  For this outer-ionization, the electrons 

should gain kinetic energy larger than the potential energy at the surface of the cluster.  
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At the surface of the cluster, the average kinetic energy of an electron is roughly the 

ponderomotive potential inside the laser field, which increases linearly with the laser 

intensity.  Therefore, more electrons will escape from the cluster as the laser intensity 

increases.  This would be true until the laser intensity becomes high enough to strip all 

the electrons out of a given cluster, whose intensity is called the critical intensity.  So, 

higher laser intensity results in higher charge state of the cluster, and the higher ion 

temperature and neutron yield that we see in Figure 68 can be understood as the results of 

this.  

Above the critical intensity, it was thought that the clusters would be still fully 

outer-ionized, producing equally hot ions 
85

.  In this experiment, this was not the case, 

and we saw much less energetic ions at the highest laser intensity above 10
18

 W/cm
2
.  

We successfully produced very energetic ions.  The ion temperature reached almost 

10 keV at optimum laser intensity, which implies that these ions originated from a very 

big deuterium cluster.  The measured ion temperature in the range of 2 keV ~ 10 keV is 

also consistent with other experiments with deuterium cluster targets 
18,48,85

.   

Assuming liquid density of deuterium atoms inside the cluster, we can estimate 

the average size of a cluster from the measured ion temperature.  Using the number 

density of liquid deuterium, n=4.86×10
22

 atoms/cm
3
, a deuterium cluster with N atoms 

has a radius of R (Å)=1.7×N
1/3

.  After complete outer-ionization, the potential energy of 

the outermost ions can be calculated as 
17

,  

          
  

     
 

   

     
 

    

 
   

     
 

     

   
,     (4) 

where Q is the total charge inside a cluster of radius R, n is the liquid density of 

deuterium, e is the charge of the deuterium ion, and ε0 is the vacuum permittivity.  
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Similarly, the potential energy of i-th ion located at distance r away from the 

center can be expressed as            
     

     
 

    

 
   

     
 

     

   
,   (5) 

where Q(r) is the total charge inside a ball of radius r within the cluster.  Then, the 

average potential energy of the ions is 
17

:  

    
∑       

   

 
 

∫          
 
 

 
 

∫  
     

   
 (       )

 
 

 
    

 

 
     

   
    

     

 
   (6) 

Upon Coulomb explosion, the potential energy of each ion is transferred into the 

kinetic energy of each ion, which we can measure using the Faraday cup.  Using 

    
     

   
 

 

 
          at the optimum intensity, we can estimate the 

approximate average size of the clusters, R=8.9 nm, or equivalently,     
    

 
 

        atoms.  This cluster size is quite large for deuterium, and we believe that this 

indicates how successful the shot was in terms of generating hot ions.  If pre-pulse 

caused the ion temperature drop in the high intensity regime, it certainly did not affect 

appreciably at the optimum intensity.  

 We also looked at the relationship between the pulse duration and the ion 

temperature in two different intensity regimes.  For system shots without plasma 

mirrors, the ion temperature at higher than the optimum intensity was around 2–4 keV, 

which shots are shown with a linear fit in Figure 70. 

Normally, higher ion temperature is expected at shorter pulse duration according 

to the Coulomb model.  However, in this experiment, the ion temperature decreased as 

we further increased the laser intensity beyond the optimum intensity.  Similarly in 

Figure 70, the ion temperature drops as the pulse duration becomes shorter in this high 

intensity regime.  
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Figure 70. The ion temperatures on system shots measured from the ion TOF data are 

shown for different pulse durations at various laser intensities.  

In Figure 70, solid triangles represent the ion temperature on system shots with 

plasma mirrors.  It is quite surprising to see that we can get 6 keV ion temperature with 

a 600 fs pulse.  The ion temperature with plasma mirrors was slightly higher than or 

comparable to the ion temperature without plasma mirrors.  The hollow square marks 

represent system shots without plasma mirrors when the intensity was lower than the 

optimum intensity.  The ion temperature is not a function of the pulse duration alone in 

this regime, and there is no clear trend.  Again, a 500 fs pulse generated energetic ions 

with ion temperature higher than 6 keV.  This suggests that we can generate reasonable 

amount of fusion reactions with relatively longer pulse lasers than TPW.   
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6.4. DISCUSSION 

When the nozzle was near the focus, the ion temperature was only about 2 keV 

and Nion was small, which resulted in low neutron yield.  With a simple model for the 

filament and the ion TOF Faraday cup data, we confirmed a good agreement between the 

theoretically calculated neutron yield and the measured neutron yield averaged over the 6 

plastic scintillation detectors.   

This demonstrates the validity of the simple model, and allows an estimation of 

the maximum achievable neutron yield with the current system and setup.  The ion TOF 

measurements showed up to 10 keV deuterium ion temperature in this experiment, which 

agreed with the transmitted energy measurements showing up to 90% absorption of the 

120 J pulse energy by the cluster targets.  The TOF Faraday cup measurements also 

showed that the hot ions carried less than half of the total laser pulse energy.  Given this 

information, we can estimate the maximum possible neutron yields on the TPW.  

TPW can deliver 180 J laser pulse with up to 90 J carried by the energetic 

deuterium ions.  Assuming a temperature of 10 keV ions at the optimum intensity, the 

total number of ions can be calculated using 90 J = 3/2 kT×Nion.  With kT=10 keV and 

Nion=3.8×10
16

, the DD fusion neutron yield was estimated using the same model 

presented in this paper.  This sets the highest achievable neutron yield limit of 6.5×10
7
 

n/shot with the current setup on TPW system although we can still improve the neutron 

yield either by optimizing the laser intensity and the gas jet condition to get hotter ions or 

by increasing the overall atomic density nD with a modified supersonic nozzle.  Since 

the maximum achievable ion temperature strongly depends on the cluster size
100

, ion 

temperatures higher than 10 keV is achievable with a bigger deuterium cluster target or a 

bigger deuterated methane cluster target, too.  
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The dependence of the ion temperature on the laser intensity measured in this 

experiment is rather surprising.  Although the cause of this discrepancy is not identified 

yet, we were able to reproduce similar features qualitatively with simulations assuming a 

pre-pulse with an intensity of 10
-4

 times the peak intensity of the main pulse.  For the 

simulation, we made the following assumptions: 

 Clusters experience Coulomb explosion as they interact with the laser pulse, the ions 

are not stationary during the duration of the pulse, and they start expanding as soon as 

the outer-ionization starts.  The radius of a cluster at certain time t, r(t), can be 

written as the distance from the center of the cluster to the outermost deuterium ions 

at the surface. 

 The charge state for a given cluster at time t can be calculated by counting how many 

electrons escaped from the cluster surface due to the laser field until that time.  

 At certain time t, an electron at the surface of the cluster has the electric potential, 

φ(r(t))=-Q(t)e/4πε0r(t), where -e is the charge of an electron, and Q(t) is the total 

charge of a cluster. 

 Due to the laser field, the free electron at the cluster surface (after inner-ionization) 

acquires an average kinetic energy equal to the ponderomotive potential, 9.33×10
-

14
×I(t)[W/cm

2
]λ[m]

2
, where I(t) is the intensity of the laser at time t, and λ is the 

wavelength of the laser.  If the sum of the ponderomotive potential and the electric 

potential φ(r(t)) is equal to or greater than 0, the electron escapes from the cluster 

immediately. 

 The clusters expand symmetrically, and the outermost ions pick up the highest kinetic 

energies as is predicted by the Coulomb explosion model. 
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 The pre-pulse arrives 5 ps earlier than the main pulse with a peak intensity 10
-4

 times 

smaller than the peak intensity of the main pulse.  The pulse duration of the main 

pulse and pre-pulse are both 200 fs.  A deuterium cluster of 500,000 atoms at liquid 

density is irradiated by a λ=1.057 m, Gaussian (temporally), flat-top (spatially) laser 

pulse.  

Figure 71 shows the dependence of the maximum kinetic energy of the deuterium 

ion as a function of the main pulse peak intensity, which agrees well with the 

experimental data qualitatively.  This suggests that pre-pulse might have been the cause 

for this ion temperature drop at higher intensities beyond the optimum intensity.  

However, this is not a definite proof, and needs further verifications since we had 

somewhat similar trend when we utilized the plasma mirrors.  We think that this opens 

two possibilities: First, the plasma mirrors might have been triggered earlier than the 

arrival of the relevant pre-pulses that caused break-up of the deuterium clusters.  This 

can happen if the relevant pre-pulses were too close to the main pulse to be filtered out by 

the plasma mirrors.  Second, the similar trend is explained if the outer-ionization of the 

cluster becomes less efficient as the main pulse intensity exceeds the optimum intensity.   
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Figure 71. The maximum kinetic energy of the deuterium ions from an expanding 

deuterium cluster of 500,000 atoms is shown as a function of the peak 

intensity of the main pulse.  

6.5. CONCLUSIONS 

After optimization of the laser intensity, the gas jet condition, and the laser pulse 

duration, we achieved 1.6×10
7
 neutrons per shot on TPW.  Along with Nion, the ion 

temperature is a very important quantity in the cluster fusion experiment, and we 

successfully produced energetic deuterium ions with ion temperature in the range from 

5 keV to 10 keV on many system shots.  For the first time, we showed the relationship 

between the laser intensity and the ion temperature experimentally.  The big focal length 

of the TPW focusing mirror and high enough intensity of TPW allowed us to investigate 

this relationship.  We also investigated the effect of pre-pulses on the cluster fusion 

experiment using a pair of plasma mirrors. 
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Although it may require further confirmation, we showed that higher intensity is 

not always good for the highest possible ion temperature for a fixed cluster size.  The 

experimental results show that there can be an optimum laser intensity above which the 

ion temperature drops.  This imposes a limit on the ion temperature, and implies that we 

need to increase the volume of the plasma after achieving the desired ion temperature if 

we want to increase the neutron yield further.  
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Chapter 7. Mixture cluster fusion experiment on the TPW 

In this chapter, I will describe a novel way of determining the plasma temperature 

in a laser-cluster fusion experiment on the TPW using the ratio of the 2.45 MeV neutron 

and 14.7 MeV proton yields.
30

 

7.1. INTRODUCTION 

Nuclear fusion from explosions of laser-heated clusters has been an active 

research topic for over a decade.
16,17,20,21,25,48

  Researchers have used either cryo-cooled 

deuterium (D2) cluster targets, or near room temperature deuterated methane (CD4) 

cluster targets for generating cluster fusion reactions.  These cluster fusion experiments 

have been well explained by the Coulomb explosion model, which is particularly useful 

in explaining how we could get energetic deuterium ions from laser-cluster interaction. 

The temperature of the energetic deuterium ions is very important in the cluster 

fusion experiment because the fusion cross-section strongly depends on the ion 

temperature.
51

  To measure this ion temperature, researchers have used TOF 

diagnostics.
18

  This ion temperature is believed to be close to the overall plasma 

temperature when the fusion reactions occurred.   

However, the temperature as measured by a Faraday cup contains the entire time 

history of the ions, and it is possible that the ions measured result from additional 

interactions en route to detection and are not those directly responsible for the fusion.  

This point is illustrated in Figure 72 (a).  As the ions undergo Coulomb explosion, they 

are accelerated outward.  In Figure 72 (a), three particle locations are indicated.  Let’s 

assume that the deuterium ion at r1 away from the cluster has a speed v1, the ion at r2 

away from the cluster has a speed v2, and the ion at r3 (~1 m) away from the cluster has a 

speed v3.  Note that the figure is not to scale, and r1<r2< 2.5 mm << r3 ~ 1 m. 
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Figure 72. (a) A possible scenario that can result in higher ion temperature 

measurement (kTTOF) than the actual ion temperature of the fusion plasma 

(kTFusion), and (b) a different scenario that can result in the opposite case are 

illustrated in the figure.  

Since the ions are accelerated outward due to the repulsive Coulomb force of the 

ions, v1 is smaller than v2.  For the same reason, v2 is smaller than v3.  Since v1<v2<v3 

and the Faraday cup measures the average speed (~ v3), the average kinetic energy of the 

ions seen by the Faraday cup will be always higher than the kinetic energy of the ion at r1 

or r2. 

In other words, we can summarize this as 

kTFusion < kTTOF,        (7.1)  

where kTFusion corresponds to the relevant ion temperature of the fusion plasma and kTTOF 

is the ion temperature measured from the ion TOF measurements. 
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 In Figure 72 (b), a different scenario is illustrated.  In cluster fusion experiments, 

the hot fusion plasma is surrounded by a cold gas jet background layer.  This is 

discussed in earlier chapters, and we estimated the beam-target contribution in Chapter 2. 

 In this situation, an energetic deuterium ion coming from the hot plasma loses its 

kinetic energy while it penetrates the cold gas jet layer.  This energy loss can be up to 

several keV as we have seen from SRIM calculations in Chapter 2. 

 Therefore, it would be legitimate to say that the average kinetic energy measured 

at the Faraday cup would be always smaller than the relevant ion temperature for the 

fusion reactions.  In other words, we expect the opposite relation: 

kTFusion > kTTOF.        (7.2)  

 Based on the inequalities, (7.1) and (7.2), one might claim that kTFusion would be 

close to kTTOF.  However, this is improper reasoning, and the relationship has to be 

checked experimentally. 

We therefore sought a temperature measurement that uses the fusion products 

themselves to directly determine the plasma temperature during the fusion reactions.  

This is possible by introducing a gas mixture of D2 and 
3
He.  The resulting D(D, 

3
He)n 

and 
3
He(d, p)

4
He fusion reactions generate 2.45 MeV neutrons and 14.7 MeV protons, 

respectively, which are energetic enough not to thermalize en-route to detection.  

An illustration that describes this situation is shown in Figure 73.  Since the 
3
He 

does not form clusters at liquid nitrogen temperature, the ions would remain cold because 

the high kinetic energy gain from the laser-cluster interactions is not possible.  In 

Chapter 4, a series of Rayleigh scattering measurements proved that the cluster formation 

of deuterium was not significantly affected when 
4
He gas was added into the deuterium 

gas target.  We concluded that the cluster formation of deuterium would not be affected 

by the addition of 
3
He in the mixture cluster fusion experiment.   
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Figure 73. Possible fusion reactions between the constituent particles are shown in this 

illustration.  The bigger red spheres indicate cold 
3
He ions or atoms, and 

the smaller black spheres represent energetic deuterium ions or cold 

deuterium atoms.   

Therefore, we assume that only the deuterium ions have high kinetic energies.  

In this chapter, the ion temperature of the fusion plasma always means the ion 

temperature of the deuterium ions, except in Figure 76.  The ion temperature of the 

deuterium ions is defined as two thirds of their average kinetic energy in the hot plasma. 

Possible fusion reactions in the gas jet are summarized in the following: 

D + D  T (1.01 MeV) + p (3.02 MeV) (50%)    (7.3a) 

D + D  
3
He (0.82 MeV) + n (2.45 MeV) (50%)    (7.3b) 

D + 
3
He  

4
He (3.6 MeV) + p (14.69 MeV) (100%)   (7.3c) 

D + T  
4
He (3.5 MeV) + n (14.1 MeV) (100%)    (7.3d) 
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Among these possible fusion reactions, we are interested in (7.3b) and (7.3c), 

from which 2.45 MeV neutrons are generated and 14.7 MeV protons are generated, 

respectively.  Because the two reactions have different cross-sectional dependence on 

the plasma temperature, their ratio can uniquely determine the plasma temperature at the 

critical moments when the fusion reactions occur. 

This point is illustrated in Figure 74, and explains the benefit of adding 
3
He gas 

into the deuterium cluster target.  In Figure 74, only the fusion reactions inside the 

fusion plasma are considered.  There can be fusion reactions between the ions inside the 

hot plasma and the ions at the surrounding background gas jet, and this has to be 

accounted for in a correct modeling. 

 

 

Figure 74. This illustration shows how one can measure the ion temperature of the 

fusion plasma from the measurements of fusion yields and number densities.   
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In Figure 74, Y1 indicates the fusion yield from ion species 1, and Y2 indicates the 

fusion yield between ion species 1 and 2.  The ion temperature of the fusion plasma is 

kT, and the fusion reactivity at kT can be calculated for both ion species. 

Therefore, by adding 
3
He, we have two species, and kT is a function of the fusion 

yields and number density of each species.  The ion temperature measured from this 

process is the relevant ion temperature for the fusion reactions exclusively.  

7.2. EXPERIMENTAL SETUP 

The laser pulse after the compressor reflects from an f/40 spherical mirror and 

arrives at the target chamber.  The TPW delivered 10–180 J pulse energy during this 

experiment, and the pulse duration varied from 154 fs to 266 fs.
26

  We used cryo-cooled 

deuterium gas (D2) + 
3
He mixture or cryo-cooled deuterated methane gas (CD4) + 

3
He 

mixture as our target.   

We controlled the concentration of 
3
He in the mixture, which was measured 

before each shot using the residual gas analyzer (RGA).  The temperature of the D2 + 

3
He mixture target was 86 K, and that of the CD4 + 

3
He mixture target was 200–260 K. In 

both cases, the backing pressure was 770 psi.   

We used the same supersonic nozzle with a throat diameter of 790 um described 

in Chapter 4.  The half angle of the nozzle was 5 degrees, and the diameter of the 

opening was 5 mm.  In addition to cooling down the D2 + 
3
He gas mixture, we also 

cooled down the CD4 + 
3
He gas mixture because the peak intensity from the TPW was 

high enough to strip all the electrons from our cluster targets. 



 150 

 

Figure 75. Layout of the target area.  The laser comes from the left, and the nozzle is 

located near the center of the target chamber.  Five plastic scintillation 

neutron detectors and three proton detectors are shown in the figure.  

We used OPA shots (~300 m J @ ~0.1 Hz) and optimized the brightness of the 

filament by changing the backing pressure.  We also optimized other timings using the 

2.5 Hz OPA beams.   

The experimental layout of the target area is shown in Figure 75.  For the 

detection of the neutrons generated from DD fusion reactions, we used five plastic 

scintillation detectors, all of which were calibrated on THOR prior to this experiment.
28

  

Three of the five plastic scintillation detectors were located at 1.9 m away from the target 

chamber, and the other two detectors were located at 5.0 m away from the chamber.   

The detectors at 1.9 m used EJ-232Q scintillators for a very fast rise time and 

accurate TOF measurement, and the other 2 detectors at 5.0 m used EJ-200 scintillators 

for a higher detection sensitivity along with a fast rise time.  We also had 4 NE213 
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liquid scintillation detectors for low neutron yield measurements, all of which were 

calibrated on the Cyclotron Institute at Texas A&M University.   

For the detection of 14.7 MeV protons from the 
3
He(d,p)

4
He fusion reactions, we 

also used plastic scintillation detectors with 1.10 mm thick aluminum degraders.  The 

detectors were located at 1.06–1.20 m from the chamber.  We had a total of three such 

detectors at 45º, 90º, and 135º.  Each proton detector consists of a 4.18 cm diameter, 

0.254 mm thick BC-400 plastic scintillator and two PMTs on the side of the scintillator.   

The 1.1 mm thick aluminum degrader served two purposes.  First, it blocked all 

the other charged particles including 3 MeV protons from DD fusion reactions, and 

functioned as a blocking filter.  Second, it slowed down the 14.7 MeV protons to 

4.0 MeV protons, so the protons with reduced kinetic energy transferred all their energy 

to the thin scintillator disk.   

For the detection of 3 MeV protons from DD fusion reactions, we simply changed 

the degraders to thinner ones.  The proton detectors were calibrated at the Cyclotron 

Institute at Texas A&M University prior to the experiment.  

To collect the energetic deuterium ions or carbon ions coming from the plasma 

filament, we installed a Faraday cup at 1.07 m away from the bottom of the nozzle to 

perform ion TOF measurements.  Assuming 4 radiation of the deuterium ions, we were 

able to calculate the total number of the deuterium ions generated at the source.   

The ion temperature, kTTOF, was calculated from the ion TOF measurements.  A 

negative high voltage (HV) bias of 400 V was applied on the surface of the Faraday cup 

to repel slow electrons that could affect the ion TOF measurements.  A ground mesh 

was inserted 5 mm before the cup, so the ions were not affected by the HV bias.   

The TPW laser beam that was not absorbed by the cluster target went through a 

beam dump made of a pair of black glass plates.  We installed an energy meter behind 
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this beam dump for a transmitted energy measurement, which was proportional to the 

actual pulse energy that was not absorbed or scattered.  

Two cameras took the images of the plasma filament during the shot. Another 

camera acquired the mid-field image that represented the actual beam profile on the 

cluster target, and a fourth camera captured the far field image.  We also had a pulse 

energy measurement and an autocorrelation measurement as our on-shot diagnostics. 

Although we did not use it during the experimental campaign, we had another 

design for proton detectors using CR-39 stacks.  This can be useful when the PMTs do 

not work as expected due to strong EMP noise.  Some SRIM calculations concerning 

this design are shown in Appendix F. 

7.3. CLUSTER FUSION MODEL WITH A MIXTURE TARGET 

Measuring the 14.7 MeV proton yields as well as the DD fusion neutron yields, 

we can calculate the ratio of the two different fusion reactions.  Because these two 

reactions have different cross sections, measuring the ratio of the yields of these two 

reactions allows a precise determination of the plasma temperature at the time when the 

reactions occurred.  

In Figure 76, the fusion reactivity for each reaction is shown in a linear plot.  

Apparently, the DD fusion reactivity increases much more slowly than the D-
3
He fusion 

reactivity as the ion temperature increases.  At low ion temperatures (< 16 keV), the DD 

fusion reactivity is greater than the D-
3
He fusion reactivity, which can be seen more 

easily in a log-scale plot. 
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Figure 76. Fusion reactivity of DD fusion reactions and that of D-
3
He reactions are 

shown as a function of the ion temperature.  In this plot, both ions are 

assumed to be thermalized.  

Let’s consider an example: if we detected many more 14.7 MeV protons than 

2.45 MeV neutrons with a 1:1 mixture of deuterium + 
3
He target, it would mean the ion 

temperature at the time of the fusion reactions was much higher than 16 keV.  If, on the 

other hand, we detected many more neutrons than the 14.7 MeV protons with 1:1 mixture 

ratio, it would mean that the ion temperature was low when the fusion reactions occurred. 
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Figure 77. The deuterium ion temperature is plotted as a function of the ratio of fusion 

yields. 

This can be generalized, and we have a plot for the ion temperature as a function 

of the fusion yields.  Figure 77 shows the ion temperature as a function of the fusion 

yields, where the ratio of the fusion yields is defined as: 

Ratio of fusion yields  
(                     )

(                      )
 

(                   )

(                      )
. (7.4) 

 The number density of each species can be obtained from the RGA before each 

shot.  Therefore, one can measure the ion temperature of the fusion plasma if one knows 

the neutron yield and the proton yield at the same time.  In Figure 77, the ion 

temperature indicates only the ion temperature of the energetic deuterium ions.  The 
3
He 

ions are considered cold in our model. 
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7.4. RESULTS AND ANALYSIS 

 

Figure 78. The oscilloscope trace from a proton detector at 135 degrees on system shot 

2777. 

We used mixture clusters as our target.  With both the energetic deuterium ions 

from Coulomb explosion and cold background 
3
He ions inside the filament, we observed 

3
He(d,p)

4
He fusion reactions as well as DD fusion reactions.  The signature of the 

3
He(d,p)

4
He fusion reaction is one 14.7 MeV proton from each reaction.   

In Figure 78, an example of the proton signal is shown.  The initial ringing 

comes from the EMP noise, and the second peak indicates the initial x-ray peak.  About 

25 ns after the x-ray peak, a bigger 14.7 MeV proton peak is shown in the figure.  The 
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3 MeV protons are blocked from the degrader.  On this shot (system shot 2777), a 

distinguishable neutron peak was visible on the proton detector.  

The detection of neutrons from a proton detector implies that we can use one 

scintillation detector setup to measure both proton yield and the neutron yield, in 

principle.  Since we had calibrated neutron detectors installed at 1.9 m and 5.0 m 

already, we did not use this neutron signal for the neutron yield.  However, this data 

definitely shows a possibility of designing a single detector for both proton and neutron 

yield measurements. 

Before proceeding with the measurements of 14.7 MeV proton yields, we verified 

whether the proton detectors worked as expected.   This time, the target was only 

deuterium clusters, and we knew from (7.3a) and (7.3b) that equal number of 2.45 MeV 

neutrons and 3 MeV protons were expected from the fusion reactions.  Then, we 

compared the measured 3 MeV proton yield with the 2.45 MeV neutron yield.  

Within our measurement errors, we observed a linear relationship between the 

two yields, and confirmed that the measured proton yields agreed with the neutron yields.  

The result is shown in Figure 79, where the red line indicates the expected result. 
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Figure 79. 3 MeV proton yield vs. 2.45 MeV neutron yield is shown.  The straight red 

line indicates when both yields are the same. 

In Figure 80, the ion temperature is plotted as a function of the ratio of fusion 

yields, where the ratio is defined as in equation (7.4).  Solid blue circles indicate the ion 

temperature measurements with D2 + 
3
He mixture target while red triangles indicate the 

measurements with CD4 + 
3
He mixture target. 
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Figure 80. The ion temperature of deuterium, kTFusion, was measured from the ratio of 

fusion yields. 

In Figure 80, the measured ion temperature lies slightly off the solid line because 

a different filament size, r, results in slightly different ion temperature.  To calculate the 

ion temperature of deuterium, kT, from the measured fusion yields, I used the following 

formula. 
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,      (7.5) 

where Nion is the total number of energetic deuterium ions, nHe-3 is the number density of 

3
He, nD is the number density of deuterium, R=2.5 mm is the radius of the gas jet, r is the 
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radius of the plasma filament, and <v> is the mean speed of the hot deuterium ions.  A 

uniform atomic density was assumed throughout the gas jet for both 
3
He and deuterium. 

In this model, the size of the filament on each shot is used to get the beam-beam 

contribution and the beam-target contribution for the DD fusion.  The plasma 

disassembly time is estimated as r/<v>kT, and the beam-target contribution happens only 

outside of the fusion plasma.  This explains the length (R-r) instead of R in the 

denominator. 

On a few system shots with cryo-cooled CD4 + 
3
He mixture target, deuterium ions 

with ion temperature higher than 20 keV were observed.  We also observed that the 

deuterated methane cluster mixture showed higher ion temperature than the deuterium 

cluster mixture. 

The deuterium ion temperature calculated using the equation (7.5), kTFusion, is 

shown in Figure 80 and corresponds to the actual ion temperature of the fusion plasma at 

the time of the fusion reactions.  We compared this temperature with the ion 

temperature from the ion TOF measurements.  Figure 81 shows the comparison between 

the two ion temperatures. 
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Figure 81. kTTOF vs. kTFusion.  The dashed red line indicates a line with y=x. 

In general, the kTFusion was higher than the kTTOF.  However, we do see a linear 

relationship between the two independent temperature measurements.  The fact that 

kTFusion is higher than the temperature from TOF measurements implies that the ions lost 

their kinetic energy while they passed through the cold background gas jet layer.  This 

was discussed in section 7.1, and corresponds to the scenario described in Figure 72 (b). 

The error bars are approximate.  Ten percent errors were assumed on most of the 

data except for a few shots.  The Faraday cup was capable of measuring ion 

temperatures only up to 23 keV because of the initial x-ray peak.  For those shots, 20% 

positive errors were assumed in the vertical direction. 
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Figure 82. Neutron yield is plotted as a function of the deuterium ion temperature 

measured from the Faraday cup. 

Now that we have a valid measurement of the ion temperature, and verified the 

temperature from ion TOF agreed with the temperature from the ratio of fusion yields, we 

can compare the neutron yield with the ion temperature from ion TOF measurements. 

Figure 82 shows the neutron yield as a function of the deuterium ion temperature 

measured from the Faraday cup.  System shots with plasma mirrors are shown as solid 

red triangles while system shots without plasma mirrors are shown as solid blue squares. 

Though the neutron yield also depends on other gas jet parameters such as the 

radius of the plasma, the number of ions, and the number density of deuterium ions, the 

neutron yield in Figure 82 shows a strong dependence on the ion temperature from the 

TOF measurements. 
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Similar strong dependence was found when we plotted the neutron yield as a 

function of the ion temperature measured from the fusion yields.  Figure 83 shows the 

relationship between the neutron yield and the ion temperature for system shots with 

mixture cluster targets.  

 

Figure 83. Neutron yield is plotted as a function of the ion temperature from the fusion 

yield measurements. 
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7.5. CONCLUSION 

PW irradiation of a cryo-cooled CD4 cluster + 
3
He mixture gas jet has produced 

28 keV deuterium ion temperatures and more than 10
7
 fusion neutrons per shot.  With 

mixture cluster targets, we successfully measured the ion temperature at the time of 

fusion reactions using the ratio of fusion yields.  We observed a linear relationship 

between this temperature and the ion temperature measured from ion TOF measurements. 
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Chapter 8. Conclusion 

The interaction of intense, femtosecond laser pulses with van der Waals bonded 

atomic clusters leads to very efficient energy absorption.  This allows the laser to 

produce plasma with ion temperature higher than a few keV.   

When an energetic deuterium ion collides with another deuterium ion, a nuclear 

fusion reaction can occur, generating a 2.45 MeV neutron.  By shooting cryogenically 

cooled deuterium clusters with the TPW, we were able to observe nuclear fusion 

reactions happening inside our target chamber.   

The most readily measured signature of DD fusion comes from one branch of the 

fusion reaction, D + D  He
3
 + n, in which a neutron carries 2.45MeV kinetic energy.  

The number of these monoenergetic neutrons produced at the source was measured using 

the plastic scintillation detectors that had been calibrated on THOR laser.   

One of our driving goals of this research has been to produce a nanosecond quasi-

monoenergetic neutron source that is strong enough to be used for radiography or 

material damage studies.  By adjusting the distance from the focus to the cluster target, 

we produced deuterium ions with ion temperature higher than 25 keV, and achieved 

neutron yields as high as 2x10
7
 neutrons per shot on the TPW.   

The simulation results in Chapter 2 with observed parameters during the 

experimental campaign suggest that we can expect to achieve neutron yields as high as 

10
8
 neutrons per shot after some optimization process.  This high flux of fast and nearly 

monoenergetic neutrons will allow us to do neutron-induced material damage studies in 

the future.  
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For the first time, time-resolved neutron damage experiments might be possible. 

There have been many molecular dynamics simulation results suggesting that neutron 

damage takes place on a 10 to 1000 ps time scale.   

With our current understanding of the cluster fusion experiments, I showed the 

neutron production as a function of time in Chapter 2, which shows a fusion burn time on 

the order of 1 ns.  With our nanosecond monoenergetic neutron source, we will be able 

to do pump-probe experiments and test if the simulation results match the experimental 

data.  

In the future experiment, the nanosecond neutron pulse will drive damage in a 

material which will be probed by a synchronized laser pulse at a later time.  By 

controlling the time delay between the neutron pulse and the probe laser beam, we can 

take snapshots of the neutron damage process and possibly subsequent annealing process.  

These damage studies have a broad importance including the study of materials to be 

used in future fusion reactors. 

During the D2 cluster + 
3
He mixture fusion experiments, we observed D-

3
He 

fusion reactions as well as DD fusion reactions.  From the measurements of the 

2.45 MeV neutron yields and 14.7 MeV proton yields, we were able to determine the ion 

temperature of the fusion plasma at the time of fusion reactions. 

With cryo-cooled CD4 cluster + 
3
He mixture target, we observed deuterium ions 

with ion temperature as high as 28 keV.  The ion temperature measured from TOF 

measurements agreed with the ion temperature measured from the ratio of fusion yields. 
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Appendices 

APPENDIX A 

In this table, the calculation results using SRIM
50

 code for the energy loss of 

deuterium ions after passing through 2.5 mm thick gas jet are shown.  The table shows 

the ion temperature of the transmitted ions as a function of the temperature of the incident 

ions.  A uniform gas density of 10
19

 atoms/cm
3
 was assumed throughout the gas jet layer 

of 2.5 mm. 

Incident particle 

energy (keV) 

Average kinetic energy 

after transmission (keV) 

Standard 

deviation (keV) 

1 0.00 0.00 

2 0.23 0.18 

3 0.38 0.30 

4 0.60 0.40 

5 0.97 0.52 

6 1.47 0.62 

7 2.03 0.67 

8 2.64 0.70 

9 3.27 0.72 

10 3.92 0.74 

11 4.58 0.75 

12 5.27 0.75 

13 5.97 0.77 

14 6.68 0.76 

15 7.38 0.79 

16 8.12 0.79 

17 8.87 0.79 

18 9.62 0.78 

19 10.37 0.81 

20 11.14 0.83 

21 11.91 0.80 

22 12.70 0.81 

23 13.48 0.82 

24 14.28 0.81 

25 15.08 0.82 
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26 15.89 0.82 

27 16.71 0.82 

28 17.53 0.82 

29 18.34 0.87 

30 19.17 0.82 

31 20.02 0.83 

32 20.87 0.81 

33 21.69 0.88 

34 22.56 0.89 

35 23.40 0.84 

36 24.27 0.83 

37 25.11 0.90 

38 26.00 0.82 

39 26.87 0.84 

40 27.73 0.85 

41 28.59 0.86 

42 29.47 0.86 

43 30.35 0.81 

44 31.25 0.82 

45 32.13 0.83 

46 33.03 0.86 

47 33.91 0.80 

48 34.80 0.92 

49 35.71 0.87 

50 36.60 0.94 

51 37.51 0.81 

52 38.41 0.88 

53 39.30 0.88 

54 40.22 0.88 

55 41.13 0.98 

56 42.04 0.89 

57 43.06 0.82 

58 43.96 0.91 

59 44.90 0.94 

60 45.81 1.04 

61 46.75 0.88 

62 47.67 0.94 

63 48.60 0.95 
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64 49.54 0.85 

65 50.46 0.82 

66 51.40 0.93 

67 52.36 0.86 

68 53.29 0.86 

69 54.24 0.95 

70 55.18 0.80 

71 56.11 0.83 

72 57.08 0.81 

73 58.03 0.82 

74 58.98 0.80 

75 59.93 0.85 

76 60.90 0.83 

77 61.83 0.88 

78 62.80 0.80 

79 63.74 1.06 

80 64.71 0.88 

81 65.68 0.95 

82 66.63 0.86 

83 67.61 0.81 

84 68.56 0.92 

85 69.53 0.92 

86 70.53 0.81 

87 71.49 0.95 

88 72.46 0.81 

89 73.43 0.87 

90 74.40 0.84 

91 75.38 0.85 

92 76.36 0.81 

93 77.34 0.84 

94 78.33 0.81 

95 79.30 0.84 

96 80.28 0.87 

97 81.26 0.85 

98 82.26 0.86 

99 83.23 0.80 

100 84.23 0.80 

110 94.13 0.82 
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120 104.13 0.82 

130 114.18 0.83 

140 124.31 0.84 

150 134.46 0.82 

160 144.66 0.82 

170 154.87 0.86 

180 165.10 0.90 

190 175.37 0.82 

200 185.62 0.86 

250 236.97 0.82 

300 288.20 0.82 

1000 995.14 0.78 
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APPENDIX B 

I modified the code a little bit, and considered the fraction of hot ions inside the 

cold background region.  In Figure 84, the beam-target contribution starts from 0 ns 

because some of the hot ions at the bouFigure 84ndary of the plasma start interacting 

with the cold gas jet immediately.   
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Figure 84. Total neutron yield as a function of time along with the beam-beam 

contribution and the beam-target contribution (w/ modified code). 
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APPENDIX C 

Table 6. Comparison of a few PMTs for the Rayleigh scattering measurements with a 

He-Ne laser. 

  

Hamamatsu PMT R1617 R2228 R928 R3788 

Price (PMT + 

socket) 

$805 $1,378 $878 $591 

Photocathode Multi-alkali  

(500K) 

Multi-

alkali  

(501K) 

Multi-

alkali  

(562U) 

Bi-alkali  

(452U) 

Cathode sensitivity 

at 633nm (mA/W) 

20 37 41 13 

Quantum 

efficiency at 633nm 

4% 7% 8% 2.5% 

Spectral response 300~850nm 300~900nm 185~900nm 185~750nm 

Gain 
1.0x10

6

  7.5x10
5

  1.0x10
7

  1.0x10
7

  

Rise time 2.5ns 15ns 2.2ns 2.2ns 

PMT Housing    Included  

(Thorlabs, 

$96) 

Included 

(Thorlabs, $96) 

Lead time 3~4 weeks 3~4 weeks 3~4 weeks 3~4 weeks 

Note.  Peak 

sensitivity 

at 600nm 

High gain 

and 

sensitivity 
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APPENDIX D 

 Summary of the calibration results of the other 5 neutron detectors 

 

Figure 85. Single neutron event area was measured varying the high voltage bias of the 

EJ-200 2nd detector (slope=9.4). 

 

 

Figure 86. Single neutron event area was measured varying the high voltage bias of the 

EJ-232Q 1st detector (slope=9.7). 
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Figure 87. Single neutron event area was measured varying the high voltage bias of the 

EJ-232Q 2nd detector (slope=10.7). 

 

 

Figure 88. Single neutron event area was measured varying the high voltage bias of the 

EJ-232Q 3rd detector (slope=10.2). 
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Figure 89. Single neutron event area was measured varying the high voltage bias of the 

EJ-232Q 4th detector (slope=11.2). 

 

* ; too much noise, **; saturation  

Table 7. Single neutron event area vs. HV bias for EJ-200 1st detector. 

 

HV (volts) 

EJ-200 1st 

Neutron events Avg. area (Vns) Avg. peak (V) Total shots 

-1500 361 -0.28 -0.04 7154 

-1600 678 -0.50 -0.06 8590 

-1700 619 -0.94 -0.11 8209 

-1800 445 -1.53 -0.17 3978 

-1900 444 -2.68 -0.30 6125 

-2000 582 -4.45 -0.50 6569 

-2100 324 -7.05 -0.81 6199 

-2200 446 -11.37 -1.33 5733 

-2300 515 -17.79 -2.13 6021 

-2400** 273 -25.80 -3.05 2205 

-2500** 262 -36.99 -4.41 2034 

HV (volts) 

EJ-200 2nd 

Neutron events Avg. area (Vns) Avg. peak (V) Total shots 

-1700* 121 -0.17 -0.035 9398 
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Table 8. Single neutron event area vs. HV bias for EJ-200 2nd detector. 

 

Table 9. Single neutron event area vs. HV bias for EJ-232Q 1st detector. 

 

-1800* 147 -0.27 -0.056 6789 

-1900 365 -0.40 -0.068 8904 

-2000 482 -0.63 -0.104 9193 

-2100 227 -1.06 -0.169 7359 

-2200 349 -1.65 -0.256 6915 

-2300 442 -2.63 -0.415 8643 

-2400 329 -3.86 -0.58 6375 

-2500 468 -5.89 -0.883 8740 

-2600 294 -8.39 -1.390 4574 

HV (volts) 

EJ-232Q 1st 

Neutron 

events 

Avg. area (Vns) Avg. peak (V) Total shots 

-1700* 159 -0.12 -0.027 9398 

-1800* 113 -0.22 -0.051 6789 

-1900 206 -0.35 -0.067 8904 

-2000 234  -0.59 -0.119  9193 

-2100 138  -0.92 -0.188 7359 

-2200 149 -1.50 -0.313 6915 

-2300 217 -2.50 -0.54 8643 

-2400 165 -3.52 -0.752 6375 

-2500 235 -5.27 -1.114 8740 

-2600 221 -7.16 -1.655 4574 

HV (volts) 

EJ-232Q 2nd 

Neutron 

events 

Avg. area (Vns) Avg. peak (V) Total shots 

-1700 142  -0.61  -0.114 9398 

-1800 261 -1.23 -0.217 6789 

-1900 279 -2.14 -0.390 8904 

-2000 329 -3.66 -0.709 9193 

-2100 187 -5.94 -1.22 7359 

-2200 194 -10.75 -2.31 6915 

-2300 261 -15.64 -3.55 8643 

-2400** 234 -22.78 -5.18 6375 

-2500** 321 -28.41 -6.06 8740 

-2600** 237 -38.13 -6.86 4574 
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Table 10. Single neutron event area vs. HV bias for EJ-232Q 2nd detector. 

 

Table 11. Single neutron event area vs. HV bias for EJ-232Q 3rd detector. 

 

Table 12. Single neutron event area vs. HV bias for EJ-232Q 4th detector. 

HV (volts) 

EJ-232Q 3rd 

Neutron 

events 

Avg. area (Vns) Avg. peak (V) Total shots 

-1500 327  -0.221 -0.039 7154 

-1600 324 -0.456 -0.081 8590 

-1700 299 -0.93 -0.169 8209 

-1800 210 -1.44 -0.257 3978 

-1900 168 -2.37 -0.47 6125 

-2000 216 -4.18 -0.87 6569 

-2100 120 -7.03 -1.36 6199 

-2200 181 -10.65 -2.20 5733 

-2300** 192 -19.12 -4.66 6021 

-2400** 121 -28.42 -6.56 2205 

-2500** 123 -40.94 -7.97 2034 

HV (volts) 

EJ-232Q 4th 

Neutron 

events 

Avg. area (Vns) Avg. peak (V) Total shots 

-1500 312  -0.173 -0.031 7154 

-1600 354 -0.357 -0.065 8590 

-1700 336 -0.77 -0.139 8209 

-1800 196 -1.15 -0.217 3978 

-1900 146 -2.42 -0.46 6125 

-2000 199 -4.55 -0.92 6569 

-2100 149 -7.41 -1.55 6199 

-2200 183 -12.76 -2.78 5733 

-2300** 189 -21.00 -4.75 6021 

-2400** 101 -25.50 -5.83 2205 

-2500** 106 -33.50 -6.87 2034 
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APPENDIX E 

Double plasma mirror setup on the TPW 

A pair of uncoated BK7 glass windows was inserted at 45 degrees between the 

target and the f/40 focusing mirror. 

 

 

Figure 90. Two plasma mirrors are installed in the chamber.  The incoming laser 

beam path is shown as red lines, and the propagation direction is indicated 

with arrows. 
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Figure 91. With plasma mirrors set up, the reflected laser beam from the front surface 

of each mirror is the rightmost spot on an IR card in our setup.  The laser 

comes from the right.  Three reflected beams are shown on an IR card. 

(Top)  These three spots look dim when the ambient light is on. (Bottom) 
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Figure 92. Two used plasma mirrors are shown.  The incoming laser beam is at 45 

degrees from the surface normal of the mirror as shown in the figure.  The 

beam path is shown as red lines, and the laser propagation direction is 

indicated with arrows.  Three burn marks are shown on each mirror 

because this image was taken after three full energy shots.  After three 

system shots, we rotated the mirrors by 180 degrees, and used for three more 

shots. 
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Figure 93. A used plasma mirror after 4 full energy shots is shown (left).  Four 

distinct burn marks are shown on the surface of the glass plate.  A different 

plasma mirror after 5 full energy shots are shown also (right). 
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APPENDIX F 

Alternative detection method for 3 MeV & 14.7 MeV protons – CR-39 stacks 

We want to measure 3 MeV protons or 14.7 MeV protons while blocking any 

other charged particles such as T(1.01 MeV), 
3
He (0.82 MeV), and 

4
He (3.6 MeV).  For 

this purpose, we can start with the following design shown in Figure 94. 

Again, the expected fusion reactions are: 

1. D + D  T (1.01 MeV) + p (3.02 MeV)  (50%) 

2. D + D  
3
He (0.82 MeV) + n (2.45 MeV)  (50%) 

3. D + 
3
He  

4
He (3.6 MeV) + p (14.69 MeV)  (100%) 

 

Figure 94. Schematic drawing of the CR-39 track detector for proton yield 

measurements. 

The above design is based on the following calculations using the TRIM code.
50

  

Figure 95.(a), (b), and (c) show that 25 m aluminum filter can block all the other 

charged particles. 
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Figure 95. (a) Range of the 1 MeV tritium ion, (b) range of the 0.82 MeV 
3
He, and (c) 

range of the 3.6 MeV 
4
He ion in a 25 mm thick aluminum filter 
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When we design the detectors just as in Figure 94, the energy loss of the proton at 

the surface of the second CR-39 is expected to be about 0.6 eV/Å according to the SRIM 

calculation shown in Figure 96 (b).   

 

Figure 96. (a) Trajectories of the 14.7 MeV protons are shown in an XY plane.  (b) 

Energy loss per angstrom is shown as a function of the penetration depth for 

14.7 MeV protons.  

We can modify the initial design by inserting a 400 mm thick aluminum filter 

between the two CR-39 detectors to increase the dE/dx of the 14.7 MeV protons at the 

surface of the second CR-39.  Then, we will have bigger tracks on the second CR-39 

after etching.  The simulation results are shown in Figure 97 (a) and (b).  At the surface 

of the second CR-39, the energy loss per angstrom is about 1 eV/Å, and we expect bigger 

tracks after NaOH etching. 
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Figure 97. (a) Trajectories of the 14.7 MeV protons are shown in an XY plane.  (b) 

Energy loss per angstrom is shown as a function of the penetration depth 

with a modified design for the detector.  
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