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This dissertation is organized into three parts.
First, the design for a radio frequency fiber transmission line built out of a

grid of micrometer-scale conductors embedded in an insulating polymer cladding
is presented to mitigate the skin and proximity effects. By adopting a checker-
board out-of-phase current phasing scheme, the internal inductance of the line is
significantly lower than in two-conductor lines and results in an LC bandwidth of
approximately 2 GHz, with flat attenuation and linear phase dispersion. The de-
vice performance is characterized in terms of its geometric degrees of freedom and
a fabricated prototype is presented.

Second, the kinetic inductive and plasmonic response of monolayer grap-
hene in the terahertz spectrum is examined in the context of several important
applications. The dispersive responses of two-dimensional graphene and three-
dimensional copper transmission lines are compared to map the dispersive signa-
ling performance in terms of transmission line cross-sectional size. This demon-
strates a surprisingly broadband LC response with flat attenuation in nano-scale
lines. This kinetic inductive response of graphene is demonstrated to miniaturize
the photonic band structure of a photonic crystal slab where an in-plane perio-
dicity of 300 nm has its photonic band gap in the terahertz spectrum. The sub-
diffraction photonic band structure resembles that of the two-dimensional photonic
crystal, supporting a wide photonic band gap in extremely thin slabs. The viability
of graphene for cavity optomechanics is analyzed from near infrared to terahertz

vi



wavelengths, demonstrating a large optomechanical coupling, on the order of 3D
optomechanical materials.

Third, a class of nonreciprocal devices is proposed based on coupling to the
sideband states, called Floquet resonances, that arise in temporally modulated op-
tical resonators. The degrees of freedom in the modulating waveform tailor the
energy exchange and phase of the Floquet resonances to realize unique nonreci-
procal spectral responses in compact devices. We examine optical scattering from
Floquet resonators coupled to narrowband waveguides using temporal coupled-
mode theory. A three-port circulator is built out of a cascade of Floquet resonators
to demonstrate broadband forward transmission and ideal isolation for dual-carrier
waves. Full-wave numerical simulations in the coupled frequency domain demon-
strate the circulator in an on-chip photonic crystal platform.
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Chapter 1

Introduction

1.1 Overview

This dissertation deals with several projects in applied electromagnetics and
optics that are relevant to time-domain sensing, high-speed digital communicati-
ons, component miniaturization and integration, and the realization of magnet-free
nonreciprocal responses. The applicable operating frequencies of these systems
range from microwaves, through the terahertz spectrum, and all the way to the op-
tical domain. Portions of the work covered in this dissertation have been published
in the following peer-reviewed journal articles [1]–[4]:

1. I. A. D. Williamson, T.-A. N. Nguyen, and Z. Wang, “Suppression of the skin
effect in radio frequency transmission lines via gridded conductor fibers,”
Applied Physics Letters, vol. 108, no. 8, p. 083 502, Feb. 22, 2016

2. S. H. Mousavi, I. A. D. Williamson, and Z. Wang, “Kinetic inductance dri-
ven nanoscale 2D and 3D THz transmission lines,” Scientific Reports, vol. 6,
p. 25 303, May 3, 2016

3. I. A. D. Williamson, S. H. Mousavi, and Z. Wang, “Extraordinary wavelength
reduction in terahertz graphene-cladded photonic crystal slabs,” Scientific Re-
ports, vol. 6, p. 25 301, May 4, 2016

4. I. A. D. Williamson, S. H. Mousavi, and Z. Wang, “Large Cavity-Optomechanical
Coupling with Graphene at Infrared and Terahertz Frequencies,” ACS Photo-
nics, vol. 3, no. 12, pp. 2353–2361, Dec. 21, 2016

1.2 Organization

This dissertation is loosely organized into three parts. The first part discus-
ses the design and prototype of a radio frequency transmission line with a superior
frequency response over conventional structures. The second part discuss three
systems which leverage graphene’s dispersive response in the terahertz spectrum:
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broadband on-chip transmission lines, sub-diffraction photonic crystals and band
structures, and low-mass cavity optomechanics. The third part discusses an ap-
proach to realizing magnet-free nonreciprocity in on-chip optical systems through
selective spatial coupling of modulation-induced sidebands in resonators, called
Floquet resonators.

1.2.1 Part I: Transmission Lines for Sensing and Communications

In Chapter 2 we present a design and fabricated prototype of a radio fre-
quency transmission line that mitigates the skin and proximity effects. The device
is made of a grid of µm-scale electrodes embedded in an insulating polymer clad-
ding that can be readily fabricated using a thermal fiber-draw fabrication process.
The fabrication procedure can produce meter to kilometer long fibers with well de-
fined sub-micron features in its cross section. The performance of this so-called
Gridded Fiber is characterized by an unprecedented signal bandwidth (approxima-
tely 2 GHz) of frequency-flat attenuation and linear phase dispersion which is ena-
bled by an optimized current phasing scheme across the grid of electrodes.

The proposed design is significant because the skin and proximity effects
fundamentally limit the bandwidth and reach of conventional (two-conductor) off-
chip transmission lines and interconnects (Fig. 1.1, left). The constricted flow of
electrical current at high frequencies in these systems causes an increased per-
length resistance and reduced per-length inductance, and ultimately results in an
attenuation coefficient with a square root frequency-dependence [5]. This low pass
response limits the resolution of time domain transmission line sensors and creates
a trade off between the maximum length and maximum data rate in transmission
lines that are used as communication channels. Active signal equalizers and other
loss compensation schemes can mitigate these issues. However, they come with in-
creased power consumption, an increased system complexity, and a reduced noise
tolerance. For interconnects, all-optical communication schemes have been propo-
sed but high frequency electronic transceivers have superior dynamic range, are
easier to integrate, and are cheaper [6], [7]. The Gridded Fiber, through its grid of
electrodes, provides a platform that can be readily fabricated to overcome these
issues that have long-plagued passive high-frequency transmission lines [8]–[10].
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rack-to-rack board-to-board chip-to-chip core-to-core

Figure 1.1: Classification of high frequency transmission lines with respect to their
typical transmission distances. Rack-to-rack transmission lines span distances of
more than 1 meter. Board-to-board transmission lines are up to approximately 1
meter in length. Chip-to-chip transmission lines span from 1 centimeter to several
millimeters. Core-to-core transmission lines are typically less than 1 millimeter.

1.2.2 Part II: Subwavelength and Dispersive Graphene Systems

Chip-Scale 2D Transmission Lines

In Chapter 3 we examine the unusual dispersion and attenuation of chip-
scale graphene and copper transmission lines in the terahertz spectrum. Our nu-
merical modeling and analytical analysis across a wide range of frequencies and
geometric sizes reveals that the conductor kinetic inductance provides a means for
realizing a broad bandwidth of constant signal attenuation and linear phase disper-
sion with a size-independent low-frequency cutoff. In one sense, this response is
the counterpart of the LC response realized by the Gridded Fiber presented in Chap-
ter 2, but realized through an entirely different underlying physical mechanism.

This work is significant because on-chip transmission lines (Fig. 1.1, right)
are conventionally thought to be limited by a large RC time constant that results
from the increased resistance of sub-micron conductors. Additionally, the inter-
play between the kinetic inductance, the magnetic inductance, and the resistance
has never been considered in the context of transmission line signaling perfor-
mance over a large parameter space. We conduct a comprehensive comparison
of the dispersion of copper and graphene transmission line performance through
the RC, LC, and multi-mode plasmonic regimes. Furthermore, the higher-order
frequency-dependent losses that adversely affect signaling performance are cha-
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racterized. Our results demonstrate that the low frequency cutoff of a kinetic LC
regime is defined by the phenomenological free carrier scattering rate in nanos-
cale lines and opens up the possibility of realizing a large bandwidth of flat signal
attenuation. Moreover, up to 40× wavelength reduction is observed in the trans-
verse electric-magnetic (TEM) mode of graphene transmission lines operating in
the terahertz spectrum.

Sub-diffraction Photonic Crystals

In Chapter 4, we leverage the results of Chapter 3 to demonstrate that the
kinetic inductance from two single-layer graphene sheets, effectively a graphene
parallel plate waveguide, allow silicon photonic crystal slabs with sub-micron pe-
riodicity to operate in the terahertz regime (corresponding to a 100× wavelength
reduction). Photonic crystals are the backbone for a number of important integra-
ted photonic systems for light confinement, dispersion engineering, nonlinearity
enhancement, and other unusual effects arising from their structural periodicity.

This work is significant because there is a need in photonic integrated cir-
cuits to combine a much larger number of optical components into a much smaller
footprint (Fig. 1.2). We show that despite graphene’s very dispersive optical re-
sponse, the kinetic LC regime discussed in Chapter 3 can provide a platform for
realizing a well confined out-of-plane mode and a scaled down in-plane photonic
band structure. The photonic band structure that arises from the merger of the sili-
con photonic crystal and the graphene parallel plate waveguide is uniformly scaled
from the corresponding 2D crystal, opening up the opportunity to realize many of
the unique features of purely 2D optical systems. For example, the demonstrated
system supports a large photonic band gap (∼27%) and can confine light along
in-plane line defect waveguides. Additionally, the propagation lengths are on the
order of tens of lattice constants.

Low-Mass Cavity Optomechanics with 2D Materials

In addition to its unique optical response, graphene also exhibits many unu-
sual elastic properties that make it an intriguing material for mechanical measure-
ment and actuation at the quantum limit. In Chapter 5, we extend the results of
Chapter 3 and Chapter 4 to characterize graphene’s optomechanical properties in
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Figure 1.2: Number of integrated optical components for various photonic material
systems: InP, Si, and Hybrid Si. Visualization and data based on the work of Heck
[11], [12].

terms of fabrication parameters and operating conditions. We show that graphene
is capable of supporting a large optomechanical coupling coefficient, on the order of
those observed in state-of-the-art 3D optomechanical materials. With an operating
frequency around 100 THz, the dispersive coupling coefficient reaches gom = 180
MHz/nm and gom = 500 MHz/nm in the resolved and unresolved sideband regi-
mes, respectively. We find that predominantly dispersive coupling requires a high
graphene Fermi level and mid-infrared excitation, while predominantly dissipative
coupling favors a moderate graphene Fermi level and near-infrared excitation.

This work is significant because the field of cavity optomechanics can benefit
from the unique mechanical properties of single- and few-layer graphene membra-
nes, namely a large stiffness (∼1 TPa) and a low mass

(
ρ ∼ 10−19 kg/µm2). State-

of-the-art graphene mechanical resonators have resonance frequencies on the order
of 100 MHz and quality factors exceeding 104 (Fig. 1.3). Additionally, the low mass
of graphene leads to orders-of-magnitude larger zero-point fluctuation amplitudes
than what is achievable with higher dimensional materials such as silicon nitride
[25]. Such a low mass also allows graphene resonators to support a reduced noise
floor for optomechanical force sensing [26]–[28].

Graphene has yet to be considered as a promising material at optical fre-
quencies for cavity optomechanics. Its large absorption is thought to set a limit on
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Figure 1.3: Quality factor and resonance frequency of experimentally demonstrated
graphene mechanical resonators. 1: [13], 2: [14], 3: [15], 4: [16], 5: [17], 6: [18], 7:
[19], 8: [20], 9: [21], 10: [22], 11: [23], 12: [24]. Contours indicate Qm fm products of
1011, 1012, and 1013.

the optical quality factor that is too low for most optomechanical phenomena and its
strong dispersion in general makes it more challenging to choose the ideal combi-
nation of operational frequency and fabrication parameters. Moreover, graphene-
based cavity optomechanical experiments to date have been limited mostly to mi-
crowave frequencies, where graphene is simply used as one of the conducting elec-
trodes in a mechanically variable LC resonator [22]–[24]. At optical frequencies,
graphene has been used for quantum-limited position and force readouts only through
evanescent coupling to quantum emitters [29], [30] and microspheres [31], where
the influence of radiation pressure is not exploited.

1.2.3 Part III: Magnet-Free Nonreciprocal On-Chip Optics

As the field of photonic integrated circuits (PIC’s) continues to progress,
many functionalities that previously existed only as discrete components have been
incorporated into on-chip all-optical signal processing and communication sys-
tems. However, nonreciprocal components such as isolators and circulators have
remained elusive in PIC’s due to lingering challenges with material compatibility
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and the necessary large footprints for overcoming weak magneto-optical effects.
The need for compact and high performing circulators and isolators with low in-
sertion loss and high isolation is critical for protecting laser cavities from unde-
sired reflections, reducing multi-path interference, routing reflective signals, and
enabling full-duplex transmission over a single fiber. In Chapter 7 we introduce an
approach for realizing nonreciprocal devices using on sideband-selective coupling
of modulated resonators, which we call Floquet resonators.

This work is significant because none of the nonreciprocal schemes based on
time-modulation proposed to date have made use of the degrees of freedom provi-
ded by modulation-induced sideband states. We demonstrate that by controlling
the amplitude of individual Floquet sideband states through the modulating wa-
veforms, unique nonreciprocal spectral responses can be realized in compact device
structures. We examine the nonreciprocal phase shift and general scattering pro-
perties of a single parametrically modulated resonator side-coupled to two waveg-
uides. Temporal coupled-mode theory is used to study the necessary conditions for
producing a circulator response from a low-symmetry cascade of two Floquet re-
sonators. A compact three-port circulator based on individually coupled Floquet
sidebands is demonstrated that provides broadband nonreciprocal transmission
that is distinct from conventional circulators and a photonic crystal realization is
presented from the results of first-principle numerical simulations.
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Part I

Transmission Lines for Sensing and Communications
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Chapter 2

The Gridded Fiber: A Multi-Conductor Fiber Transmission Line
for Mitigating the Skin and Proximity Effects ∗

Composite conductor-insulator geometries have long been realized for miti-
gating current crowding caused by the skin effect. For example, Litz wires are com-
monly used in kHz-MHz transformer windings and other magnetic devices [32].
These wires consist of conductor strands which are precisely braided so that each
strand spends an equivalent distance at the surface of the bundle. However, Litz
wires are subject to the proximity effect among the individual strands [33]. Another
approach, first proposed over sixty years ago, arranges alternating conducting and
insulating layers in a coaxial configuration [34]. Known as Clogston lines, these de-
signs have stringent requirements on the geometric and material parameters and
lack a scalable fabrication process for mass producing extended lengths of cabling
[35]–[37].

In this chapter, the combined effects of a micro-structured cross-sectional
geometry and current phasing in are investigated for suppressing both skin and
proximity effects, as well as the associated frequency-dependent attenuation. The
proposed structure, which we refer to as the “gridded fiber,” consists of a grid of
µm-wide electrodes embedded inside of a polymer cladding. Such a fiber struc-
ture is made possible by a recently developed top-down thermal-drawing process
capable of producing kilometer-long uniform fibers with arbitrary cross-sectional
geometries and nanometer feature sizes [38]–[41]. We first illustrate that the key
to suppressing skin and proximity effects is to reduce the stored magnetic energy
internal to the conductors. This understanding allows us to deliberately arrange
conduction currents of opposite polarity in a “checkerboard” pattern and to em-
ploy sub-skin depth widths for individual electrodes. Ultimately this leads to the
realization of a broadband frequency-flat attenuation regime that outperforms two-
conductor lines.

∗A subset of the work discussed in this chapter is published in Ref [1]. I.W. performed the nu-
merical and analytical modeling and developed the physical intuition that led to the optimal confi-
guration. In collaboration with T.N. the prototypes were fabricated to realize the optimal structure.

9



2.1 Transmission Line Circuit Model

The underlying connection between the skin effect and the transmission line
signal attenuation can be represented through distributed circuit parameters that
account for the spatial distribution of the magnetic flux. The transverse electro-
magnetic (TEM) mode has a complex propagation constant defined as [42]

γ (ω) = jβ (ω) + α (ω) =
√
(R + jωL)(jωC) (2.1)

where R, L, and C correspond to the resistance, inductance, and capacitance per
unit length, respectively. The attenuation is determined by the real part of the
above expression, α (ω), while the phase delay is determined by the imaginary part,
β (ω). The resistance and inductance depend on the distribution of the conduction
current density J and magnetic field H respectively, as

R (ω) =
1
I2

∫∫
σ−1|J|2dA, (2.2)

and
L (ω) =

1
I2

∫∫
µ|H|2dA. (2.3)

σ and µ correspond to the material conductivity and permeability, and I corre-
sponds to the magnitude of the total current flowing in one direction (i.e. outgoing
or returning) on the line. Depending on the relative magnitudes of the inductive
and resistive impedances, the transmission line can be classified [10] as operating
in the RC regime at low frequencies (ωL < R) or the LC regime at high frequencies
(ωL > R). The RC regime is highly dispersive with γ ∼=

√
jωRC while the LC

regime is characterized by a linear dispersion with γ ∼= jω
√

LC + R/2
√

C/L. The
LC regime attenuation is given by

αLC
∼= R/ (2Z0,ω→∞) , (2.4)

which is constant if there is negligible dispersion in R and the impedance, Z0 (ω) =√
(R + jωL) /jωC ∼=

ω→∞

√
L/C.

In two-conductor transmission lines, the LC cutoff frequency, ωLC = R/L,
lies just below the skin effect onset frequency for two reasons [10]. First, many

10



transmission line applications operate within a limited range of characteristic im-
pedances (25 - 75 Ω), which requires a comparable electrode size and separation.
This requirement leads to the internal inductance, corresponding to the magnetic
energy residing inside the conductors, being a substantial portion of the total in-
ductance (Fig. 2.1a). For example, in a 40 Ω twisted pair Le = 0.25 µH/m and
Li = 0.15 µH/m, thus Li ∼ 0.6Le where L = Le + Li. Second, since current takes
the distribution of minimum impedance (where impedance is actually the quan-
tity, R + jωL), the skin effect onset occurs once the internal inductive impedance
exceeds the resistance, and is given by ωskin

∼= R/Li. This implies that ωskin only
exceeds ωRC−LC by the factor Le/Li.

Essentially, two-conductor transmission line designs, such as the twisted
pair, will always have dispersive attenuation: either from the RC response at low
frequencies or the skin effect at high frequencies (Fig. 2.3c). There is no practical
means for increasing the ratio Le/Li with only two conductors.

2.2 Comparison of Two- and Multi-Conductor Transmission Li-
nes

The gridded fiber overcomes the fundamental issue outlined above by segre-
gating the conduction area into many discrete subsections (Fig. 2.1b,c). The smaller
lateral dimensions of individual electrodes make them affected by the skin effect
at a higher on-set frequency, while their large aggregate area ensures a low overall
DC resistance. To mitigate the proximity effect, outgoing and returning currents
are interleaved in a checkered pattern which allows the magnetic flux generated
by the currents from neighboring electrodes to cancel out inside a given conduc-
tor. The magnetic flux external to the conductor is less affected, with a large overall
increase in Le/Li (Fig. 2.2).

In contrast, for a two-conductor line, or for a multi-conductor line without
the checkered current pattern, magnetic flux generated by current elements of the
same polarity constructively add up, and the only way to increase Le/Li is to use
an impractically large conductor separation (to increase Le) which results in a very
large characteristic impedance. For example, a twisted pair would need to be con-
figured with a high frequency characteristic impedance exceeding 200 Ω to achieve

11



Figure 2.1: Profile of |H|2 for (a) 2×1 conductor transmission line and across a sin-
gle row of a (b) 4×4, and (c) 6×6 conductor transmission line. Current phasing in
the 4×4 and 6×6 is in a checkerboard configuration and all three lines have an equi-
valent conduction area. Red shaded regions correspond to the result of

∫∫
|H|2dA

over the “internal” conductor region. The x- and y-ranges for (a), (b), and (c) are
equivalent.
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Figure 2.2: (a) External and (b) internal inductance. (c) Ratio of internal to total
inductance as a function of the high frequency characteristic impedance, Z0. The
relative conductor separation is the structural degree of freedom used to tune Z0.

Le/Li ≈ 10 (Fig. 2.2).
The gridded fiber’s dramatically improved conductor utilization can be vi-

sualized by contrasting the computed current density of the fiber (Fig. 2.3d) with
that of the twisted pair (Fig. 2.3b inset) at 1 GHz. Both lines have an equivalent
metallic area but only the gridded fiber is able to mitigate current crowding. This
improvement pays dividends for the fiber, as this configuration is capable of sup-
porting over 2 GHz of flat-attenuation bandwidth (Fig. 2.3e). Note that throughout
this chapter we have assumed copper conductors (conductivity, σ = 5.8× 107 S/m)
and a cladding dielectric with a relative permittivity of εr = 2.2, which is typical of
a number of polymers and glasses. All results were computed by COMSOL Mul-
tiphysics, where the phase and attenuation are extracted directly from the complex
eigenvalues and the circuit parameters are computed from the mode field distribu-
tions.

A drawback of having a large number of discrete electrodes in the gridded
fiber is a significantly increased surface area, which translates to an increased ca-
pacitance and reduced characteristic impedance. For it to achieve an impedance
comparable to that of a twisted pair with an equivalent conducting area, the fiber
requires a larger electrode pitch-to-width ratio (a/w > s/d). The a/w = 5 value
that we have used so far is sufficient to obtain a reasonably large high frequency im-
pedance of ∼ 15 Ω (Fig. 2.5a). The diverging resistive and reactive components of
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Figure 2.3: Spectra of (a) distributed resistance, (b) distributed inductance, and (c)
attenuation constant and phase constant for a twisted-pair transmission line with
d = 16 µm, s = 0.03d calculated using a full-field finite element eigensolver. (insets)
Schematic and instantaneous current density at 1 GHz of twisted pair.

the impedance at low frequencies is characteristic of all TEM modes on microwave
transmission lines [10].

2.3 Prototype Fabrication

The SEM micrograph of a fabricated prototype (Fig. 2.5a, inset) demonstra-
tes that the w = 5 µm and a = 25 µm configuration can be readily obtained with
bismuth-tin (Bi-Sn) eutectic alloy conductors and polycarbonate (PC) cladding. The
macroscopic preform of the fiber was fabricated by vacuum oven consolidation
of stacked PC slabs with embedded Bi-Sn wires at a temperature of 155 ◦C. Two
successive fiber draws were performed (Table 2.1) between which fiber segments
from the first draw were vacuum-consolidated in PC cladding films for the subse-
quent draw. The first draw had a down feed speed of 0.04 mm/sec and capstan
speed of 0.65 m/min and the second draw had a down feed speed of 0.06 mm/sec
with a capstan speed of 1.28 m/min. Furnace temperatures were configured to
maintain an average drawing stress of 2 MPa and 7.5 MPa for the first and second
draw, respectively.

Due to Bi-Sn’s reduced conductivity (approximately 4.5% of copper’s), the
LC regime of the prototype resides at higher frequencies and has larger attenuation
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Figure 2.4: (a) (top) Schematic of gridded fiber and (bottom) instantaneous current
density at 1 GHz showing the “checkerboard” distribution. (b) Calculated spectra
of phase and attenuation constant of the gridded fiber with w = 5 µm, a = 25 µm
supporting approximately 2 GHz of LC bandwidth.

Stage Average stress Down feed speed Capstan speed
1 2.0 MPa 0.04 mm/sec 0.65 m/min
2 7.5 MPa 0.06 mm/sec 1.28 m/min

Table 2.1: Summary of fabrication conditions and parameters for fiber prototype
shown in the inset of Fig. 2.5a.
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5 �m

Figure 2.5: (a) Simulated characteristic impedance of a 4×4 gridded fiber with w
= 5 µm, a = 25 µm (identical to Figure 2.4). Inset shows a SEM micrograph of a
fiber prototype fabricated with polycarbonate cladding and Bi-Sn electrodes and a
photograph of the fiber end facet before being thermally drawn. (b) Operational
frequency ranges of the gridded fiber and lumped element cross-over length. (c)
Simulated distributed resistance, inductive impedance, and internal inductive im-
pedance of the gridded fiber as a function of frequency. The RC-LC transisition
occurs when the inductive impedance crosses the resistance and the LC-skin effect
transisition frequency occurs where the extrapolated flat-DC resistance intersects
the skin effect resistance slope.
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Figure 2.6: Computed β (ω) (solid lines) and α (ω) (dashed lines) for a copper con-
ductor gridded fiber that is identical to the structure in Fig. 2.4, a Bi-Sn fiber iden-
tical to the prototype shown in Fig. 2.5, and a Bi-Sn fiber that has been enlarged
from the prototype by a factor of 4.7 to achieve a performance equivalent to that of
the Cu design. All fibers have a/w = 5.

(both proportional to the increase in resistance, see Fig. 2.6). To achieve an equi-
valent performance to that of the simulated copper design, the Bi-Sn fiber would
need its dimensions enlarged by a factor of

√
1/0.045 ≈ 4.7 to reduce its resis-

tance. The fabricated fiber demonstrates micron sized electrodes and an enlarged
fiber can be easily obtained by adjusting the reduction ratio of our successive fiber
draws (Fig. 2.6). Also, in principal copper filaments could be co-drawn [43] with
silica to fabricate our simulated structure.

The numerically calculated operating regime ranges as a function of length
are shown in Fig. 2.5b for the copper conductor fiber. The LC region and the as-
sociated constant attenuation becomes relevant when the fiber length exceeds just
several centimeters, L > 0.25/ |γ(ω)|.

2.4 Performance Scaling: Electrode Size and Distribution

The scaling of the characteristic impedance is important in determining if
a simple “tiling out” of additional electrodes can further reduce the attenuation.
Additional electrodes decrease R and Z0 in tandem. While R is reduced because of
the increased conducting area, Z0 is reduced through L and C. For example, tiling a
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2×2 fiber out to a 4×4 fiber will scale L by 1/4 and C by 4, which leads to Z0 scaling
by 1/4. Since R also scales by 1/4, the propagation constant remains unchanged
by the tiling if the electrode size and pitch remain constant.

Rather than reducing the propagation loss, the gridded fiber offers the abi-
lity to tune the size and extent of the LC bandwidth through its grid configuration.
We demonstrate this in simulated 2×2, 4×4, and 6×6 fiber grid sizes with electrode
widths of 10 µm, 5 µm, and 3.33 µm; and center-to-center spacing of 15.5 µm, 25 µm,
and 133.3 µm, respectively. These parameter combinations have an equivalent to-
tal conducting cross sectional area and an approximately equivalent characteristic
impedance. Fig. 2.7a demonstrates that the magnitude of the attenuation remains
the same in the LC region but the skin effect onset shifts to higher frequencies for
smaller electrodes. Such performance engineering is entirely unique to the gridded
fiber and has no analogue in any two-conductor transmission lines.

Aside from constituent material parameters, conductor size and separation
are the only parameters that can tune the performance of a two conductor line. Fig.
2.7b plots the resistance of the three fiber configurations (red, blue, and green) from
Fig. 2.7a along with the resistance of two twisted pair configurations (light grey and
dark grey). The light grey curve corresponds to a twisted pair that has been scaled
by a factor of 1/2 from the twisted pair represented by the dark curve. Although
the smaller twisted pair has a higher skin effect onset frequency it also has a larger
DC resistance. There are simply not enough degrees of freedom to independently
tune the different performance features of the twisted pair.

For a gridded fiber with a uniform lattice of electrodes, even though current
maintains a uniform distribution over the cross-section of individual electrode, lar-
ger grid sizes result in a non-uniform distribution of currents across the electrode grid.
As a result of the magnetic fields of edge electrodes being unbalanced from the out-
side, an “anti-skin effect” results in a reduced current density near the grid surface,
and a larger effective DC resistance than what a simple geometric (conductor area)
analysis reveals. Fig. 2.7b highlights this effect in the left-most-portion of the resis-
tance curve for each fiber.

To achieve a large LC bandwidth (Fig. 2.7c, left axis), a significant increase
in the electrode separation is needed for an increase in the grid size (Fig. 2.7c, right
axis); this is a key limitation of the gridded fiber design. The electrode separation
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must be increased to maintain a large characteristic impedance and to avoid dras-
tically increasing the attenuation magnitude in the LC regime. The 6×6 design
considered earlier has a/w = 40, while an 8×8 design would require a/w to ex-
ceed 100 to achieve a comparable signal attenuation and characteristic impedance,
representing a potential practical upper limit on the grid size.

2.5 Discussion

The gridded fiber is a compelling alternative to two-conductor transmission
lines which significantly mitigates the low pass frequency response associated with
the skin effect. Importantly, we have shown that only a relatively small grid size
(4×4) is needed to open up over 1 GHz of LC bandwidth.

The 25 µm electrode pitch that we have chosen for the 4×4 design results in
an extremely small physical footprint for the overall device; the total width of the
fiber cross section is only approximately 0.1 mm2. This ensures that the fiber can
be integrated with transceiver packaging or other circuitry. For applications where
larger or smaller end facets are required the thermal draw process is capable of
tapering the fiber ends.

The thermal draw process inherently introduces variations in feature sizes
down the length of the fiber. In the case of our Bi-Sn prototype, these were on the
order of 1% across 1 meter which will negligibly impact the fiber bandwidth and
performance. Additionally, the smoothness of the variations means that the line
impedance will not change abruptly, and signal reflections can be avoided. Overall,
these features make the gridded fiber well suited for high speed chip-to-chip and
board-to-board interconnect applications or distributed sensing systems.
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d = 30 µm

d = 15 µm

Figure 2.7: (a) Calculated attenuation spectra and the associated cross sections of
2×2, 4×4, and 6×6 fibers having 10 µm, 5 µm, and 3.33 µm electrode widths with
15.5 µm, 25 µm, and 133.33 µm center-to-center electrode spacing, respectively.
These parameters are selected to maintain constant conducting area, characteris-
tic impedance, and attenuation in the LC region. (b) Resistance spectra of the three
fibers from (a) along with two twisted pairs. (c, left axis) LC flat-attenuation band-
width for the gridded fibers in (a) and (b) and the twisted pair from (b) having
d = 30 µm. (c, right axis) Value of a/w for the three gridded fiber designs.
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Subwavelength and Dispersive Graphene Systems
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Chapter 3

Mapping the Performance of Terahertz Transmission Lines ∗

Although various graphene transmission line structures have been studied
separately in the microwave [44]–[46] and optical regimes [47], [48], there exists no
comprehensive study of their performance over a wide range of length scales and
operating frequencies. Such a study is of significant interest for chip-scale trans-
mission lines due to graphene’s dominant kinetic inductance at relatively low THz
frequencies [49]. The kinetic inductance of graphene has been previously exploited
in infinite sheets and nano-ribbons for ultra-short-wavelength graphene plasmons
[47]–[51] and stems from the kinetic energy of oscillating free charges. It is also
significant in superconductors [52] at microwave frequencies and metals at optical
frequencies [53].

In this chapter, we examine the effect of the material kinetic inductance on
the propagation and attenuation of the transverse electromagnetic modes in na-
noscale and microscale transmission lines. Over a vast parameter space, spanning
106-fold variation in dimensions (nm through cm) and 104-fold variation in fre-
quency (10 GHz - 100 THz), we examine the conditions for the kinetic inductance
to produce a surprisingly broadband LC region for small-scale transmission lines.
Investigating both graphene and copper conductors, we develop a map of the per-
formance regions for 2D and 3D materials, contrast the significant differences in
their scaling laws, and explain dominant physical mechanisms that limit their per-
formance.

Throughout our analysis we focus on the coplanar stripline (CPS) shown
in Fig. 3.1 because it exhibits the typical skin effect induced attenuation and is
widely used in integrated systems [54] and traveling wave modulators [55]. The
CPS consists of two parallel conductors on top of a dielectric substrate [56], [57].
We consider two distinct CPS designs with two different conductor materials: one
with single-layer graphene ribbons and the second with copper conductors. The
copper wires have a finite thickness t and the graphene ribbons are treated as an

∗A subset of the work discussed in this chapter is published in Ref [2]. I.W. performed analyti-
cal and numerical modeling with assistance from S.H.M. Both I.W. and S.H.M. contributed to the
analysis.
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Figure 3.1: Cross-section schematic of (a) copper and (b) graphene coplanar strip
line (CPS). The conductor width and separation are w and g = w/2, respectively.
The copper conductors have a thickness t = w/2. The substrate is assumed to be
lossless and non-magnetic with a relative permittivity ϵr = 2.25.

infinitesimally thin surface conductors.

3.1 Optical Response of Graphene: The Kinetic Inductance

The complete optical response of graphene is modeled as an infinitesimally
thin conducting surface with a surface conductivity given by σ (ω) = σd (ω) +

σi (ω), where the Drude conductivity is given by [58],

σd (ω) = −j
e2kBT
πh̄2

1
(ω − jγ)

[
EF

kBT
+ 2 ln

(
e−EF/kBT + 1

)]
, (3.1)

and the interband conductivity is given by,

σi (ω) =
je2

4πh̄
ln
(

2 |EF| − (ω − jγ) h̄
2 |EF|+ (ω − jγ) h̄

)
. (3.2)

EF is the Fermi level, determined by chemical doping or electrostatic gating, and γ

is the phenomenological free-carrier scattering rate which parameterizes the losses.
At THz frequencies and below, both copper and graphene are accurately modeled
with just a Drude conductivity of the form [50]

σ (ω) =
σ0

1 + jω/γ
. (3.3)
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Figure 3.2: Complex-valued surface conductivity of monolayer graphene (blue)
compared with the effective surface conductivity of a 3 nm copper film (red). Grap-
hene has a Fermi level of 0.35 eV and a scattering rate of 1 THz and copper has a
scattering rate of 7.26 THz and a DC conductivity of 2 × 107 S·m.

σ0 is the DC bulk conductivity (surface conductivity) for (graphene) copper. Scat-
tering effects due to surface roughness, finite temperature effects, and spatial dis-
persion are neglected. The effective surface conductivity σs = σ0 × t for a 3 nm thick
copper film is more than an order of magnitude larger than the graphene surface
conductivity (Fig. 3.2). Thicker copper films are used throughout the rest of this
chapter, which implies an even higher conductance in the copper transmission li-
nes that we consider. For copper the scattering rate γ = 7.26 THz [59] while for
graphene the scattering rate is γ = 1 THz [60]. Note that these values are represen-
tative and the main points of this analysis do not rely on specific values for γ or
σ0.

The complex-valued conductivity is what results in the kinetic inductive
impedance, which is proportional to the imaginary part of the reciprocal of the
conductivity, while the resistive impedance relates to the real part. Similarly to
Eqn. 2.2, they contribute to the power stored or dissipated, respectively, in the
conduction currents in the quantity

RI2 + jωLK I2 =
∫∫

J∗ · E dA =
∫∫

σ−1 |J|2 dA (3.4)

J is the surface or volume current density produced by an electric field, E. From
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Eqn. 3.4 we can conclude that the ratio of the kinetic inductive impedance and the
resistance and simplifies to

ωLK

R
=

Im{σ−1}
Re{σ−1} . (3.5)

This ratio depends only on the conductivity and therefore, may be dispersive, but is
completely independent of the transmission line geometry. Similarly to the resistance,
the kinetic inductance is also inversely proportional to the current carrying area A
(or width w in the case of graphene), but unlike the resistance it is related to the
imaginary part of the inverse conductivity,

LK = Im
{

σ−1
}

ω−1A−1, (3.6)

so it becomes significant only at high frequencies.
When the conductivity is represented by the Drude model, Eqn. 3.5 sim-

plifies even further to R = γLK. Below the skin effect onset, both R and LK are
frequency-independent, even at frequencies above the scattering rate. In this re-
gime, the kinetic inductance is given by

LK = σ0
−1A−1γ−1. (3.7)

In contrast to the Faraday inductance, the kinetic inductance increases with current
crowding (i.e., when the conduction area becomes smaller); lines with a dominant
kinetic inductance suppress current crowding because current favors a distribution
of lowest total impedance.

3.2 Geometric Dependence of Circuit Parameters

Nanoscale lines are where the kinetic inductance typically exceeds the Fara-
day inductance. Generally, the Faraday inductance of a transmission line is scale-
invariant LF = L0 ln (w/g), where L0 is a geometry dependent constant [8]. Thus,
given a specific aspect ratio for the conductor size and separation t/w = m and
g/w = m′, where m = m′ = 1/2 in our design, the size threshold at which the
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kinetic inductance exceeds the Faraday inductance is given by

wK,3D =
1√

σ0γmL0 ln (1/m′)
(3.8)

wK,2D =
1

σ0γL0 ln (1/m′)
(3.9)

for 3D conductors and 2D conductors, respectively. For the transmission line con-
figurations chosen in this chapter, wK,3D and wK,2D are on the order of 100 nm and
100 µm for copper and graphene, respectively. Copper’s much lower threshold is
partly due to the square root dependence in Eqn. 3.8 and partly due to its much lar-
ger DC conductivity (Fig. 3.2). If a lower intrinsic scattering rate can be achieved,
the threshold can be increased, with more mileage being gained in 2D materials.

In transmission lines with conductors that are below the thresholds given in
Eqn. 3.8 and Eqn. 3.9, the onset of the LC region is

ωLC =
R
LK

= γ. (3.10)

This surprisingly simple relationship suggests that the LC region and its associated
constant attenuation can be found immediately above the intrinsic scattering rate.
This is in contrast to transmission lines which are Faraday inductance dominated,
where ωLC depends strongly on the geometry. Therefore, two design conditions
must both be satisfied to achieve a broadband kinetic LC response: w < wK and
ω > γ.

Finite element modeling confirms the above conditions through the inductive
and resistive impedances (Fig. 3.3) that have been calculated directly from the TEM
mode’s field distribution. We consider a 25× size scaling of a copper (Fig. 3.3a) and
a graphene (Fig. 3.3b) CPS, from w = 20 nm to 500 nm. The conductor separation
(as well as the copper conductor thickness) are equal to w/2 (i.e. m = m′ = 1/2
in Eqn. 3.8 and Eqn. 3.9). The resistance and the kinetic inductance of the CPS
lines both decrease, by 25× in the graphene lines and by 625× in the copper lines,
while the Faraday inductive impedances remain unchanged (grey curves). Both the
large and small graphene CPS designs are kinetic inductance-dominated but with
copper, only in the smaller of the two lines is kinetic inductance-dominated. In the
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Figure 3.3: Effect of geometric scaling on the distributed circuit parameters of CPS
line made of (a) copper and (b) graphene. A 25× size increase, from (w = 20 nm,
g = 10 nm) to (w = 500 nm, g = 250 nm) (and additionally t = 10 nm to 250 nm for
copper), reduces both R (solid curves) and ωLK (dashed curves) by 625× for copper
and 25× for graphene. ωLF (gray curves) remains unchanged under scaling in both
the copper and graphene CPS due to a fixed w/g ratio.

graphene lines, the two electrode widths are both below the threshold predicted
by Eqn. 3.9 but the widths of the copper lines straddle the threshold given by Eqn.
3.8. Thus, the w = 20 nm and w = 500 nm graphene CPS lines have an LC onset fre-
quency that is exactly equal to the intrinsic scattering rate of graphene (1 THz). In
the w = 500 nm copper CPS, although R and ωLK intersect at the same frequency,
ωLC is instead determined by the intersection of R and ωLF, at approximately 1.5
THz.

3.3 Spectral- and Size- Performance Mapping

The classifications of the performance made above are also reflected in the
spectra of α (ω) and β (ω) that were calculated from modal eigenvalue simulati-
ons. We consider copper and graphene CPS’s in Fig. 3.4 and Fig. 3.5 with several
electrode widths in addition to those from Fig 3.3. The LC onset corresponds to the
divergence of α (ω) and β (ω) from their shared values in the RC region. All of the
graphene CPS’s (Fig. 3.5), regardless of width, have LC regions that start at preci-
sely the intersection frequency of ωLK and R in Fig. 3.3a; the copper CPS’s have an
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Figure 3.4: Attenuation and dispersion spectra for copper CPS transmission lines
for various conductor widths.

LC onset frequency that shifts to lower values for larger electrode sizes (Fig. 3.4).
This indicates that most of the electrode widths that we have considered result in
a dominant Faraday inductance in copper. In fact, only the copper CPS with the
narrowest width, w = 50 nm, exhibits a clearly dominant kinetic inductance while
the w = 100 nm CPS lies on the threshold that was predicted by Eqn. 3.8.

The high frequency boundary of the LC region in nanoscale transmission
lines is determined by a different set of mechanisms than in micro and macroscale
transmission lines. In copper and other metals, for frequencies below their intrinsic
scattering rate, γ the skin depth is collisional and scales as 1/

√
ω. However, above

γ the skin depth converges to a fixed value, which is known as the collisionless
or surface-wave skin depth [53]. In copper transmission lines with electrode sizes
below 100 nm, no skin effect is observed (Fig. 3.6b), and the kinetic LC region
extends into the plasmonic regime at optical frequencies.

In nanoscale graphene lines, the upper frequency limit for the LC region
is not defined by the skin effect. At high frequencies, the self-capacitance intro-
duces significant intra-electrode fields and lateral currents. This effect is similar
to the transition between metal optics and plasmonics in metallic nanostructures
[53]. This so-called capacitive “edge effect” increases attenuation sharply beyond
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Figure 3.5: Attenuation and dispersion spectra for graphene CPS transmission lines
for various conductor widths.

approximately 30 THz.
For graphene and copper (Fig. 3.6), the overall landscape of TEM wave pro-

pagation and attenuation is defined by the boundaries separating the previously
unrecognized kinetic-LC region (green), the conventional RC region [61] (pink),
the skin/edge effect region (yellow), and the plasmonic region [47] (blue). All of
the transmission line dimensions are proportionally scaled with respect to the elec-
trode width, along the horizontal axes, from 10 nm up to 1 cm. We reiterate that
the specific value of γ or σ0, while it can cause a spectral shift of the boundaries be-
tween different regimes, does not affect the existence of these regimes or the trends
and main points presented in this chapter.

3.3.1 RC Regime

The lower bound of the LC region (the dark red curve), ωLC = R/ (LF + LK),
manifests itself as a size-independent horizontal line at nanoscales, given by the
conductor’s scattering rate, where the kinetic inductance dominates. When the
width exceeds the threshold of 100 nm for copper and 100 µm for graphene, the
line becomes Faraday inductance-dominant and the LC onset is strongly width-
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Figure 3.6: Performance regimes of graphene and copper CPS transmission lines
scaled from nanoscale to macroscale. Note that the conductor separation (and con-
ductor thickness for copper) according to g = w/2 and t = w/2. The points indi-
cated as (i), (ii), (iii), and (iv) have their magnetic energy density and conduction
current distributions shown in Fig. 3.7.
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Figure 3.7: The magnetic energy density and conduction current on the graphene
and copper CPS designs with w = 250 nm are plotted at 500 GHz and 30 THz (25
THz for copper), corresponding points indicated in Fig 3.6.

dependent. The slope of this transition is a function of the material dimensionality
with a steeper w−2 dependence in the copper CPS and a more gradual w−1 depen-
dence in the graphene CPS. At very low frequencies in the RC region, the current
distribution is highly uniform and the mode energy is concentrated predominantly
in the region between the conductors (Fig. 3.7i and Fig. 3.7iii).

3.3.2 LC Regime and the Skin and Edge Effects

The upper bound of the LC region (the dark green curve) is defined by the
onset of the skin or edge effect region where the current shifts strongly towards the
surface of the conductor (Fig. 3.7iv). For the copper line, this boundary is defined
as the frequency at which the skin depth is equal to half of the electrode width,
δ = w/2. This boundary follows the same, w−2 geometric dependence of the LC
region onset. In copper at frequencies above the intrinsic scattering rate, this boun-
dary becomes a vertical asymptote as the skin depth converges to its constant col-
lisionless value (Fig. 3.8). Therefore, the overall behavior of copper-based lines
is characterized predominantly by the skin effect in lines with electrode widths
exceeding 100 nm, and by a surprisingly large bandwidth kinetic-LC region at fre-
quencies above the scattering rate. For graphene, the LC region transitions into the
edge effect rather than the skin effect region. We define the lower boundary of the
edge effect region empirically as the frequency at which the numerically computed
resistance exceeds that of a spatially uniform current by 5%. This is essentially a me-
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Figure 3.8: The skin depth of copper as a function of frequency. Above the scat-
tering rate the skin depth approaches its collisionless (minimum) value [53]. The
dashed line represents the low frequency approximation for the skin depth. Anot-
her way of viewing the collisionless skin depth is that because the kinetic inductive
impedance exceeds the resistance above the scattering rate, current can no longer
redistribute itself to minimize the overall impedance.

asure of how non-uniform the current distribution becomes. Above the graphene
scattering rate, the edge effect boundary has approximately a 1/

√
w dependence,

while below the graphene scattering rate, it closely follows the RC-LC boundary.
This strongly suggests that graphene ribbons can exhibit edge-current crowding
whenever their widths exceed 100 µm.

3.3.3 Plasmonic Regime

The third boundary for graphene (the dark blue curve) separates the skin
and edge effect region from the plasmonic region. In the plasmonic region the
transmission line becomes multi-moded since the geometry is capable of suppor-
ting individual and hybridized ribbon plasmons. For graphene, this boundary
occurs when the wavelength of an infinitely-wide-graphene plasmon falls below
twice the ribbon width, and runs parallel to the LC-edge-effect boundary. This im-
plies that the observed edge effect is associated with the transition from quasi-TEM
modes to ribbon plasmons where the field concentrates highly on the graphene and
the current becomes non-uniform (Fig. 3.7ii). In the macroscale graphene lines that
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we consider (Fig. 3.6, right), this cutoff approaches a frequency nearly equivalent
to the graphene intrinsic scattering rate. In general, however, this asymptotic value
will be influenced by the magnitude of graphene’s conductivity through its Fermi
level. In Fig. 3.6, the horizontal portion of the boundary overlapping with the scat-
tering rate is coincidental.

In copper, the cutoff for guided plasmonic modes lies at much higher fre-
quencies for a given waveguide size, or much larger waveguide sizes at a given
frequency, due to copper’s larger DC conductivity. However, at microwave fre-
quencies, the more practical boundary is the one that separates single-mode (TEM)
operation form multi-mode (TEM and TE/TM) operation.

3.3.4 Comparison of Copper and Graphene Designs

If we contrast the overall performance of graphene transmission lines to their
copper counterparts, we observe that graphene lines can provide a much lower
onset frequency for the kinetic LC region. Furthermore, graphene’s LC region is
supported in much larger lines, up to widths of about 100 µm. For larger structures,
graphene’s reduced dimensionality also results in a more gradual shift towards a
Faraday inductance-dominated LC response.

High quality graphene with a sub-THz scattering rate would be extremely
valuable for realizing nanoscale traveling-wave transducers and sensors, which
would otherwise be in the RC region with 3D conductors. On the other hand, when
the absolute lowest attenuation is desired and dispersive attenuation can be tole-
rated, copper (and other metal) transmission lines are more preferable. Multilayer
graphene can be used to reduce attenuation, but will also present a reduced kinetic
inductance; multilayer graphene transmission line performance will scale similarly
to 3D copper. Finally, it’s worth noting that at conductor sizes below 100 nm, cop-
per lines will suffer from a reduced conductance due to scattering at grain boun-
daries and surface roughness [62]. These effects have been partially accounted for
in this analysis through a reduced copper DC conductivity of 2 × 107 S · m. Grap-
hene will also encounter deviations from the Drude model in sub-100 nm widths
through contributions from conducting edge modes and changes in the electro-
nic bandstructure. Although these effects are expected to shift the propagation-
constant spectra, the overall propagation regimes depicted in Fig. 3.6 and the exis-
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tence of a constant-attenuation LC region remain unchanged.
Finally, it is worth pointing out that in comparison to graphene plasmons,

which are known for their exceptional wavelength reduction [48], [49], the TEM
modes of a graphene transmission lines exhibit even greater wavelength reduction
in the few-THz frequency range (Fig. 3.5a). The dispersion relation of a graphene
plasmon [50] suggests a low-frequency radiative cutoff (e.g. 1.5 THz for EF = 0.4 eV,
see Fig. 3.5), while the TEM mode remains guided throughout the entire spectral
range. Finite-width graphene ribbons support plasmons possessing even larger
β than those of the infinitely-wide graphene films, and therefore experience even
higher cut-off frequencies. Thus, in the spectral range between 1 and 10 THz, the
graphene TEM mode provides the optimal combination of wavelength-reduction,
linear phase propagation, and constant attenuation.

3.4 Discussion

In conclusion, our analysis of graphene and copper transmission lines has
revealed that the well-known TEM modes enjoy a previously unnoticed broadband
constant-attenuation regime, when the lateral dimensions are reduced to the na-
noscale for both 2D and 3D conductors. This so-called kinetic-LC regime is indu-
ced by a predominant kinetic inductive impedance. The threshold dimension for
this regime in a 3D line is defined by the collision-less skin depth of the conduc-
tor, about 100 nm for copper. Graphene transmission lines are remarkable in that
their kinetic-LC region extends to relatively large micron-scale widths. The on-
set frequency of the kinetic-LC region is fixed at the free-carrier scattering rate, a
material property, and therefore high-quality graphene with a low scattering rate
would be desirable for THz/sub-THz applications. The upper frequency cutoff, on
the other hand, depends on the material dimensionality: 2D graphene lines exhibit
a width-dependent upper cutoff induced by plasmonic edge effects, whereas 3D
lines have no upper cutoff in the spectral range in which the Drude model is valid.
Although graphene lines exhibit constant attenuation at larger dimensions, cop-
per lines of comparable widths provide lower attenuation. However, graphene’s
large kinetic inductance drastically reduces the mode wavelength by 10× to 40×,
approaching 1 µm at 10 THz. This deep subwavelength operation and the inherent
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tunability of graphene open up new opportunities for conventional signaling and
sensing applications, as well as emerging applications involving metamaterials.
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Chapter 4

Sub-Diffraction Graphene Photonic Crystals ∗

During the past two decades, photonic crystals have revolutionized the field
of nanophotonics, as their periodically modulated structure gives rise to a wide
range of unprecedented phenomena in manipulating the flow of light [63], [64].
Photonic crystal slabs [65]–[67], in particular, have emerged as one of the most
practical variety of photonic crystals because their 2D periodicity and planar struc-
ture is highly compatible with standard lithographic fabrication processes [68], [69].

Unfortunately, a fundamental limitation of photonic crystal slabs is that their
periodicity is proportional to the operating free-space wavelength. This translates
to device sizes and mode volumes that are only slightly below the diffraction limit,
even when materials with a high refractive index are used. In a silicon photonic
crystal slab for instance, the lattice constant defining the in-plane periodicity is ge-
nerally only about 0.30 to 0.40 times the free space wavelength [63], [65]. Additio-
nally, because total internal reflection provides the out-of-plane confinement, only
an incomplete band gap is obtained due to the presence of radiation modes that ex-
tend above and below the slab. The size of the in-plane photonic band gap is also
significantly reduced from that of a purely 2D crystal, because of the incomplete
overlap between the Bloch mode and the slab. Additionally, out-of-plane radiation
losses limit the quality factor of point-defect resonators [70]. Thus, an alternative
means to further the wavelength reduction and out-of-plane light confinement is
highly desirable for miniaturization and system integration.

One well-known solution for improved confinement is to employ a 3D struc-
ture that is uniform in the out-of-plane direction and sandwiched between two
truncated reflecting boundaries, which are closely spaced such that only the lowest-
order mode with a pure polarization is supported (e.g. the TM polarization with
electric fields out-of-plane when perfect electrical conductors are used). Widely ex-
ploited in microwave photonic crystals, this approach has been realized by sand-
wiching a 2D slab between two metal plates that form a parallel plate waveguide

∗A subset of the work discussed in this chapter is published in Ref [3]. I.W. performed the ana-
lytical and numerical modeling using the computational framework for the dispersive graphene
model developed by S.H.M.
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[71], [72]. As we have shown in the previous chapter, in the terahertz spectrum
graphene supports a similar quasi-TEM mode that is largely confined between the
two sheets [73] with a wavelength that is over 40 times smaller than in free-space
[44].

In this chapter we examine this combination to realize extremely subwa-
velength guided Bloch modes with strong out-of-plane confinement. Two paral-
lel graphene sheets are necessary, and they behave very differently from photonic
crystal slabs interfacing with only one graphene sheet [74], or 1D photonic crystals
where graphene is used for absorption [75] and magneto-optical effects [76]. Ad-
ditionally, the graphene parallel plates we consider are continuous and have no
spatial modulation, unlike systems with isolated graphene islands arranged in 2D
patterns to modify the photonic band structures [77], [78] or to enhance absorp-
tion [79]–[81]. Also, the extreme wavelength reduction and the TM-like mode pro-
file are absent from previous work in integrating graphene sheets with photonic
crystal slabs at infrared or visible frequencies, to realize tunability [82], [83] and
nonlinearity [84], and to dissipate heat [85].

4.1 Photonic Band Structure

The structure we consider is a triangular lattice of silicon rods (ϵr = 11.67)
[86] embedded in a low index material (ϵr = 2.25). An exploded schematic of the
system is shown in Fig. 4.1a where the in-plane periodicity, a is 300 nm and the
slab thickness, g is 40 nm. In this chapter we focus on graphene with a Fermi level
exceeding 0.1 eV, and a scattering rate of 0.4 meV [49] with a Drude conductivity
given by Eqn. 3.1 (Fig. 3.2, low frequencies).

Numerical modeling confirms that the mode profile of the graphene-cladded
photonic crystal slab is very close to that of a 2D crystal [63]. Fig. 4.1b shows the
magnitude of the electric field across two orthogonal planes cutting through the
symmetry planes of the 3D unit cell. We first observe in the vertical cut (Fig. 4.1b,
left) that the majority of the mode is concentrated within the slab and between the
graphene sheets. It is also apparent that the magnitude of the field between the
sheets is nearly uniform in the vertical direction which agrees with the predicted
behavior of the TEM mode (which also has negligible in-plane electric field com-
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ponents). Furthermore, we see in the horizontal cut midway through the slab (Fig.
4.1b, right), that the mode pattern resembles the unit-cell field pattern for the lo-
west band of a purely 2D TM crystal, in which an increased field concentration is
encountered in the high-index silicon rod.

Remarkably, the calculated band structure in Fig. 4.1c shows that the addi-
tion of the graphene opens up a wide band gap in a slab that would be otherwise
too thin to support any gap. In fact, the relative size of the gap for the TEM mode
is nearly equal to that of the 2D TM band gap, which is approximately 28%. In
principal, the graphene-cladded photonic crystal slab can replicate any feature of
the purely 2D band structure, including a second photonic band gap (which occurs
at higher frequencies). However, a larger refractive index contrast between the rod
and cladding materials is be needed to support a second band gap. Simply repla-
cing the oxide cladding with air to leave free-standing silicon rods may increase
fabrication complexity, thus a square lattice of air holes in silicon may be a better
approach for obtaining a second band gap.

A notable feature of the graphene-cladded photonic crystal slab is that the
lattice constant and Bloch modes have a spatial scale that is nearly 100× smaller
than the free space wavelength. With our chosen lattice constant of 300 nm, the nor-
malized frequency 0.01 (c/a) corresponds to 10 THz, i.e. a free-space wavelength
of 30 µm. In other words, the guided THz photons are comparable in size to an ul-
traviolet photon. The graphene separation in this case is three orders of magnitude
smaller than the free-space wavelength which ensures that higher order parallel-
plate-waveguide modes can be neglected. If we take graphene’s resistive losses
into account, we observe that these extremely subwavelength modes actually have
significant propagation lengths (Fig. 4.1d), and can easily reach tens of lattice con-
stants. Across the entire Brillouin zone, the propagation length is approximately
inversely proportional to the graphene scattering rate [87], with a more significant
reduction occurring in the vicinity of the band edge where mode’s group velocity
is reduced. The variation in the graphene scattering rate from 0.4 to 2.0 meV shown
in Fig. 4.1d does not modify the band structure form what is shown in Fig. 4.1c.
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Figure 4.1: (a) Exploded 3D schematic of two single-layer graphene sheets
sandwiching a segment of photonic crystal slab, consisting of silicon rods
(r = 0.2a, εr = 11.67) in a triangular lattice embedded within a low-index mate-
rial (εr = 2.25). (b) Electric field magnitude of a mode at a normalized frequency
of 0.007 (c/a) on two mirror-symmetry planes in a unit cell. (c) Calculated 2D
band structure along the irreducible Brillion zone boundary, with a TEM band gap
(shaded in grey) from approximately 0.009 (c/a) to 0.011 (c/a). The left inset de-
picts the 2D Brillouin zone of the triangular crystal lattice. (d) Propagation length
of the 1st bulk band for several graphene scattering rates. Throughout this section,
we use the following parameter values (unless otherwise noted): EF = 0.4 eV, γ =
0.4 meV, a = 300 nm, g = 40 nm.

39



4.2 Slab Thickness Tuning

An unusual consequence of the introduction of graphene to the photonic
crystal slab is that reducing the slab thickness causes a downward shift in the pho-
tonic band gap frequency range with an increase in its relative size. A large band
gap is generally preferable in photonic crystal devices, because it translates to a
smaller footprint from tighter field confinement, broader operational bandwidth,
and stronger spatial and temporal dispersion. The thickness dependence of the
gap size is shown in Fig. 4.2a where we have considered only the Γ-K and Γ-M seg-
ments of the irreducible Brillouin zone boundary because these segments define
the lower and upper edges of the first band gap, respectively. The TEM band gap
corresponds to the overlap between the Γ-K and the Γ-M stop gaps which is high-
lighted in Fig. 4.2b. This scaling behavior is in stark contrast to the trend observed
in index-guided photonic crystal slabs, where in slabs with thicknesses below one
half the lattice constant (g = a/2) the modes become very weakly guided. In such
index-guided structures this is observed in the band diagram with the bands shif-
ting to higher frequencies and the band gap closing-off (if the dielectric modulation
is even strong enough to support a band gap). However, in the graphene-cladded
slab, the reduction in slab thickness translates to an increase in the capacitance ex-
perienced by the underlying TEM mode, which in turn, shifts the band gap to lower
frequencies and enlarges its relative size as shown in Fig. 4.2b and Fig. 4.2c. We
map the location and size of the band gap as a function of thickness from approx-
imately g = 0.05a to g = 1.25a, where a = 300 nm. The minimum slab thickness
considered in this range is approximately 13 nm. Fig. 4.2c shows that the relative
size of the gap approaches an upper limit corresponding to the size of the band
gap in the purely 2D system (approximately 28%). This relatively large band gap
is made possible only by the introduction of graphene. In this frequency range,
an identical photonic crystal slab without the graphene cladding will only support
weakly guided modes with fields that extend above and below the slab and no
photonic band gap.

The unique scaling behavior of the graphene-cladded slab can be explained
by considering the distributed circuit model for the TEM mode, which is valid in
the limit that the slab thickness is small compared with the in-plane lattice constant.
The parallel capacitance between the graphene sheets is inversely proportional to
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Figure 4.2: (a) Bulk bands in Γ-M and Γ-K directions for several thicknesses with
the TEM band gaps shaded. (b) The Γ-K stop gap, Γ-M stop gap, and TEM band
gap frequency range are shaded as a function of the slab thickness. (c) Relative size
of the band gap approaches that of the purely 2D crystal at small slab thicknesses
and decreases significantly for larger thicknesses.

g, whereas the kinetic inductance is independent of g. Since the transmission line
circuit model predicts that the effective index of the bulk bands is proportional to√

LC, the frequency of the band structure scales as g1/2. We confirm that this is
the case with the two dotted curves below g/a ≈ 0.125 in Fig. 4.2b, which each
correspond to fits to functions of the form, f (g) = C0

√
g. In the regime where

the thickness is on the same order of magnitude as the lattice constant, the under-
lying mode becomes only quasi-TEM, and can have substantial in-plane electric
field components. As the thickness continues to increase, the mode will become
less uniform between the sheets and will tend to concentrate in the vicinity of the
graphene sheets. At large thicknesses, the mode will no longer “feel” the interme-
diate photonic crystal which results in a reduced band gap. This is precisely what
we observe in Fig. 4.2b and 4.2c above g/a = 1.00. In general, this thickness tuning
has no precedent in all-dielectric photonic crystal slabs and may prove to be use-
ful for the miniaturization of THz photonic circuits as it eliminates a fundamental
field-confinement penalty on ultra-thin planar devices.

41



4.3 Fermi Level Tuning

Since the optical conductivity of graphene is electrostatically tunable [88],
[89], the band structures of the graphene-cladded photonic crystal slab can be pro-
portionally scaled by varying the graphene Fermi level. Here we consider the
graphene-cladded slab with a thickness of 40 nm and plot the first two bands un-
der three Fermi levels: 0.25, 0.40, and 0.55 eV, in Fig. 4.3a where, again, we have
only considered the Γ-K and Γ-M directions. Larger Fermi levels proportionally
shift the overall band structure, including the band gap, to higher frequencies as
shown in Fig. 4.3b. Remarkably, the relative size of the band gap remains unchan-
ged, as shown in Fig. 4.3c, at approximately 25% for the entire range of Fermi levels
considered here. This scaling behavior is consistent with the kinetic inductance’s
dependence on the Fermi level through the imaginary part of the surface conducti-
vity, Im

(
σ−1/ω

)
= πh̄2/e2EF.

Experimentally, graphene’s Fermi level has been demonstrated [58], [90] to
be continuously tunable from -1 eV to 1 eV via electrostatic gating, although the
Drude model becomes inaccurate with very small absolute values of the Fermi le-
vel [90], i.e. |EF| < 0.05 eV. In the context of wavelength reduction, lowering the
Fermi levels may appear to be desirable, because of the resultant decrease in band
frequencies. However, smaller values of EF are in fact associated with larger ohmic
losses. Therefore, attenuation-limited applications will impose a lower limit on the
Fermi level.

Scaling the photonic band structure with the Fermi level represents a me-
ans for dynamically tuning the system after fabrication. Even though graphene-
cladded photonic crystal slabs can be designed in a wide frequency range by pro-
per choices of lattice constant and slab thickness, these geometric parameters are
fixed upon fabrication. On the other hand, electrostatic gating can be performed
and tuned after fabrication, using either an electrostatic field applied via external
gating structures [82], [83] or a bias applied across the two parallel graphene sheets
[91].
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Figure 4.3: (a) Bulk bands in Γ-M and Γ-K directions for several Fermi levels with
the TEM band gaps shaded. (b) The Γ-K stop gap, Γ-M stop gap, and TEM band gap
frequency range are shaded as a function of the graphene Fermi level. (c) Relative
size of the band gap as a function of the graphene Fermi level.

4.4 Scale Invariance

An important consideration is whether the graphene-cladded photonic cry-
stal slab exhibits scale invariance in the presence of graphene’s dispersive Drude
conductivity, which is quite different from the constant permittivity assumed in
dielectric photonic crystals. At first glance, one may expect this to render our use
of normalized frequencies and wave vectors invalid, however we will show that
this is not necessarily the case. In the first row of Fig. 4.4, we plot the Γ-K stop gap,
the Γ-M stop gap, and the TEM band gap of the graphene-cladded slab structure
as a function of the in-plane lattice constant, a. The three columns correspond to a
different slab thickness: g = 40 nm, 80 nm, and 120 nm. The second row of Fig. 4.4
plots the relative size of the TEM band gap for the corresponding structure in the
first row, also as a function of the in-plane lattice constant.

Among the three slab thicknesses and across the range of in-plane lattice
constants, we see the emergence of two distinct regimes. The first regime corre-
sponds to the lattice constant being on the same order of magnitude as the thickness
(the left-most portion of each column), while the second regime corresponds to the
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lattice constant being much larger than the thickness (the right-most portion of
each column). Indeed, this is an expanded picture of our earlier observation and
discussion of the band gap’s dependence on slab thickness; now we’re also consi-
dering variation of the in-plane lattice constant. To better understand the differen-
ces between these two regimes, we plot the electric field magnitude over a plane
through the 3D unit cell of two specimens in the bottom row and middle column
of Fig. 4.4. What we observe in the field profile confirms our earlier conclusion:
when the thickness is on the order of the lattice constant, the field can become very
non-uniform (left inset) and when the thickness is much smaller than the lattice
constant, the field is highly uniform in the vertical direction (right inset). These
results suggest that when the lattice constant is large relative to the thickness, the
graphene-cladded slab will exhibit scale invariance with respect to its in-plane lat-
tice constant, manifested as the horizontal band of the shaded regions in the first
row of Fig. 4.4.

Although the band gap for the TEM mode discussed so far is not a complete
band gap in the strictest sense, practically it functions as a complete band gap for
point and line defects, provided that the z-reflection symmetry is preserved. Only
two additional modes traverse the TEM band gap: the light cone which is tightly
compressed to the Γ point, and the 2nd-order graphene ribbon plasmon [48], which
has a field distribution with the opposite symmetry along the z direction to that of
the TEM mode.

In-plane imperfections, such as offsets and roughness, do not break the z-
reflection symmetry and thus do not couple the TEM modes with the 2nd-order
graphene ribbon plasmons. Radiation from the TEM photonic crystal slab mo-
des into the light cone is also suppressed for two reasons: the fields of the slab
modes are tightly confined between the graphene sheets (Fig. 4.4), particularly at
small g; the extreme subwavelength nature of the mode results in typical fabrica-
tion roughness being far smaller (1000× or more) than the free-space wavelength,
causing them to be extremely inefficient dipole radiators. Thus, for practical pur-
poses the TEM mode band gap can be considered a “complete” band gap.
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Figure 4.4: (top row) The Γ-K stop gap, Γ-M stop gap, and TEM band gap frequency
range are shaded for slab thicknesses of g = 40 nm, 80 nm, and 120 nm, as a function
of the lattice constant, a. (bottom row) The relative size of the TEM band gap as a
function of the lattice constant, for the corresponding thicknesses in the top row.
Inset plots show electric field magnitude over a vertical cut (perpendicular to the
direction of propagation within the crystal) through the slab with lattice constant of
200 nm and 700 nm. When the lattice constant is much larger than the thickness, the
bands are scale invariant and when the lattice constant is on the order of magnitude
of the thickness, the field magnitude is no longer uniform in the vertical direction
(shown by the left field pattern inset), and the gap bandwidth is reduced.
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4.5 Line-Defect Waveguides

Similarly to purely 2D photonic crystals, the graphene-cladded photonic
crystal slab can support strongly confined guided modes in defects in the bulk cry-
stal. For example, removing a row of rods from the crystal forms a line defect of
width

√
3a, which can be adjusted by laterally shifting the crystal cladding on either

side. The dispersion for the defect modes are presented in Fig. 4.5a for several
channel widths, and closely resembles those of purely 2D photonic crystals. Anot-
her similarity to the 2D systems can be observed in Fig. 4.5b, as the propagation
length of the defect mode exhibits a linear dependence on its group velocity. In the
widest channel considered (w = 1.4

√
3a) both the largest group velocity and pro-

pagation length are observed. In this case the mode can propagate for more than
18 lattice constants. This propagation length is appreciably long, in the context that
the guided wavelength is a factor of 40 times smaller than in free space. Much smal-
ler propagation lengths are observed at the edges of the defect bandwidth, which
is a direct result of the mode’s reduced group velocity. Just like the bulk modes,
the propagation length of these defect modes is ultimately limited by the graphene
intrinsic scattering rate, i.e. the quality, of the graphene. In terms of the mode pro-
file, these defect modes are strongly confined along the in-plane directions by the
band gap (Fig. 4.5c) and in the out-of-plane directions by the graphene sheets. Un-
like ordinary 2D photonic crystal slabs affected by the presence of radiation modes
in the substrate and superstrate, the defect modes in graphene-cladded photonic
crystal slabs can easily span the entire gap range with little field leakage. At very
narrow channel widths we observe a flip in the sign of the group velocity.

4.6 Numerical Modeling

All numerical results were calculated using three dimensional eigenmodal
simulations performed. The eigen frequencies and the field distributions of the ei-
genmodes were taken from driven simulations with swept frequency and in-plane
wavevector that maximize the volume-average electric energy between the grap-
hene under constant excitation∗. These results were verified with a weak form ei-

∗MATLAB code available at: https://github.com/ianwilliamson/mphdrivendispersion
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Figure 4.5: (a) Computed dispersion relation of line defects with a range of widths.
Shaded regions are projected bands of the bulk crystal. (b) Computed propagation
lengths. The inset depicts a schematic of the line defect. (c) Instantaneous out-of-
plane electric field (Ez) of a line defect (w =

√
3a) at f = 0.0100(c/a).
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gensolver [92] which solves for the complex-valued wavevector†. The propagation
length is computed from the inverse of the imaginary part of the wavevector.

Software for extracting eigenvalue problems from COMSOL to be run in a
Linux HPC enviornment was developed to perform rapid parameter sweeps of the
photonic crystal structure. The details of this package are described in Appendix
A.

4.7 Discussion

In this chapter we have applied graphene parallel plate waveguides to pho-
tonic crystal slabs to achieve extremely subwavelength Bloch modes with strong
out-of-plane confinement. Unlike conventional all-dielectric photonic crystal slabs,
the introduction of graphene facilitates the interaction of THz radiation with fea-
ture sizes that are 100 times smaller than its free-space wavelength. This length-
scale reduction is sustained in slabs that have thicknesses that are 10 or more times
smaller than the in-plane crystal lattice constant.

An unprecedented feature of the graphene-cladded slab is that its thickness
and the graphene Fermi level strongly influence the overall photonic band struc-
ture while maintaining large band gaps. The thickness, in particular, affects both
the relative size and position of the gap, which is a behavior that has no precedent
in all-dielectric photonic crystal slabs. The graphene Fermi level on the other hand,
uniformly tunes the band gap position while leaving the relative bandwidth un-
changed for Fermi levels between 0.1 eV and 1.0 eV. This feature allows significant
flexibility in band engineering, since the band gap can be tuned via chemical do-
ping of the graphene, or via an applied electrostatic field. Furthermore, just like
in purely 2D photonic crystals, line defects in the crystal of the graphene-cladded
slab can support guided modes with strong in-plane confinement and propagation
lengths exceeding 10 lattice constants. Ultimately, the propagation lengths of both
the bulk and defect modes of the graphene-cladded slab are limited by the ohmic
losses of graphene rather than to radiation in the out-of-plane direction. In this case,
the graphene quality, i.e. its intrinsic scattering rate, is the key parameter for deter-
mining the attainable transmission distances, with lower scattering rates transla-

†MATLAB code available at: https://github.com/ianwilliamson/mphmodetracker
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Reference Materials Scattering rate γ T (K) σ0 (mS)
Yoon et al. [93] GaAs/AlGaAs 5 GHz 4 30
Renard et al. [94] GaAs/AlGaAs 45 THz 100 0.1
Braña et al. [95] AlGaN/GaN 1.6 THz 13 3.2
Burke et al. [96] GaAs/AlGaAs 1.7 GHz 0.3 500
Mittal et al. [97] GaAs/AlGaAs 0.32 THz 0.5 11
Asmar et al. [98] GaAs/AlGaAs 0.31 THz 4 28

Table 4.1: Comparison of experimentally measured properties of various III-V he-
terostructure two-dimensional electron gases (2DEG’s) sorted by publication date.
The phenomenological free carrier scattering rate is γ, the temperature is T, and
the DC surface conductivity is σ0.

ting to proportionally larger propagation lengths. An alternative implementation
avoiding the use of graphene could use heterostructure two-dimensional electron
gases (2DEG’s). This approach would provide much lower scattering rates but with
the trade off of a very low operating temperature to avoid phonon scattering. Ta-
ble 4.1 summarizes the relevant properties of several III-V alloy heterostructure
2DEG’s.
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Chapter 5

Dispersive and Dissipative Optomechanics with Suspended
Graphene ∗

In this chapter, we consider the optomechanical coupling of a graphene
membrane-in-cavity system throughout the THz and mid-IR spectra, to obtain a
comprehensive understanding of the influence of the optical cavity design, as well
as the intrinsic absorption and dispersion of graphene. We first present a closed-
form optical response of a high-Q optical cavity loaded with graphene. We then
identify the conditions that maximize the optomechanical coupling coefficients and
the resulting predominantly dispersive or dissipative coupling regimes at THz and
mid-IR wavelengths. Taking into account the inherent optical absorption of grap-
hene, we consider the conditions for resolved-sideband optomechanics. Together,
these results point towards the optimal combinations of cavity design and grap-
hene properties that enable various cavity optomechanical phenomena.

5.1 Optical Resonator Configuration

We consider a single-layer graphene membrane suspended within a high
quality factor Fabry-Pérot cavity (Fig. 5.1), i.e. a membrane-in-cavity system [99]
that has been extensively utilized in cavity optomechanics, for optomechanical cool-
ing, displacement sensing, and dynamical back-action, as well as other effects such
as giant Faraday rotation [76], [100]. An asymmetric Fabry-Pérot cavity is formed
between two mirrors with complex reflection coefficients r1ejθ1 and r2ejθ2 . Each
mirror is a Bragg reflector with alternating layers of dielectric with εr1 = 21.16 and
εr2 = 2.56 and thickness of t1 = 0.9 µm and t2 = 1.8 µm (Fig. 5.1). The bottom
mirror has a reflection coefficient magnitude of nearly unity (r2

∼= 1), making the
cavity a Gires–Tournois etalon [101] that can be characterized as a one-port system
in scattering-matrix formalism. Without loss of generality, we focus on the inte-
ractions between the second-order longitudinal optical mode (inset of Fig. 5.1) and

∗A subset of the work discussed in this chapter is published in Ref [4]. I.W. carried out the ana-
lytical and numerical modeling using the transfer matrix model developed by S.H.M. I.W. analyzed
the results with support from S.H.M.
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Figure 5.1: Schematic of Fabry-Pérot resonator loaded with graphene and the asso-
ciated second-order cavity mode magnitude (|E|).

suspended graphene membrane. The second-order longitudinal mode is the lo-
west order mode that provides a stable optomechanical equilibrium position for
graphene in the center of the cavity (Fig. 5.2a), allowing the graphene to be sus-
pended a sufficient distance away from the mirrors so as to avoid the effect of van
der Waals forces [102].

5.2 Transfer Matrix Modeling

To quantify the optomechanical response of graphene, we employ the trans-
fer matrix method [103], [104], which analytically relates the optical response of
the cavity to the movement of graphene. Throughout this chapter, we refer to the
optical cavity as being loaded when the suspended graphene is present or as being
unloaded when the cavity is empty (equivalent to setting σ = 0). The goal of the
transfer matrix analysis is to obtain an expression for the fields inside the cavity, the
denominator of which, will be mapped into a complex pole whose imaginary and
real components define the cavity resonance frequency and linewidth, respectively.
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The transfer matrix formulation of the membrane-in-cavity system is(
T
0

)
= Tm2 · T2 · Tgr · T1 · Tm1

(
1
R

)
(5.1)

where R and T represent the reflection and transmission coefficients. The mirror
transfer matrix is given by

Tm =

(
− r2+t2

t
r
t

− r
t

1
t

)
(5.2)

where r = r1ejθ1
(
r2ejθ2

)
and t = t1 (t2) for the front (back) mirror. Note that we

don’t explicitly define the phase angle of the mirror transmission coefficients (t1 and
t2) since they do not appear in the final expression for the denominator of the cavity
field amplitude. Also note that the mirrors of the cavity are symmetric, meaning
that they have N1 (N2) periods with a single additional layer of thickness t1. The
transfer matrices for propagation between the graphene and the front mirror and
the back mirror are given by,

T1 =

(
e−jk0(L−h) 0

0 ejk0(L−h)

)
(5.3)

T2 =

(
e−jk0h 0

0 ejk0h

)
(5.4)

and the transfer matrix for the graphene membrane is given by

Tgr =

(
1 + σ(ω)

2Y0

σ(ω)
2Y0

−σ(ω)
2Y0

1 − σ(ω)
2Y0

)
(5.5)

where the conductivity σ (ω) is given by the full expression that incorporates both
the Drude and interband contributions from Eqns. 3.1 and 3.2 (Fig. 3.2). The for-
ward (a3) and backward (b3) propagating field-amplitudes at the inside interface of
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the front mirror are given by (
a3

b3

)
= Tm1

(
1
R

)
(5.6)

which can be evaluated by first solving Eqn. 5.1 for R. The denominator of the
expressions for a3 and b3 is given by,

1 − r1r2e−2j(η1+η2) +
σ

2Y0

(
1 + r1e−2jη1

) (
1 + r2e−2jη2

)
(5.7)

which can be mapped into a complex pole of the form, j (ω − ω′
0) + Γ′ where ω′

0

and Γ′ correspond to the loaded cavity resonance frequency and linewidth. The
unloaded cavity resonance frequency, ω0 satisfies the condition, η1 + η2 = mπ,
which causes the field amplitude within the cavity to diverge for perfectly reflecting
mirrors (r1,2 = 1). If we assume that the second term of Eqn. 5.7 is nearly constant in
the vicinity of the unloaded resonance frequency, ω0 then Eqn. 5.7 can be rewritten
as

r1r2
δψ

δω
[j (ω − ω0) + Γ] + R + jI, (5.8)

where R and I are the real and imaginary parts of the third term of Eqn. 5.7. For a
high-Q cavity (r1,2 ≈ 1), the expression in Eqn. 5.8 leads to

ω′
0 (h) = ω0 −

2Γ
1 − r1r2

Im (σ)

Y0
cos2 (η2 (h)) (5.9)

and
Γ′ (h) = Γ

[
1 +

2
1 − r1r2

Re (σ)
Y0

cos2 (η2 (h))
]

(5.10)

if ω0 is near the center of the photonic band gap of the Bragg mirrors and if the
quality factor of the cavity is high. Y0 is the free space wave admittance and the
linewidth of the unloaded cavity is given by [105]

Γ =

(
∂ψ

∂ω

)−1 1 − r1r2

r1r2
, (5.11)
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where ψ = 2η1 + 2η2 is the round-trip phase delay between the mirrors and the
graphene with,

2η1 = 2k0 (L − h)− θ1

and 2η2 = 2k0h− θ2 where k0 = ω/c. θ1 and θ2 are the phase angles of the reflection
coefficients of the top and bottom mirror, respectively.

Graphene’s influence on the optical cavity is apparent in the reflection spectrum,
where both the resonance frequency and linewidth of the cavity resonance follow
sinusoidal shifts (Fig. 5.2a) with respect to the graphene suspension height h. Eqn.
5.9 reveals that when graphene is suspended at exactly the maximum of the optical
mode’s electric field,the cavity experiences maximal frequency detuning

max
(
∆ω′

0
)
=

−2Γ Im (σ)

Y0 (1 − r1r2)
. (5.12)

Due to the change in sign of the imaginary part of graphene’s conductivity, the in-
duced detuning corresponds to a blue shift at THz/mid-IR frequencies and a red
shift above the interband transition frequency ωinter = 2EF/h̄, which is consistent
with predictions for the coupling between graphene and other types of optical re-
sonances [106]. The maximal linewidth broadening also occurs when graphene is
suspended at the maximum of the electric field (Fig. 5.2b), and is dominated by the
graphene absorption

max
(
Γ′) ∼= c Re (σ)

Y0L
. (5.13)

In contrast, when graphene is suspended exactly within the electric field null of
the cavity mode, the total cavity quality factor is the same as that of the unloaded
cavity, no matter how large the scattering rate of the graphene. The locations of
the electric field nulls also correspond to the stable equilibrium positions of the
graphene membrane in the 1D optomechanical system (Fig. 5.2a).

5.3 Optomechanical Coupling Regimes

In this section, we identify the spectral range and graphene material con-
stants that lead to predominantly dispersive or dissipative optomechanical cou-
pling. Other constraints, such as maintaining a high optical quality factor, which
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Figure 5.2: (a) Optomechanical potential and (b) power reflection coefficient of
graphene membrane-in-cavity system as a function of suspension height h and ex-
citation frequency ω. (c) Dispersive optomechanical coupling coefficient gom and
(d) dissipative optomechanical coupling coefficient gi as a function of suspension
height h. The cavity length is L = 7 µm, defined by two mirrors with N1 = 4, and
N2 = 20. Graphene is characterized at room temperature by a scattering rate γ = 3
THz and Fermi level of EF = 0.3 eV.
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is relevant for operating in the resolved sideband regime, will be considered in the
next section. Following directly from Eqn. 5.9 and Eqn. 5.10, the dispersive and
internal dissipative optomechanical coupling coefficients (Fig. 5.2c,d), are given by

gom =
∂ω′

0
∂h

=
2k0Γ

1 − r1r2

Im (σ)

Y0
sin (2η2) (5.14)

and
gi =

∂Γ′

∂h
= − 2k0Γ

1 − r1r2

Re (σ)
Y0

sin (2η2) . (5.15)

All quantities are frequency-dependent through σ and the free-space wave
number k0. gom and gi also have the same dependence on the graphene height h
(shown in Fig. 5.2c,d), implicitly through η2 and the optical cavity properties. Both
coupling coefficients are inversely proportional to the cavity length and increasing
the optical quality factor of a high-Q cavity (r1,2 ≈ 1) does not change max (|gi|) or
max (|gom|) because the unloaded linewidth Γ scales proportionally with the term
(1 − r1r2) (Fig. S4). gom and gi differ only by the imaginary part and the real part of
σ. Note that the expressions for the coupling coefficients in Eqn. 5.14 and Eqn. 5.15
are similar to those describing an optical cavity coupled to a subwavelength nano-
mechanical bar [104], except that in our derivation graphene is accurately modeled
as an infinitesimally thin conducting surface. The maximum values of gom and gi

for a given cavity, as a function of unloaded cavity resonance frequencies, which is
very close to the operating frequency, as well as the Fermi level and scattering rate
of graphene are shown in Fig. 5.3 and Fig. 5.4.

5.3.1 Dispersive Coupling

For a fixed graphene scattering rate of 3 THz (Fig. 5.3a), two distinct regi-
ons of large dispersive optomechanical coupling emerge: a narrowband peak at the
interband-transition threshold frequency ωinter (white dotted line in Fig. 5.3a), and
a broadband peak with its maxima approximately 50% lower in frequency (white
dashed line in Fig. 2a). Except for very low doping levels (EF < 0.1 eV), an increased
doping, i.e. a higher EF, translates to an increased dispersive optomechanical cou-
pling, especially between 10 and 100 THz where graphene’s plasmonic response
becomes dominant (Fig. 5.3a). For EF = 0.5 eV, the dispersive coupling peaks at
approximately 2 GHz/nm for the high-frequency narrowband region (inset of Fig.
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5.6c). In the lower frequency broadband region, above the scattering rate but be-
low the interband transition frequency (γ ≪ ω < ωinter), the maximum dispersive
coupling coefficient, following from Eqn. 3.1 and 5.14, is given by

max (|gom|) =
2e2EF

Y0Lh2 (r1r2)
(γ ≪ ω < ωinter) , (5.16)

which reaches approximately 0.5 GHz/nm. Such large coupling in the mid-IR re-
presents a 1000-fold increase over previous experimentally demonstrated graphene
cavity optomechanical coupling of around 0.2 MHz/nm in the near-IR [31]. The
resultant vacuum optomechanical coupling coefficient g0 for a typical [25] xzp f =√

h/ (2mΩm) of 1.28 pm is 640 kHz, comparable to state-of-the-art on-chip cavity
optomechanical systems [107]. Furthermore, gom = 0.5 GHz/nm at ω0 = 130 THz
corresponds to a value approaching several percent of ω0/λ0. Such large coupling
strengths in graphene are especially surprising considering that dispersive cou-
pling is driven by the induced change in the effective cavity length and graphene
is only a single layer of carbon atoms thick.

Despite its 75% smaller peak gom, the low-frequency broadband region pro-
duces a much greater ratio between gom and gi (dark purple region of Fig. 5.3c) and
a much narrower optical linewidth that make it much more experimentally favo-
rable for cavity optomechanical phenomena which require predominantly disper-
sive coupling. Relatively high Fermi levels (EF ≥ 0.25 eV) are required to achieve
a 10× contrast between dispersive and dissipative coupling (Fig. 5.3c), and at very
high Fermi levels (EF ≥ 0.45 eV) a 100× contrast is achievable with a scattering
rate as high as 6 THz. In contrast, lightly doped graphene (EF < 0.1 eV) exhibits
a washed-out peak that is orders of magnitude smaller. The low-frequency boun-
dary (gom = gi) of this broadband dispersive-coupling region coincides with γ (Fig.
5.5).

Well above the scattering rate (ω0 ≫ γ), gom becomes largely independent
of γ (vertical dark blue contours of Fig. 5.4a), and the high-frequency boundary of
the predominantly dispersive coupling is linearly proportional to the Fermi level,
which agrees with Eqn. 5.16. Thus, both the bandwidth and the peak coupling
strength of this region benefit from simultaneously minimizing γ and maximizing
EF. Interestingly, a similar “sweet spot” in the THz spectrum has been predicted
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for transmission lines with broadband frequency-flat attenuation [2]. At operating
frequencies below the scattering rate, gom drops off quickly and gi dominates (Fig.
5.4), which qualitatively agrees with graphene behaving as a lossy conductor in
the microwave regime. Here, graphene would be more suited as an electrode in
electrostatic devices [22]–[24] rather than as a reflective membrane within an optical
cavity.

Near the interband transition frequency, although the dispersive coupling
reaches its highest strength across all frequencies, predominantly dispersive cou-
pling is much more challenging to realize, and is reliant on a Fermi level of at le-
ast 0.375 eV and scattering rates below 1.25 THz. As previously mentioned, this
spectral range coincides with a strong absorption edge that results in an optical ca-
vity linewidth nearly 10× greater than that of the low-frequency broadband disper-
sive coupling region. More problematic is a significant increase in gi which reduces
the contrast between dispersive and dissipative coupling. For relatively low doping
(EF = 0.1 eV), gom never outpaces the rising gi (Fig. 5.6a); only for sufficiently high
EF > 0.25 eV, does the ratio |gom| / |gi| exceed unity (Fig. 5.6b,c). In general, the
ratio |gom| / |gi| in this narrow interband peak is highly sensitive to the scattering
rate. For γ = 3 THz, the narrow interband peak has |gom| / |gi| ≈ 1 throughout the
range of Fermi levels that we consider in Fig. 5.3c. For higher quality graphene (γ
∼ 1 THz), a 10× contrast between gom and gi can be achieved, corresponding to the
narrow dark purple region in bottom right of Fig. 5.5b. Alternatively, the simulta-
neously large dispersive and dissipative coupling in this region can be combined
to maximize the overall displacement readout sensitivity, since both types of cou-
pling contribute to the total optomechanical gain of the system [26]. Again, maxi-
mal sensitivity relies on achieving a large Fermi level and a small scattering rate in
graphene. Overall, these optomechanical coupling peaks are of practical interest
given that high-power and low-noise coherent sources are available in the mid-IR
region.

5.3.2 Dissipative Coupling

At operating frequencies above the interband absorption edge (to the right
of the dotted line in Fig. 5.3b), dissipative coupling dominates, making graphene-
loaded cavities good candidates for phenomena such as unresolved sideband cool-
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ing, photothermal backaction [108], [109], and optomechanical squeezing. Here,
|gi| increases linearly with frequency and is independent of the Fermi level. The
interband absorption leads to values of gi exceeding 1 GHz/nm, while the ratio
of |gi/gom| rapidly reaches more than an order of magnitude (with |gi| ≫ |gom|
in the bottom right of Fig. 5.3c). Note that this ratio is largely independent of the
scattering rate at operating frequencies above the interband transition frequency
(Fig. 5.5a,b,c). In particular, at moderate doping levels (i.e. EF = 0.1 eV) the ratio
of dissipative coupling to dispersive coupling can reach two orders of magnitude
in the near-IR spectrum (Fig. 5.3c), while simultaneously providing gi on the or-
der of many GHz/nm (Fig. 5.6a). In contrast, for frequencies below the interband
transition threshold (dotted line in Fig. 5.3c), predominantly dissipative coupling
is difficult to realize, and high Fermi levels are required (EF ≈ 0.5 eV) to reach just
0.1 GHz/nm of dissipative coupling.

5.3.3 Resolved Sideband Regime

Maximum optomechanical coupling discussed requires that graphene be
suspended at a height that broadens the cavity optical linewidth to half of its peak
value Γ′

maxcos2 (π/4) = Γ′
max/2 (Fig. 5.2c,d). Thus, a necessary tradeoff must be

made between the optical linewidth and the realized optomechanical coupling.
Maintaining a cavity optical linewidth that is significantly narrower than the me-
chanical resonance frequency Ωm is known as resolved sideband operation, which
is important for side-band cooling, quantum state transfer, displacement detection,
and parametric amplification [110]. Small optical linewidths are also crucial for mi-
nimizing optical heating of graphene. Even for high-quality graphene with EF = 0.5
eV and γ = 1 THz, the peak optical linewidth is on the order of several GHz (Fig.
5.7a), which is too broad for state-of-the-art graphene mechanical resonators with
Ωm ∼ 200 MHz [14], [16], [21]. Fortunately, suspending graphene at heights with
acceptable optical linewidths (shaded regions of Fig. 5.7a,b), with Ωm/Γ′ ≥ 2 (op-
tical linewidths below 100 MHz), leads to a maximum gom of about 0.18 GHz/nm
for a cavity with N1 = 10, or approximately 36% of the maximum coupling strength
obtained in the unresolved sideband regime.

In general, resolved sideband operation demands the reduction of the un-
loaded optical linewidth to less than 1/10 of the mechanical resonance frequency.
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In our cavity, this is accomplished by increasing the number of periods in the front
mirror, which reduces the unloaded optical linewidth Γ. Mapping the relationship
between gom and the loaded optical linewidth Γ′ (Fig. 5.7c) where both quantities
are determined by the graphene suspension height, from Fig. 5.7a and Fig. 5.7b,
illustrates the need for a smaller Γ to achieve a large gom in the resolved-sideband
regime. The N1 = 10 configuration has an unloaded cavity linewidth almost as
low as 10 MHz, which is more than an order of magnitude smaller than the mecha-
nical resonance frequencies achieved in graphene mechanical resonators. Further
decreasing the unloaded optical linewidth by using more reflective mirrors would
only marginally benefit gom.

In terms of material parameters, the maximally realizable optomechanical
coupling in the resolved sideband regime depends strongly on the scattering rate
of graphene. For a fixed Fermi level of 0.5 eV, as the impurity scattering rate is
increased from 1 THz to 20 THz (Fig. 5.7d), the operating point with gom = 0.18
GHz/nm, denoted (i), shifts from a linewidth of 100 MHz to 2 GHz. Resolved
sideband operation requires gom to be reduced to 30 MHz/nm, because greater
optical absorption increases the slope of Γ′ as a function of h, thereby reducing the
width of the shaded region in Fig. 5.7a.

This degradation in performance for higher scattering rates is also apparent
in the maximally realizable optomechanical coupling |gom (Γ′ = Ωm/2)| for a range
of mechanical resonance frequencies (Fig. 5.7e). Although this result confirms the
general rule of thumb in cavity optomechanics involving lossy materials that mi-
nimizing absorption is the key to maximizing optomechanical coupling, even for
γ = 20 THz, 10’s of MHz/nm in sideband-resolved dispersive coupling can be re-
alized. Note that, as mentioned previously, in the unresolved sideband regime a
large scattering rate has a negligible impact on the maximally realizable coupling
coefficient, corresponding to the approximately 0.55 GHz/nm peak values of |gom|
in Fig. 5.7d. The larger scattering rate mostly results in greater optical heating,
which limits the maximal optical power that the system can tolerate.

Irrespective of the resolved sideband regime, the single-photon (vacuum)
optomechanical coupling strength g0 of graphene compares favorably with those
of other chip-scale cavity optomechanical systems (Fig. 5.8a), such as photonic cry-
stal cavities [111]–[113] and micro-ring resonators [114] in the near-IR spectrum.
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Assuming a mechanical resonance frequency of 100 MHz and a mass of 2 fg, and
using the same cavity discussed in Fig. 5.7a and Fig. 5.7b, the purple curve in Fig.
5.8a illustrates the maximum obtainable g0 as a function of the sideband resolution.
An increased resonator mass reduces g0 (corresponding to the shaded purple re-
gion), while a larger (smaller) mechanical resonance frequency will shift the purple
region to the right (left). Additionally, smaller values of EF shift the purple region
downward, while larger values of γ shift the purple region to the left. Microwave
cavity optomechanical systems, including those incorporating graphene, lie out of
range to the lower right for their extremely small cavity linewidths and optome-
chanical coupling coefficients, both a result of the low electromagnetic resonance
frequencies in microwave cavities. Moreover, the single-photon cooperativity, defi-
ned as C0 = 4xzp f

2gom
2/ (Γ′Γm), which quantifies the ability of an optomechanical

system to support coherent photon-phonon coupling (C0 > 1), is shown in Fig.
5.8b, again for the graphene cavity discussed for Fig. 5.7a and Fig. 5.7b. A Qm fm

on the order of 1013, i.e. Qm = 105, is sufficient for enabling coherent coupling,
which is nearly within reach of current graphene mechanical resonators (Fig. 1.3).

5.4 Discussion

Our analysis reveals that despite its significant optical absorption, graphene
can provide large optomechanical coupling in a membrane-in-cavity system that
is comparable to state-of-the-art cavity optomechanical systems [111]–[114]. For
quantum-limited force and displacement readout, predominantly dispersive cou-
pling occurs in the mid-IR frequency range, between the scattering rate and the
interband transition frequency of graphene, with a strength of up to 0.5 GHz/nm
in graphene with the Fermi level above 0.45 eV. Generally speaking, short cavity
lengths and large Fermi levels are essential to realizing the largest dispersive cou-
pling, while small scattering rates suppress dissipative coupling and optical hea-
ting. Surprisingly, even for graphene with a scattering rate as large as 6 THz, dis-
persive optomechanical coupling can dominate the dissipative coupling by more
than 100-fold. On the other hand, a graphene Fermi level around 0.1 eV leads to a
predominantly dissipative coupling region in the near-IR above the interband tran-
sition threshold. The contrast ratio exceeds 100-fold regardless of the scattering rate
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Figure 5.8: (a) Single-photon coupling rate versus mechanical sideband resolution
Ωm/Γ′ for graphene cavity optomechanical system operating in the broadband dis-
persive coupling regime, compared with photonic crystal (1: [111], 2: [113], 3:
[112]), micro-ring (4: [114]), and microwave optomechanical systems that lie out
of range to the lower right. (b) Single-photon cooperativity for the graphene opto-
mechanical system with Qm fm of 1011, 1012, 1013.
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of graphene, making the graphene an excellent candidate for exploring dissipative
optomechanical cooling. Additionally, near the interband transition frequency, si-
multaneously large dispersive and dissipative optomechanical coupling are useful
for maximizing sensitivity in displacement and force readout, at the expense of
significant optical heating.

For optomechanics requiring resolved sideband operation and an associa-
ted narrow optical cavity linewidth, the optical loss of graphene can be managed by
suspension near the electrical-field nulls of a cavity with sufficiently high unloaded
optical quality factor. Dispersive optomechanical coupling around 180 MHz/nm at
100 THz is realizable with graphene mechanical resonators with resonant frequen-
cies above 100 MHz and with a graphene scattering rate of several THz. For grap-
hene with higher scattering rates, advances in raising graphene mechanical reso-
nance frequencies into the few-GHz range would be necessary. On the other hand,
coherent photon-phonon coupling is within reach of existing graphene resonators
with mechanical quality factors on the order of 105. Even though we have focused
on membrane-in-cavity systems, our general conclusions regarding the viability
of graphene cavity optomechanics in the mid-IR regime and the trade-off between
coupling strength and cavity linewidth are applicable to other cavity optomechani-
cal systems that couple graphene with quantum dots, single-particle emitters [29],
[30], or traveling-wave resonators [31].
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Chapter 6

Review of Schemes for Realizing Nonreciprocal Responses

A circulator is a nonreciprocal device with at least three ports that circulates
waves in only one direction among its ports (Fig. 6.1). In an ideal three port circu-
lator, a wave incident on port one is completely transmitted to port two and a wave
incident on port two is completely transmitted to port three. Meanwhile, a wave
incident on port three is completely transmitted to port one (1 → 2 → 3 → 1). This
ideal nonreciprocal response corresponds to the scattering matrix

S =

0 0 1
1 0 0
0 1 0

 (6.1)

which is not symmetric, S ̸= ST.
Circulators play an essential role in many modern optical systems and the

functionality that they provide can not be replicated by a linear time-invariant sy-
stem that exhibits asymmetric transmission for a particular mode. For examples, ci-
rculators shield low-noise lasers and amplifiers from undesired reflections that are
induced by environmental factors or by fabrication defects [115], [116]. Because the
form of parasitic reflections (mode content, polarization, phase, etc) is not known
during the design of the system, a component providing protection must reject pro-
pagation of all waves in the backward direction. Such isolation from reflections is
critical for achieving stability and optimal noise performance [117]. Broadening
and narrowing of the laser cavity linewidth can be observed for feedback power
levels on the order of -90 dB depending on the reflection phase (Fig. 6.2). In more
complicated optical circuits and networks, circulators are used to suppress unwan-
ted multi-path interference. In particular, for interferometric sensing applications,
where the reflected signal from a sample is measured, circulators are used for split-
ting and isolation of the incident and reflected signals from the sample where a very
high signal-to-noise ratio (SNR) requires a high degree of isolation [118]. These is-
sues highlight the need for extremely large isolation ratios, well beyond the 30 dB
level that is typically quoted in the data sheets of commercially available compo-
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Figure 6.1: Sketch of the nonreciprocal transmission characteristics of a generic
three-port circulator. Port one transmits to port two, port two transmits to port
three, and port three transmits to port one. The scattering matrix for this system is
given by Eqn. 6.1.

nents.
In communications, the nonreciprocal response of a circulator is key for rea-

lizing full-duplex transceivers in which a single port (or fiber) is used to simultane-
ously transmit and receive. This paradigm effectively doubles the system data rate
without an associated trade-off in spectrum overhead. Full-duplex schemes also re-
duce the overall footprint and complexity of transceiver circuitry by allowing front
end components to be reused. Full-duplex communication is emerging in next ge-
neration communications systems in both radio frequency wireless systems [119]
and in single-fiber optical WDM systems [120], [121]. In quantum computing and
sensing, circulators play a similar role in protecting sensitive readout circuitry from
undesired interference [122], [123].

In real-world systems the scattering response of Eqn. 6.1 is dispersive, which
means that there is typically an operating bandwidth and other non-idealities. Two
figures of merit are used to quantify the non-ideal response. The isolation ratio or
just isolation is defined as

IR = 20 log10
|S21|
|S12|

, (6.2)

and quantifies the contrast between the (desired) forward transmission and (unde-
sired) backward transmission. Applying this to the ideal scattering responses in
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Figure 6.2: TC feedback diagram summarizing the effects of laser cavity feedback
as a function of power ratio and reflection distance [117]. Fluctuations in the laser
linewidth can be observed as low as -90 dB. Above this threshold feedback-induced
mode hopping occurs which results in a splitting of the emission linewidth. Co-
herence collapse occurs with the formation of auxiliary modes with an associated
broadening of the linewidth. At very high levels of feedback, which are challenging
to reach due to the high reflectivity of the cavity mirrors, the system resembles a
very long cavity with a very small active region.
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Eqn. 6.1 yields an infinite isolation ratio. The insertion loss is given by

IL = −20 log10 |S21| , (6.3)

and characterizes the loss of the circulator when transmitting in the (desired) for-
ward direction.

In the following sections of this chapter we review the various approaches
for breaking reciprocity. Note that in this discussion we are not trying to disparage
any of the cited works. Rather, we are attempting to present a picture of the overall
trade offs between the compatible materials, the required biasing conditions, the
applicable operating frequencies (e.g. RF v.s. optical), the operating bandwidth,
and the resulting footprint of the devices.

6.1 Magneto-Optical Materials

The standard approach for breaking reciprocity is with materials that lack
symmetry in their permittivity or permeability tensors

(
ϵr ̸= ϵT

r or µr ̸= µT
r
)
. Un-

der the bias of a static magnetic field ferromagnetic materials exhibit a gyrotropic
permeability response at radio frequencies∗,

µr =

 µ⊥ +jµa 0
−jµa µ⊥ 0

0 0 µ∥

 , (6.4)

assuming an applied magnetic field in the z-direction. The gyrotropic permeabi-
lity response induces an effective modal rotation, or handedness, at the junction of
the transmission lines to realize resonant nonreciprocal scattering of the incident
waves. We emphasize that these devices are resonant, and require that the spatial
distribution of the ferrite material at the junction be engineered to realize the re-
quired modal symmetries for the number of ports. These devices benefit from the
relatively strong magnetic material response at radio frequencies where significant
rotation of the modal field patterns can be achieved.

∗Where the two relative permeability components are µ⊥ = 1 + ω0ωm/
(
ω2

0 − ω2) and µa =

ωωm/
(
ω2

0 − ω2)with an operating frequency ω. The ferromagnetic resonance properties are ω0 =
µ0γH0 and ωm = µ0γMS from an applied magnetic field strength of H0 [42].
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Figure 6.3: Comparison of (a) asymmetric transmission and (b) nonreciprocal wa-
veguide phase shift achieved through application of MO material. Reproduced
from [126].

At optical frequencies natural materials do not exhibit a magnetic response,
µ⊥ ≈ 1 and µa ≈ 0 in Eqn. 6.4. This makes it impossible to use the same appro-
ach in optical systems. Although there is sometimes confusion in the literature,
magneto-optical (MO) effects manifest through the material’s permittivity tensor
[124], [125],

ϵr =

 ϵ⊥ +jϵa 0
−jϵa ϵ⊥ 0

0 0 ϵ∥

 . (6.5)

Two orientations of the biasing magnetic field are used with the gyrotropic
magneto-optical permitivitty response: the Faraday configuration, where the mag-
netic bias is parallel to the direction of light propagation, and the Voigt configura-
tion where the magnetic bias is perpendicular to the direction of light propagation. In
free-space optics, Faraday rotators nonreciprocally rotate the polarization of a beam
and, when positioned between two polarizers whose axes are rotated by 45◦ with
respect to each other, they act as an isolator. However, in on-chip systems polari-
zation rotation is not commonly used because MO-induced transverse electric (TE)
to transverse magnetic (TM) mode conversion in on-chip waveguides requires ad-
ditional phase matching considerations. More commonly, the Voigt configuration
is used to break the degeneracy of the dispersion of the forward- and backward-
propagating waveguide modes. This results in a nonreciprocal phase shift when
an on-chip waveguide is evanescently coupled to an MO material (Fig. 6.3b).
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Many devices have exploited the Voigt configuration’s nonreciprocal phase
shift, but all of the approaches can generally be classified into two categories. The
first category are waveguide interferometers that use the nonreciprocal phase shift
to produce constructive interference for propagation in the forward direction and
destructive interference for propagation in the backward direction [127]–[130]. This
class of systems can be thought of as an interferometer with a gyrator† inserted into
one of its arms. Both circulators and isolators can be realized with this approach
depending on the particular configuration of the multiplexing and demultiplexing
on either end of the nonreciprocal phase shifter. The second class of systems are
traveling-wave resonators that use the nonreciprocal phase shift to break the dege-
neracy of their two counter-propagating modes. In a side-coupled geometry, the
broken degeneracy causes the resonant dip in transmission seen by light propa-
gating in the waveguide to split into two different frequencies [131]–[135]. Using
this approach both circulators and isolators can be designed, depending on whet-
her the ring resonator is critically coupled to a second waveguide (that allows for
nonreciprocal dropping of the wave into another port) or to material absorption or
radiation loss.

Note that neither of the above two classes of systems lead to a so-called one-
way waveguide, which would imply that there exists no mode capable of propaga-
ting in the backward direction. The realization of a one-wave waveguide requires
an underlying waveguide structure supporting specific features in its dispersion.
For example, a photonic crystal waveguide with a defect mode that lies well within
the photonic band gap would be a good candidate for realizing a one-way waveg-
uide. The MO response could be engineered to shift the band of the defect mode
up or down in frequency to create a bandwidth that has a defect mode with only
one allowable propagation direction. Another option would be any mode that has
an asymptote at some frequency in its band. One realization of such a system has
been proposed using the interface between a 2D photonic crystal and a plasmonic
metal [136].

A significant drawback of nonreciprocal schemes that rely on magnetic ef-
fects is that magnetically active materials are not compatible with the fabrication

†A gyrator is a two-port nonreciprocal phase shifter with an ideal scattering matrix S =(
0 1
−1 0

)
.
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processes or material systems used with photonic integrated circuits. It’s also worth
noting that these incompatibilities also apply to chip-scale microwave systems that
rely on CMOS fabrication processes. Ferrite compounds have a significant misma-
tch in lattice constant and thermal properties with respect to silicon and the III-V
alloys. Although a variety of techniques such as direct wafer bonding and the inte-
gration of spacing layers have been considered, they all have associated trade-offs
that limit their applicability to large-scale integration. Additionally, spacing lay-
ers have the effect of reducing the strength of evanescent coupling between optical
waveguides and the MO materials.

Another issue is that natural magnetic responses at optical frequencies are
very weak. This leads to the requirement of large device footprints to achieve a sub-
stantial nonreciprocal response. For example, the waveguide interferometer sche-
mes mentioned above require waveguide lengths on the order of ∼1000λ0. Alt-
hough resonant realizations can reduce this by about an order of magnitude, they
come with an the trade off of a reduced operating bandwidth. Overall, the large
footprints associated with magnetic schemes eat into the limited real estate availa-
ble in integrated photonic systems and has hindered their adoption in state-of-the-
art all-optical communications systems. Finally, even at relatively low frequencies,
where magnetic material responses are typically strong, quantum computing ap-
plications which incorporate superconducting components are not compatible with
the required magnetic biasing fields [137].

6.2 Nonlinear Wave-Mixing

Nonlinear wave interactions have been used for realizing a form of optical
isolation that breaks the degeneracy of forward and backward propagating pul-
ses within a certain range of signal intensities [138], [139]. In a structure with an
asymmetric permittivity distribution, waves incident from one direction will feel a
different permittivity distribution due to the nonlinearity. These approaches are
not subject to Lorentz reciprocity but are susceptible to dynamic reciprocity be-
cause they are not capable of isolating so-called small signals that lie outside of
the associated nonlinear operating regime [140]. This limitation has inhibited their
adoption in applications that require linear isolation with respect to the signal wa-
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ves, such as in optical communications.
Another approach using nonlinear wave-mixing can rely on adiabatic fre-

quency conversion in a chirped quasi-phase matched (QPM) grating [141]. In the
matched (forward) propagation direction, the signal wave is completely conver-
ted into the sum-frequency wave (SFG) or difference-frequency wave (DFG). The
grating configuration ensures a directionally dependent conversion, relative to the
pump wave, and by matching the conversion rate to the absorption rate at the con-
verted frequency, a relatively broadband isolation is realized, nearly 40 dB across
a bandwidth ∆λ0 = 50 nm. This approach is linear with respect to the signal waves
because it operates in the undeleted pump regime. However, a significant dra-
wback is the requirement of a total grating length on the order of centimeters to
realize complete conversion with matched absorption at the generated frequency.
A similar approach has also been proposed using phase-matched parametric am-
plification through four-wave mixing in a microtoroid resonator [142].

6.3 Time-Varying Systems

A very broad class of systems that break reciprocity and where frequency is
no longer a conserved quantity are those which vary in time. Previously electro-
absorption modulators and cascaded traveling-wave phase modulators have been
proposed as magnet-free optical isolators [143]–[145]. However, these schemes
have the drawback of significant energy leakage into higher order sidebands, high
insertion loss, and very large device footprints.

The true potential of time-varying systems for realizing nonreciprocal re-
sponses lies in transition-matched systems. These periodically time-driven systems
are capable of realizing diverse nonreciprocal responses through the modulation
of coupled resonances and waveguide modes. By targeting the spatial symmetry
of the modes and imparting a momentum within the applied modulation, a parti-
cular optical transition and nonreciprocal coupling between sets of modes can be
induced.

The seminal realization of this idea is nonrecipriocal mode conversion bet-
ween the first and second-order modes of a dielectric waveguide [146]. This scheme
is analogous to indirect electronic transitions in semiconductors and excels in its
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compatibility with photonic material systems due to a wide range of suitable opti-
cal modulation schemes. The key difference between this scheme and previous ap-
proaches using traveling-wave modulators [143]–[145] is that the modulation wa-
veform and the optical waveguide dispersion are engineered to target a particular
mode transition (e.g. the fundamental TM even mode to the TM odd mode). Ad-
ditionally, the applied modulation has an asymmetric profile to account for the
different symmetries of the optical modes involved in the transition.

However, nonrecipriocal mode conversion within a waveguide still requires
a long interaction length due to relatively weak optical modulation effects. For ex-
ample, complete nonreciprocal mode conversion requires a distance comparable to
that of interferometric magneto-optical schemes L ∼ 1000λ0, or on the order of mil-
limeters for λ0 = 1550 nm. An additional challenge is bridging the distance between
the bands of the two modes in frequency-momentum space. Relying on practical
optical modulation frequencies (∼20 GHz) means that the required modulation
momentum needs to be extremely large, orders of magnitude greater than what’s
available in state-of-the-art optical phase modulators. Additionally, compensating
for the symmetry in the even and odd-mode conversion scheme requires a late-
rally asymmetric modulation profile across the waveguide core. An experimental
realization of this resulted in a very complex network of p-type and n-type doped
regions with interdigitated control electrodes to allow for forward and reverse bi-
asing of the individual junctions [147]. Off-chip experimental realizations of this
approach have used on acoustic wave modulation within a fiber, which is more
challenging to translate directly to on-chip photonic systems [148]. However, this
approach is closely related to nonreciprocal on-chip schemes that rely on stimula-
ted Brillouin scattering (SBS), which is a nonlinear (or optomechanical) approach
that we will review in more detail in the next section of this chapter.

Another approach to nonreciprocal mode coupling with time-modulation
has instead used an applied modulation with an angular phase dependence, or an
angular momentum [149]. This has been used to break the degeneracy of counter
propagating modes in an optical ring resonator, resulting in a response similar to
evanescently coupling with magneto-optical rings. The resulting system acts as a
nonreciprocal add-drop filter when the rings are side-coupled to two waveguides.
However, this design presents the inherent trade-off in simultaneously realizing a
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high isolation and a low insertion loss. Ideal operation requires a large mode split-
ting which results from a strong coupling of the two counter propagating modes
(strong modulation). The resultant absorption from the modulation increases the
linewidth and creates the need to further increase the mode splitting to realize a
comparable insertion loss. In general there are simply not enough degrees of free-
dom within the system to simultaneously realize perfect isolation and zero inser-
tion loss. This applies regardless of whether magnetic or time-modulation schemes
are used to break the mode degeneracy. The additional challenge in implementing
this approach at optical frequencies is in realizing a well-defined angular modula-
tion phase.

As a general comment, the experimental realization of circulators and iso-
lators with the schemes discussed above have had much greater success at radio
frequencies [150]–[153]. This is largely due to much stronger modulation at much
greater relative speeds. Also, the availability of subwavelength lumped elements at
microwave frequencies allows for the realization of extremely compact nonrecipro-
cal device structures.

6.4 Optomechanical Interactions

The coherent coupling of photonic and phononic systems has recently been
demonstrated as a means for realizing strongly nonreciprocal responses. These can
be realized in both co-localized optical and mechanical resonances [154]–[156] and
waveguide geometries [157]–[159].

In essence, the first class of systems consists an optical and mechanical mode
that are spatially coupled to a waveguide (or set of waveguides, depending on the
topology). The overall response resembles nonreciprocal electromagnetically in-
duced transparency (EIT). When the mechanical mode is pumped at one of the
mechanical sidebands through the waveguide(s), a secondary probe signal will feel
the mechanical mode when it is co-propagating with the pump but not when pro-
pagating in the opposite direction of the pump. This phenomena is essentially due
to the pump and probe signals beating at the mechanical resonance frequency and
the directionality of the optomechanical interaction is what leads to a nonreciprocal
response for the probe signal. If the pumping of the mechanical mode is strong, the

78



co-propagating probe will see a complete splitting of the mode and if the pumping
is weak, the probe will see a narrow transparency window with larger insertion
loss. Depending on whether the optical resonator is critically coupled to a second
waveguide or to a loss channel, an isolator or circulator response can be realized.

At a high level, the class of systems based on photon-phonon interactions in
waveguides can be seen as analogous to modulation-induced nonreciprocity, with
phonons replacing the role of the modulation to induce an optical waveguide mode
transition. This similarity is especially clear in the frequency-momentum picture
of Brillouin scattering where co-localized propagating photon and phonon modes
can realize both nonreciprocal amplification and nonreciprocal mode conversion
[157].

Generally, nonreciprocal cavity optomechanics requires resolved sideband
operation, which means that the mechanical resonance frequency must exceed the
optical cavity linewidth. Additionally, the realization of a low insertion loss and
large isolation requires a strong coherent coupling between the optical and mecha-
nical modes, quantified by the optomechanical cooperativity C = 4g2/ΓΓm. The
parameter g quantifies the strength of the optomechanical coupling (proportional
to the change in optical resonance frequency per unit mechanical displacement)
The parameters Γ and Γm are the optical and mechanical linewidths, respectively.

As was the case with time-modulation nonreciprocity, nonreciprocal cavity
optomechanics excel at microwave frequencies where large values of C can be re-
adily obtained from the reduced cavity linewidths (Γ) and generally larger opto-
mechanical coupling strengths (g). In general, noise performance of nonreciprocal
cavity optomechanical systems is improved with stronger coupling or through ope-
rations at low temperatures. This has been demonstrated recently using dissipative
optomechanical coupling in superconducting microwave circuits [137], [160]. Ho-
wever several recent efforts at optical frequencies have been able to demonstrate
strong nonreciprocal absorption using red-detuned pumping in on-chip resona-
tors [155]. Additionally, it has been shown that nonreciprocal optomechanical am-
plification can be realized in the case of a blue-detuned pump wave [156]. These
cases both represent specific examples in a more general framework of reservoir
engineering [161].
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6.5 Topological Photonics

When combined into periodic lattices and arrays, nonreciprocal devices pro-
vide the broken time-reversal symmetry needed to create topologically protected
photonic edge states that are immune to disorder-induced backscattering [162]. In
this section we briefly mention several relevant aspects of this emerging field.

Extended lattices of time-modulated resonators have been proposed to rea-
lize topologically protected edge states in both acoustics [163] and photonics [164].
Several other proposals have extended this concept towards realizing an additio-
nal dimension in frequency space through the coupling of multiple physical mo-
des through modulation at the free spectral range [165], [166]. Such systems pre-
sent opportunities to realize and study topological effects in classical systems and
for realizing spin (polarization) locked one-way edge modes that are immune to
disorder-induced backscattering. However, in the context of on-chip nonrecipro-
cal optical signal processing these systems are large: extended lattices of resonators
are required with a prescribed periodic distribution of phasing in the modulation
signals. Although the tolerance on the phasing scheme can be relaxed considera-
bly, by considering unit cells with rotational symmetry [163]. Overall this class of
systems provides a route towards realizing broadband nonreciprocal effects, but at
the cost of a large footprint for realizing the necessary topological effects.
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Chapter 7

Floquet Resonators: Nonreciprocal Phase Shifters and
Dual-Carrier Circulators

A linear time-invariant (LTI) system is transformed into a Floquet system by
an externally applied periodic modulation. In such linear periodically time-varying
(LPTV) systems every static eigenstate of the time-invariant system is transformed
into a set of Floquet states. The new set of Floquet resonances are are periodically
separated in frequency and their individual amplitudes (or equivalently, fraction
of energy stored) and phases are determined by the functional form of the modula-
ting wave. Purely sinusoidal modulation, with only a single frequency component,
produces a Floquet state amplitude distribution defined by Bessel functions of the
first kind (Fig. 7.1a), which is identical to the sideband amplitudes produced in
optical phase modulators defined by the Jacobi-Anger expansion [167].

However, these amplitudes can be individually tailored with more general
forms of modulation beyond pure single-frequency sinusoidal waveforms [168],
[169]. For example, a modulation waveform consisting of a combination of first
and second harmonic waves, i.e. frequency components Ω and 2Ω, leads to an
entirely different Floquet amplitude distribution (Fig. 7.1b). More general sideband
distributions, beyond the distribution defined by the Jacobi-Anger expansion, are
well known in the context of parametric resonances in quantum field theory and in
single-sideband (SSB) modulation as applied to radio frequency wireless systems.
However, the deliberate control these of resonances remains to be exploited as a
degree of freedom in nonreciprocal optical and acoustic responses.

In this chapter we explore the possibility of controlling the amplitude of
individual Floquet sidebands in a new compact device structure to realize nonreci-
procal spectral responses. We first examine the nonreciprocal phase shift and gene-
ral scattering properties of a single parametrically modulated (Floquet) resonator
side-coupled to two waveguides. We then apply temporal coupled-mode theory
to study the necessary conditions that produce unique circulator responses from
a low-symmetry cascade of two such Floquet resonators. A compact three-port
circulator based on individually coupled Floquet sidebands is demonstrated that
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Figure 7.1: Sketch of the Floquet sideband frequency distributions from (a) single-
frequency sinusoidal modulation and (b) multi-frequency sinusoidal modulation
waveforms. Single-frequency modulation results in a sideband amplitude distri-
bution defined by the Jacobi-Anger expansion, analogously to optical phase mo-
dulators. Bessel functions of the first kind define the amplitudes of the sidebands
which are spaced at intervals of the fundamental modulation frequency Ω. Multi-
frequency sinusoidal modulation, in this case where the modulation signal has fre-
quency components Ω and 2Ω, can be approximated as a superposition of two dis-
tributions defined by the Jacobi-Anger expansion. However, no closed-form ana-
lytical expression exists for its solution.

provides broadband nonreciprocal transmission that is distinct from conventional
circulators and a photonic crystal realization is then presented from the results of
first-principle simulations (see Appendix C).

7.1 Single Floquet Resonator: Nonreciprocal Phase Shifter

The proposed circulator is based on modulated standing-wave resonators
that support a set of Floquet sidebands spectrally distributed on both sides of the
intrinsic structural resonance frequency ωa at intervals given by the fundamental
modulation frequency Ω (Fig. 7.1a). When coupled to two narrowband waveg-
uides that target individual sidebands, highly nonreciprocal scattering pathways
can be realized. A sketch of the spectral features of the system, namely the reso-
nance spectrum and the waveguide spectrum, is shown in Fig. 7.2 to illustrate the
sideband-selective coupling.

For the first part of this work we do not make an explicit choice for the mo-
dulation waveform. Instead, we consider only a general sideband distribution and
denote the complex instantaneous amplitude of the n-th sideband by a(n). In a
high quality factor resonator, where the modulation-driven energy exchange rate
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Figure 7.2: Summary of the spectral features of the Floquet system. The modulation
frequency defines the distance between the sidebands and the resonator linewidth,
Γ determines the bandwidth of the nonreciprocal response. The bandwidth of the
waveguide given by Γw must satisfy Γw < Ω and similarly, the linewidth (full-width
half-max) of the resonator must satisfy Γ ≤ Γw/5.
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Figure 7.3: Schematic of a single Floquet resonator supporting an intrinsic mode
at frequency ωa. The resonator is modulated by single-frequency sinusoidal wa-
veform with fundamental frequency Ω and an applied phase shift of ϕ. The top
waveguide (red) targets the n = 1 sideband with an evanescent coupling rate of
γ1, and the bottom waveguide (blue) targets the n = 0 sideband with an evanes-
cent coupling rate of γ0. The overlap of the sideband spectrum and the waveguide
spectrum is sketched in Fig. 7.2. The phase delay between the port reference planes
in the top and bottom waveguides are θ0 and θ1, respectively.

between the sidebands exceeds the external coupling rate, the amplitudes of the
sidebands are coherently correlated. Thus, the amplitude a(n) can be expressed as
the product a(n) = u(n)a, between the total mode amplitude a and the relative side-
band amplitude u(n). The expression |a|2 is proportional to the total energy stored
in the resonator, aggregated over all Floquet sidebands and u(n) is the solution of
Hill’s differential equation for the case of a periodic modulation waveform [169],
[170].

Although the amplitudes of the sidebands are correlated, each sideband can
couple very differently to the external environment, such that the non-trivial phase
between the modulating waveform and the optical carrier waves produces a nonre-
ciprocal response. For example, similar to the well-known channel add-drop filter
configuration [171], we side-couple two parallel narrowband waveguides to either
side of the Floquet resonator (Fig. 7.3), with each waveguide having such a narrow
bandwidth that it can couple to only one of the sidebands. The top waveguide (red)
is selective of the n = +1 sideband and the bottom waveguide (blue) is selective
of the n = 0 sideband. The evanescent coupling from the resonator to the bottom
(top) waveguide results in a decay rate γ0 (γ1).
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7.1.1 Coupled Mode Theory

In a resonator with a sufficiently high quality factor, temporal coupled mode
theory (CMT) accurately describes the time evolution of the Floquet sideband am-
plitudes. Unlike unmodulated frequency-conserving CMT [172] (see Appendix B),
the approach for time-modulated resonators begins by considering the amplitu-
des of the n = 0 and n = +1 sidebands that coexist within the same resonator
site, which appears similar to the notation used to describe the coupling of several
separate structural modes.

For the system considered in Fig. 7.3, two coupled mode equations are used
to capture the time evolution of each sideband,

d
dt

u(0)a = (jωa − γ) u(0)a +
(

κ0 κ0

)(s1+

s2+

)
(7.1)

d
dt

u(1)a = (jωa + jΩ − γ) u(1)a +
(

κ1 κ1

)(s3+

s4+

)
(7.2)

where sm+ is the instantaneous amplitude of the incident wave from the m-th port
and γ = γ0 + γ1 + γL for the absorption or radiation rate given by γL. Note that
only two sidebands need to be explicitly considered, and all other sidebands are
maintained at their individual relative amplitudes dictated by the modulation wa-
veform. The coefficients κ0(1) represent the geometric coupling between the inco-
ming wave and the n = 0 (n = +1) Floquet sideband.

The system considered here is distinct from conventional nonreciprocal sy-
stems involving Floquet states, in that the signal can be carried simultaneously by
multiple sidebands. To clearly differentiate the signal wave from the sideband car-
riers, we decompose the instantaneous amplitudes of the incoming and outgoing
waves at the m-th port, sm± (ω) = s̃m± (∆) ej(ωa+nΩ)t to a slowly varying enve-
lope s̃m± (∆), i.e. the signal wave, and the sideband carriers ej(ωa+nΩ)t. The in-
stantaneous frequency ω is related to the frequency detuning parameter by ∆ =

ω − (nΩ + ωa) where the integer n is the sideband order targeted by the particular
waveguide or port. The scattering parameters throughout the remainder of this pa-
per are therefore defined in terms of the signal wave, i.e. Smp = s̃m− (∆) /s̃p+ (∆),
where the optical carrier frequencies at ports m and p are generally different. The
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slowly varying envelope of the resonator ã is defined similarly.
Using this notation, the instantaneous and baseband quantities have the

time dependence,

a ∼ exp (jωt) ã ∼ exp (j∆t)

sn± ∼ exp (jωt) s̃n± ∼ exp (j∆t) .

By substituting d/dt → jω, Eqns. 7.1 and 7.2 can be combined and rearranged into
a transfer function between the incoming wave amplitudes and the overall modal
amplitude as

ã =
1

j∆ + γ

(
d0u(0)∗ d0u(0)∗ d1u(1)∗ d1u(1)∗

)
·


s̃1+

s̃2+

s̃3+

s̃4+

 , (7.3)

where d0 (d1) represent the structural coupling between the bottom (top) waveg-
uide. The output CMT equation between the resonator and the ports is

s̃1−
s̃2−
s̃3−
s̃4−

 =


0 e−jθ0 0 0

e−jθ0 0 0 0
0 0 0 e−jθ1

0 0 e−jθ1 0




s̃1+

s̃2+

s̃3+

s̃4+

+


d0u(0)

d0u(0)

d1u(1)

d1u(1)

 ã, (7.4)

where θ0(1) defines the phase shift between the port reference planes in the bottom
(top) waveguide. Note that we have assumed the symmetry of the resonator mode
results in the same coupling coefficient for pairs of ports that share a waveguide
(i.e. κ0, and d0 for the bottom waveguide and κ1 and d1 for the top waveguide).
We next use energy conservation and time reversal symmetry to derive the relati-
onships between the linewidth, the coupling coefficients, and the relative sideband
amplitudes.
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Energy Conservation

We first consider the case of no excitation, meaning that s̃m+ = 0 for all m.
From Eqns. 7.1 and 7.2, this means that

d
dt
|ã|2 = −2γ|ã|2 (7.5)

and from Eqn. 7.4, we have

− d
dt
|ã|2 = ∑ |sm−|2 =

(
2
∣∣∣d0 · u(0)

∣∣∣2 + 2
∣∣∣d1 · u(1)

∣∣∣2)|ã|2. (7.6)

By equating the expressions in Eqns. 7.5 and 7.6, we conclude that the coupling
rates for the bottom and top waveguide to the resonator are given by

γ0 =
∣∣∣d0 · u(0)

∣∣∣2 (7.7)

γ1 =
∣∣∣d1 · u(1)

∣∣∣2 (7.8)

respectively, where (neglecting radiation and absorption loss) the total linewidth is
γ = γ0 + γ1. Note there is not a factor of 1/2 on the right side of Eqn. 7.7 and Eqn.
7.8. When comparing these expressions to other coupled mode theory expressions,
especially those involving two-port optical systems [172], this may appear to be an
error. However, the expressions in Eqn. 7.7 and Eqn.7.8 are correct because γ0 and
γ1 are defined to represent the coupling rate to the entire bottom and top wavegui-
des, which each have two associated ports. To compare with two-port systems, γ0

and γ1 would need to be redefined as γ0 = γ0,1 + γ0,2 and γ1 = γ1,1 + γ1,2 where
γ0,1, γ0,2, γ1,1, and γ1,2 are the individual port coupling rates. For comparison, see
Appendix B for the coupled mode theory derivation for several unmodulated two-
port optical systems.

When absorption or radiation loss is negligible (γL ≪ γ0, γ1) , an ideal non-
reciprocal response occurs at critical coupling (γ0 = γ1), which is equivalent to the
condition ∣∣∣∣d0

d1

∣∣∣∣ =
∣∣∣∣∣u(1)

u(0)

∣∣∣∣∣ . (7.9)

This means many system configurations can lead to critical coupling where the
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Figure 7.4: (a) Design chart for realizing critical coupling (γ0 = γ1) and (b) associ-
ated quality factor in terms of modulation index and coupling ratio, defined by the
ratio of the structural coupling coefficients.

difference in the sideband amplitudes, quantified by u(1)/u(0), can be compensated
by asymmetry in the structural coupling, quantified by d0/d1. Figure 7.4a shows
contours for the ratio γ0/γ1 as a function of the structural coupling ratio d1/d0

and the modulation index δ, assuming single-frequency sinusoidal modulation and
relative sideband amplitudes that are proportional to Bessel functions of the first
kind.

Towards the left of Fig. 7.4a where modulation is weak, a very large asym-
metry in structural coupling is required to reach the critical coupling condition
because the amplitude of the sideband associated with the top waveguide is ex-
tremely small. The dip in the critical coupling countour on the right is where the
sideband amplitude associated with the bottom waveguide (the fundamental re-
sonance) becomes depleted due to very strong modulation. At this extreme, the
resonator needs to be shifted closer to the bottom waveguide to achieve critical
coupling. Fig. 7.4b shows the total quality factor of the resonator, demonstrating
that operating at either extreme of the design chart for critical coupling yields a
larger total quality factor.
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Time-reversal Symmetry

The first condition provided by time reversal symmetry is

2γ = 2κ0d0
∗ + 2κ1d1

∗, (7.10)

which, when taken with Eqns. 7.7 and 7.8, implies that κm = dm

∣∣∣u(m)
∣∣∣2. Additio-

nally, the direct scattering process through the waveguides requires that
d0

d0

d1

d1

 = −


0 e−jθ0 0 0

e−jθ0 0 0 0
0 0 0 e−jθ1

0 0 e−jθ1 0




d0
∗

d0
∗

d1
∗

d1
∗

 , (7.11)

or equivalently, d0 = −e−jθ0d0
∗ and d1 = −e−jθ1d1

∗. By selecting the location of the
reference planes such that θ0 and θ1 are some integer multiple of 2π, the expression
in Eqn. 7.11 is satisfied by d0 and d1 being purely imaginary and with magnitudes
that satisfy Eqns. 7.7 and 7.8. The complete expressions are therefore

d0 = j
√

γ0∣∣u(0)
∣∣ d1 = j

√
γ1∣∣u(1)
∣∣ (7.12)

κ0 = d0

∣∣∣u(0)
∣∣∣2 = j

√
γ0

∣∣∣u(0)
∣∣∣ κ1 = d1

∣∣∣u(1)
∣∣∣2 = j

√
γ1

∣∣∣u(1)
∣∣∣ . (7.13)

Complete Scattering Matrix

Combining Eqn. 7.3 and the output coupling relationship given by eqn Eqn.
7.4, leads to a scattering matrix for the single Floquet resonator system [173] as a
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function of the detuning,

ã =
1

j∆ + γ

(
κ0

u(0)
κ0

u(0)
κ1

u(1)
κ1

u(1)

)
·


s̃1+

s̃2+

s̃3+

s̃4+



=
1

j∆ + γ

(
d0|u(0)|2

u(0)

d0|u(0)|2
u(0)

d1|u(1)|2
u(1)

d1|u(1)|2
u(1)

)
·


s̃1+

s̃2+

s̃3+

s̃4+



=
1

j∆ + γ

(
j
√

γ0e−j∠u(0)
j
√

γ0e−j∠u(0)
j
√

γ1e−j∠u(1)
j
√

γ1e−j∠u(1)
)
·


s̃1+

s̃2+

s̃3+

s̃4+

.

(7.14)

The output coupling is given by the relationship
s̃1−
s̃2−
s̃3−
s̃4−

 =


0 e−jθ0 0 0

e−jθ0 0 0 0
0 0 0 e−jθ1

0 0 e−jθ1 0




s̃1+

s̃2+

s̃3+

s̃4+

+


d0u(0)

d0u(0)

d1u(1)

d1u(1)

 ã

=


0 e−jθ0 0 0

e−jθ0 0 0 0
0 0 0 e−jθ1

0 0 e−jθ1 0




s̃1+

s̃2+

s̃3+

s̃4+

+


j
√

γ0ej∠u(0)

j
√

γ0ej∠u(0)

j
√

γ1ej∠u(1)

j
√

γ1ej∠u(1)

 ã. (7.15)
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By combining Eqn. 7.14 with Eqn. 7.15 and letting ϕ = ∠u(1) −∠u(0), the complete
scattering matrix for the system can be solved for,

SI (∆) =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

−

1
j∆ + γ


γ0 γ0

√
γ0γ1e−jϕ √

γ0γ1e−jϕ

γ0 γ0
√

γ0γ1e−jϕ √
γ0γ1e−jϕ

√
γ0γ1ejϕ √

γ0γ1ejϕ γ1 γ1√
γ0γ1ejϕ √

γ0γ1ejϕ γ1 γ1

 . (7.16)

We use the notation of the superscript I in SI to specify that we are explicitly consi-
dering the scattering matrix of a single Floquet resonator. Later in this chapter we
will use SII, which corresponds to the system formed from a cascade of two Floquet
resonators. At other times we may just use S when we are referring to no specific
system.

7.1.2 Phase Response

The relative phase between the modulation sidebands, defined as ϕ = ∠u(1)

- ∠u(0), is the key to realizing a nonreciprocal response. Aside from the case of ϕ

being an integer multiple of π, SI is not symmetric and Eqn. 7.16 describes a non-
reciprocal system. The forward pathways from the top waveguide to the bottom
waveguide (SI

13, SI
14, SI

23, and SI
24) have phase shifts with opposite signs from their

backward counterparts (SI
31, SI

41, SI
32, and SI

42). Specifically, signal flow in these for-
ward pathways involves energy transfer from the n = 0 sideband to the n = 1 side-
band, resulting in a positive phase shift ejϕ, whereas the backward pathways all in-
volve energy transfer in the opposite direction between the sidebands, resulting in
the negative phase shift e−jϕ. The largest nonreciprocal response is achieved when
ϕ = (n + 1/2)π, where n is an integer. Note that with a single-frequency sinusoi-
dal modulation like in Fig. 7.1, ϕ is simply the phase difference between the mo-
dulating wave and the incoming optical carrier.
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7.1.3 Compound Waveguide Mode Filtering

To understand how the nonreciprocal phase response of a single resonator
(Eqn. 7.16) can be transformed into an ideal circulator power response, we adopt a
frame of compound waveguide modes that are linear combinations of the indivi-
dual waveguide modes (Fig. 7.6b). We refer the in-phase and out-of-phase combi-
nations of the individual waveguide modes as the even and odd compound modes
respectively. This notation is analogous to the Jones vector used to describe pola-
rization states [174] in that the spatially-separated individual waveguide modes,
at their own optical carrier frequencies, play the role of two linear polarizations.
This approach is mathematically equivalent to a rotation of the four-port scattering
matrix into a basis defined by the vectors

b1 =
1√
2


1
0
0
1

 , b2 =
1√
2


1
0
0
−1

 , b3 =
1√
2


0
1
1
0

 , b4 =
1√
2


0
1
−1
0

 . (7.17)

By specifying a change of basis matrix B =
(

b1 b2 b3 b4

)
, the scattering matrix

S for a four-port system is transformed into the scattering matrix for the compound
modes defined by Eqn. 7.17 through the operation

S′ = B−1SB = BTSB

where where B−1 = BT because the vectors in Eqn. 7.17 are orthonormal. Such a
change of basis preserves the symmetry of the original scattering matrix. For the
case of ϕ = 0, the scattering matrix is symmetric

(
S = ST) and therefore

(
S′)T

=
(

BTSB
)T

= BTST
(

BT
)T

= BTSTB = BTSB = S′.

Similarly, for ϕ = π/2 the scattering matrix is Hermitian (S = S∗) and therefore

(
S′)∗ = (BTSB

)∗
= BTS∗

(
BT
)∗

= BTS∗B = BTSB = S′.
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The above results imply that reciprocity (and nonreciprocity) are preserved under
the change of basis to the compound mode set defined by the vectors in Eqn. 7.17.

In the frame of even and odd compound modes, the single Floquet resona-
tor acts as a notch filter, completely reflecting one “polarization” while completely
transmitting the other. The “polarization” being reflected is entirely determined by
the modulation phase ϕ. For example, when the fundamental in the applied mo-
dulation waveform is in phase with the optical carrier (ϕ = 0), the even compound

mode
(

1 1
)T

is completely reflected while the odd compound mode
(

1 −1
)T

does not couple to the resonator and is completely transmitted (Fig. 7.5a,b). Tuning
the applied modulation phase for maximal nonreciprocal phase response, with a
quadrature phase shift with respect to the optical carrier (ϕ = π/2), does not lead
to a response with complete reflection or transmission of the orthonormal mode ba-
sis defined by Eqn. 7.17. The condition of ϕ = π/2 leads to complete reflection of

a “circular” compound mode
(

1 j
)T

and the complete transmission of the other

circular compound mode
(

1 −j
)T

, which also does not couple to the resonator
(Fig. 7.5c,d). Multiple Floquet resonators and reciprocal mode conversion in the
passive waveguide segments provide the basis for more functional nonreciprocal
responses in terms of scattered power.

7.2 Dual-Resonator Floquet Circulator

Cascading two Floquet resonators not only eliminates the practical challenge
of maintaining a locked phase shift between the modulating wave and the optical
carrier, which have an orders of magnitude difference in their respective frequen-
cies, but more importantly provides the basis for an asymmetry within the system
through the modulation. This asymmetry is the critical requirement for realizing a
nonreciprocal response in terms of scattered power.

In the configuration we consider, the second resonator is geometrically iden-
tical to the first. It supports the same set of Floquet modes and is critically coupled
to the same waveguides with coupling rates γ0 and γ1. The parameters ϕa and ϕb

refer to the phase delay of the modulation applied to the left and right resonator,
respectively.
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Figure 7.5: A modulation phase of ϕ = 0 results in (a) complete reflection of the
compound even mode

(
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)T and (b) complete transmission of the compound odd
mode

(
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Figure 7.6: Schematic of a dual resonator Floquet circulator with resonators sup-
porting identical modes at frequency ωa. The resonators are modulated by single-
frequency sinusoidal waveforms with fundamental frequency Ω and phases ϕa and
ϕb. The top waveguide (red) targets the n = 1 sideband with an evanescent cou-
pling rate of γ1, and the bottom waveguide (blue) targets the n = 0 sideband with
an evanescent coupling rate of γ0. The phase delay between the left reference plane
and the left resonator is θ0L and θ1L in the bottom and top waveguide, respectively.
The phase delay between the left resonator and the right resonator is θ0 and θ1 in the
bottom and top waveguide, respectively. The phase delay between the right reso-
nator and the right reference plane is θ0R and θ1R in the bottom and top waveguide,
respectively.
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7.2.1 Coupled Mode Theory

In terms of the individual waveguide ports modes (rather than the com-
pound waveguide modes), the dual-resonator Floquet system is characterized by
the following set of coupled mode equations

d
dt

(
ã1

ã2

)
= H

(
ã1

ã2

)
+ K

(
s̃1+ s̃2+ s̃3+ s̃4+

)T
(7.18)


s̃1−
s̃2−
s̃3−
s̃4−

 = C


s̃1+

s̃2+

s̃3+

s4+

+ D

(
ã1

ã2

)
, (7.19)

where ã1 and ã2 denote the slowly varying envelopes of the modes in the left and the
right resonator, respectively and ϕa and ϕb are their associated modulation phases.
For the moment, we assume that the reference planes on the left and right of Fig.
7.6 are moved up to the resonators (θ0L = θ1L = θ0R = θ1R = 0). In this case, the
self- and inter-resonator coupling matrix is

H =

(
jωa − γ jµ − γ0e−jθ0 − γ1e−jθ1ej(ϕb−ϕa)

jµ − γ0e−jθ0 − γ1e−jθ1ej(ϕa−ϕb) jωa − γ

)
, (7.20)

the input port coupling matrix is

K =

(
j
√

γ0 j
√

γ0e−jθ0 j
√

γ1e−jθ1e−jϕa j
√

γ1e−jϕa

j
√

γ0e−jθ0 j
√

γ0 j
√

γ1e−jϕb j
√

γ1e−jθ1e−jϕb

)
, (7.21)

the output port coupling matrix is

D =


j
√

γ0 j
√

γ0e−jθ0

j
√

γ0e−jθ0 j
√

γ0

j
√

γ1e−jθ1ejϕa j
√

γ1ejϕb

j
√

γ1ejϕa j
√

γ1e−jθ1ejϕb

 , (7.22)
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and the direct port-to-port scattering matrix is

C =


0 e−jθ0 0 0

e−jθ0 0 0 0
0 0 0 e−jθ1

0 0 e−jθ1 0

 . (7.23)

θ0 and θ1 are the transmission phases of the bottom and top waveguides between
the resonators shown in Fig. 7.6. Note that D ̸= KT and γ = γ0 + γ1 + γL. Throug-
hout the remainder of this chapter we assume that evanescent coupling between the
two resonator sites is negligible (µ = 0). The full scattering matrix as a function of
the detuning frequency is [173]

SII (∆) = C + D ·
[(

j∆ 0
0 j∆

)
− H

]−1

· K. (7.24)

The phase delays between the individual ports and the resonators can be accounted
for through a reference plane shift:

SII′ =


e−jθ0L 0 0 0

0 e−jθ0R 0 0
0 0 e−jθ1R 0
0 0 0 e−jθ1L

 · SII ·


e−jθ0L 0 0 0

0 e−jθ0R 0 0
0 0 e−jθ1R 0
0 0 0 e−jθ1L


(7.25)

where the individual phases are shown in Fig. 7.6. In the expression above, SII′

refers to the full scattering matrix of the system in Fig. 7.6. For the remainder of
this chapter we drop the (·)′ notation and use SII in reference to the system in Fig.
7.6. The compound modes on the left and the right reference planes constitute the
four ports of the system after rotation into the compound mode basis. We denote

the ports as αE =
(

1 1
)T

and αO =
(

1 −1
)T

on the left, and βE =
(

1 1
)T

and

βO =
(

1 −1
)T

on the right. Here the first (second) vector element indicates the
amplitude of the mode in the bottom (top) waveguide.
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7.2.2 Operating Conditions

Realization of a circulator using the system in Fig. 7.6 requires the second
resonator have a π/2 relative phase shift applied to its modulating wave, e.g. ϕb - ϕa

= π/2, as well as critical coupling of the resonators to the individual waveguides,
e.g. γ0 = γ1 = γ/2. Additionally, the bottom and top waveguides are designed
to introduce different propagation phase delays at each stage within the system,
which we characterize using the following relative phase delay parameters

∆θL = θ1L − θ0L (7.26)

∆θ = θ1 − θ0 (7.27)

∆θR = θ1R − θ0R. (7.28)

A variety of pathways for circulation can be realized, depending on the par-
ticular combination of ∆θL, ∆θ, and ∆θR. First we consider the case of ∆θL = 0,
∆θ = π/2, and ∆θR = π/2 which corresponds to the first row of Table 7.1. In
this configuration circulation occurs between three of the four modes (αO, βO, and
βE) while one out of the four modes is functionally disconnected from the system
(αE). On-resonance power transmission is unity in the forward direction, defined
as αO → βO → βE → αO, and is completely suppressed in the backward direction.

Considering the relationship θ0 = θ1 + ∆θ, the condition for ideal isolation
between αO and βO is

e2jθ0
(

ej∆θ − j
) (

jej∆θ+2jθ0 + e2j∆θ+2jθ0 − jej∆θ − 1
)
= 0 (7.29)

which is satisfied by ∆θ = π/2, independently of the value of θ0. Ideal operation
between βE and αO translates to a slightly different expression given by

−e2jθ0
(

ej∆θ − j
) (

e2j(∆θ+θ0) − jej(∆θ+2θ0) + jej∆θ − 1
)
= 0 (7.30)

which is satisfied by the same condition ∆θ = π/2. The overall dispersive scatte-
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Reflected Circulation ϕb − ϕa ∆θL ∆θ ∆θR

αE αO → βO → βE → αO
π
2 0 π

2
π
2

αO → βO → βE → αO
π
2 0 3π

2
π
2

αO → βE → βO → αO
π
2 0 π

2
3π
2

αO → βE → βO → αO
π
2 0 3π

2
3π
2

αO αE → βO → βE → αE
π
2 π π

2
π
2

αE → βO → βE → αE
π
2 π 3π

2
π
2

αE → βE → βO → αE
π
2 π π

2
3π
2

αE → βE → βO → αE
π
2 π 3π

2
3π
2

Table 7.1: Summary of on-resonance reflection and nonreciprocal scattering for va-
rious waveguide phase delay configurations.

ring matrix of the system becomes a unique circulator response given by

SII
c =

αE αO βE βO


− γ

γ+j∆ − jγ∆
(γ+j∆)2 0 ∆2

(∆−jγ)2 αE

0 0 1 0 αO

0 j∆
γ+j∆ 0 − γ

γ+j∆ βE
j∆

γ+j∆
γ2

(γ+j∆)2 0 − jγ∆
(γ+j∆)2 βO

. (7.31)

The on-resonance operation of the Floquet circulator can be understood by
tracing a compound mode, as it travels through the system and becomes transfor-
med by the segments of waveguides and as it reflects and transmits through the
resonators (Fig. 7.7). For the βE → αO path, the signal enters as the even mode(

1 1
)T

on the right, and is transformed into the circular mode,
(

1 −j
)T

, by the
dual-waveguide segment between the resonator and the ports on the right. This ci-

rcular mode,
(

1 −j
)T

, perfectly transmits through the right resonator (as shown
in Fig. 7.5d with ϕ = π/2). Propagation down the middle waveguide segment

transforms the signal into the odd mode,
(

1 −1
)T

which then impinges on the
left resonator and is perfectly transmitted out the other side (as shown in Fig. 7.5b
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Figure 7.7: (a) Incidence of odd mode
(
1 −1

)T from the left undergoes two re-
flections before being resonantly transmitted out of the right side. (b) Incidence
of the even mode

(
1 1

)T from the right is non-resonantly transmitted to the odd
mode

(
1 −1

)T on the left. (c) Incidence of the even mode
(
1 1

)T from the left
is resonantly reflected back into the even mode

(
−1 −1

)T. (d) Incidence of the
odd mode

(
1 −1

)T from the right is resonantly reflected back into the even mode(
−1 −1

)T on the right. Note that this sketch assumes positive phase accumula-
tion in the waveguides (clock-wise rotation in the complex plane) as is the case in
the CROW used in Section 7.3.1.
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with ϕ = 0). Note that the complete forward transmission from βE → αO is due
to the lack of coupling to either resonator, which holds even when the input signal
is off-resonance. As a result, the forward transmission is unitary regardless of the
detuning as expected from the expression in Eqn. 7.31 and as shown in Fig. 7.8a.
The backward transmission is resonantly suppressed, with a 30 dB isolation band-
width of ∼ 0.07γ. Such broadband complete transmission in the forward direction
is spectrally distinct from that of conventional three-port junction circulators and
four-port circulators.

Transmission along the αO → βO path (Fig. 7.8a, solid blue curve) can be
analyzed similarly, with multiple reflections between the two resonators before the
signal emerges (Fig. 7.7). This pair of ports provides a 70× larger isolation band-
width (∼ 5γ) than the previous pair (Fig. 7.8b), but at a cost of reduced forward
transmission off-resonance. Ultimately, γ and the associated operating bandwidth
is limited by the fundamental frequency of the modulating wave and the and the
propagation of the coupling waveguides. The remaining ports in the system do
not participate in any cross-device scattering pathways: the even mode on the left
resonantly reflects into itself αE → αE (Fig. 7.8a, dashed orange curve), and the
even mode on the right resonantly reflects into the odd mode on the right βO → βE

(Fig. 7.8a, solid red curve).
On-resonance this results in the response

SII
c (∆ = 0) =


−1 0 0 0
0 0 1 0
0 0 0 −1
0 1 0 0

 , (7.32)

while off-resonance the scattering is reciprocal with the response

SII
c (∆ → ∞) =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 . (7.33)
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Figure 7.8: (a) Scattering parameter spectra for three forward signal pathways
(βE → αO → βO → βE), demonstrating on-resonance signal circulation. Dashed
curves show suppressed backward transmission. The frequency detuning para-
meter ∆ represents the signal frequency relative to the optical carrier, in units of
γ. (b) Isolation between the two cross-device pathways {αO → βO, βO → αO} and
{βE → αO, αO → βE} .
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Figure 7.9: Scattering parameter dependence on relative phasing of the modulation
waves parameterized by ϕb − ϕa. In all panels ϕa = 0 and ϕb is varied from 0 to
2π (vertical axis). The contours are |T|2 in dB for (a) αE → αE, (b) βO → βE, (c)
αO → βO, (d) βO → αO, (e) βE → αO, (f) αO → βE. The horizontal dashed line
indicates the ϕb − ϕa = π/2 condition used in the previous sections.
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Figure 7.10: (a) Photonic band structure for the TM polarization in a 2D square
lattice of silicon rods with r = 0.15a, n0 = 3.5 embedded in air. (b) Instantaneous
electric field distribution Re (Ez) of the monopole mode of an enlarged point defect
formed by an enlarged silicon rod with rc = 0.46a.

7.3 Implementation

Thus far we have only considered a general coupled mode theory model of
the Floquet circulator. We now consider the details of implementing the Floquet
circulator in an on-chip photonic platform.

7.3.1 2D Photonic Crystal

The photonic crystal implementation of the circulator system is based on a
2D square lattice of dielectric rods (r = 0.15a, ϵr = 12.25) embedded in air, which
supports a large TM photonic band gap (Fig. 7.10a). The bandwidth of the band gap
is orders of magnitude larger than the modulation rate, which eliminates radiation
loss of the sidebands not targeted by the two coupling waveguides. Each parame-
trically modulated resonator is a point defect formed by an enlarged rod that sup-
ports a monopole mode (Fig. 7.10b) at frequency ωa = 0.39685 (2πc/a), where the
refractive index of the rod is modulated by a sinusoid of frequency Ω = 0.0025ωa.

The two narrowband waveguides are coupled-resonator optical wavegui-
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Figure 7.11: (a) A coupled resonator optical waveguide (CROW) is formed in the x-
direction by enlarging every fourth rod. The bulk crystal is defined as in Fig. 7.10a.
(b) Dispersion for the upper (red curve) and the lower (blue curve) waveguides of
Fig. 7.6. The bands are detuned from each other by having rc = 0.4630a (0.4649a)
in the top (bottom) waveguide. ωn indicates the sideband frequency component
for n = {−1, 0, + 1} and kn indicates the associated CROW wavevector.

des (CROWs) [175] formed by a 1D array of enlarged rods (Fig. 7.11a). The CROW
period is 4a, resulting in a propagation bandwidth of 0.0024ωa, and the enlarged
rod radius of each CROW is slightly different rc = 0.4630a v.s. rc = 0.4649a such
that the top waveguide targets only the n = +1 sideband (Fig. 7.11b, blue) and the
bottom waveguide targets only the n = 0 sideband (Fig. 7.11b, red). The n = −1
sideband (Fig. 7.11b, dashed grey) and all other sideband orders are dark to the
outside environment as they couple to neither the waveguides nor the bulk crystal.
The coupling rates γ0 and γ1 can be changed in a step-wise fashion through con-
ventional structural tuning (i.e. adjusting the number of crystal periods between
the waveguide and resonator), but as predicted by Eqn. 7.7 and 7.8, the modula-
tion index provides continuous tuning of γ0 and γ1 to realize critical coupling (Fig.
7.12). Here the coupling rates are obtained from fitting the spectral response of a
photonic crystal Floquet resonator to coupled mode theory. To realize the phase
delay condition of ∆θ = π/2 in the circulator, the two resonators are separated by
a distance of 16a (4 CROW periods).

The response of the Floquet circulator is demonstrated using first-principle
finite element frequency domain simulations, with no approximations except for
discretization. The electromagnetic wave equations at each sideband frequency
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Figure 7.12: Coupling rates to top (γ1) and bottom (γ0) waveguide as a function of
modulation index, defined by the peak change in refractive index, δn0/n0. Critical
coupling (γ0 = γ1) occurs for δn0/n0 = 1.84 × 10−3. Coupling rates (circles) are
calculated by fitting the response of a full-wave simulation of a single side-coupled
modulated resonator to coupled mode theory. The lines represent a fitting of the ci-
rcles to the expressions for the coupling rates given by Eqns. 7.8 and assuming that
the relative amplitudes depend on the modulation index through Bessel functions
of the first kind. The mismatch between the line and circles for low γ1 is likely due
to a poor fitting of γ1 when γ1 ≪ γ0.
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are coupled to capture the effect of modulation and are solved simultaneously (see
Methods section). As predicted by the coupled mode theory, the calculated trans-
mission for the βE → αO pathway exhibits broadband unity transmission (dark
green dots, Fig. 7.13a) while the transmission in the backward direction αO → βE

is resonantly suppressed (light green dots, Fig. 7.13a), with over 20 dB isolation
(Fig. 7.13b). Meanwhile, the alternative αO → βO pathway exhibits unity trans-
mission on resonance (dark blue dots, Fig. 7.13a) and nearly 80 dB suppression in
backward transmission along βO → αO (light blue dots, Fig. 7.13a), with a 30 dB
isolation bandwidth of ∼ 4γ. Note that the non-ideal line shape and reduced peak
isolation observed in Fig. 7.13b are the result of a numerical mismatch between γ0

and γ1 and deviation of the waveguide phase delays from the condition ∆θ = π/2.
Although the peak isolation is reduced to 80 dB, the broad bandwidth with above
45 dB isolation is crucial to avoiding coherence collapse in laser diodes1. In practice,
a non-sinusoidal modulation waveform can be used to fine-tune the system closer
to the critical coupling and phase delay conditions.

The strongly nonreciprocal on-resonance circulator functionality is evident
in the field distributions showing the energy density aggregated over all sidebands,

∑
n

∣∣∣E(n) (∆ = 0)
∣∣∣2. The even mode entering from port one is completely discon-

nected from the other ports and resonantly reflects back into itself (Fig. 7.14a) while
the port two odd mode also resonantly reflects back but is converted into the even
mode (Fig. 7.14b). In both cases, transmission across the device is strongly sup-
pressed. On the other hand, the odd mode from port one is fully transmitted into
the odd mode at port two where a resonant scattering is observed from the gre-
ater energy in the resonator sites (Fig. 7.14c). As expected from the discussion
earlier, the broadband forward transmission (βE → αO) is clearly non-resonant, as
seen from the comparable field magnitudes in the resonator and waveguide modes
(Fig. 7.14d).

The Floquet circulator can be realized with a wide range of integrated pho-
tonic platforms and modulation mechanisms. The 2D photonic crystal structure
presented here can be readily extended to photonic crystal slab structures with ex-
perimentally demonstrated quality factors that exceed 106 [176], [177]. The two
narrowband waveguides can, in principle, be merged into a single waveguide with
a bandwidth spanning both the n = 0 and the n = 1 sidebands, provided that
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Figure 7.13: (a) Calculated nonreciprocal scattering parameter spectra and (b) isola-
tion spectra for the two cross-device pathways for a Floquet circulator implemented
following Fig. 7.11
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Figure 7.14: On-resonance electric field distributions summed over all sidebands,

∑
n

∣∣∣E(n)
∆=0

∣∣∣2 for forward and backward incidence along the cross-device pathways.
Complete reflection evident along the backward directions in (a) and (b), while
complete transmission is observed along the forward directions in (c) and (d).

the waveguide dispersion is sufficiently large to generate the ∆θ = π/2 differen-
tial phase shift. Additionally, the narrowband waveguides could also be realized
with mechanisms other than a CROW, such as electromagnetically induced trans-
parency or periodically modulated waveguides.

7.3.2 Operation at 1550 nm

Note that this particular photonic crystal configuration is chosen to clearly
illustrate the device operation in a compact area. The structural coupling between
the resonator and the waveguides is not highly asymmetric (Fig. 7.14), with a sepa-
ration of 5a (4a) between the resonators and the bottom (top) waveguide. The dif-
ference of only one unit cell requires a relatively large modulation index, δn0/n0 =

1.84 × 10−3 to satisfy the critical coupling condition given by Eqn. 7.9, in this case
with a relative sideband amplitude of u(1) ≈ 0.3 (Fig. 7.15). Additional rods bet-
ween the two resonators and the bottom CROW would allow the modulation index
to be reduced by several orders of magnitude.

To operate at 1550 nm, the lattice constant of the photonic crystal in this de-
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sign would be a = 615 nm, with a modulation frequency Ω = 484 GHz, and total
quality factor Q = ωa/ (2γ0 + 2γ1) = 8.3 × 104 (2.34 GHz linewidth). The reso-
nator linewidth is smaller than the modulation rate by a factor of approximately
200 which means that the CROW bandwidth is the limiting factor for a reduced
modulation frequency. Fig. 7.2 at the beginning of the chapter summarizes the
requirements of the various spectral features of the system. In order to consider an
experimentally achievable modulation frequency of 20 GHz [178], [179], the num-
ber of rods between the enlarged defect rods of the CROW’s can be doubled (corre-
sponding to a new CROW unit cell width of 7a). This results in a CROW bandwidth
of 9.3 × 10−5ωa (18 GHz) that is still nearly an order of magnitude larger than the
resonator linewidth used in the existing photonic crystal simulation. Note that this
only results in a doubling in size of one dimension of the system. The resulting
footprint of the overall device is 56a × 17a (22.20λ0 × 6.75λ0).

The waveguide mode dispersion could be engineered to provide the requi-
red relative phase shifts (∆θ and ∆θR) in a smaller physical footprint. For example,
different positions of the band could be sampled to provide a larger phase shift over
a distance of a single CROW period. The trade off in this approach is the significant
reduction in group velocity towards the edges of the CROW bandwidth. Another
option would be to use a single waveguide with a bandwidth that spans two adja-
cent sideband states. In this case, the waveguide dispersion could be sampled by
adjusting the modulation frequency Ω to provide the required ∆θ and ∆θR.

Deviation from the critical coupling condition γ1 = γ0 reduces the isolation
performance of the Floquet circulator but not the insertion loss (Fig. 7.16).

7.3.3 Modulation Schemes

A unique advantage of the Floquet circulator is that the use of more gene-
ral periodic modulation waveforms beyond simple sinusoidal modulation relaxes
the need for large modulation frequency and depth. In particular, the large mo-
dulation depth required to reach critical coupling between the waveguides of the
simulated photonic crystal would result in an overwhelming resonator absorption
rate, γL ≫ (γ0, γ1) (Fig. 7.18a). Although the structural coupling factors, d0 and
d1 can be increased (Fig. 7.18b), that would require a larger modulation frequency
and CROW bandwidth.
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Figure 7.15: Sideband amplitude distribution in the left resonator of the photonic
crystal Floquet circulator. The distribution was numerically computed in COMSOL
Multiphysics under on-resonance excitation of the compound even mode from the
left port (Fig. 7.14a). Note that the sideband amplitude distribution does not quali-
tatively depend on the compound mode being excited or on the resonator site (left
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Figure 7.16: Sensitivity of the αO → βO pathway to mismatch in the coupling rates
to the top and bottom waveguides. (a) Isolation and (b) insertion loss as a function
of frequency and the ratio γ1/γ0. A values of γ1/γ0 = 1 corresponds to a critically
coupled system where the isolation is maximized.
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However, by using a modulating wave with comparable fundamental and
second harmonic components (Fig. 7.17b), equal amplitudes of u(1) and u(2) can be
supported without resorting to an extremely large modulation index to boost the
amplitudes of higher order sidebands in the Jacobi-Anger expansion (Fig. 7.17a).

The system described in the previous section can be implemented using the
n = 1 and the n = 2 sidebands, with the n = 2 sideband playing the role of the n =

0 sideband. The critical coupling condition given in Eqn. 7.9 results in a nearly sym-
metric structure where |d0| ∼ |d1|. In practice, the exact critical coupling condition
could be satisfied by fine-tuning the relative ratio between the fundamental and the
second harmonic components in the modulating waveform, which in turn deter-
mines the required ratio

∣∣∣u(1)
∣∣∣ /
∣∣∣u(2)

∣∣∣. This would allow a wide range of absolute

modulation index
∣∣∣u(1)

∣∣∣ to be used from various modulation schemes. In contrast,

under practical single-frequency modulation,
∣∣∣u(0)

∣∣∣ is expected to be nearly unity

and only one particular modulation index
∣∣∣u(1)

∣∣∣ = |d0| / |d1| satisfies the critical
coupling condition given in Eqn. 7.9. The only constraint for such a system under
the generalized modulation is that radiation and absorption loss need to be small to

ensure complete transmission on resonance, e.g. |d0|2
∣∣∣u(2)

∣∣∣2 + |d1|2
∣∣∣u(1)

∣∣∣2 ≫ γL

as shown in Fig. 7.18c. As γL becomes comparable to γ0 and γ1, the αO → βO

pathway experiences higher insertion loss but maintains a high isolation. Howe-
ver, the βE → αO pathway experiences reduced isolation for larger γL with no
increase in insertion loss (Fig. 7.19).

7.3.4 Single-carrier to Dual-carrier Conversion

The unusual dual-carrier response necessitates an additional photonic cir-
cuit to modulate and demodulate traditional single-carrier optical signals to the
dual-carrier format (Fig. 7.20), or a spatial mode multiplexer to separate the even
and odd compound modes on the right-hand side of the device. The signal in-
cident through port one of Fig. 7.20 can be resonantly split into the compound
mode defined over ports two and three. This device can also operate in the oppo-
site direction to convert a dual-carrier signal back to a single-carrier signal. Entire
photonic circuits using such Floquet circulators can be constructed to use the dual-
carrier compound modes as signal carriers, thereby reducing the need for such
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Figure 7.17: Floquet sideband amplitude distributions for single frequency and se-
cond harmonic parametric modulation. Single frequency modulation (left) has mo-
dulation of the form f (t) = 1 + δ cos (Ωt) and second harmonic (right) has the
form f (t) = 1 + δ1 cos (Ωt) + δ2 cos (2Ωt) where δ2 = 2δ1. Sideband amplitudes
were computed by numerically solving the Mathieu equation using the harmonic
balance method [180], [181].

mode converters only at the input and the output of the overall circuit. Systems
which consider sideband states as an additional dimension would be compatible
with this idea [165], [183].

7.4 Comparison

A key advantage of the Floquet circulator over conventional junction circu-
lators is that its operation does not rely on breaking the degeneracy of two resonant
modes with high rotational symmetry. The Floquet circulator requires no such ro-
tational symmetry, resulting in relaxed design constraints and robustness towards
fabrication imperfections. More importantly, all sidebands of the two Floquet re-
sonators remain matched in frequency, and by introducing a functionally discon-
nected fourth port (αE in the configuration considered previously) the system achie-
ves simultaneous broadband and unity transmission in the forward direction with
perfect on-resonance isolation.

Although there is a superficial structural resemblance between the Floquet
circulator and circulators based on parametric conversion and commutation [150],
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Figure 7.18: Resonator decay rates to bottom waveguide γ0, top waveguide γ1, and
absorption where γL is the intrinsic decay rate from an eigenmode simulation of the
point defect (Fig. 7.10b) where the dielectric loss tangent applied to the enlarged
defect rod was mapped to the relative change in refractive index through the data
in [182]. The top edges of the shaded regions represent the decay rate associated
with an out-of-plane quality factor of 106 and 107, respectively. (a) Resulting decay
rates from the simulated system in the previous section showing that absorption
is too high to achieve critical coupling. (b) Configuration where d0 and d1 have
been increased by 15× to realize critical coupling without being overwhelmed by
γL. (c) Configuration where the top and bottom waveguide have been configured
to use the first and second order sideband and the modulating waveform gives
u(1) = u(2). In this configuration γ0 and γ1 are overlapping and critical coupling is
always achieved.
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Figure 7.19: (a) Insertion loss and (b) isolation in the αO → βO (blue) and βE → αO
(green) scattering pathways as a function of the resonator loss rate, normalized to
the coupling rate to the bottom waveguide. The αO → βO pathway experiences
large insertion loss for higher γL but maintains large isolation. On the other hand,
the βE → αO pathway experiences reduced isolation for higher γL but no increased
insertion loss.

�a�0

�1

�2
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Figure 7.20: Schematic of a three-port optical circuit for generating the dual-carrier
compound mode. A single-frequency signal incident from the left will be perfectly
converted into the dual-carrier signal on the right if γ1 = γ2 = γ0/2. The conver-
sion process is reciprocal and the dual-carrier signal incident from the right will be
perfectly converted into the single-frequency wave on the left.
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[152], the signal spectral properties and overall spectral response are fundamentally
different. The signal wave is carried by the dual-carrier wave, and its spectral distri-
bution is conserved during transit across the Floquet circulator (i.e. no net energy
transfer occurs between different sideband carriers). This lack of frequency-shifted
intermediate signals simplifies the system design, which only needs to target a sin-
gle frequency range, but also requires only two structural resonances (as opposed
to four resonances with parametric conversion), resulting a smaller footprint. More
importantly, without depending on large parametric conversion, the Floquet circu-
lators can function at a modulation index that is orders of magnitude smaller than
the typical values needed in parametric conversion [150], [152], making it more
practical for implementation at optical frequencies. Moreover, the lack of net pa-
rametric energy conversion also prevents the depletion of the modulation wave in
cases involving high-power signals. The absence of depletion ensures the system
response remains linear to the input power, which is essential for high-dynamic
range applications [184] such as full-duplex radios [119].

The spectral response of the Floquet circulator is quite different than those
that break the degeneracy of counter-propagating traveling modes (Fig. 7.21a), that
induce effective rotation in resonant waveguide junctions (Fig. 7.21b), or that in-
duce an directionally dependent transparency window (Fig. 7.21c). Additionally,
many possible layouts of low-symmetry one-dimensional cascades of modulated
resonators can be used to implement the Floquet circulator. The critical coupling
condition and the ∆θ = π/2 phase shift, which collectively produce the ideal circu-
lator response, are not tied to the structural rotational and mirror symmetries of the
device. We emphasize that the designation of the compound modes as “even” and
“odd” is adopted from the convention in dual-waveguide systems such as directi-
onal couplers, and does not require that the system actually have mirror symmetry
along the vertical direction. In fact, in our system the resonators have different
coupling distances to the two waveguides, which also do not support wave propa-
gation in the same frequency range.
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Figure 7.21: Sketch of forward |S21|2 and backward scattering |S12|2 spectra for se-
veral nonreciprocal systems. (a) Corresponds to a waveguide side-coupled to a
traveling wave resonator with broken degeneracy in its two counter-propagating
modes. The degeneracy can be broken either by evanescently coupling the reso-
nator to a magneto-optical material of by applying modulation with an angular
momentum. (b) Corresponds to the case of a three-port junction with broken rota-
tional degeneracy. (c) Corresponds to the case of nonreciprocal optomechanically
induced transparency.

7.5 Modulation Stability

Neglecting damping and waveguide coupling, the Floquet resonator is equi-
valent to a parametrically modulated harmonic oscillator described by the Mathieu
differential equation [180], [181]. This is given in dimensionless form as

δ2a
δt2 + [1 + δ cos (Ωt)] a = 0, (7.34)

where a is the oscillator amplitude, δ is the modulation index, and Ω is the modu-
lation rate. This equation admits stable and unstable periodic solutions depending
on the combination of modulation parameters. A map of the stability regions has
been computed and is given in Figure 7.22 where the dark blue regions correspond
to unstable solutions that occur due to parametric resonance when the system is
driven at harmonics of the fundamental system resonance. In this work we limit
consideration to relatively “weak” and “slow” modulation which corresponds to
the region around the origin (bottom left) of Fig. 7.22.
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Figure 7.22: Modulated harmonic oscillator stability map. (light blue) Stable and
(dark blue) unstable solutions as a function of modulation rate and modulation
depth.

The instability regions occur at modulation frequencies that are harmonics
of the unmodulated oscillator frequency ω0, which is challenging to reach in optical
systems due to the relatively slow underlying modulation mechanism.
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Appendix A

Quadratic Eigenvalue Problem Parameter Sweeper (QEPPS)

This appendix documents the Quadratic Eigenvalue Parameter Sweeper (QEPPS)
software package∗ which was developed as part of this dissertation. As its name
suggests, the purpose of QEPPS is to perform parameter sweeps of quadratic ei-
genvalue problems on a Linux HPC cluster environment.

A.1 Background

Modal studies in electromagnetics and optics are quadratic eigenvalue pro-
blems. When discretized using the finite element method or some other approach,
they have the form (

λ2E + λD + K
)

u = 0 (A.1)

where E is the mass matrix, D is the damping matrix, and K is the stiffness matrix.
u is the eigenvector, and λ is the eigenvalue. Physically, u corresponds to the elec-
tric or magnetic field distribution over the discretized domain depending on how
the problem was formulated. Each vector element corresponds to the field compo-
nents at a location within the mesh of the original problem. The eigenvalue λ can
represent either a spatial frequency (such as the wave vector of a waveguide mode)
or a temporal frequency.

In electromagnetic problems, one is often interested in sweeping frequency
to analyze the dispersion of one or more modes. This is useful for many situations,
including photonic band gap engineering and for characterizing the attenuation of
a transmission line.

A.2 Approach

QEPPS was developed with the intention of solving problems that have been
exported from COMSOL Multiphysics using the MATLAB API for accessing the

∗The source code for QEPPS is available at https://github.com/ianwilliamson/qepps.
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linear algebra data structures. In this discussion we assume that COMSOL is being
used to define the problem but this approach could apply elsewhere.

To illustrate the class of use cases for QEPPS, consider the scenario of sol-
ving for the guided wave vector of a structure as a function of the temporal fre-
quency. This means that λ = k in Eqn. A.1 and λ (ω) where ω is the temporal
frequency. QEPPS provides an interface for specifying an arbitrary number of sub-
matrices (Fig. A.1), each with its own arbitrary scaling function of ω, that are used
to combine the sub-matrices into the problem matrices E, D, and K. This means
that rather than having assembling a set of problem matrices [E, D, K] for every
ω = [ω1, ω2, ω3, . . .] and uploading to a cluster, the problem can be specified in the
form

E = E0 + ωE1 + ω2E2 (A.2)

D = D0 + ωD1 + ω2D2 (A.3)

K = K0 + ωK1 + ω2K3, (A.4)

where a single set of sub-matrices En, Dn, and Kn are extracted from COMSOL by
modifying the underlying weak form equations.

The interface provided by QEPPS for specifying the scaling functions is im-
plemented using a LUA interpreter with support for complex numbers. This is
general, and it is emphasized that more complex functions of ω can also be spe-
cified (beyond the polynomials of 1, ω, and ω2 shown above). For example, the
dispersive surface conductivity of graphene could be added to the problem though
the inclusion of an appropriate sub-matrix. The parameter sweeping functionality
can also be applied to parameters other than ω, so long as they do not modify the
underlying mesh of the problem.

A.3 Building

QEPPS was developed using the Texas Advanced Computing Center (TACC)
resources. Accordingly, most of the dependencies can be satisfied by loading the
prepackaged TACC modules. The full list of dependencies is:

• PETSc 3.5 (complex)

120



Embedded
LUA

Interpreter
PETSc

SLEPc

MPI
MUMPS/

external eigenvalue 
solvers

Matrix_K0.dat

Matrix_K1.dat

Matrix_E0.dat...

config.lua

parameter(i)
func(param(i))

 
 

Matrix assembly

Figure A.1: Block diagram of QEPPS.

• SLEPc 3.5 (complex)

• MUMPS 4.10 (complex)

• libgrvy 0.32

• LUA 5.2

The appropriate versions of PETSC, SLEPc, MUMPS, and libgrvy can all be added
to the user env on at TACC with the following command

module load \
petsc/3.5-complex \
slepc/3.5-complex \
mumps/4.10.0-complex \
grvy/0.32.0

LUA 5.2 is included in the source of QEPPS under src/lua and the QEPPS makefile
is already configured to build and link against LUA in this location. After the de-
pendencies have been satisfied, all that is needed to build QEPPS is the command

make

A.4 Test Problems

The configuration LUA scripts and data files for several test problems are
provided under the tests/ subdirectory. These can be run in their current form,
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without modification on a single TACC stampede dev node. Launcher bash scripts
are also included for running each problem. Currently two problems are provided
and both are relatively small; the entire parameter sweep for each should complete
in less than a minute. These can be used to validate the results that are obtained
after modifying QEPPS or trying different solver options.

A.5 Usage and Output

As demonstrated by the provided test problems, a LUA script file along with
command line arguments to the PETSc options database control all runtime confi-
guration of QEPPS. This approach affords the user maximal flexibility in modifying
the parameter sweep values and changing the problem configuration.

The scaling functions are specified in the LUA configuration script and their
evaluation is handled at run time by the embedded LUA engine. The locations of
the data files are also specified in the LUA script. Additionally, various options
for controling QEPPS behavior are also specified in the LUA script. Please see the
example problems under the tests/ subdirectory for detailed explanations and ex-
amples.

A.5.1 Eigenvalues

The eigenvalues are printed to an output file as well as to stdout in a CSV
(comma separated value) format along row-by-row for each parameter sweep va-
lue. This allows the output file to be easily parsed by the plotting utility provided
under tools/. Additional problem information is also printed; these lines are pre-
fixed with a #.

A.5.2 Eigenvectors

There is a flag in the input configuration that specifies whether QEPPS should
save the solution vectors for each parameter sweep value. For more information see
the test problem configuration files.

122



Appendix B

Coupled Mode Theory

In this appendix we derive the coupled mode theory for several basic optical
systems. These are based on the author’s personal notes and are provided here
for reference to the interested reader and for comparison with the coupled mode
theory derivation used to model the Floquet circulator in Chapter 7.

B.1 Assumptions

The concept of modes is fundamental to electromagnetics, optics, and many
other areas of physics. Optical modes are generally categorized as being either
propagating or non-propagating, i.e. in a waveguide or localized in a resonator
cavity. The scattering response of many optical systems, so long as they have a well-
defined set of pathways for waves to enter and exit the system, can be described
by temporal coupled mode theory (CMT). The approach taken in this appendix
follows that of Herman Haus in his textbook [105].

Note that we assume all phasor quantities have ejωt time-dependence.

B.2 Two-Port System

The simplest and most common cases of two-port coupled optical systems
are an optical resonator side-coupled to a waveguide (Fig. B.1a) and end-coupled
to two waveguides (Fig. B.1b). However, we will first consider a generic two-port
system and revisit these two specific cases after some more fundamental relations-
hips have been derived. For now, we neglect any intrinsic absorption or radiation
loss in the resonator. The governing equation that describes the time variation of
the resonator amplitude, a is

da
dt

= (jω0 − γ) a +
(

κ1 κ2

)(s1+

s2+

)
, (B.1)
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Figure B.1: (a) Schematic of a generic resonator side-coupled to a waveguide. (b)
Schematic of a generic resonator end-coupled to two waveguides. Both systems have
two ports and the quantity a represents the complex amplitude of the resonator
mode with frequency ω0. The energy stored in the mode is given by |a|2. The
complex constants κn and dn represent the strength of coupling from the n-th port
to the resonance and vice-versa, respectively. In the side-coupled system of (a), θ
represents the phase delay of a wave traveling between the ports in the waveguide.

while the governing equation for the outgoing waves, s1(2)− is(
s1−
s2−

)
=

(
r t
t r

)(
s1+

s2+

)
+ a

(
d1

d2

)
. (B.2)

Note that we are representing coupling into the resonator with the coefficient κn

and coupling out of the resonator with the coefficient dn. It will be shown later
that energy conservation forces these coefficients to be equivalent. In Eqns. B.1
and B.2, a represents the resonator complex mode amplitude; ω0 represents the
angular resonance frequency; γ represents the decay rate of the resonator. Note
that γ is a half-width half-max quantity and the full-width half-max of the dip in
the transmission and reflection spectra is given by the quantity 2γ.

B.2.1 Energy Conservation

Through energy conservation the number of unknowns in Eqns. B.1 and B.2
can be reduced. First we assume no excitation (with s1+ = s2+ = 0) and we allow
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the resonator to decay into the output ports. This gives us the two expressions

d |a|2

dt
= −2γ |a|2 (B.3)

d |a|2

dt
= − |s1−|2 − |s2−|2 = −

(
|d1|2 + |d2|2

)
|a|2 , (B.4)

from which we conclude that

γ =
1
2

(
|d1|2 + |d2|2

)
. (B.5)

B.2.2 Time-Reversal Symmetry

The resonator amplitude has the time dependence a ∼ a0e(jω0−γ)t, which le-
ads to the outgoing waves decaying exponentially with the same time dependence,
s1− ∼ s′1−e(jω0−γ)t and s2− ∼ s′2−, e(jω0−γ)t where s′1− = d1a0 and s′2− = d2a0.
Next we consider the scenario where the resonator is coherently pumped by tur-
ning the outgoing waves into incoming waves. We let s̃1+ = (s1−|t→−t)

∗ and
s̃2+ = (s2−|t→−t)

∗ where (·)∗ denotes the complex conjugate. ã denotes the time re-
versed, exponentially growing resonator amplitude. Plugging these into Eqn. B.1
gives

dã
dt

= a∗0 (jω0 + γ) = a∗0 (jω0 − γ) +
(

κ1 κ2

)(s̃1+

s̃2+

)
. (B.6)

Therefore,

a∗02γ = κ1 (d1a0)
∗ + κ2 (d2a0)

∗

2γ = κ1d∗1 + κ2d∗2 . (B.7)

The above result, when combined with the conclusion from energy conservation
means that

κ1 = d1 (B.8)

κ2 = d2. (B.9)
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Finally, when the system is coherently driven through the input ports, there are no
outgoing waves. This translates to the following relationship(

0
0

)
=

(
r t
t r

)(
s̃1+

s̃2+

)
+ ã

(
d1

d2

)
(

d1

d2

)
= −

(
r t
t r

)(
d∗1
d∗2

)
, (B.10)

where the second line implies that the direct pathway through the system (the wa-
veguide) imposes conditions on the resonant pathway. The complete scattering
matrix for this system is

S =

(
r t
t r

)
+

1
j (ω − ω0) + γ

(
d1d1 d1d2

d2d1 d2d2

)
. (B.11)

Regarding the expression in Eqn. B.5, a common convention is to allow the
decay rate to be represented as

γ = γ1 + γ2, (B.12)

where γ1 and γ2 represent the decay rates into the waveguide connected to port
1 and port 2, respectively. Under this convention the magnitude of the coupling
coefficients are given by

|d1| =
√

2γ1 (B.13)

|d2| =
√

2γ2. (B.14)

The phase of d1 and d2 are always given by Eqn. B.10.

B.2.3 Resonator Absorption and Radiation Losses

Accounting for absorption and radiation loss in the resonator is straightfor-
ward. This actually does not change the derivation in the previous section and an
additional contribution to the decay rate can be added. This modification changes

126



Eqn. B.1 into

da
dt

= (jω0 − γ1 − γ2 − γa) a +
(

d1 d2

)(s1+

s2+

)
. (B.15)

Similarly, the expression in Eqn. B.11 for the total scattering matrix is

S =

(
r t
t r

)
+

1
j (ω − ω0) + γ1 + γ2 + γa

(
d1d1 d1d2

d2d1 d2d2

)
. (B.16)

B.2.4 Example: Side-Coupled Resonator

In a side-coupled configuration, such as the one considered so far and shown
in Fig. B.1, r = 0 and t = 1. Therefore,

d1 = −d∗1 (B.17)

d2 = −d∗2 (B.18)

which implies that both d1 and d2 are purely imaginary. Additionally, if the reso-
nator decays symmetrically into the two ports, we have:

γ1 = γ2 = γe/2 (B.19)

d1 = d2 = j
√

γe (B.20)

The complete frequency-dependent scattering parameters for this system (with ab-
sorption) are:

S11 (ω) = − γe

j(ω − ω0) + γe + γa
(B.21)

S21 (ω) =
j(ω − ω0) + γa

j(ω − ω0) + γe + γa
(B.22)
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B.2.5 Example: End-Coupled Resonator

In an end-coupled configuration, r = 1 and t = 0. Therefore,

d1 = −d∗2 (B.23)

d2 = −d∗1 (B.24)

which implies that both d1 and d2 are purely imaginary. Additionally, if the reso-
nator decays symmetrically into the two ports, we have:

γ1 = γ2 = γe/2 (B.25)

d1 = d2 = j
√

γe (B.26)

The complete frequency-dependent scattering parameters for this system (with ab-
sorption) are:

S11 (ω) = − γe

j (ω − ω0) + γe + γa
(B.27)

S21 (ω) =
j (ω − ω0) + γa

j (ω − ω0) + γe + γa
(B.28)

B.2.6 Example: One-Port System

In a one port single resonance system, the governing equations are given by

da
dt

= (jω0 − γ1 − γa)a + d1s1+, (B.29)

and
s1− = rs1+ + ad1. (B.30)

Combining these equations and using the previously developed conditions on the
parameters gives the following expression for total system’s reflection coefficient:
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S11 = r +
2γ1

j(ω − ω0) + γ1 + γa
(B.31)

=
2γ1 − j(ω − ω0)− γ1 − γa

j(ω − ω0) + γ1 + γa
(B.32)

=
−j(ω − ω0) + γ1 − γa

j(ω − ω0) + γ1 + γa
(B.33)

B.3 Four-Port System

We consider the four port system shown in Fig. B.3 where a resonator is
simultaneously side-coupled to two waveguides (commonly used as a channel add
and drop filter).
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The coupled mode equations for the system shown in Fig. B.3 are,

da
dt

= (jω0 − γ1 − γ2 − γ3 − γ4 − γa)a +
(

d1 d2 d3 d4

)


s1+

s2+

s3+

s4+

 (B.34)


s1−
s2−
s3−
s4−

 =


0 e−jϕ1 0 0

e−jϕ1 0 0 0
0 0 0 e−jϕ2

0 0 e−jϕ2 0




s1+

s2+

s3+

s4+

+


d1

d2

d3

d4

 a (B.35)

Similarly to the two-port system, energy conservation and time-reversal symmetry
provide the conditions

d1 = −e−jϕ1d∗2 (B.36)

d2 = −e−jϕ1d∗1 (B.37)

d3 = −e−jϕ2d∗4 (B.38)

d4 = −e−jϕ2d∗3 (B.39)

|d1| =
√

2γ1 (B.40)

|d2| =
√

2γ2 (B.41)

|d3| =
√

2γ3 (B.42)

|d4| =
√

2γ4. (B.43)

Combining Eqns. B.34 and B.35, we have the following as the complete scattering
matrix of the system,

S =


0 e−jϕ1 0 0

e−jϕ1 0 0 0
0 0 0 e−jϕ2

0 0 e−jϕ2 0

+
1

j(ω − ω0) + γ


d1d1 d1d2 d1d3 d1d4

d2d1 d2d2 d2d3 d2d4

d3d1 d3d2 d3d3 d3d4

d4d1 d4d2 d4d3 d4d4


(B.44)
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where γ = γ1 + γ2 + γ3 + γ4 + γa.
If the resonator is a standing wave cavity with even symmetry in the vertical

and horizontal directions, it decays with equal magnitude and sign into all ports,
|d1| = |d2|, |d3| = |d4|, γ1 = γ2, and γ3 = γ4. Additionally, the conditions given by
Eqns. B.34 and B.35, imply that the coupling coefficients satisfy

d1 = j
√

2γ0

d2 = j
√

2γ0

d3 = j
√

2γ1

d4 = j
√

2γ1

if we allow ϕ1 and ϕ2 to be some even multiple of 2π through a suitable choice of
the port reference planes.

If we consider excitation from only port 1, the scattering parameters are

S11 =
−γ0

j(ω − ω0) + γ0 + γ1 + γa
(B.45)

S21 = 1 +
−γ0

j(ω − ω0) + γ0 + γ1 + γa
(B.46)

S31 =
−√

γ0γ1

j(ω − ω0) + γ0 + γ1 + γa
(B.47)

S41 =
−√

γ0γ1

j(ω − ω0) + γ0 + γ1 + γa
(B.48)

The above results agree with Eqns. 10-13 of [171] with θ1 = θ2 = θ3 = θ4 =

π/2.
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Appendix C

Frequency-Domain Numerical Modeling of Time-Driven and
Nonlinear Systems

C.1 Coupling Terms in Time-Driven Systems

In this appendix we outline the approach for modeling periodically time-
modulated optical systems in the frequency domain. We use a set of single-frequency
wave equations which are coupled in the regions that are undergoing modulation.
To derive the coupling terms, we start with the general wave equation for the elec-
tric field given by

∇×∇× E +
1
c2

δ2

δt2 E +
1

ϵ0c2
δ2

δt2 P = 0, (C.1)

where E is the total electric field, P is the total electric polarizability (accounting for
both static and modulated terms), ϵ0 is the vacuum permittivity, and c is the speed
of light in vacuum. The refractive index in the modulated region has the form
n′

0 = n0 + ∆n0 (t) where we assume that the time-varying component is purely
sinusoidal,

∆n0 (t) = δn0 cos (Ωt + ϕ) =
δn0

2

[
ejΩtejϕ + e−jΩte−jϕ

]
. (C.2)

Eqn. C.2 is substituted into Eqn. C.1. The wave equation is then rearranged into
“static” and “modulated” terms (where ∆n0

2 ≪ n0) to give [105],

∇×∇× E +
n0

2

c2
δ2

δt2 E +
1
c2

δ2

δt2 [2n0∆n0 (t) · E] = 0. (C.3)

By representing the total electric field as a sum of components oscillating at discrete
frequencies indexed by n,

E = ∑
n

Enejωnt (C.4)
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and substituting into Eqn. C.3, we have

∇×∇× Enejωnt +
n0

2

c2
δ2

δt2 Enejωnt

+
δn0n0

c2
δ2

δt2

[(
ejΩtejϕ + e−jΩte−jϕ

)
Enejωnt

]
= 0 (C.5)

∇×∇× Enejωnt − ωn
2n0

2

c2 Enejωnt

− δn0n0

c2

[
(ωn + Ω)2ej(ωn+1t+ϕ) + (ωn − Ω)2ej(ωn−1t−ϕ)

]
En = 0. (C.6)

The expression in Eqn. C.6 is an ordinary single-frequency wave equation with an
added “nearest neighbor coupling” term. Essentially, the wave at frequency ωn

feeds energy to the waves at frequencies ωn ± Ω via a current distribution propor-
tional to En. The coupling term is,

g (n, m) = −δn0n0

c2 ωn
2ejϕ(n−m)δ (|n − m| − 1) Em, (C.7)

where the (n − m) term in the exponential enforces a negative phase accumulation
from a higher-order frequency component to a lower-order frequency component,
and a positive phase accumulation from a lower-order frequency component to a
higher-order frequency component. The Dirac delta, δ (|n − m| − 1) enforces the
condition of the entire term being non-zero only when n and m differ by 1. This
means that with a single-frequency sinusoidal modulation waveform, each side-
band component has only two source terms, corresponding to the nearest neighbor
frequency components, i.e. n = 0 : g (0,−1) and g (0, 1).

This coupling can be implemented in finite element analysis by converting
to a weak form expression. In this case, the weak form corresponds to a simple
multiplication by the test function corresponding to the unknown electric field, e.g.
Ψn. The following expression can added as a weak contribution in the modulated
domain(s) for each frequency component,

Fn = g (n, n + 1) · Ψn + g (n, n − 1) · Ψn. (C.8)
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C.1.1 Implementation in COMSOL Multiphysics

Converting the source coupling term in Eqn. C.8 to a form that can be input
into COMSOL Multiphysics is straight forward. Shown below is an example that
applies to the TM polarization in a two-dimensional simulation (Ez electric field
component only) with three frequency components (one carrier and two sidebands).

g12 -n*dn/c_const^2*4*pi^2*(freq0+freqM)^2*E2z*exp(-1j*phi)
g21 -n*dn/c_const^2*4*pi^2*(freq0)^2*E1z*exp(1j*phi)
g23 -n*dn/c_const^2*4*pi^2*(freq0)^2*E3z*exp(-1j*phi)
g32 -n*dn/c_const^2*4*pi^2*(freq0-freqM)^2*E2z*exp(1j*phi)
weak1 test(E1z)*g12
weak2 test(E2z)*(g23+g21)
weak3 test(E3z)*g32

The parameter freq0 is the carrier frequency, freqM is the modulation frequency,
phi is the modulation phase, n is the refractive index of the material, and dn is the
relative change in the refractive index due to modulation. E1z, E2z, and E3z are the
unknown electric field components of the lower sideband (ω − Ω), the carrier (ω),
and the upper sideband (ω + Ω). The expressions weak1, weak2, and weak3 can be
added as domain weak contributions to the modulated region(s).

C.2 Coupling Terms in Nonlinear Wave-Mixing

The same approach used in the previous section can also be applied to the
interaction of waves in nonlinear media. In this case however the number of fre-
quency components is more limited as an infinite set of sidebands does not need
to be considered. To derive the coupling terms, we begin with the nonlinear wave
equation given by

∇×
(

1
µr

∇× E
)
− k0

(
ϵr −

jσ
ωϵ0

)
E = −µ0 jωJ + µ0

d2PNL

dt2 . (C.9)

where
E = ∑

n=±1,±2,±3

1
2

Enejωnt (C.10)
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and E−n = E∗
n and ω−n = −ωn. The nonlinear polarization term is

PNL = 2dE2 (C.11)

=
1
2

d ∑
n,m=±1,±2,±3

EnEmej(ωn+ωm)t, (C.12)

which consists of thirty six different terms. We can define a set of coupled linear
wave equations given by

∇×
(

1
µr

∇× En

)
− k0

(
ϵr −

jσ
ωnϵ0

)
En = −µ0 jωnJn + Sn (C.13)

where n corresponds to the n-th wave, oscillating at a frequency ωn and

Sn =
1
2

µ0d ∑
n′,m′=±1,±2,±3

(ωn′ + ωm′)2 En′Em′ej(ωn′+ωm′ )tδ (ωn − ωn′ − ωm′) (C.14)

represents the nonlinear source coupling term. The Sn term can be converted into
an effective current density defined as

J(NL)
n = − 1

µ0 jωn
Sn. (C.15)

C.2.1 χ(2) Nonlinearity

For a χ(2) process where ω3 = ω1 + ω2, the source terms are given by

S1 = 2µ0ω2
1dE∗

2 E3 (C.16)

S2 = 2µ0ω2
2dE∗

1 E3 (C.17)

S3 = 2µ0ω2
3dE1E2 (C.18)

which can be mapped into effective current densities given by

J(NL)
1 = 2jω1dE∗

2 E3 (C.19)

J(NL)
2 = 2jω2dE∗

1 E3 (C.20)

J(NL)
3 = 2jω3dE1E2. (C.21)
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C.3 Validation

The Manley-Rowe relations can be used to confirm that energy is conserved.
We can say that at port n, Iin,n is the total incoming energy and Iout,n is the total
outgoing energy. This means

Iin,n = ∑
m

|sm
n+|2
ωm

(C.22)

Iout,n = ∑
m

|sm
n−|2
ωm

(C.23)

where sm
n+(−) is the complex amplitude of the incoming (outgoing) wave at port n

with frequency m. For energy conservation to hold, in a lossless system we have
that

∑
n

Iin,n = ∑
n

Iout,n. (C.24)

In terms of our numerical model, a relative error for this relationship can be defined
as

Eenergy =
|∑n Iin,n − ∑n Iout,n|

∑n Iin,n
. (C.25)
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