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Abstract 

People are increasingly interacting with artificial intelligence (AI) systems and 

algorithms, but oftentimes, these models are embedded with unfair biases. These biases can lead 

to harm when an AI system’s output is implicitly or explicitly racist, sexist, or derogatory. If the 

output is offensive to a person interacting with it, it can cause the person emotional harm that 

may manifest physically. Alternatively, if a person agrees with the model’s output, the person’s 

negative biases may be reinforced, inciting the person to engage in discriminatory behavior. 

Researchers have recognized the harm AI systems can lead to, and they have worked to develop 

fairness definitions and methodologies for mitigating unfair biases in machine learning models. 

Unfortunately, these definitions (typically binary) and methodologies are insufficient for 

preventing AI models from learning unfair biases. To address this, fairness definitions and 

methodologies must account for intersectional identities in multicultural contexts. The limited 

scope of fairness definitions allows for models to develop biases against people with 

intersectional identities that are unaccounted for in the fairness definition. Existing frameworks 

and methodologies for model development are based in the US cultural context, which may be 

insufficient for fair model development in different cultural contexts. To assist machine learning 

practitioners in understanding the intersectional groups affected by their models, a database 

should be constructed detailing the intersectional identities, cultural contexts, and relevant model 

domains in which people may be affected. This can lead to fairer model development, for 

machine learning practitioners will be better adept at testing their model's performance on 

intersectional groups.  

 

Key Terms: AI Fairness; Intersectionality; Multicultural; Artificial Intelligence 
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Introduction 

Artificial Intelligence (AI) is present everywhere. It’s used in the ads displayed to us, the 

results shown us when we search, and the items recommended to us when we utilize online 

platforms such as social media, search, YouTube, and Netflix. Facial recognition allows us to 

unlock our phones, generative language models can write essays and generate code, and multi-

modal computer vision language systems can generate art. These developments in AI are 

fascinating and incredible, yet the impact of these systems is not benign nor do these systems 

work equally for everyone. Researchers have found artificial intelligence systems to be unfairly 

biased against historically oppressed groups, such as women and Black people (Buolamwini and 

Gebru, 2018; Brown et al., 2019). The ubiquitous usage of AI systems means people may 

interact with biased output of AI systems that may directly or indirectly harm people whose 

identities the system is biased against.  

To address this, researchers have proposed methodologies and frameworks to mitigate 

unfair bias within artificial intelligence systems (Raji et al., 2020; Gebru et al., 2021; Mitchell et 

al., 2019). Researchers have proposed fairness definitions designed to reduce the bias of machine 

learning models (Agrawal et al., 2018). Other researchers have developed datasets that they have 

used to find biases within machine learning models (De-Arteaga et al., 2019; Buolamwini and 

Gebru, 2018). These datasets have become benchmark datasets that machine learning developers 

and other researchers use to determine whether an AI system is biased in a particular manner. 

Despite these efforts, unfair biases continue to exist within AI systems (Cheng et al., 2023). 

These unfair biases can lead to harm when they are used in high-stake scenarios to make 
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decisions. This thesis will primarily focus on addressing unfair biases in AI systems that affect 

people with intersectionality identities, especially, those who experience marginalization. 

To address these unfair biases in AI systems, I approach algorithm and AI model 

development from an intersectionality perspective. In this thesis, I first discuss artificial 

intelligence and machine learning. I then define intersectionality, bias, and harm. From there, I 

discuss the AI Model Development Cycle, and avenues in which bias can arise in the model 

during this process. After providing information about AI, bias, and the AI Model Development 

Cycle, I discuss datasets and how dataset accuracy can vary if dataset developers do not consider 

how the identities of annotators affect their performance in annotating examples. Following this 

discussion, I showcase how bias appears in algorithms and AI models and systems, such as facial 

recognition software and language models. From there, I discuss current approaches for 

mitigating bias in AI systems and how these approaches are not sufficient and unfair biases can 

still arise in AI systems. Following this, I discuss how intersectionality is considered in machine 

learning and present 𝐼3, a tool for increasing the consideration of intersectionality during the 

machine learning process and make suggestions on how existing methodology for decreasing 

bias can be improved to incorporate intersectionality. 

Background 

In this section I will discuss concepts that are integral to understanding my thesis. First, I 

will discuss the difference between artificial intelligence and machine learning. Then I will 

discuss intersectionality, and finally, I will provide a brief overview on the conceptual 

understanding of fairness then I will discuss bias and harm.  
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Artificial Intelligence (AI) vs Machine Learning (ML) 

Artificial intelligence and machine learning are terms frequently mentioned in the media 

and in academic literature. Despite this, the definition of artificial intelligence and machine 

learning changes depending on the context and who is discussing artificial intelligence and/or 

machine learning. I define artificial intelligence to be a system, program, or algorithm that 

mimics human decisions or actions. An example of this would be a program that decides what 

someone should wear based on the weather or a robot capable of walking over varying terrain. 

Machine learning refers to the methodologies that utilize mathematical principles and models. 

Computer scientists can utilize machine learning to create an artificial intelligence system, 

program, or algorithm. Deep learning is a subset of machine learning that utilizes neural 

networks1 and is widely considered responsible for recent developments in artificial intelligence 

research (Deng, 2018). Deep neural networks were used to create many prominent models 

including GPT-3 (large language model), Deep Face (computer vision model), and DALL-E22 

(multi-modal model) (Brown et al., 2019).  

Figure 1 demonstrates the relationship between artificial intelligence, machine learning, 

and deep learning. Each subsection contains real-world examples of each category. For example, 

a rule-based chat bot would be artificial intelligence despite being programmed with set rules. 

Chat bots would not be machine learning or deep learning. Similarly, logistic regression models 

and decision trees are machine learning techniques that would not be deep learning. 

Figure 1 

Venn Diagram of Artificial Intelligence 

 
1 Neural networks considered to be “deep learning” vary in size. Neural networks consisting of 2 hidden layers can 

be considered deep learning as can neural networks consisting of more than 500 layers.  
2 DALL-E2 is a model developed by Open AI that generates images from text prompts (OpenAI, 2022b).  
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Note. A Venn Diagram showcasing the associations between AI, ML, and Deep Learning and 

examples of each type of artificial intelligence. 

 

Within this thesis, I refer to machine learning model (ML model) and artificial 

intelligence system (AI system). These are not technically the same but can be thought of 

similar. When I refer to one over the other, I am choosing the term most appropriate for that 

case. An example of an ML model would be a logistic regression model or a large language 

model. An AI system can be a ML model, but it could also be an AI equivalent to human 

intelligence developed with or without machine learning. Thus, I would consider all ML models 

to be AI systems, but all AI systems are not ML models. Although ChatGPT is a fine-tuned 

version of GPT-3 (a large language model developed by OpenAI), I would not consider 

ChatGPT to be an ML model but an AI system. The reason for this distinction is because 

ChatGPT has an interface that allows users to interact with the model. The addition of this 

interface is what makes ChatGPT an AI system rather than a ML model. I may refer to ChatGPT 
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(or systems like ChatGPT) as an ML model combined with an interface, but I would not consider 

ChatGPT and similar systems to be ML models.  

Intersectionality 

The concept of intersectionality, according to the Center for Intersectional Justice (n.d.), 

“describes the ways in which systems of inequality based on gender, race, ethnicity, sexual 

orientation, gender identity, disability, class, and other forms of discrimination ‘intersect’ to 

create unique dynamics and effects”. For example, a Black woman could experience oppression 

because of her identity as a Black, which she would share with Black men, because she identifies 

as a woman, which she would share with white women, or unique to her because she is a Black 

woman, and only Black women would experience this type of oppression. The term, 

intersectionality, was first coined by Kimberlé Crenshaw in her 1989 essay, “Demarginalizing 

the intersection of Race and Sex: A Black Feminist Critique of Anti-discrimination Doctrine, 

Feminist Theory and Antiracist Politics”, but the idea of intersectionality has existed in Black 

feminist work long before 1989. Ideas of intersectionality can be seen in Sojourner Truth’s 

infamous 1851 speech, “Ain’t I a Woman?” and in the writings of bell hooks, Audre Lorde, and 

other Black feminist scholars. 

I think of this definition of intersectionality (i.e., the one presented by the Center for 

Intersectional Justice), as a graph where each line represents an identity and intersections 

between lines represent an intersection of identity. I build upon this definition to include the 

culture/society one is in, for the oppression one experiences due to their identities differs based 

on the culture or society they are in. To account for this additional dimension of intersectionality, 

I add planes to include the culture or society we are in.3 This means rather than being two-

 
3 The idea of multi-dimensional intersectionality resulted from a conversation with Dr. Maria De-Arteaga in 

December 2022.  
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dimensional, intersectionality is multi-dimension (with at least three dimensions). This can be 

visualized, as seen in Figure 2, by thinking of a plane as representing the culture or society one is 

in, and in each plane, there exists lines that represent an axis of identity. These planes and lines 

may intersect, and these intersections represents a combination of identities and context that lead 

to oppression that is unique to people with that specific combination of identities within a 

particular cultural context. I do not reserve intersectionality solely for people who have an 

unprivileged identity. I utilize intersectionality to refer to a person’s unique combination of 

identities.  

Figure 2 

Multi-Dimensional Intersectionality 
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Note. This graph showcases multi-dimensional intersectionality where the axes are identities, and 

the planes are cultural contexts. 

 

Fairness 

Fairness means different things to different people and means different things in different 

disciplines. According to Merriam-Webster (2023), the definition of fairness is the “quality or 

state of being fair”, “fair or impartial treatment”, and “lack of favoritism toward one side or 

another”, whereas according to the Cambridge Dictionary (2023), the definition of fairness is 

“the quality of treating people equally or in a way that is right or reasonable”. These definitions 

are subjective and challenging to translate mathematically. Furthermore, countries have different 

definitions of fairness. In some countries such as the Philippines, mandating quotas is legal and 

considered fair as seen in the passage of the Magna Carta of Women Act in 2009, which 

mandates quotas for the proportion of women in government jobs (Daniels, 2017). In countries, 

such as the US, where the Supreme Court ruled in Regents of the University of California v. 

Bakke that the usage of racial quota by the University of California, Davis was unconstitutional, 

quotas are illegal. Thus, developing a universal mathematical definition of fairness is challenging 

because the colloquial definitions of fairness are subjective, and the legal definitions of fairness 

differ by government. Despite these challenges, researchers have worked to develop 

mathematical definitions of fairness. This has led to the proposal of “more than twenty different 

[mathematical] notions of fairness” as of 2018 for machine learning development (Verma & 

Rubin, 2018, p. 1). Mathematical notions of fairness can be grouped in two broad categories: 

group fairness and individual fairness. Group fairness is concerned with ensuring parity between 

different protected groups, such as race and gender. For example, gender should not factor into 



 8 

 

 

whether someone receives a loan from a bank. Individual fairness is concerned with similar 

individuals being treated similarly (Verma & Rubin, 2018). For example, if two people are 

applying to college and have a similar academic background but differ by race and gender, they 

should be treated equally (i.e., both should be admitted or both should be rejected). In this thesis, 

I will focus primarily on group fairness, and I will go into greater depth about some commonly 

used group fairness definitions. 

Bias 

The absence of fairness within an AI system implies that this system has unfair biases. 

But, bias, inherently, is neither positive nor negative. In fact, the meaning of bias differs 

depending on the field one is in and in the context used. Within statistics, bias has a formal 

mathematical definition. Different countries have different laws discussing the amount of bias 

they’ll tolerate. In this thesis, I will be using bias as it relates to AI systems. As in the preferences 

and choices an AI system makes. These biases are not inherently bad as the biases people have, 

are not inherently bad. For example, if someone at a restaurant chooses to order the entrée, they 

like the most, one could say the person is biased towards the entrée they ordered and against 

those they did not. This bias is not inherently bad or good, it’s simply a preference. Likewise, 

bias in algorithms and AI systems is not necessarily bad. In an AI model designed to predict 

cancer, model developers and users of the model want the model to be biased towards predicting 

cancer for people who have cancer and vice versa. Bias becomes an issue in algorithms and 

models when bias is towards an attribute that should not affect the model’s decision, such as race 

or gender, or if the model’s bias is incorrect, i.e., a model trained to classify photos as either dogs 

or cats always picked dog for every photo. Thus, when I refer to bias within this thesis, I tend to 
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preface the word “bias” with “unfair” to specify I am referring to biases that should not affect a 

model’s decision and may unfairly impact people. 

Harm 

People and models unfair biases can lead to harm. Unfair biases in people can lead a 

hiring manager to reject a qualified candidate because they are biased against the candidate’s 

race, gender, college of attendance, or another factor of the identity. Unfair biases in models for 

hiring may prefer male applicants as in the case of Amazon’s hiring algorithm (Dastin, 2018). 

Both scenarios, harm the candidate because they were not hired, and the company, because the 

company missed an opportunity to hire a qualified candidate who would bring a unique 

perspective.   

Unjust decisions are not the only way in which harm can arise from AI systems other 

avenues harm can arise from AI systems, include inter and intra-personal harm, privacy issues, 

and can contribute to systemic oppression. Regarding harm contributed by AI systems, I would 

divide harm into two categories based on user intent: harm associated with malicious users and 

harm associated with non-malicious users. Harm associated with malicious users refers to when 

these users misuse AI systems to harm a person or a group. Examples would be users utilizing 

generative AI to produce misinformation, expose people’s personal information, and ask AI 

systems for plans and/or instructions on how to carry out acts of violence. Harm associated with 

non-malicious users can manifest in a plethora of ways including AI systems disproportionately 

outputting stereotypical content, reinforcing harmful user biases, and encouraging users to 

engage in acts of violence against themselves or others (Xiang, 2023). Although both avenues of 

harm are important to study and discuss, in this thesis I will focus on the harm associated with 
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non-malicious users, specifically harm relating to AI systems reinforcing harmful user biases and 

outputting content that enforces systems of oppression, such as racism and sexism4. 

Current State of AI Development 

 In this section, I will describe how AI models and systems are currently developed and 

the metrics used to determine how successful these models and systems are. I will first describe 

the process of developing AI models which I deem the AI Development (Life)Cycle and how 

bias can arise during this process. From there, I will discuss the metrics used to test the 

performance of models before deployment and issues that arise from utilizing these metrics. 

AI Development (Life)Cycle 

 The AI Development process can be thought of as a cycle rather than a linear process, 

where each step of the cycle can influence any other. To gain a deeper understanding of the AI 

Development (Life)cycle, as seen in Figure 3, first, I will describe each step of the cycle and then 

I will describe why each step is necessary.  

Figure 3 

 
4 The output of AI systems can contribute to other systems of oppression besides racism and sexism including but 

not limited to classism, heternormativity, colorism, ableism, xenophobia, homophobia and so on.  
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AI Model Development (Life)Cycle

 

Note. This figure represents the AI Model Development cycle which consists of four components 

necessary for developing an AI Model: dataset(s), development, training, and 

testing/deployment. 

 

The dataset step consists of determining which dataset(s) the model should be trained 

using on. In some cases, the datasets needed do not exist and must be developed. Depending on 

the goal of the dataset, dataset annotators may be required for dataset development. For example, 

if a team is developing a hate speech dataset, dataset annotators would need to determine 
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whether text should be labeled as hate speech be used to develop a dataset where text is labeled 

as hate speech or not.  

 During the model architecture step, ML developers determine whether they will use a 

pre-trained model such as GPT-3, or whether they will train a model from scratch. In cases 

where the task is simple, a linear or logistic regression model will suffice, and ML developers 

will train the model from scratch. In cases where ML developers utilize an existing model, they 

often utilize a neural network on top of this model to make the model work for the task they are 

doing. The architecture of this neural network would need to be designed. Once the architecture 

of the model has been decided, ML developers move on to the training step. The training step 

consists of training the model for the desired task. In the case where ML developers are utilizing 

a pre-trained model, they would fine-tune the model on the task they are working toward. 

 Each of these steps is necessary for the model to be usable for its given purpose. Datasets 

are necessary because ML models are trained using data. Without the dataset component, an ML 

model would be unable to provide insight into a particular task. The development of the model is 

necessary because ML practitioners must decide what the architecture of the model will be. 

Model architecture refers to the technical structure of an AI model. During this step, developers 

decide if they use a pre-trained model, such as GPT-4 or BERT, develop their own model, and/or 

build a neural network on top of the model to gain insight for the particular task they are using 

the AI system for. 

 Training of the model is necessary for the model to learn the behavior and associations 

expected of it. If the ML developers decide to train their own model, this model must be trained 

to gain any useful insight. If the ML developers use a pre-trained model, the pre-trained model 
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should be fine-tuned5 on the specific task which requires training it on the task and dataset(s). If 

a neural network is used in conjunction with a pre-trained model, both the neural network and 

pre-trained model should be trained in conjunction on the dataset to correctly perform the task.  

After this, a model should be tested to ensure it performs well on the given task(s). Upon 

sufficient testing, the model can now be deployed on the task(s) it was trained on. Without 

testing, a model with insufficient performance may be deployed causing it to be unable to 

perform the task and/or give incorrect outputs. 

 Bias can enter during any point of this cycle. Biases may manifest in datasets due to a 

variety of factors. The decisions of dataset annotators contain their biases which may propagate 

into datasets. The distribution of data within a dataset may not reflect the real-world or may 

contain more examples relating to one group but few of another. An example of this is in datasets 

used to train facial recognition systems. Buolamwini and Gebru (2018) found that the facial 

recognition systems they tested performed better on lighter-skinned individuals than darker-

skinned individuals, and that the datasets used to train facial recognition systems “are 

overwhelmingly composed of lighter-skinned individuals” (p. 77).  

 Bias in AI systems may also arise from the architecture and design choices of the model. 

The initialization of model weights (often random) may lead the model to approach a solution 

unfairly biased towards a particular group. The architecture of the model may lead it to exploit 

even the smallest patterns it finds within the data its trained on (Zietlow et al., 2021). For 

example, a model trained to classify images may correctly classify birds because it sees a sky 

rather than the bird. This could occur if all images of birds in the dataset are against a blue sky. 

 
5 Finetuning refers to modifying the parameters of an existing model for better performance on a specific dataset or 

task. 
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Because rather than identifying the bird because of the bird shape, the model identifies the image 

because of the blue sky. 

 The training process may lead to bias in the model, for models may learn to prioritize 

higher accuracy even if this means disparate performance across groups. For example, a model 

used for screening resumes may have high accuracy on predicting whether a resume should 

move along in the recruiting process, but this performance may be far better for resumes from 

men than those from women. This may lead the model to be biased towards men and against 

women.  

 The testing and deployment steps do not directly6 insert bias but may be used to test and 

locate biases in the model. Testing of the model may discover disparate performance across 

groups. Deployment of the model may lead users to discover and report model biases. These 

results can be used to find and/or develop datasets to finetune (and in some cases retrain) the 

model, so this disparate performance and/or model biases are removed. In this way, the AI 

Development (Life)Cycle is cyclical and ebbs and flows between different stages of the cycle. 

Metrics for Model Success 

 A model’s success can be measured utilizing a plethora of metrics, but the primary metric 

utilized by most ML practitioners is model accuracy. Although accuracy may seem like a good 

metric, it does not provide a complete picture of model performance because model’s can have 

very high accuracy without learning anything. For example, imagine a model is developed to 

predict cancer. It is possible that our dataset contains 95% of examples that are not cancer since 

the majority of people do not have cancer. Our model could always predict not cancer and we 

 
6 Biases may enter the model during the deployment step if model interaction with users is used to retrain and update 

the model. An example of this would be a chatbot is deployed and is updated depending on user feedback. The users 

interacting with the chatbot are disproportionately male which may lead subsequent versions of the chatbot updated 

based on that user feedback to be biased towards the perspectives and interests of the users who left this feedback. 
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would have a very high accuracy. Despite this high accuracy, this is not a good model because it 

is does not provide any insight into whether someone has cancer, but rather, always predicting 

“no cancer”. It is better to use other metrics (such as precision, error rate, true positive rate, false 

positive rate, and so on) in addition to accuracy to provide a more complete picture about the 

model’s actual performance. Another flaw with these methodologies is that machine learning 

practitioners do not consider potential harms and impact of their model, nor do they test how 

their model works on people with different intersectional identities. This is a problem because 

this lack of consideration can lead to the development of harmful model and/or models that work 

unfairly for certain groups of people. This will be discussed in detail in the “Harm from 

Algorithms and AI Models” section. 

Datasets 

Datasets are crucial for model development because they are used during the training and 

testing process. Biases in the datasets used for training models have been found to manifest 

within these models, and datasets used for validating models have been insufficient in detecting 

all biases model may have (Buolamwini and Gebru, 2018; Nangia et al. 2020).  

Datasets are developed using a myriad of manners including computers, people, and a 

combination of computers and people. Computers can be used to develop datasets by scraping 

the internet for text and images to train computer vision system are large language models. 

Examples of this include ImageNet7 and the data used to train BERT and BigBird (Deng et al., 

2009; Devlin et al., 2019; Zaheer et al., 2021). People (referred to as annotators) are used to 

develop datasets by generating and labeling examples. These datasets are used for a myriad of 

 
7 A very well-known dataset for training computer vision systems  
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purposes such as sentiment analysis, image classification, and bias classification. Computers and 

annotators are often used in conjunction to develop datasets that use text or images web scraped 

or generated by computers and labeled by people. CrowdHuman, a dataset for detecting people 

in crowds, is an example of a dataset that web scraped images and used people to annotate them 

(Shao et al., 2018). 

During the dataset development process, regardless of if the datasets are developed using 

computers, people, or a combination of both, datasets can become biased. Biases can enter 

datasets through a plethora of pathways, including representation, distribution, and accuracy. 

Representation can lead to bias in datasets because all groups may not be represented. If a group 

is unrepresented in a dataset used for training, the model may not learn how to correctly handle 

that group. If a group is unrepresented in a testing dataset, model developers do not know what 

the model’s performance would be on that group. Underrepresentation and the lack of 

representation of groups occurs in datasets. Park et al. (2021) found that most face image 

datasets underrepresented older adults (those 65+) and had almost no images of the oldest-old 

adults (those 85+). This can lead to facial recognition systems having poor performance on older 

faces. Yang et al. (2020) and Buolamwini and Gebru (2018) found that female faces and darker 

skinned faces are underrepresented in face image datasets. In addition to this discovery, 

Buolamwini and Gebru analyzed three facial recognition systems (IBM, Microsoft, and Face++) 

and found that these systems performed worse on female faces and darker skinned faces, 

suggesting that the representation within datasets effects the performance of systems trained on 

said datasets. 

As seen by Buolamwini and Gebru’s (2018) work, the distribution of examples within 

datasets can affect a model’s performance. The greater distribution of lighter skinned faces and 
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male faces may have led to the increased performance on lighter skinned faces and male faces 

that Buolamwini and Gebru found when they analyzed facial recognition systems. Disparities in 

distribution within datasets can lead to a misleading analysis of model performance. This can 

occur if model developers evaluate their model in terms of performance along the entire dataset, 

and do not look at how performance differs across groups. For example, imagine an image 

dataset for animal classification where 90% of bird images showcase the bird against a blue sky. 

Model developers split this dataset into a training and testing dataset and proceed to train the 

model. To evaluate the model, they utilize the model’s accuracy on the testing partition of the 

dataset and discover that their model is ~90% accurate when identifying birds. A reason for this 

could be that the model associates blue skies with birds. In this case, it appears that the model 

identifies birds very well, but in actuality, it does not. Thus, it is important for the distribution of 

the dataset to not heavily sway in one direction and to utilize other performance metrics to better 

understand model understanding. 

 In addition to the representation and distribution with models, the accuracy of example 

labels can contribute to bias. Sap et al. (2019) found that hate speech datasets were more likely to 

incorrectly annotate tweets as hate speech from African Americans utilizing African American 

English (AAE) than other demographic groups even though speakers of AAE would not view 

these tweets as harmful. This mislabeling with datasets can harm Twitter users who write their 

tweets with AAE because they would be more likely to be flagged as hate speech even though 

they are not. Thus, it is crucial to ensure examples are labeled correctly to prevent the model 

from learning incorrect associations.  
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Performance Disparities in Dataset Annotation 

 Considering intersectionality throughout the dataset development process is crucial 

because it can help decrease biases within datasets. Greater consideration of intersectionality 

would help dataset developers identify when a dataset does not represent all cases necessary for a 

specific domain and would help dataset developers analyze the distribution of examples in their 

datasets. Increasing consideration of intersectionality during dataset development would lead to 

diversity of annotators which would increase the number of perspectives in the dataset. 

Although greater consideration of intersectionality may decrease biases found within 

datasets, it is crucial to consider how annotator’s identities affect their ability to annotate data. In 

some cases, an annotator’s identity may advantage them in having greater performance than 

other annotators. For example, a Black woman may be able to better annotate hate speech against 

Black women than a White man.  

Even when intersectionality is considered, harm may occur if dataset developers do not 

consider how identity affects annotation. Let us showcase this through a theoretical example and 

a simulation of this example. Let us imagine we are developing a dataset for hate speech 

detection where the relevant dimensions of identity are race and gender and the options for race 

are Black and White and the options for gender are female and male. Each example can be 

labeled as either hate speech or not hate speech, meaning a random guesser would, on average, 

correctly annotate 50% of the examples. The performance for each annotator based on the 

identity the hate speech is targeting is shown in Table 1. 

 

Table 1 
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Annotator Performance (%) Based on Annotator Identity and Target Identity8 

Target 

Identity 

Annotator Identity 

 Black Female Black Male White Female White Male 

Black Female 100 % 50 % 50 % 50 % 

Black Male 100 % 100 % 50 % 50 % 

White Female 100 % 50 % 100 % 50 % 

White Male 100 % 100 % 100 % 100 % 

Note. This table contains annotator performance based on annotator identity for correctly 

identifying hate speech against a target identity. For example, Black Male annotators would have 

a probability of identifying hate speech targeting White Females with 50% accuracy. 

 

In this example, the number of annotators that identify as Black female, Black male, 

White female, and White male are equivalent. Despite this, depending on how hate speech 

examples are allocated to annotators (i.e., the allocation policy), performance for each target 

demographic may differ. The allocation policies we will look at are random, partial matching, 

and complete matching. Random allocation occurs when examples are randomly allocated to 

annotators with no regard to their identity. The partial matching allocation policy occurs when 

examples are allocated to annotators who share identities along certain axes such as race or 

gender but not all the shared axes. The complete matching policy occurs when examples are 

allocated to annotators who share all the identities of the examples. 

 
8 In this example, annotators either have perfect performance on a target demographic or their performance is 

equivalent to random guessing. The intuition behind this performance assigned to each annotator is that annotators 

with marginalized identities would be able to identify instances of hate speech for groups who do not marginalized 

identities along the same axes (Sachdeva et al., 2022).  
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As can be seen in Table 2, the performance across target demographics for the random 

policy is the worst, and the performance across target demographics for the complete matching 

policy is the best. Performance for White females improves with the partial matching allocation 

when the matching was along the axis of gender and remained the same when the partial 

matching allocation was along the axis of race. Similarly, performance for Black males improved 

with the partial matching allocation when the matching was along the axis of race and remained 

the same when the allocation policy was along the axis of gender. 

Table 2  

Dataset Expected Performance (%) Based on Target Identity and Allocation Policy 

Target 

Identity 

Allocation Policy 

 Random Partial 

Matching 

(along 

gender) 

Partial 

Matching 

(along race) 

Complete 

Matching 

(along race 

and gender) 

Black Female 62.5 % 75 % 75 % 100 % 

Black Male 75 % 75 % 100 % 100 % 

White Female 75 % 100 % 75 % 100 % 

White Male 100 % 100 % 100 % 100 % 

Note. The expected performance of identifying each identity group based on how examples of 

hate speech are allocated to annotators. 

 

The results in Table 2 showcase that the presence of intersectional identity groups is not 

sufficient to ensure annotations our correct. In cases where annotator performance differ based 
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on the target group, it is important to consider how annotator’s identities relate to the target’s 

identities and allocate examples using a policy that maximizes performance. In this case, the 

complete matching policy maximizes performance. Although, in other cases it may be sufficient 

to utilize another policy. For example, if annotator identity does not affect annotator 

performance, the random allocation policy will have the same performance as any other 

allocation policy.  

Thus, it is crucial to consider annotators identities and how those identities affect their 

performance on examples targeting certain identities. This consideration will increase the 

likelihood that annotators correctly annotator datasets and will allow dataset developers to 

maximize the diversity of experience they have in their identity pool. 

Despite the improved accuracy of datasets, it is important to consider the ethical 

implications that may arise when giving annotators examples that affect a target group they 

identify with. Dataset developers must consider the potential emotional toll it may have on 

annotators and decide whether this (potential) increased emotional toll is worth it to increase 

dataset accuracy.  

Harm from Algorithms and AI Models 

Artificial intelligence models are trained on data curated by people who have biases. 

Although these biases may be implicit, they can present themselves in who is represented within 

the data. For example, if the team at a company responsible for developing facial recognition 

software is comprised primarily of lighter-skinned men, the team may unintentionally train their 

model on a dataset with a higher proportion of lighter-skinned male faces. In model 

development, computer scientists assume their dataset is an accurate representation of the real 



 

 22 

 

 

world. Thus, the team trains their model under the assumption that their dataset represents the 

world, yet they curated it in such a fashion that lighter-skinned men are overrepresented 

compared to other groups. This could lead their model to perform poorly on other groups of 

people. 

Bias in Facial Recognition Software 

Buolamwini and Gebru (2018) exemplify this, for they developed the Pilot Parliaments 

Benchmark to analyze three consumer facial recognition technologies from Microsoft, IBM, and 

Face++. They analyzed the positive predictive value, error rate, true positive rate, and false 

positive rate for all, females, males, darker-skinned people, lighter-skinned people, darker 

females, darker males, lighter females, and lighter males. As seen in the figure below, the error 

rate for darker females is significantly higher than any group across models. When compared to 

the error rate of lighter males, the error rate is particularly egregious, for the error rate of lighter 

males is less than one percent, whereas the lowest error rate for darker females is 20.8 percent. 

The error rate for classifying lighter-skinned females and darker-skinned males was higher than 

the error rate for classifying darker-skinned males but not as high as the error rate for classifying 

darker-skinned females. The positive predictive value (PPV) is a metric for measuring how 

accurate a prediction is, and the table below showcases that the PPV is significantly lower for 

darker-skinned females than in any other category. This showcases that the classifiers perform 

worse for females than males and worse for darker-skinned people than lighter-skinned people. 

Furthermore, the classifier performs worse for darker-skinned females than for both darker-

skinned males and lighter-skinned females. This means because darker-skinned females are both 

darker-skinned and female, this intersection of features causes the classifier to perform worse on 

this combination of features than on people who only have one of these features.  
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Table 3  

Gender and Skin-Tone Classification Rates 

 

Note. This table showcases various perfect metrics for three facial recognition systems across 

darker and lighter-skinned females and males. From “Gender Shades: Intersectional Accuracy 

Disparities in Commercial Gender Classification” by Joy Buolamwini and Timnit Gebru, 

2018, Proceedings of the 1st Conference on Fairness, Accountability, and Transparency, 81, p. 7 

(http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf). Copyright 2018 by the 

Proceedings of Machine Learning Research. 

 

This disparity in classification between gender and race found in these models will 

manifest itself in the model’s classification decisions if these models are deployed. An example 

of this would be if a company were to use facial recognition to protect bank accounts. Since 

http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
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facial recognition software is biased, as seen in Buolamwini and Gebru’s work (2018), the facial 

recognition software’s performance would be worse for darker-skinned females, meaning these 

individuals may be unable to access their bank accounts. If facial recognition software were 

deployed by law enforcement to find criminals, this software may misclassify people as 

criminals. Buolamwini and Gebru (2018) showed that darker-skinned people are more likely to 

be misclassified than lighter-skinned people, and females are more likely to be misclassified than 

males.  

In 2021, The Sentencing Project  found that Black Americans are incarcerated at a rate 

five times higher than white Americans. With the misclassification of Black individuals that will 

occur and the higher incarceration rate for Black Americans, the utilization of facial recognition 

software in policing will most likely lead to an increase in the wrongful imprisonment of Black 

Americans. Discrimination against Black Americans also occurs in the courts, as discussed in 

Kleck (1981), which found that courts discriminate based on race in sentencing.  

Bias in NLP Models 

Bias can also be found in NLP models. De-Arteaga et al. (2019) showcase how NLP 

models have biases that correlate between occupation and gender. The graphs in Figure 4 

showcase the gap in the true positive rate between genders depending on the percentage of 

females in a particular occupation for three language representation methods. Those methods are 

bag-of-words, word embeddings, and a deep neural network (DNN). The blue corresponds to 

classifiers trained with gendered pronouns, and the green corresponds to classifiers trained 

without gendered pronouns. As seen throughout the figures, the bias between occupation and 

gender exists regardless of the method used to represent language and whether or not the 

classifier was trained using gendered pronouns. An unbiased classifier would have the data form 
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a line with slope 0 situated at the origin (i.e., 𝑦 = 0). Although the slopes of the green lines 

(classifiers trained without gendered pronouns) are lower than the slopes of the blue lines 

(classifiers trained with gendered pronouns), the slopes of the green lines are not 0, implying bias 

exists within these classifiers between occupation and gender. 

Figure 4  

Gender Gap in True Positive Rate Depending on Female Percentage in Occupation  

 

Note. These graphs showcase the gender gap in true positive rate depending on the female 

percentage in occupation from three word representations. From “Bias in Bios: A Case Study of 

Semantic Representation Bias in a High-Stakes Setting” by Maria De-Arteaga, Alexey 

Romanov, Hanna Wallach, Jennifer Chayes, Christian Borgs, Alexandra Chouldechova, Sahin 

Geyik, Krishnaram Kenthapadi, and Adam Tauman Kalai, 2019, Proceedings of the Conference 

on Fairness, Accountability, and Transparency, 81, p. 125 

(https://dl.acm.org/doi/pdf/10.1145/3287560.3287572). Copyright 2019 by the Association of 

Computing Machinery. 

 

De-Arteaga et al. (2019) discuss the consequences of bias within classifiers which 

extends to other natural language models, including large language models (such as BERT, GPT-

https://dl.acm.org/doi/pdf/10.1145/3287560.3287572
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3, etc.), which are the gold standard in NLP (natural language processing). One of the 

consequences De-Arteaga et al. (2019) points out is the impact of using data created by the DNN 

representation of language (used in large language models) to train future models. Neural 

networks find patterns and magnify them, so any bias found would be magnified. Figure 5 

demonstrates this because it showcases how gender imbalances change over time in an 

occupation given a specific starting point. In both instances, the gender imbalance in an 

occupation continues to grow, which would harm the underrepresented gender(s) in a particular 

occupation. 

Figure 5 

Effect of Training Future Models on the Output of Biased Models 

 

Note. These graphs showcase the effect of training future models on the output of biased models. 

These graphs showcase that the effect is compounded and the bias increases in future generations 

of models. From “Bias in Bios: A Case Study of Semantic Representation Bias in a High-Stakes 

Setting” by Maria De-Arteaga, Alexey Romanov, Hanna Wallach, Jennifer Chayes, Christian 

Borgs, Alexandra Chouldechova, Sahin Geyik, Krishnaram Kenthapadi, and Adam Tauman 
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Kalai, 2019, Proceedings of the Conference on Fairness, Accountability, and Transparency, 81, 

p. 126 (https://dl.acm.org/doi/pdf/10.1145/3287560.3287572). Copyright 2019 by the 

Association of Computing Machinery. 

 

 The work of De-Arteaga et al. (2019) was done using models smaller than GPT-3, a 

precursor to ChatGPT (a very well-known AI chatbot). GPT-3 is not immune to biases, and in 

the paper that introduced the model, Brown et al. (2019) discuss the biases they found in GPT-3. 

They examined various instances of gender, racial, and religious bias within the model. They 

found bias between gender and occupation, for when GPT-3 was prompted with a statement of 

the form “The {occupation} was a” there was a “higher probability” that the next word would be 

“a male gender identifier [rather] than a female one” (Brown et al., 2019, p. 11). They found 

similar probabilities for gender identifiers when GPT-3 was prompted with statements of the 

form “The incompetent {occupation} was a” (Brown et al., 2019, p. 11). The gender bias was 

more pronounced for sentences of the form “The competent {occupation} was a” because these 

statements “had an even higher probability of being followed by a male identifier than female” 

identifier (Brown et al., 2019, p. 11).  

The dataset Brown et al. (2019) used for this was the Winogender Schemas dataset 

developed by Rudinger et al. (2018). This dataset was to determine if a language model can 

correctly identify whether pronoun of a person in a sentence was referring to the person in the 

occupation or the participant. An example sentence would be, “The teacher was talking to the 

student. She assigned homework”. In this example, the model should identify that “she” is 

referring to the teacher (occupation) rather than the student (participant). Another example 

sentence would be “The doctor was talking to the patient. He complained of stomach pain.” In 

https://dl.acm.org/doi/pdf/10.1145/3287560.3287572
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this example, the model should identify that “he” is referring to the patient (participant) rather 

than the doctor (occupation). Rudinger et al. (2018) tested three models using their Winogender 

Schemas dataset and found that each of the models was more likely to predict male pronouns as 

being occupations as opposed to female and gender-neutral pronouns. When Brown et al. (2019) 

tested GPT-3 on this dataset they that GPT-3 had “a tendency to associate female pronouns with 

participant positions more than male pronouns” (p. 11) echoing the results of Rudinger et al. 

(2018). They also found that “females were more often described using appearance oriented 

words such as ‘beautiful’ and ‘gorgeous’ as compared to men who were more often described 

using adjectives that span a greater spectrum” as seen in Table 4 (Brown et al., 2019, p. 11).  

Table 4 
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Note. From “Language Models are Few-Shot Learners” by Tom Brown, Benjamin Mann, Nick 

Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhairwal, Arivind Neelakantan, Pranav 

Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen 

Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens 

Winter, Chris Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack 

Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei, 

2019, 34th Conference on Neural Information Processing Systems, 33, p. 1889 

(https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-

Abstract.html). Copyright 2019 by Neural Information Processing Systems. 

 

In addition to bias between descriptor words and gender, Brown et al. (2019) analyzed 

sentiment towards race within GPT-3 and found that it varied drasticaly as seen in Figure 6. 

GPT-3 tended to have the lowest sentiment for Black people and higher sentiment for Asian and 

Indian people. Although for some model sizes, GPT-3 had the highest sentiment for Latinx 

people. 

Figure 6 

https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
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Note. From “Language Models are Few-Shot Learners” by Tom Brown, Benjamin Mann, Nick 

Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhairwal, Arivind Neelakantan, Pranav 

Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen 

Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens 

Winter, Chris Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack 

Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei, 

2019, 34th Conference on Neural Information Processing Systems, 33, p. 1888 

(https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-

Abstract.html). Copyright 2019 by Neural Information Processing Systems. 

 

In addition to race, Brown et al. (2019) analyzed religious bias and found the associations 

seen in Table 5 between descriptive words and religions.  

Table 5 

https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
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Most Favored Descriptive Words Depending on Religion 

 

Note. From “Language Models are Few-Shot Learners” by Tom Brown, Benjamin Mann, Nick 

Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhairwal, Arivind Neelakantan, Pranav 

Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen 

Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens 

Winter, Chris Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack 

Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei, 

2019, 34th Conference on Neural Information Processing Systems, 33, p. 1889 

(https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-

Abstract.html). Copyright 2019 by Neural Information Processing Systems. 

 

Three years after the release of GPT-3 came the release of ChatGPT by OpenAI. Anyone 

with an OpenAI account is free to access ChatGPT9 (OpenAI, 2022a). The release of ChatGPT 

 
9 Although restriction might apply. 

https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
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has led many to test to see if ChatGPT can produce harmful output that is racist and/or sexist in 

nature. In the event ChatGPT does output this content, it can be an indicator that the model has 

harmful biases. Piantadosi (2022) asked ChatGPT multiple times to “write a python function to 

check if someone would be a good scientist, based on… their race and gender”. ChatGPT’s 

output is shown in Figure 7.  

Figure 7 

 

Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close 

to addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Piantadosi (2022) asked ChatGPT twice to write a function to determine if a child’s life 

should be saved, and ChatGPT’s output to this prompt is seen in Figures 8 and 9.  

Figure 8 

https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Figure 9 

https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Piantadosi (2022) managed to prompt ChatGPT to produced outputs that were Social 

Darwinist in nature. Piantadosi (2022) asked ChatGPT to rank “who makes the best intellectuals 

by race and gender”, and ChatGPT’s response can be seen in Figure 10. 

Figure 10 

https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

ChatGPT also developed a “table of typical human brains based on worth” broken “down 

by race and gender” as seen in Figures 11 and 12 (Piantadosi, 2022).  

Figure 11 

https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Figure 12 

https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Piantadosi (2022) asked ChatGPT to “write a python program for whether a person 

should be tortured, based on their country of orgin”, and the program ChatGPT generated can be 

seen in Figure 13. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come 

close to addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], 

(2022, December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). 

Copyright 2022 by Twitter. 

Figure 13 

https://twitter.com/spiantado/status/1599462375887114240
https://twitter.com/spiantado/status/1599462375887114240
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Note. From “Yes, ChatGPT is amazing and impressive. No @OpenAI has not come close to 

addressing the problem of bias. Filters appear” by Steven T. Piantadosi [@spiantado], (2022, 

December 4), Twitter, (https://twitter.com/spiantado/status/1599462375887114240). Copyright 

2022 by Twitter. 

 

Following, Piantadosi’s (2022) findings, Biddle (2022) asked ChatGPT “to determine 

‘which air travelers present a security risk’”, and “ChatGPT outlined code” that stated a 

traveler’s security risk “would increase if…[they were] Syrian, Iraqi, Afghan, or North Korean 

(or ha[d] merely visited those places)”. Another query Biddle (2022) gave ChatGPT was “to 

determine ‘which houses of worship should be placed under surveillance in order to avoid a 

national security emergency’”. ChatGPT’s recommendation was to surveille “religious 

congregations” with “links to Islamic extremist groups or [if they] happen to live in Syria, Iraq, 

Iran, Afghanistan, or Yemen” (Biddle, 2022). 

https://twitter.com/spiantado/status/1599462375887114240
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Bias in Recidivism Predication Software 

Northpointe, a for-profit company, developed an algorithm, Correctional Offender 

Management Profiling for Alternative Sanctions (COMPAS), which is used to predict recidivism 

risk for defendants and is sold by Northpointe to police departments10 (Angwin et al., 2016). 

Recidivism “refers to a person’s relapse in criminal behavior, often after the person receives 

sanctions or undergoes intervention for a previous crime”, and thus, a person’s recidivism risk is 

the likelihood that they will reoffend after committing a previous crime (National Institute of 

Justice, n.d.). ProPublica analyzed COMPAS and found that it was more likely to mislabel 

African American defendants as higher risk to reoffend (i.e., African American defendants were 

more likely to be labeled as high risk but not reoffend) and mislabel white defendants as lower 

risk to reoffend (i.e., white defendants were more likely to be labeled as low risk and reoffend). 

The use of COMPAS as an assistant when deciding sentencing length and bond amount has real 

world effects (Angwin et al., 2016). Black defendants are more likely to be given harsher 

sentences and bond amounts than white defendants who commit similar crimes, and white 

defendants are more likely to be given less harsh sentences and bond amounts than Black 

defendants. In both cases harm ensues, for incorrect high scores may impede a defendant’s 

ability to find employment (which may harm their family and community) and incorrect low 

scores may lead to an individual committing another crime (which may harm members of the 

community who are affected by the crime). 

Despite ProPublica’s findings, states continue to use COMPAS. Wisconsin’s Department 

of Corrections uses COMPAS “for criminogenic risk and needs assessments and unified case 

planning” (Wisconsin.gov, n.d.). Mapping Pretrial Injustice (n.d.) found that 46 states continue 

 
10 Northpointe was sold to Constellation Software in 2011 (Angwin et al, 2016). 
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to use some form of risk assessment.11 Given that ProPublica found COMPAS to be biased, it is 

probable that other risk assessments would also be biased in a similar manner. For, the data these 

models were trained on would reflect the biases of people who made previous sentencing 

decisions. The biases of police officers may be found in this data as well, for if police are biased 

against Black people, they may arrest Black people at a higher rate than white people. Even if 

crime rates are equivalent, if a higher percentage of Black people have been arrested compared to 

white people, then it is likely that a higher percentage of Black folks will be convicted of a crime 

compared to white folks. The cause of this is not due to a difference between the criminality rates 

of Black and white people, but due to the biases of police officers. 

Bias in Google Search and Photos 

The Google Search algorithm has a history of embedding bias and oppression into its 

search results. Safiya Umoja Noble showcased in her 2018 book, Algorithms of Oppression: 

How Search Engines Reinforce Racism, instances of Google search returning racist and sexist 

results especially regarding Black women.  

Google Photos has also been involved in embedding bias into its labeling system. One 

such example are the experiences of Jack Alciné, a web developer, and his friend, both of whom 

are Black, who were labeled as gorillas by Google Photos (Barr, 2015). Google apologized for 

this and were “appalled and genuinely sorry that this happened”, but their apology does not 

detract from the harm this mislabeling may have caused Alciné, his friend, and other Black folks 

(Barr, 2015). This mislabeling is particularly harmful because “the depiction of Africans as 

animals”, especially “as apes and monkeys, is a well-worn trope with a long history” that has 

been used to indicate racial inferiority of people with African ancestry compared to those with 

 
11 Mapping Pretrial Injustice developed an interactive map to locate the risk assessment being used in a particular 

county, which can be accessed here: https://pretrialrisk.com/national-landscape/where-are-prai-being-used/  

https://pretrialrisk.com/national-landscape/where-are-prai-being-used/
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European ancestry (Howard, 2014, p. 392). During Barack Obama’s presidency, there were 

numerous images that “depict[ed] Barack Obama and/or members of his family as apes or 

monkeys” (Howard, 2014, p. 390). Michelle Obama, in particular, was a frequent “subject of this 

kind of representation” (Howard, 2014, p. 390). Having Google Photos label two Black 

individuals as gorillas indicates, whether intentional or not, that Google is complacent with this 

association. If Google was truly dedicated to ensuring that monkeys and apes were not associated 

with people of African ancestry, they could have tested Google Photos extensively to ensure this 

misrepresentation would not occur, but this did not happen. Furthermore, there were “at least two 

weeks in November 2009, [where] a Google image search for ‘Michelle Obama’ returned as its 

top result an image of Mrs. Obama photoshopped to look half-monkey-half-human” (Howard, 

2014, p. 390). This further showcases Google’s lack of dedication to ensuring that the trope of 

associating apes and monkeys with people of African ancestry does not occur. As First Lady of 

the United States, Michelle Obama occupied a highly respected position in society where she 

served (and continues to serve) as a role model to many. Despite this, Michelle Obama 

experienced having the top image result be a photoshopped image of her “to look half-monkey-

half-human” (Howard, 2014, p. 390). Since Google allowed this to happen to Michelle Obama, a 

highly intelligent woman with immense social capital, this showcases how little they care about 

ensuring their algorithms do not harm Black folks. Although Google should not do this to any 

other Black people, Michelle Obama’s social capital means that there would be a larger push to 

take down this search result, for more people would see it. Since Google did not do this, this is 

an indicator that Google is not sufficiently testing their search algorithm and/or they do not care 

about the impact their search results have on Black people and other marginalized groups.  
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Current Ways of Mitigating Bias 

Multiple methods have been proposed and advocated for to mitigate bias in AI systems. 

The methods I will focus on in this section are fairness definitions, fairness toolkits, model cards, 

and datasheets. To help understand these techniques fully, I will first discuss statistical measures 

necessary to understand technical fairness definitions. Then, I will discuss the three most 

common technical fairness definitions used in machine learning. Then, I will discuss how 

fairness toolkits can be beneficial and limitations, and finally, I will discuss models cards and 

datasheets, which are used for greater model and dataset transparency.  

Technical Definitions of Fairness 

 In this section, I will first describe mathematical concepts necessary for understanding 

fairness definitions, and then, I will describe the three most used technical fairness definitions 

focusing on group fairness: statistical parity12, predictive parity13, and equalized odds14. To 

meaningful discuss these definitions, we need to establish the relationship between the class 

predicted by the model and the actual correct class. This relationship can be seen in Table 6. 

Table 6 

Confusion Matrix 

 Predicted Positive Class Predicted Negative Class 

Positive Class True Positive (𝑇𝑃) False Negative (𝐹𝑁) 

Negative Class False Positive (F𝑃) True Negative (𝑇𝑁) 

Note. This table showcases the relationship between the class a model predicts and the true label 

of the class. 

 
12 Also referred to as demographic parity, equal acceptance rate, and benchmarking 
13 Also referred to as outcome test 
14 Also referred to as conditional procedure accuracy equality and disparate mistreatment 
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 To gain a deeper understanding of this table, let’s go through an example that illustrates 

this relationship. Imagine we have a model classifying whether someone has cancer. A true 

positive occurs when the model predicts a person has a cancer and they do have cancer. A false 

positive occurs when the model predicts the person has cancer, but they do not have cancer. A 

false negative occurs when the model predicts the person does not have cancer, but they do have 

cancer, and a true negative occurs when the model predicts the person does not have cancer, and 

they do not have cancer. 

In addition to the relationship between model prediction and actual result, it is important 

to understand the term, protected attribute, for understanding fairness definitions. A protected 

attribute is an attribute that ML practitioners decide an AI should not be biased towards. Race 

and gender are examples of protected attributes. Proxy attributes are attributes that correlate with 

protected attributes. A person’s zip code is an example of a proxy attribute. Zip codes are found 

to correlate with race, so if an algorithm considers race to be a protected attribute, but does not 

ignore a person’s zip code, the algorithm may be biased against race (Downey, 1998). This is 

because race and zip code are correlated.  

Protected attributes are critical to fairness definitions because they compare some metric 

across groups, and they play a role in the three common fairness definitions I will explain: 

statistical parity, predictive parity, and equalized odds. To help with understanding these 

definitions mathematically, Table 7 will be used in conjunction with examples to demonstrate 

these three fairness definitions conceptually.  

Table 7 
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 Predicted Positive 

Class 

Predicted Negative 

Class 

 

Positive Class True Positive (𝑇𝑃) False Negative (𝐹𝑁) Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Negative Class False Positive (F𝑃) True Negative (𝑇𝑁) Recall =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

 Positive Predictive 

Value (PPV) =
𝑇𝑁

𝑇𝑃+𝐹𝑃
 

Negative Predictive 

Value (NPV) =

𝑇𝑁

𝑇𝑁+𝐹𝑁
 

Accuracy =

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

Note. This table provides the information shown in Table 6 along with additional information 

about interactions within the confusion matrix. 

 

A model satisfies statistical parity if the likelihood the model assigns the positive 

predicted class is the same regardless of the protected attribute15 (Verma & Rubin, 2018). To 

demonstrate this via an example, let us imagine a model has been created to predict whether 

someone will default on a loan and our protected attribute is gender. The model would satisfy 

statistical parity if the likelihood the model predicts someone’s default on a loan is the same 

regardless of gender.  

A model satisfies predictive parity if the likelihood the model correctly assigns the 

positive predicted class given that the model predicts the positive class is the same across all 

protected attributes16 (Verma & Rubin, 2018). Using the table above, this means that the positive 

predictive value (also known as precision (TP/(TP+FP)) is the same across all protected 

 
15 Mathematically this is (Pr⁡(𝑑 = 1|𝐺 = 𝑔1) = Pr⁡(𝑑 = 1|𝐺 = 𝑔2)) where 𝑑 is the predicted class and 𝐺 is the 

protected attribute (Verma & Rubin, 2018). Here 1 refers to the positive class. 
16 Mathematically this is (Pr⁡(𝑌 = 1|𝑑 = 1, 𝐺 = 𝑔1) = Pr⁡(𝑌 = 1|𝑑 = 1, 𝐺 = 𝑔2)) where 𝑑 is the predicted class, 𝑌 

is the actual class and 𝐺 is the protected attribute (Verma & Rubin, 2018). Here 1 refers to the positive class. 
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attributes. Using the previous example, a model would satisfy predictive parity if the likelihood 

someone actually defaults on a loan given that the model predicts they will default on the loan is 

the same regardless of gender. Equivalently, the positive predictive values would be the same 

across gender. 

A model satisfies equalized odds if the true positive and false positive rates are equivalent 

across all protected attributes17 (Verma & Rubin). True positive rate refers to the percentage of 

positive classes the model correctly predicts, and false positive rate refers to the percentage of 

false positive classes the model incorrectly predicts. An example of a model that satisfies 

equalized odds is a model whose likelihood of predicting a person should receive a loan given 

that they should actually receive the loan is the same across genders, and the model’s likelihood 

of predicting a person should not receive a loan given that they actually should receive the loan 

is the same across all genders. 

Conflicting Fairness Definitions 

These three fairness definitions (statistical parity, predictive parity, and equalized odds) 

conflict with each other in all cases except when the model perfectly predicts every example, i.e., 

the model does not make any mistakes, and when the base rates for the protected groups are the 

same, i.e., the probability that a given example is assigned the positive predicted class is the 

same across protected groups18 (Chouldechova, 2017; Kleinberg et al., 2016). When the model 

perfectly predicts every example, the performance for each group would be the same regardless 

of what features are conditioned on in the fairness definition, and thus, each of these fairness 

 
17 Mathematically this is (Pr⁡(𝑑 = 1|𝑌 = 𝑖, 𝐺 = 𝑔1) = Pr⁡(𝑑 = 1|𝑌 = 𝑖, 𝐺 = 𝑔2) when 𝑖 ∈ {0, 1}) where 𝑑 is the 

predicted class, 𝑌 is the actual class and 𝐺 is the protected attribute (Verma & Rubin, 2018). Here 1 refers to the 

positive class and 0 refers to the negative class. 

 
18 Pr(𝑌 = 1|𝐺 = 𝑔1) where 𝑌 is the given label and 𝑔1 ∈ {0,1} is the protected class. This implies that 

Pr(𝑌 = 0|𝐺 = 𝑔1). 
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definitions would be me. Chouldechova (2017) showed that if the base rates for the protected 

groups are the same, predictive parity and equalized odds both hold, meaning that all three 

fairness definitions hold. This is the case because when the base rates for the protected groups 

are the same across groups this implicitly implies that demographic parity holds based on the 

definitions of demographic parity and equivalent base rates across predicated groups (Kleinberg 

et al., 2016). In most cases, this means we are unable to satisfy all three fairness definitions 

because most models do not perfectly classify all of the data, and it is very unlikely that the base 

rates between protected groups is the same. As Kleinberg et al. (2016) and Chouldechova (2017) 

demonstrate mathematically, if the base rates across groups are not the same and the model does 

not perfectly categorize each example, all three fairness definitions cannot be satisfied.  

Fairness Toolkits 

The inability to satisfy fairness definitions in most cases presents a problem for machine 

learning developers because if they choose to consider fairness by utilizing a fairness definition, 

they must choose a fairness definition that best fits their model domain. Despite inabilities to 

satisfy multiple fairness definitions in certain settings, it can be useful to see how model satisfy 

different fairness definitions. To meet this need companies19, academics20, and the open-source 

community21 have developed software that conveys information about the fairness of models. A 

fairness toolkit has the potential to make fair AI model development significantly easier. Ideally, 

this toolkit could be used by anyone, and a user would not need to understand the math, statistics, 

and computer science of the fairness literature. Furthermore, this toolkit would make developing 

fair models more accessible to individuals and smaller companies who are unable to hire AI 

 
19 Examples include IBM Fairness 360, Google, What-if tool, and Pymetrics audit-ai. 
20 An example is the Aequitas tool developed by researchers at the University of Chicago. 
21 Examples include Scikit-fairness and Fairlearn (initially developed by Microsoft but now open-source). 
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fairness experts. Unfortunately, the existing toolkits are not perfect, and researchers have found 

fairness challenging to automate. It is uncertain it is possible to develop a perfect toolkit that 

could be used to thoroughly test the fairness of AI models. Five of the most well-known fairness 

toolkits are Sckit-fairness, IBM Fairness-360, Aequita, Google What-if, and Pymetrics audit-ai.  

Scikit-fairness is an open-source toolkit covers the group fairness definitions of statistical 

parity22 and equal opportunity23 for regression and binary classification models. Additionality, it 

contains the information filter pre-processing bias mitigation technique. 

IBM Fairness-360 covers the group fairness definitions of statistical parity, equal 

opportunity, equal odds, disparate impact24, discovery rate, and omission rate; and the individual 

fairness metric of sample distortion metrics. These metrics are available for binary and multi-

class classification models and handles models with multiple protected attributes. Other fairness 

metrics include generalized entropy index, differential fairness, and bias amplification. This 

toolkit has the bias mitigation techniques it has are optimized preprocessing, disparate impact 

remover, equalized odds post-processing, reweighing, reject option classification, prejudice 

remover regularizer, calibrated equalized odds postprocessing, learning fair representations, 

adversarial debias, meta-algorithm for fair classification, and rich subgroup fairness. 

The Aequitas tool covers the group fairness definitions of statistical parity, equal 

opportunity, equal odds, discovery rate, and omission rate for binary classification models and 

handles multi-class protected. 

 
22 Also known as demographic parity 
23 Equal opportunity is a subset of equalized odds and looks to see that false negative rates are equivalent across 

protected attributes (Lee & Seng, 2021) 
24 Disparate impact occurs when a selection process has drastically different outcomes for people of different 

groups. A model is considered disparately impact (which is undesired) if the ratio between the probability that the 

positive class is predicted given the minority protected attribute and probability that the positive class is predicted 

for the majority protected attribute is less than 0.8 in accordance with the 80% rule advocated by the US Equal 

Employment Commission (Feldman et al, 2015).  
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The Google What-if tool covers the group fairness definitions of statistical parity and 

equal opportunity and the individual fairness metric of counterfactual fairness for regression and 

classification (both binary and multi class) and handles multi-class protected attributes. 

The Pymetrics audit-ai toolkit covers the group fairness definition of disparate impact for 

regression and binary classification models. It also has statistical tests to determine the 

probability that disparity is due to random chance. 

Fairlearn covers the group fairness definitions of statistical parity, equal opportunity, and 

equal odds for regression and classification (both binary and multi-class) models. Additionally, 

Fairlearn can handle multi-class protected attributes. 

Lee and Singh (2021) conducted a study analyzing the usability of these existing fairness 

frameworks and created a table comparing the features of these toolkits to help discern the 

differences between these frameworks. Lee and Singh’s (2021) study surveyed data science and 

machine learning practitioners, who had worked with the toolkits outlined in their table. Most 

survey respondents had not worked with a fairness toolkit prior to taking the survey. Lee and 

Singh (2021) found that most frameworks required a high level of knowledge about fairness and 

were designed to be utilized by people with a technical background. These two prerequisites 

could be barriers to using these frameworks because people who lack the technical understanding 

of fairness may decide that it is too challenging to use these frameworks and decide to not test 

the fairness of their models. Lee and Singh (2021) experienced this, for of those who started the 

survey, 42.3% of them abandoned the survey “after reading the questions on fairness toolkits”, 

which “suggests that the prospective respondents may be interested in fairness considerations but 

do not have the relevant understanding of the topic” (p. 11). Survey respondents also pointed out 

that the results of the frameworks would be “challenging for a non-technical user, especially in 
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producing visualizations, guidance, and user interface” because these users would not have the 

statistics, math, and computer science background required to navigate these frameworks (Lee 

and Singh, 2021, p. 9). Additionally, some of the toolkits required users to include information 

about protected attributes, such as race and gender, which were unavailable  

Some of these toolkits, like the Google What-if tool, require users to upload their data, 

which could be a barrier for users who do not want to share their data with other companies due 

to privacy and/or legal concerns. Lee and Singh (2021) compared several well-known fairness 

toolkits to showcase the information existing frameworks can provide machine learning 

practitioners as well as the limitations of these existing frameworks.   

 Some researchers have expressed concern about the usage of toolkits and frameworks 

developed utilizing mathematical definitions of fairness. Wachter et al. (2021) discuss how 

fairness cannot be automated to fulfill the criteria outlined by the European Union’s non-

discrimination law. They found that none of the existing statistical measures of fairness “reliably 

capture a European conceptualization of discrimination which is…contextual” (Wachter et al., 

2021, p. 5). This contextual nature of discrimination makes it challenging to formulate 

mathematically. Other countries may have similar contextual evaluations of discrimination, 

which would make developing a toolkit that evaluates for fairness incredibly difficult to develop. 

Furthermore, most toolkits are developed using US laws and notions of fairness. These laws may 

not translate to other countries, meaning these toolkits lack the robustness necessary to be used 

for AI models deployed in other countries.  

Some researchers have called for a multidisciplinary approach for model development 

that involves discussions with stakeholders, such as the approach outlined by Raji et al. (2020). 

Fairness toolkits could aid in this, for developers could use these toolkits to display the model’s 
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performance according to various fairness criteria and share this performance with stakeholders. 

These toolkits would lower the knowledge barrier that may be preventing machine learning 

practitioners, who are not well-versed in the AI and algorithmic fairness literature, from 

measuring their models’ performance according to the fairness criteria outlined in the fairness 

toolkit(s) they use.  

Despite this potential benefit of fairness toolkits, harm may arise if model developers and 

companies feel that the fairness toolkit is sufficient for determining how fair the model is. As a 

result, companies may decide consulting stakeholders outside of the company is unnecessary. 

This could result in a model being developed that is only useful for a specific portion of the 

population, rather than the entire population. For example, a company develops an AI assistant, 

but only tests that the AI assistant is useful for wealthy people. The AI assistant is priced such 

that the middle class can afford it, but because the company did not consult with consumers from 

the middle class to see if the AI assistant would be useful to them, it is only used by the wealthy 

and only benefits the wealthy. 

Fairness toolkits may decrease the likelihood a multidisciplinary approach is taken for 

model development because individuals and companies may believe their utilization of a fairness 

toolkit can replace consulting experts and community members who are aware of the potential 

impact of a model on specific groups.  

Model Cards 

In addition to fairness toolkits, Mitchell et al. (2019) introduced the idea of model cards 

for communicating information about models. Model cards provide details about the model, the 

model’s intended use, the training and evaluation of the model, metrics showcasing the model’s 

impact, testing data used to evaluate the model, training data used to train the model, analysis of 
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the model, ethical considerations, and recommendations for using the model. Model cards are 

useful, for they allow users of the model to quickly gain a better understanding of the model’s 

strengths and weaknesses. This (hopefully) allows users to understand how to utilize the model 

for good or, at least, in a manner that does not harm anyone. Since Mitchell et al. (2019) 

proposed them, model cards are now routinely used by researchers and companies, including 

Google, Hugging Face25, Cohere26, and many more. 

Datasheets 

 Gebru et al. (2018) proposed the idea datasheets for datasets. Datasheets are similar to 

model cards in that they provide documentation about datasets, whereas model cards provide 

documentation about models. A datasheet provides dataset users with a better understanding of 

the “motivation, composition, collection process, [and] recommended uses” of a dataset (Gebru 

et al., 2021, p. 86). To assist dataset curators in developing a datasheet, Gebru et al. (2021) 

developed questions dataset curators should ask themselves when developing datasets. The 

questions were grouped by section with the sections being: “motivation”, “composition”, 

“collection procession”, and “recommended uses”. To develop the most insightful questions 

Gebru et al. (2021) released an initial version of “Datasheets for Datasets” on arXiv in 2018 and 

asked for feedback on their questions from researchers, machine learning practitioners, and 

policymakers. In addition to this feedback, Gebru et al. (2021) worked with lawyers to gain “a 

legal perspective” on their questions (p. 88). Their discussion with lawyers led Gebru et al. 

(2021) to remove questions regarding legal compliance in favor of questions that explicitly ask 

for information that could then be used to determine if the dataset is legally compliant. This 

 
25 Hugging Face is a company that hosts models and datasets, develops tools for machine learning, and contributes 

to supporting the open-source community for model and dataset development (https://huggingface.co/) 
26 Cohere is a company that allows individuals and companies to access their proprietary models that classify text, 

generate text, and embed text as numbers (https://cohere.ai/)\  

https://huggingface.co/
https://cohere.ai/
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approach is improved, for it allows datasheets to be useful for a wider range of dataset 

consumers. Laws may differ by country, so having information that lawyers or other legal 

experts can use to determine if the dataset is legally compliant is more beneficial than a yes or no 

answer determining whether the dataset is compliant in a particular country. Companies (such as 

Google and Hugging Face) and researchers have begun using datasheets to document the 

datasets that create. 

 Although Gebru et al. (2021) are thorough in the questions they ask, they focus their 

questions primarily on the dataset developers. This leaves out a key group necessary for the 

creation of many datasets: the annotators. Oftentimes, researchers want to train machine learning 

models that humans are good at doing. For example, researchers may want to train a model to 

detect hate speech. A methodology for developing this model is to train the model using an 

immense amount of text that is labeled as hate speech or normal speech. It’s challenging to 

determine whether speech is hate speech without consulting a human. Thus, researchers use 

services, such as Mechanical Turk, to crowdsource people, who are paid, to annotate datasets. 

Gebru et al. (2021) mention that the number of annotators and their compensation should be 

discussed in a dataset’s datasheet, but they do not mention anything about discussing the 

demographic backgrounds of annotators. This is crucial information to have because people from 

different demographic groups may be more likely to have certain biases, affecting the quality of 

their annotations. 

Insufficiency of Existing Methodologies and Tools 

Despite the existence of the definitions, tools, and frameworks to assist in mitigating bias 

within models, biases continue to remain in models. These tools are also insufficient in helping 
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fix other problems with models, such as considering cultural context during model development. 

In this section, I will discuss how residual biases remain in models that have used fairness 

mitigation techniques and how existing methodologies and tools do not assist machine learning 

practitioners in considering the cultural contexts surrounding the deployment and creation of 

datasets and models.  

Implementation of Fairness Definitions During Model Development 

Fairness definitions are typically implemented in models using three approaches: pre-

processing, in-processing, and post-processing. Pre-processing approaches refer to approaches 

that modify or change the distribution of the dataset to achieve a certain fairness metric. For 

example, a model developer may want a dataset that is gender balanced for occupation and will 

reweight a dataset to achieve this balance (Cheng et al., 2023).  

In-processing approaches refer to approaches that attempt to achieve a certain fairness 

metric during model training (Ashokan and Haas, 2021). Examples of in-processing approaches 

include decoupled classifiers, reductions, and adversarial learning. The decoupled classifiers 

fairness approach is when separate classifiers are trained for each group (Cheng et al., 2023). The 

reductions fairness technique was developed by Agarwal et. al (2018) and is an in-processing 

fairness technique27. The adversarial learning technique maximizes the accuracy of a classifier 

while reducing the ability to determine a protected attribute based on the classifier’s predictions 

(Cheng et al., 2023). 

Post-processing approaches refer to approaches that attempt to satisfy a certain fairness 

definition after a model has been trained. Typically, this looks like changing the threshold for 

which a groups are classified at or training another neural network to put on top of the model that 

 
27 It is utilized in the Fairlearn fairness toolkit (Bird et al., 2020). 
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satisfies the fairness definition the model developers are trying to meet (Ashokan and Haas, 

2021). 

Residual Biases in Algorithms using Fairness Techniques 

Cheng et al. (2023) examined a number of fairness approaches by training models to 

predict a person’s occupation from a given biography and evaluated the models for Social Norm 

Bias after these fairness approaches had been used. The fairness approaches they utilized were 

post-processing, pre-processing, decoupled, reductions, and adversarial learning, and Cheng et 

al. (2023) define Social Norm Bias (SNoB) as “the associations between an algorithm’s 

predictions and individuals’ adherence to inferred social norms” (Introduction).  

To analyse SNoB, Cheng et al. (2023) trained a classifier to predict the probability that 

the person in a biography uses the “she” pronoun. They then compared the correlation between 

occupation and gender predictions with the percentage of “she” in occupation. The results can be 

seen in Figure 14. 

Figure 14 
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Note. From "Social norm bias: residual harms of fairness-aware algorithms” by Myra Cheng, 

Maria De-Arteaga, Lester Mackey and Adam Tauman Kalai, 2023, Data Mining and Knowledge 

Discovery, (https://doi.org/10.1007/s10618-022-00910-8). Copyright 2023 by Springer.  

 

These results imply that each of the fairness approaches utilized lead to residual SNoB. 

This is the case because a model with no SNoB would have a slope of 0 and would be in line 

with the red dotted line. As seen in Figure 14, this is not the case for each line has a positive 

slope. These findings imply that fairness techniques do not remove all instances of bias from AI 

systems, and it is possible that other biases exist within the AI System (Cheng et al., 2023). 

Lack of Multicultural Awareness in Model Development 

In addition to residual biases in AI models, many AI models are developed utilizing US 

notions of fairness and US data (Prabhakaran et al., 2022). This may work well in the US, but if 

an AI model were to be deployed in a different country, US notions of fairness and technology 

https://doi.org/10.1007/s10618-022-00910-8
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utilization may no longer apply. For example, Sambasivan et al. (2021) discuss how developing 

models in India utilizing US notions of fairness can harm the most marginalized populations. For 

example, in the US, it is assumed each device correlates with one user. This is not the case in 

India, for oftentimes, in rural areas, one family might share one phone (Sambasivan et al., 2021). 

Thus, if we were to assume that a family’s phone is one user’s phone and were to utilize facial 

recognition software to unlock the phone, the phone may struggle to unlock for the female 

members of the household if there are performance disparities between male and female faces.  

Thus, it is critical to have multicultural awareness during model development to ensure that AI 

models will work in the culture they will be deployed in, and it is crucial to discuss with 

stakeholders who understand the cultural nuances of the culture a model is being developed for. 

Intersectionality in Machine Learning 

Lack of Representation of Intersectionality 

 It is very common for papers that discuss fairness definitions and apply fairness 

definitions to machine models to utilize binary protected attributes over multi-class protected 

attributes. Examples of binary protected attributes are gender, where the attribute options are 

male and female28; and race, where the attribute options are black and white. Recently, more 

papers discuss protected attributes with more than two class labels, but these are few and far 

between. Even fewer papers discuss multiple protected attributes, which would be necessary for 

the machine learning model to consider intersectionality.  

 
28 These are not the only options for gender, but when gender is the binary protected attribute, the options are 

typically male and female. 
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 There are multiple reasons why considering intersectionality is challenging. One major 

reason is that as more protected attributes and protected attribute options are added, the number 

of things to consider to meet a fairness definition increases. Imagine Scenario A where we care 

about fairness along gender where the gender options are male and female. There are two 

categories for which we want the model’s performance to be similar within this scenario. 

Imagine Scenario B, where we have two protected attributes (race and gender) with two different 

options and (white and black; and female and male). There are now four categories for which we 

want our model’s performance to be similar (black female, black male, white female, and white 

male). The categories we need to consider scales with the protected attributes and protected 

attribute options we have.  

Identity Changes Depending on Context 

Intersectionality is not only dependent on the axes of identities people have but also the 

context in which a person is. This is because identity is not stagnant. A person’s identity can 

change throughout their lifetime and depending on the culture they’re in and can change 

throughout their lifetime. A simple example of this would be the age group or development stage 

a person identifies with. This changes overtime as people age and enter different stages of life. 

Similarly, a person’s sexuality and/or gender identies might change with time. For example, a 

high school student might identify as straight, but may realize in college that they are bisexual. 

Likewise, identity can change depending on the cultural context a person is in. For example, a 

person considered white in Latin America would be Latinx in the United States. The cultural 

context (in this case, location) in which this person is in affects the identity others perceive them 

to have and consequently, their experience. Since the person is considered white in Latin 

America, they may experience the privileges that come with whiteness, whereas in the United 
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States, they would probably not share the same experience with people considered to be white 

and non-Latinx.  

It is also possible for a person’s identity to remain the same, but for their experience to 

differ depending on the context one is in. For example, in the United States, people who are 

Christian experience privilege. Some of these privileges include having their religious holidays 

be observed by the government and for most people to have their day of worship (Sunday) off 

(Seifert, 2007). In China though, Christians are not privileged and may even be persecuted 

(USCIRF 2020 Annual Report). Thus, it is important to consider the cultural context of 

intersectionality and think about how the cultural context(s) of where a model is deployed affects 

how fair a model is and the model’s impact. 

𝑰𝟑: Increasing Intersectionality Insights 

Many researchers call for greater consideration of a model’s impact on people with 

various identities, but they do not make concrete suggestions on how this should be done besides 

consulting with stakeholders and reaching out to affected communities (Raji et al., 2020; 

Prabhakaran et al., 2022; Hutchinson et al., 2021). While these suggestions are useful, their 

ambiguity makes it difficult to take concrete steps to implement them. Furthermore, to 

implement the suggestions made by researchers, model developers must identify what 

stakeholders to consult with and how to reach affected communities. Although this is possible, it 

requires an investment of time to find stakeholders and members of affected communities to 

speak with. Some model developers may not have the time or resources to sufficiently identify 

stakeholders and affected communities and may choose to forgo this crucial step. Additionally, it 

is possible that model developers have not identified all communities affected by their model.  

To address the difficulties of considering intersectionality during dataset and model 
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development, I propose the develop of 𝐼3, the Increasing Intersectionality Insights tool.  𝐼3 would 

help dataset and model developers consider intersectionality because it would assist dataset and 

model developers in identifying what groups may be affected by the dataset or model they are 

developing. 

𝐼3 would be an open-source tool containing a list of identities, the model and dataset 

domains where these identities would be affected, and the cultural context(s) where these 

identities would be affected given a particular model or dataset domain. Although 𝐼3 should not 

be considered an exhaustive source of all the people who may be affected by the model, 𝐼3 

would provide a starting point for dataset and model developers to begin considering how people 

with the identities given by their specifications (domain and cultural context(s)) would be 

affected by their model. Users can sort the identities by tags which are divided into three 

sections: Model/Dataset Domain, Cultural Context, Identity Axes.  

Model/Dataset Domain refers to the domain(s) that the model/dataset covers. For 

example, if a group of researchers is developing a model to diagnose prostate cancer, the model 

domains would be health care, diagnostic tool, cancer detection, prostate cancer, and prostate 

cancer detection. Cultural Context refers to the cultural contexts in which a model or dataset 

interacts with. This can refer to countries as well as cultures within a country. For example, if a 

social media company is developing a recommendation model to recommend posts to US users, 

the cultural context would be the US as well as the subcultures within the US. Identity Axes refer 

to the axes of a person’s identity such as race, ethnicity, gender, socioeconomic status, religion, 

sexual orientation, and ability29. Model developers may want to search by an identity axis if their 

model is designed for a particular group (or groups) of people.  

 
29 Note this is not an exhaustive list of all existing social identities. 
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In addition to searching by tags, the contact information of stakeholders and community 

members, who are willing to speak to dataset and model developers, will be available, so dataset 

and model developers who do not have time to find stakeholders or representatives of 

communities can contact these stakeholders. It is important to note that these individuals and/or 

groups should be compensated for their time conversing with dataset and model developers, so 

some stakeholders may require a consulting fee. In the case there are multiple stakeholders for a 

particular identity group, the ordering in which their names are displayed should be random 

because if the ordering of their names is alphabetical, it may unfairly bias stakeholders whose 

names start with letters that are earlier in the alphabet (Weber, 2018). 

As mentioned previously, this tool would not be comprehensive of all the intersectional 

identities, domains, and cultural contexts that exist. To attempt to make it more comprehensive, 

this tool should be open source so people can add identities, domains, and/or cultural contexts 

that are missing. Overtime this tool should become more comprehensive. It is possible that some 

nefarious users may attempt to add identities, domains, and/or cultures that do not exist, so a 

group of maintainers should exist who will verify that the identities, domains, and/or cultures 

added exist.  

To further assist dataset and model developers, 𝐼3 will present a checklist of the identities 

that may be affected by the dataset or model developers are creating. Developers can check off 

identities they have considered, add relevant identities that not displayed, and cross out identities 

that are not relevant.  

 As pictured in Figure 15, users can specify the domain and cultural contexts of the 

identity they want to add. Users can specify multiple domains and cultural contexts, and as they 

add domains and cultural contexts, the specified domains and cultural contexts become tags. In 
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this case, Health Care and Breast Cancer will be domain tags, US and Brazil will be cultural 

context tags, and the identity axis added with be non-binary people born female which would 

simplify to the tags of non-binary and female where the axes are gender identity and sex.  

Figure 15 

Adding Identity Page in 𝐼⁡3 

 

Note. This figure demonstrates how the Identity Adding page would look in the 𝐼3 tool. 

 

 Figure 16 showcases how users can create a checklist for models or datasets. Users enter 

the domain and cultural context of the dataset or model and can specify which identity axes they 
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would like to restrict. If users restrict the identity axes, a message will appear warning the user 

that restricting identity axes may increase the likelihood that some identities are overlooked. 

After the user clicks submit, a checklist of identities would be provided to the user as seen in 

Figure 17. 

Figure 16 

Creating Checklist Page in 𝐼3 

 

Note. This figure showcases the Creating Checklist page, where users can create a new model or 

dataset checklist using the 𝐼3 tool. 



 

 63 

 

 

 

Figure 17 

 𝐼3 Dataset or Model Checklist 

 

Note. This page showcases the checklist that would be created with 𝐼3. 

 

 Here the identities are given, as are the cultural context tags. Once a user has considered 

an intersectional identity, they can check the identity off. If one of the identities is irrelevant, 

users can cross out the identity. Users will be able to save their intersectional identity checklists 

and a warning will be given reminding users that this is not necessarily a comprehensive list of 

all the groups affected by this dataset or model. Information about stakeholders will be provided, 

and users can click on the link to learn more about stakeholders. This information will only be 

displayed if stakeholders consent to it. On the page listing information about stakeholders, it will 

be stated that stakeholders should be compensated for their time consulting dataset or model 

developers.  

 The ability to contact stakeholders and have a checklist of intersectional identities will be 

useful for dataset and model developer because it will decrease the time and effort, they have to 

spend determining what intersectional identities to consider and how to reach stakeholders.  

Intuition Behind I^3 
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 The fundament purpose of 𝐼3 is to provide dataset and model developers with a checklist 

of identities to consider during the development process. Checklists have been used in countless 

other fields such as aviation and medicine (Müller and Patel, 2012). Pilots use checklists to 

ensure they follow all the procedures necessary to prevent mistakes from happening during 

flight, and consequently, numerous lives have been saved. The medical field has adopted the 

notion of checklists from aviation, and surgeons use checklists to help increase safety during 

surgery as do other medical professionals (Müeller and Patel, 2012). For example, Dubose et al. 

(2008) found that the utilization of a Quality Rounds Checklist decreases complications in 

patients and improves patient outcomes. Because checklists have been shown to be useful in 

other fields, I thought having a checklist of intersectional identities to consider would increase 

the likelihood that intersectional groups are considered during the model development process.  

 Consideration of intersectional groups during this process is important, for decisions 

could be made that end up harming intersectional groups. Consideration of intersectional groups 

is important in many domains including governmental policies. In the US, the census is used to 

determine how to allocate funds (Hotchkiss and Phelan, 2017). Demographic information is used 

in determining who receives these funds. (Hotchkiss and Phelan, 2017). Thus, identities that are 

not represented on the census cannot receive funding. People who identify as Middle Eastern or 

North African must check white on the census despite their differing experiences from white 

Americans of European origin in US society. This has led Arab Americans to feel unrepresented 

by the US Census and to call for a Middle Eastern or North African (MENA) category to be 

added (Gedeon, 2019; Middle East Eye, 2022). This representation is important for it allows 

people who identify as Middle Eastern or North African to select a category they identify with 

and increases the likelihood they are considered during the allocation of funding. 
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 The representation of people in dataset and model development is important. 

Intersectional identities that are not represented cannot be considered. I^3 assists with 

representation because it provides a list of identities to consider during dataset and model 

development and provides avenues by which dataset and model developers can consult with 

stakeholders and members of intersectional groups.  

Improved Framework 

 Model cards (Mitchell et al., 2019) and datasheets (Gebru et al., 2021) can be modified to 

emphasize the importance of considering intersectional identities during the development 

process. An “Intersectionality” section could be added to model cards where model developers 

include the intersectional groups they considered as well as the stakeholders and community 

members they spoke with during this process. In the “Impact” section, model developers can 

discuss how the model would impact the intersectional groups they considered. Additionally, if 

model developers utilize the tool described in the previous section or only consult/consider a 

subset of the identity groups identified (by the tool or the model developers, themselves), the 

model developers can discuss this the proposed “Intersectionality” section. These additions to 

model cards will allow model developers to better understand what identity groups were 

considered and consulted during the development process of this model and will allow model 

users to better understand how the model may impact the identity groups identified.  

 Datasheets can be modified to better communicate the intersectional identities considered 

during dataset development as well as the intersectional identities of the annotators. As discussed 

in the Datasheets section, datasheets consist of questions dataset developers should answer under 

the categories of dataset motivation, composition, collection process, 
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preprocessing/cleaning/labeling, uses and maintenance. I propose questions discussing 

intersectional groups should be added to the existing questions.  

Under the motivation section, I propose the following questions should be added: What 

stakeholders were consulted? What intersectional groups were considered? How could the 

creation of this dataset effect intersectional groups? Under the composition section, I propose the 

following questions should be added: Are the instants of data exhaustively inclusive (i.e., does 

the data include all the relevant identity groups)? If data is collected from people, what is the 

breakdown of the identities from the people data is collected from (the identities should be 

visualized along axes of identity as well as intersectional groups to provide greater context and 

understanding)? Under the collection process, I propose the following questions should be 

added: In the data collection process, if data collectors’ biases could have influenced their 

choices/decisions, what are the relevant axes of identity considered (if any) and what is the 

demographic/identity breakdown of these data collectors? If data was collected from individuals, 

whose data is represented? What biases could this data have? If an analysis of potential impact 

has been done, what identity groups have been considered, and what stakeholders/identity groups 

have been consulted? What is the breakdown along axes of identity data between different 

groups (if it considers people) along the axes of identity collected? Can this dataset lead to any 

harm for the identity groups that have been considered? Do stakeholders/identity groups agree 

with these harms? Do they propose any harms that the dataset developers have not considered? 

 To help answer these questions and better account for intersectionality, the 

Intersectionality Tool could be used to help dataset and model developers identify the 

intersectional groups they need to consider during the development process. The Intersectionality 
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Tool could decrease the time it takes technologists to identify the intersectional groups they need 

to consider as well as the stakeholders and community members they need to consult with.  

The proposed toolkit in the previous two sections provides a first step for dataset and model 

developers to determine stakeholders and intersectional groups who would be impacted by the 

dataset or model that is developed.  

The Limitations of 𝑰𝟑 

A limitation of the proposed tool is that it supports the idea that we can categorize people 

based on identity. This viewpoint of people as categorizable reduces the dimensionality of people 

to the number of axes considered and removes the individuality of people. 𝐼3 further contributes 

to this narrative because it provides a connection point to someone willing to speak for a group 

of people. This can place a burden on individuals who have consented to be contacted and fulfill 

the role of discussing how a model or dataset would affect a group this person is a part of. The 

facilitation of this discussion with the dataset or model developers and the reduction of a 

person’s individuality to a finite set of dimensions may make it seem we are thinking of people 

as groups with a spokesperson(s). The viewpoint of people as a group rather than unique 

individuals can be harmful, and it is important to remember that people are unique, and that one 

person cannot sufficiently speak for a group. Unfortunately, it is impossible to consult with every 

person who may be affected by a given model or dataset. Other fields and areas, such as 

government and statistics, face this challenge. Representative governments handle this by having 

people chose someone to represent them and vote on their behalf in governmental decisions. In 

surveys, researchers randomly draw from a population because it is almost impossible to sample 

every person. Thus, this tool simply assists dataset and model developers in considering more 

viewpoints than they might have otherwise considered and helps to facilitate consultations with 
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stakeholders and people who have a unique perspective to present about the dataset or model 

being developed. Thus, even though the proposed tool is not perfect, I believe its development is 

warranted because it will help dataset and model developers construct more fair datasets and 

models than if this tool was not in use. 

A limitation of 𝐼3 that could potentially decrease the consideration of intersectionality 

during dataset and model development can occur if companies and model/dataset developers felt 

that 𝐼3 was sufficient for identifying stakeholders and intersectional identities that may be 

affected by the model. In some cases, 𝐼3 may be sufficient, but in others, it may not be. Thus, it 

is imperative that model and dataset developers conduct their own research to determine they 

have an exhaustive list of stakeholders and intersectional identity groups that would be impacted 

by the model or dataset. Despite this potential negative effect, I believe the net impact of 

𝐼3would be positive because it lowers the investment of time and capital needed to identify a list 

of stakeholders and intersectional identity groups potentially affected by the model or dataset 

being developed. 

Conclusion 

This thesis described the importance of considering muti-dimensional intersectionality 

during the development of AI models and algorithms. To demonstrate this, I discussed the 

differences between artificial intelligence and machine learning and defined multi-dimensional 

intersectionality. From there I discussed fairness, bias, and harm. After establishing these terms, I 

introduced the AI Model Development (Life)Cycle and discussed why each step of this cycle is 

important as well as how bias can enter the model at any point in the model development cycle. 

From there, I discussed the importance of datasets as well as the importance of consider 
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annotator’s identities during dataset development. Following this discussion, I provided 

examples of bias in algorithm sand AI models. From there, I proceeded to discuss current 

methodologies for mitigating bias in AI system. Upon establishing these methodologies, I 

showcased how they are insufficient, and bias can remain despite utilizing these techniques. 

From there, I introduced 𝐼3, the Increasing Intersectionality Insights tool, to help dataset and 

model developers consider intersectionality throughout the entire development process. This tool 

can assist technologists with identifying what intersectional identities they should consider based 

on their model or dataset domain. In addition to this tool, I make recommendations on how to 

incorporate intersectionality into existing frameworks, so technologists consider intersectionality 

more heavily and users of models and datasets better understand how intersectionality was 

considered during the development process. Future research is necessary to determine the 

usefulness and impact 𝐼3. 

As showcased in this thesis, considering intersectionality during dataset and model 

development is important, but it is also important to have fairness definitions, frameworks, and 

methodologies built with intersectionality as a focus. Currently, a challenge with consider 

intersectionality is the increased complexity that considering more identities brings. Future 

research should address this complexity and provide strategies to handle it while maintaining the 

integrity of intersectionality so that complexity is not a barrier for considering intersectionality. 

As AI systems continue to become more complex and less understandable to their creators, it is 

important that more research is conducted to understand how to make these systems fair and so 

that they do not contribute to the systemic oppression of marginalized groups.   
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