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Nontwist systems, common in the dynamical descriptions of fluids and plasmas, possess a shearless
curve with a concomitant transport barrier that eliminates or reduces chaotic transport, even after its
breakdown. In order to investigate the transport properties of nontwist systems, we analyze the
barrier escape time and barrier transmissivity for the standard nontwist map, a paradigm of such
systems. We interpret the sensitive dependence of these quantities upon map parameters by inves-
tigating chaotic orbit stickiness and the associated role played by the dominant crossing of stable
and unstable manifolds. © 2009 American Institute of Physics. �doi:10.1063/1.3247349�

Nonmonotonic flows with reverse shear are observed in
many physical systems. Much previous research indicates
that transport properties of such systems can be well de-
scribed by area preserving maps. Many examples exist,
e.g., in the fields of fluid mechanics and plasma physics;
in particular, in models that describe zonal flows that oc-
cur in geophysics, atmospheric science, and fusion
plasma physics. The standard nontwist map (SNM) is a
well-known paradigm for investigating transport in re-
verse shear systems. The nonmonotonicity property of
the SNM gives rise to transport barriers due to robust
tori (invariant curves) that occur in zonal flows. These
tori separate regions of the two-dimensional phase space.
Moreover, the influence of these barriers on the transport
remains even after the breakup of the tori. This phenom-
enon, i.e., the difficulty encountered in crossing broken
barriers, is explained by examining the stickiness of or-
bits that occur in some regions of the map phase space.
For a certain range of control parameters, these regions
emerge near resonances. The presence of stickiness is
closely related to the structure of the stable and unstable
manifolds of hyperbolic orbits, becoming prevalent when
the manifolds reconnect and change from a dominant ho-
moclinic tangle to a combination that includes both ho-
moclinic and heteroclinic tangles.

I. INTRODUCTION

A large number of systems of physical interest can be
described by two-dimensional area-preserving maps that
have the general form

Jn+1 = Jn + f��n� , �1�

�n+1 = �n − g�Jn+1� , �2�

where J�R and �� �−� ,�� are canonical variables and
f��n� is a period-2� function. Associated with all area-
preserving maps are Hamiltonian flows, i.e., Hamiltonian or-
dinary differential equations with a smooth Hamiltonian

function.1 Area-preserving maps can also be obtained explic-
itly from a Hamiltonian function containing a �-function that
is periodic in time, such that Jm and �m are the action and
angle values just before a delta kick occurring at integer time
n=m. In the case of the map �1� and �2� such a Hamiltonian
is given by �see, for example, Ref. 2�

H�J,�,n� = H0�J� + H1��,t�

= �J

g���d� − ��

f���d� �
m=−�

�

��n − m� , �3�

where we separate out an integrable part H0 and a time-
dependent perturbation H1 that generically makes the system
nonintegrable. Thus, �J ,�� are the action-angle variables for
the unperturbed integrable system.

When g�J� is a monotonically increasing or decreasing
function of its argument, the map �1� and �2� fulfills the
so-called twist condition for all �Jn ,�n�,

� ��n+1�Jn,�n�
�Jn

� = �g��Jn+1�� � c � 0, �4�

where c is a real number. The function g��J� is called the
shear, where the prime denotes derivative with respect to
argument. When g�J�=J and f���=K sin � �such that the
shear is equal to unity for all action values�, Eqs. �1� and �2�
become the standard map �SM�, sometimes called the
Chirikov–Taylor map,3

Jn+1 = Jn + K sin��n� , �5�

�n+1 = �n − Jn+1, �6�

where K�0 measures the intensity of the perturbation.
In this work we are interested in the case where g�J� is

nonmonotonic and may have a countable number of extrema.
Let J=JS indicate one such local extremum. Linearizing g�J�
in the vicinity of JS gives
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g�J� 	 g�JS� + 1
2g��JS��J − JS�2. �7�

Since by hypothesis g��JS�=0, we call JS the shearless ac-
tion, and the set 
�� ,J� �−�	�
� ,J=JS� is the correspond-
ing shearless curve. It should be noted that since the twist
condition �4� is violated at JS, a map with g given by Eq. �7�
corresponds to a nontwist map.

Since g�JS� is a constant, it can be set equal to zero
without loss of generality. Introducing the normalized vari-
ables x=� /2� and y=J /JS and defining

a ª

1

4�
g��JS�, f��� ª − bJS sin��� , �8�

the map �1� and �2� becomes the so-called SNM, as given in
Ref. 4 �and studied in detail in Refs. 5 and 6�,

xn+1 = xn + a�1 − yn+1
2 � , �9�

yn+1 = yn − b sin�2�xn� , �10�

where x� �−1 /2,+1 /2� and y�R. If JS is a local minimum
then a�0. We usually limit the investigation to the range
a� �0,1�, whereas b may take on any real value. Using Eq.
�3�, the Hamiltonian with kicks corresponding to the map �9�
and �10� �see Ref. 4� is

H�x,y,n� = H0�y� + H1�x,t�

= ay�1 −
y2

3

 −

b

2�
cos�2�x� �

m=−�

�

��n − m� . �11�

Nontwist maps appear in many physical problems, in
particular, when modeling continuous systems that describe
features of fluids and plasmas. One application of nontwist
maps is to the problem of passive advection of a tracer par-
ticle in a two-dimensional incompressible flow. The time
evolution of a Lagrangian trajectory �x�t� ,y�t�� of an ad-
vected passive scalar is described by canonical equations,
where a stream function that corresponds to an equilibrium
state plays the role of the integrable Hamiltonian H0. Non-
monotonicity occurs when the flow shear reverses sign along
some shearless curve, as is the case for zonal flows of geo-
physical and atmospheric interest.4,7 One example is the
Bickley jet for which the velocity profiles are symmetric
with a single maximum.

Perturbations of this equilibrium configuration corre-
sponding to H1 of Eq. �11� may come from traveling waves
such as Rossby waves superimposed on the equilibrium
shear flow. Such waves play an important role in zonal
sheared flows that occur in both oceans and atmospheres,
like the Gulf stream and the jet current.7 Due to the nonin-
tegrable nature of the combined Hamiltonian, chaotic behav-
ior occurs for the advected particle trajectories, even though
the fluid velocity field need not be chaotic at all.

Another example is the description of the magnetic field
lines in toroidal fusion devices like the tokamak8 and the
reversed field pinch.9 The magnetic field line equations for
such devices are known to have Hamiltonian form with x and
y corresponding to the angular and radial positions, respec-
tively, of the intersection between a field line and a surface of
section in the phase space �see, for example, Refs. 10 and

11�. The field line itself can be parametrized by an ignorable
coordinate, which plays the role of time in the canonical
equations.

The equilibrium magnetic field line configuration repre-
sents an integrable Hamiltonian system in the sense that
magnetic field lines lie on nested surfaces with H0=const. In
such systems, the function g�y� describes the so-called safety
factor, a quantity related with the current density of the
plasma discharge in the toroidal device. In tokamaks, non-
monotonic forms of g�y� may result from hollow toroidal
current profiles, which can be obtained by many experimen-
tal techniques and are related with enhanced confinement;
for example, this happens when neutral beam injection is
applied as a noninductive current drive.12 It was suggested in
Refs. 13 and 14 �see also Ref. 11� that enhanced confinement
should occur because of robust tori associated with the shear-
less curve. The shearless curve here occurs at the radial po-
sition where the magnetic shear g��y� changes sign.

The perturbing Hamiltonian H1 in this problem results
from any or all of the following: �i� the addition of internal
or external resonant magnetic fields usually created by exter-
nally applied electric currents, like in divertors and ergodic
magnetic limiters; �ii� error fields due to coil misalignments;
and �iii� plasma instabilities.15,16 The successive piercings of
a magnetic field line with the surface of section for these
effects are modeled by the periodic delta function in H1.

Yet another problem in which the SNM appears is in the
description of the E�B drift motion of charged particles in
a magnetized plasma under the action of a time-periodic
electric field from an electrostatic wave.14,17 The source of
nontwist behavior in this case is a nonmonotonic radial elec-
tric field profile that may show up in the plasma edge of a
toroidal plasma device �such as the tokamak� during the high
confinement �or H-mode� regime.18,19 The relevant transport
properties here occur in the plane perpendicular to the mag-
netic field and are also related to the loss of particles and
energy through collisions with the device wall20,21 and other
obstacles like divertors.22

Since the SNM describes a nonintegrable system, cha-
otic orbits occur with any nonzero perturbation, and a great
deal of information has been obtained from a thorough
analysis of the �a ,b� parameter plane.5,6,23,24 A physically
meaningful question is to what extent do the peculiar char-
acteristics of the SNM affect the diffusion �in action� that
occurs in the chaotic orbits. In the applications of SNM listed
above, the formation of a transport barrier located in the
neighborhood of the shearless curve has been observed. This
barrier decreases the action transport rates and hinders diffu-
sion. For example, in toroidal plasma devices with magnetic
field line structure described by the SNM, this transport bar-
rier can explain why nonmonotonic safety factor profiles im-
prove the plasma confinement time, as was suggested in
Refs. 13 and 14. Since diffusive radial transport decreases,
fewer plasma particles are expected to be lost due to colli-
sions with the containment walls, as well as related processes
of energy release.

Many dynamical aspects of nontwist maps are radically
different from the better-known twist maps, for which the
diffusion in action space is reasonably well understood. This
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justifies the present effort dedicated to understanding the
transport properties of nontwist maps, of which the SNM is
the paradigm due to its simplicity. Our goal in this paper is to
discuss the effect of stickiness and the role played by the
crossing of invariant manifolds on the transport properties of
the SNM.

Although far from the shearless curve stickiness, mani-
fold crossing, and the related transport may be considered
similar to what we observe in twist maps, for the SNM,
however, the presence of the shearless region changes dra-
matically the scenario due to arising of bifurcations which
substantially increase the stickiness in that region. This re-
flects in the transport phenomena in the shearless region, like
the escape times and transmissivity, which are different �by
orders of magnitude� from the rest of the phase space. In this
sense, the SNM is hence stickier than twist maps, which
causes the reported persistence of the partial transport barrier
for a large variation in control parameters.

This paper is organized as follows. In Sec. II we review
some facts about reconnection of separatrices and barrier de-
struction for the SNM. Section III deals with some transport
properties of the SNM. Section IV aims to interpret these
properties in terms of the invariant manifold structure near
the barrier. Our conclusions are left to Sec. V.

II. RECONNECTION AND BARRIER DESTRUCTION

As noted in Sec. I, the SNM plays a role for nontwist
systems similar to that played by the SM for twist
systems.5,6,23 However, proofs of many important results of
Hamiltonian nonlinear dynamics, such as the Kolmogorov–
Arnold–Moser �KAM� theorem, the Poincaré–Birkhoff theo-
rem, and Aubry–Mather theory, may require the twist
condition.2,25,26 Hence, many phenomena typical of twist
maps do not occur in nontwist maps, and new features may
also occur. As an example, for the SM the interaction be-
tween adjacent periodic islands produces the merging of their
chaotic separatrix layers and the chaoticization of a region
formerly comprising the islands. In the SNM, however, this
may not be true in the vicinity of the shearless curve �see, for

example, Ref. 23�. Adjacent orbits may actually suffer a re-
connection process and eventually coalesce into a different
structure without generating a large-scale chaotic region in
its place.

If the parameter a is small enough, then on each side of
the shearless curve there develops a chain of period-p is-
lands. The behavior is different according to the period p of
the orbit related with the island.23 If the orbits have even p,
then the orbits on each side of the shearless curve have the
same stability type, i.e., if one is a center �saddle� the other is
a also a center �saddle�. However, if p is odd, then the sta-
bility types are different on both sides of the shearless curve,
as exemplified by Fig. 1�a�, where there are two period-3
orbits, one on each side of the shearless curve that has dif-
ferent stability types. At x=−0.5, for example, the orbit be-
low the curve is a center, whereas it is a saddle above the
curve, and so on.

As the parameter a is changed, the two island chains
approach each other in such a way that the hyperbolic mani-
folds of the up and down orbits connect �not shown in Fig.
1�, eventually leaving each orbit with a homoclinic and a
heteroclinic manifold. In the region between the orbits, we
observe the formation of new periodic orbit invariant curves,
not predicted by KAM theory, since these orbits would not
exist if the perturbation were zero �Fig. 1�b��. Such non-
KAM tori, also called meanders, are not graphs over the
x-axis.23,27 Accordingly, we call the region occupied by the
collection of meanders the meandering region, which ap-
pears in the neighborhood of the shearless curve.

The meandering region has periodic orbits that suffer
reconnection, such that the same picture will appear locally
in many places. This second-order reconnection leads to
second-order meanders and so on. If the perturbation �repre-
sented here by the parameter a� is large enough, the mean-
dering region becomes increasingly dominated by chaotic
orbits, until a single meander survives. This last meander is a
transport barrier in the sense that orbits that originate from
points above �below� the barrier are kept above �below� the
barrier for all future times. We illustrate this point in Fig.

FIG. 1. Surfaces of section for the SNM for b=0.6 and �a� a=0.364; �b� a=0.354.
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2�a� by plotting such orbits in different colors. Observe that
there is no mixing of colors even for large times. A slight
increase in the perturbation will destroy the barrier, leading
to large scale diffusion in the y-direction �see Fig. 2�b��. In
the following, we will investigate the transport properties in
this direction after the barrier has been broken and investi-
gate the role played by the crossing of the invariant mani-
folds of periodic orbits embedded in the chaotic region.

III. DIFFUSION AND ESCAPE OF TRAJECTORIES

Unlike the SM, which is often assumed to be periodic in
both the x- and y-directions, the y-direction of the SNM is
unbounded and this excludes, for example, the presence of
accelerator modes that enhance the transport rates. Moreover,
the unboundedness of y leads to other differences between
the diffusion properties of the SM and the SNM. Orbits of
the SNM can diffuse to both plus and minus infinities. Be-
fore the barrier breakup an orbit that has an initial condition
above �below� the barrier will diffuse to plus �minus� infinity
�Fig. 2�a��. After the barrier destruction the asymptotic state
depends sensitively on the initial condition, and trajectories
may cross the barrier remnants and penetrate a formerly for-
bidden region of the phase space �Fig. 2�b��.

In order to investigate the dependence of the diffusion
properties on initial conditions and map parameters chosen
near the values for barrier destruction, we computed the es-
cape time of orbits by the following numerical experiment.
For given values of the parameters �a ,b� we tested a large
number of initial points NP=2�106 placed on a regularly
spaced grid in the square �−0.5,0.5�� �−0.9,0.9�. These in-
tervals were chosen to ensure a reasonable sampling of cha-
otic orbits with relevant islands located mainly near the bar-
rier remnants, as depicted in Fig. 2�b�, for instance. Each
initial condition was iterated until the corresponding orbit
crossed either one of two reference boundaries

�x ,y� �−0.5	xB	0.5 and yB= �2.0�. The values of �yB

were chosen rather arbitrarily and, since there are no islands
of noticeable size above them, we expect the results do not
depend in a significant way upon these values. The escape
time 
esc is the time it takes for an orbit to reach the boundary

lines, and it is generally different for different initial condi-
tions. Hence, we computed the average escape time 
̄esc. Fig-
ure 3�a� shows the average escape time as a sweeps an in-
terval of values immediately below and above the critical
value for barrier breakup. We observe a strong dependence
on a with peaks in the escape time after barrier breakup, such
as for a	0.8049 and 0.8063. This indicates the presence of
some kind of trapping mechanism that hinders diffusion.

Another numerical experiment was performed to inves-
tigate the diffusion across the barrier after its breakup. We
placed NP=4.5�106 initial conditions on the line

�x ,y� �−0.5	xB	0.5 and y=1.0� and iterated the resulting
orbit T=2.0�106 times. The transmissivity, defined as the
fraction of orbits that cross the transport barrier in this given
time, was calculated. The results �Fig. 3�b�� indicate that the
transmissivity becomes nonzero at aCR	0.8039, which is an
estimate of the a-parameter value for the barrier breakup.
Moreover, for a�aCR the transmissivity depends on a in a
nonmonotonic fashion, exhibiting an overall peak at
a	0.8055.

The fine details of the dependence of the escape time on
the initial conditions can be clarified by examination of Figs.
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FIG. 2. �Color online� Phase portraits of the SNM for b=0.6 and �a� a=0.8000 and �b� a=0.8063. The red �blue� points represent orbits whose initial
conditions were chosen above �below� the last meander, depicted as a black line in �a�.
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FIG. 3. �Color online� �a� Mean escape time and �b� transmissivity of the
SNM with b=0.6 and variable a. The blue dotted line indicates an a-value
of fast escape and large transmissivity, while the red dashed line indicates an
a-value with an effective barrier in that the escape time is long and the
transmissivity is low.
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4�a� and 4�b�, for which we chose two values of a: one that
corresponds to small escape time and large transmissivity
�blue dotted line in Fig. 3� and one that corresponds to large
escape time and small transmissivity �red dashed line in Fig.
3�. In both cases the barrier has been broken, but there re-
main island chains with centers belonging to upper and lower
period-11 orbits. Points inside these islands evidently do not
diffuse, but the orbits adjacent to them, although subject to
diffusion, spend more time lingering than most of the other
points. This can be seen in Fig. 4�d�, where we depict a
magnification of the vicinity of a selected island belonging to
the lower chain, in which a second-order “period-3 chain”
has been formed �actually with period 3�11�. For such
period-3 phenomena, it has been shown that generically there
exist shearless curves,28 and such shearless curves have been
found in perturbed magnetic configurations with nonmono-
tonic winding number profiles �see, for example, Ref. 29�.
On the other hand, Fig. 4�c�, which is a magnification of Fig.
4�a�, does not show such period-3 chain.

This strong dependence on initial conditions and associ-
ated lingering adjacent to island chains, also called sticki-
ness, has been extensively studied in twist systems �see, for
example, Ref. 30�. The chaotic orbit in the vicinity of the
period-3 chain spends a large amount of time encircling it,
shadowing in a sense the nearby periodic orbits. After expe-
riencing this trapping regime, the orbit is free to diffuse until
it approaches the vicinity of another periodic orbit where it
may become trapped again, and so on. When transport be-
haves like this, alternating between diffusive and trapped
motion, one expects the transport to be anomalous and more
aptly described by a Lévy flight30,31 scenario.

An illustration of stickiness is provided by Fig. 5�a�,
where we plot the phase portrait for a single initial condition
chosen in the vicinity of the same period-3 chain displayed
in Fig. 4�d�. The concentration of black points near the island
separatrix results from the lingering of the orbit in this re-
gion. This period of time can be determined by computing
the finite-time Lyapunov exponent for the respective orbit.

Finite-time Lyapunov exponents quantify local rates of
divergence or contraction of the phase space and have been
successfully used to describe stickiness in the SM.32 Let
M�x ,y� be the SNM given by Eqs. �9� and �10�, and n be a
positive integer, such that DMn�x0 ,y0� denotes the Jacobian
matrix of the n-times iterated map evaluated at the point
�x0 ,y0�. The eigenvalues of DMn�x0 ,y0� are �1�x0 ,y0 ,n�
��2�x0 ,y0 ,n�. The kth time-n Lyapunov exponent for a cha-
otic orbit originating at the point �x0 ,y0� is

�k�x0,y0,n� =
1

n
ln��DFn�x0,y0�uk��, k = 1,2, �12�

where uk is the eigenvector corresponding to the eigenvalue
�k. In Fig. 5�b� we follow the time evolution of the time-100
maximal Lyapunov exponent for the same initial condition
used to draw the phase portrait of Fig. 5�a�. The trapping
behavior of this orbit lasts for T	2�105 iterations, corre-
sponding to the small-amplitude fluctuations of �1�100� near
zero. Afterward, when the orbit is released and wanders
through the available chaotic region, these fluctuations in-
crease in amplitude by a factor of 10, with an average that is
asymptotically equal to the infinite-time Lyapunov exponent
of �0.07 of the corresponding chaotic orbit.

FIG. 4. �Color online� Escape time �in color scale� for different initial conditions for the SNM with b=0.6 and �a� a=0.805 52; �b� a=0.806 30, corresponding
to the blue dotted and the red dashed lines in Fig. 3, respectively. �c� Magnification of a region of �a� near a periodic orbit. �d� Magnification of a region of
�b� near a periodic orbit.
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The statistical distribution of dynamically relevant quan-
tities, such as exit times, return times, recurrences, etc., in the
presence of stickiness possesses power-law tails, a character-
istic feature of Lévy flights.30 We verified this by computing
numerical approximations of the probability distribution
function for the escape times P�
esc� obtained from a large
number of initial conditions. In Fig. 6 we show these distri-
butions for parameters corresponding to Figs. 4�a� and 4�b�.
When the parameter a is such that the average escape time is
small �blue dashed curve� the distribution can be fit to the
power-law P�
esc��
esc

−� with �=1.93. When the parameter a
corresponds to a large average escape time �red curve�, the
effect of stickiness is to add a power-law tail with an expo-
nent of �0.83.

Another quantitative characterization of stickiness was
obtained by choosing NI=5000 initial conditions uniformly
distributed within a small region at different locations adja-
cent to the period-3 chain belonging to the barrier remnant.
We chose a parameter value for which the escape time is
large, corresponding to the peak indicated by the red dashed
line in Fig. 3�a�. We iterated these initial conditions and, for
each discrete time n, we computed the fraction of the corre-
sponding orbits that cross the reference boundaries at


�x ,y� �−0.5	xB	0.5 and yB= �2.0�. Since all initial
conditions were chosen in the chaotic region, this fraction is
expected to vanish for large times, but stickiness can retard
this decay. In Fig. 7�a� the time evolution of this fraction is
followed for initial conditions chosen in the three distinct
rectangles indicated in Fig. 7�b�. These rectangles corre-
spond to regions increasingly further away from the imme-
diate vicinity of the period-3 chain and, accordingly, the frac-
tion decays with different rates for them. In other words, the
closer the initial conditions are to the period-3 chain bound-
ary, the slower is the decay of the fraction of remaining
trajectories caused by stickiness.

Stickiness makes diffusion anomalous in the sense that
the mean square deviation �in the y-direction� of orbits scales
with time as a power law, instead of being directly propor-
tional to n, as is the case for Gaussian �normal� diffusion

�2 = 2Dn�, �13�

where �	1 ��1� corresponds to subdiffusion �superdiffu-
sion� and �=1 corresponds to Gaussian diffusion. In Fig. 8
we plot the diffusion coefficient as a function of time, com-
puted from 5000 initial conditions chosen within the same
rectangular boxes depicted in Fig. 7�b�.

The orbits in box A, which is very close to the period-3
chain boundary, linger for a long time with a variance not
showing significant increase, a behavior corresponding to no
diffusion at all, which is indicative of stickiness. On the other
hand, as we move away from this boundary, this lingering
time decreases, and Gaussian diffusion sets in earlier, as ex-
pected for a region free of stickiness. For large times, the
diffusion coefficient thus approaches the quasilinear value3

DQL =
b2

4
=

�0.6�2

4
= 0.09, �14�

which is the same value as that for the SM, since the
y-dynamics is the same. Note that between these two regimes
of lingering and Gaussian diffusion the transport is superdif-
fusive; this is a consequence of fast channel escape, which
will be discussed in the next section.
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FIG. 5. �a� Phase portrait of a single chaotic orbit in the vicinity of the period-3 chain depicted in Fig. 4�d�. �b� Time evolution of the time-100 maximal
Lyapunov exponent for this chaotic orbit.

10
2

10
3

10
4

10
5

10
6

τ esc

10
-10

10
-8

10
-6

10
-4

10
-2

P
(τ

es
c

)

a=0.80552
a=0.80630
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IV. INVARIANT MANIFOLDS AND ESCAPE
CHANNELS

From Sec. III, it is clear that remnants of barrier break-
down and associated stickiness are intimately associated with
the nonuniform transport of chaotic orbits in the SNM. In
fact, the basic mechanism for chaos arises from the crossing
of stable and unstable manifolds of hyperbolic orbits and the
horseshoe map structure �see, for example, Ref. 33� that re-
sults. Therefore, it is not surprising that alteration in this
manifold structure has been associated with enhanced trans-
port both in twist and nontwist maps.21,34,35 A mechanism for
such enhanced transport is described here.

Figure 9 shows, using different colors, the stable and
unstable invariant manifolds of two hyperbolic orbits embed-
ded in the chaotic regions of the upper and lower chains
forming the transport barrier remnants described in Sec. III.
Yellow and blue curves represent the stable and unstable
manifolds of the upper �outer relative to a period-3 chain
element� hyperbolic orbit, respectively, while green and red

1e+00 1e+02 1e+04 1e+06
time

0.01

0.10

1.00

R
em

ai
ni

ng
fr

ac
tio

n

A
B
C

0.026 0.028 0.03 0.032
x

-0.08

-0.07

-0.06

-0.05

-0.04

-0.03

y

A

B

C

(a) (b)

FIG. 7. �Color online� �a� Fraction of remaining trajectories for the SNM with b=0.6, a=0.806 30 and initial conditions chosen within the rectangles indicated
in �b�.

FIG. 8. �Color online� Diffusion coefficient as a function of time for initial
conditions chosen within the same rectangular boxes depicted in Fig. 7�b�.

FIG. 9. �Color online� Stable and unstable manifolds of hyperbolic points within a chaotic region of the SNM with b=0.6 and �a� a=0.805 52;
�b� a=0.806 30, corresponding to the blue dotted and the red dashed lines of Fig. 3, respectively.
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are those for the lower hyperbolic orbit. The unstable mani-
folds in both cases are homoclinic to the hyperbolic orbits,
respectively. Figures 9�a� and 9�b� were drawn for values of
a corresponding to the blue dotted and the red dashed lines
of Fig. 3, respectively. The manifold branches were numeri-
cally obtained by selecting a set of initial conditions that
accumulated on the stable manifold.36 This method has been
called the “sprinkler method.” One of its advantages is that
we do not need to specify the exact position of the hyper-
bolic orbits from which the invariant manifolds emanate.

In both cases the manifold branches intersect trans-
versely forming a complex structure. The striations displayed
by the manifold branches are closely related with escape
channels that are revealed by a closer look at Fig. 4. The
deep blue regions there, indicating moderately small escape
times, are intermixed with the light blue regions indicating
very small escape times. The deep and light blue regions
form incursive fingers that act as escape channels, through
which chaotic orbits diffuse in the y-direction.37

The mechanism underlying the escape channel formation
is schematically illustrated in Fig. 10 of Ref. 37. Let P be a
hyperbolic point embedded in the chaotic region with its
stable and unstable subspaces denoted by Es�P� and Eu�P�,
respectively. The eigenvalues of the tangent map DF corre-
sponding to Es�P� and Eu�P� are real and have moduli
greater than and less than unity, respectively, with their prod-
uct being equal to unity. These subspaces are tangent to the
stable Ws�P� and unstable Wu�P� manifolds at P. Let A be a
set of initial conditions whose boundary, a partitioning line,
is an invariant manifold lobe that crosses the stable manifold
of P. The forward images of this region under the SNM,
Fm�A�, m=1,2 ,3 , . . ., also cross the stable manifold as de-
picted in the figure. These forward images approach the hy-
perbolic point P yielding fingerlike regions that shrink along
the direction of the stable manifold Ws�P�, with a rate equal
to the corresponding eigenvalue of the tangent map in P.
Since the map is area preserving, these fingerlike regions
will also elongate along the direction of the unstable mani-
fold Wu�P�. As time goes to infinity, the fingers tend to ac-
cumulate on the unstable manifold forming long winding
spaghettilike striations. This is a rough description of the

basic horseshoe map mechanism of Hamiltonian chaos.
Stickiness is explained by the high concentration of manifold
striations in the immediate vicinity of an island boundary, as
can be observed in Figs. 9�a� and 9�b�, which is a magnifi-
cation of the period-3 chain near the outermost closed torus
of the island remnants after the barrier breakdown.

The nonuniformity in the invariant manifold concentra-
tion also explains the different transmissivities observed in
Figs. 9�a� and 9�b�. The case of high transmissivity �Fig.
9�a�� displays many crossings between manifold branches
associated with hyperbolic points both above and below the
barrier remnant. For the up hyperbolic orbit we have the
conventional intracrossing and associated homoclinic tangle
of the yellow and the blue invariant manifolds, while for the
down we have the intracrossing of the red and green. How-
ever, we also see intercrossings between stable and unstable
manifolds of the up and down orbits, giving rise to a hetero-
clinic tangle between the up and down hyperbolic orbits. For
example, careful examination of the figure shows that the up
yellow stable manifold crosses the down red unstable mani-
fold �as well as the up blue unstable manifold�. Thus, there
are crossing points of both homoclinic and heteroclinic
types, i.e., under iteration there are points that remain on
each of the invariant stable manifolds and attract to the up
and down hyperbolic points. Since sets of initial conditions
tend to accumulate along the manifold thread obtained from
such crossings, because of these dominant crossings we ex-
pect orbits to escape more rapidly across the barrier remnant.
In terms of Fig. 9�a� we see that for most orbits starting in
region 1, forward images are first mapped into region 2 and
later into region 4. Only relatively few orbits starting from 1
go to region 3.

For the small transmissivity case �Fig. 9�b��, we observe
again dominant intracrossings above and below the barrier
remnant, but the intercrossings are not evident. Yellow and
blue are seen to cross, and red and green are seen to cross,
but unlike in Fig. 9�a� crossings of red with yellow, for e.g.,
are not seen. In terms of Fig. 9�b� most orbits starting in 1
have forward images mapped into region 2 and later into 3.
Comparatively few orbits starting from 1 go to region 4. In
this case the transmissivity is comparatively low and the bar-
rier remnant acts as an effective barrier if the characteristic
time it takes for a typical orbit to cross the barrier is much
greater than the time scale of interest �such as the duration of
an experiment�.

This difference between the transmissivities in Figs. 9�a�
and 9�b� is schematically depicted in Fig. 11. When the bar-
rier transmissivity is high, the dominant invariant manifolds
have intercrossings �with up labeled by A and down by B in
Fig. 11�a��. If the transmissivity is low, the intracrossings of
invariant manifolds dominate �Fig. 11�b��. Such a scenario
could be understood in terms of a general description of
transport in Hamiltonian systems in the context of iterations
of area-preserving maps. Invariant tori are barriers to the
transport but, even when these barriers are absent, there may
exist partial barriers constituted by cantori or remnant invari-
ant Cantor sets. The transport through cantori can be ex-
plained in terms of turnstiles, which describe the natural
transport through gaps between cantori,38 but a detailed

saddle fixed point

unstable manifold

stable manifold

partitioning
line

forward images

(a)

hyperbolic fixed point

FIG. 10. Schematic of the formation of escape channels.

043108-8 Szezech, Jr., et al. Chaos 19, 043108 �2009�

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  128.83.205.78 On: Fri, 06

May 2016 17:18:29



analysis of this for nontwist systems remains to be done. In
the case schematically depicted in Figs. 11�a� and 11�b� we
have turnstiles associated with the different kinds of cross-
ings, respectively, where the invariant manifolds can be used
to define curves connecting the edges of cantori.

V. CONCLUSIONS

In this work we considered the SNM, a prototype of
nontwist system with nonmonotonic shear. A common trait
of such systems is the presence of a shearless curve, which
constitutes a transport barrier persisting for a wide range of
parameter values. Even after the barrier breakdown, the re-
gion of the shearless curve continues to reduce transport
since the barrier remnants manage to partially trap orbits.
Thus, there is an effective barrier if the average trapping time
is comparable to the characteristic time scale of interest.

We presented some numerical diagnostics that indicate
this trapping effect after the transport barrier is broken. Two
of them, the average barrier escape time and the barrier
transmissivity, were computed over a parameter range, show-
ing sensitive parameter dependence. Our results can be inter-
preted using two factors characterizing chaotic orbits in the
transport barrier. One factor is the stickiness that traps orbits
in the vicinity of periodic islands. For determined parameter
values, there is an increase in the trapping time, which is
explained by the creation of periodic island subchains of
period-3. Thus the evidence presented, and our suggestion
that nontwist originates stickiness, is consistent with the fact
that generic tripling bifurcations28 give rise to nontwist be-
havior.

Another factor influencing the barrier transmissivity is
the qualitative change in the nature of the dominant manifold
crossings. Since there are two remnant island chains after the
transport barrier breakdown, the manifold crossings may be
dominated by inter- or intratype. In the former case the bar-
rier transmissivity is higher and the barrier average escape
time is lower, while in the latter case the transmissivity is
smaller and the average escape time is larger.
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