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Interactions between proteins and small molecules dictate an overwhelmingly large 

number of biological processes, yet our knowledge of the effects of ligand structural 

changes on the thermodynamics of these interactions is fundamentally lacking. In an effort 

to expand our understanding of protein-ligand thermodynamics, the binding profiles of a 

series of linear tripeptide HCV NS3 protease inhibitors were analyzed by ITC. Substituents 

on the P2 proline residue were examined individually, and important trends were 

elucidated. The addition of a phenyl group to the 2-position of the heteroaryl subunit of the 

P2 residue resulted in more favorable binding entropy, which is possibly due to the 

desolvation of nonpolar surface area. Quinolines without a 2-phenyl substituent were found 

to bind in an alternate conformation with thermodynamic profiles that were dominated by 

favorable binding enthalpies rather than entropies. This could possibly be due to a 

favorable hydrogen bonding interaction between the quinoline nitrogen and Asp81 of the 

catalytic triad. 

A series of analogs were prepared to examine the effect of incrementally increasing 

steric bulk at the P3 side chain of HCV NS3 inhibitors in order to preorganize the ligand 
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into the extended conformation. As steric bulk was increased, the binding affinities 

improved in turn, notably due to increasingly favorable binding enthalpies along with small 

gains in entropy. This could possibly attributed to a combination of factors including the 

entropic benefit derived from preorganization and an enthalpy-driven hydrophobic effect. 

Several concise synthetic routes were designed toward the total synthesis of the 

pentacyclic indole alkaloid (±)-arboridinine. A novel Diels-Alder cycloaddition of an 

indole-3-glyoxamide with a diene to form a key tricyclic intermediate was attempted, but 

no reaction was observed under a variety of conditions. A second-generation attempt 

featured attempts at a challenging cascade reaction involving a conjugate addition of an 

indole-3-glyoxamide into an enone and subsequent attack of an enolate into the 

intermediate 3,3-disubstituted indolenine. The conjugate addition was successful, 

providing the first example of indole-3-glyoxamides as substrates for conjugate additions 

into enones. The resulting indolenine was found to be unreactive under acidic conditions 

and underwent a retro-Michael reaction to return the indole-3-glyoxamide under basic 

conditions. 
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Chapter 1. Protein-Ligand Interactions 

1.1 INTRODUCTION 

Proteins play a critical role in nearly every biological process. Interactions between 

proteins and the small molecules that bind to them elicit biological responses ranging from 

modulation of chemical reactivity and intracellular transport to cell signaling and initiation 

of apoptosis. The ability to design small molecules that bind to targeted proteins with a 

high degree of both affinity and specificity is paramount to the development of efficacious 

drugs. Therefore, it follows that a thorough understanding of the relationship between 

structure and energetics of protein-ligand binding is key to rational drug design.  

Owing to the limited understanding of the binding phenomena, current methods in 

drug design are carried out via high-throughput screening (HTS) methods and generation 

of massive libraries of derivatives.1 These methods, while valuable for identifying hits and 

providing primitive structure-activity data, are time-consuming, costly, and inefficient. In 

addition, the mechanisms of action for these hit compounds are not known from HTS. The 

advent of virtual screening techniques and computer-aided drug design (CADD) have 

opened the door to faster and more efficient assays of vast commercial libraries of drug-

like compounds. 2,3 Although this methodology is appealing due to its faster turnaround 

and lower synthesis load, computerized programs only work well when parametrized 

training sets are available, and no single program is successful across all systems.4 CADD 

and other modern drug discovery assays do not provide information about the nuanced 

energetics of the binding event, namely changes in binding enthalpy (DH°) and entropy 

(DS°), and thus only superficial information pertaining to the binding affinity is available 

in the form of association constants (Ka), inhibition constants (Ki), and IC50 values (IC50 is 
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defined as the concentration of substrate needed to inhibit a certain biological process by 

50 percent).  

Few studies exist that seek to understand how incremental changes in ligand 

structure impact the energetics of binding to a biological receptor. 5-17 It is our view that 

systematic evaluations of the energetics of protein-ligand interactions as a function of 

specific changes in ligand structure will help uncover useful trends for optimization of 

binding affinity across a variety of proteins. A set of universally applicable guidelines for 

how specific changes in ligand structure affect the resulting binding affinity to a protein 

would greatly aid in improving the utility and reliability of CADD and remains a holy grail 

of rational drug design. This chapter will survey the fundamentals of protein-ligand 

interactions as well as outline successes and shortcomings of common strategies for ligand 

structural modification to improve protein-ligand binding. 

1.2 THE ENERGETICS OF PROTEIN-LIGAND BINDING 

Prior to the binding event, both the protein and ligand are solvated independently. 

Upon complexation, the solvent reorganizes around the complex and some water molecules 

are displaced into the bulk solvent (Figure 1.1).  

 

 

 

Figure 1.1: Cartoon representation of a protein-ligand binding event. 

+ +
Ka

Kd

P L P•L
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The protein-ligand binding event may be represented as an equilibrium between the 

free binding partners and the bound complex, 

 

P + L ⇌ P · L 

 

where P represents the free protein, L is the ligand, and P·L is the bound protein-ligand 

complex. The association (Ka) and dissociation (Kd) constants are the corresponding 

thermodynamic equilibrium constants for the forward and reverse processes, respectively, 

and are related to the concentrations at equilibrium through equation 1.2.  

 

Ka=	Kd-1=	
[P∙L]
P [L] 

 

 The larger the value for Ka, the stronger are the binding interactions between the 

protein and the ligand. Ka is mathematically related to the change in Gibbs free energy of 

binding (DG°) at equilibrium as shown in equation 1.3,  

 

∆G°obs= –RTln(Ka) 

 

where R is the universal gas constant (1.987 cal mol-1K-1) and T is the temperature in 

Kelvin. Negative values for DG°obs are associated with favorable thermodynamic 

interactions. The Gibbs free energy of binding is a measurement of the difference in free 

energy between the bound and unbound states of the protein and ligand. The intrinsic 

standard free energy change between these two states is denoted as DG°i; however, this is 

not measured in practice. Experimental data yields DG°obs, which takes into account not 

(1.1) 

(1.3) 

(1.2) 
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only differences in energy due to the binding event, but also changes in free energy due to 

differences in solvation states between the free binding partners P and L (DG°su) and the 

protein-ligand complex P·L (DG°sb), as shown by the Born-Haber cycle (Figure 1.2). 

Although it is impossible to determine DG°i for the binding process, determination of the 

individual components that make up DG°obs can provide valuable information about the 

nature of the interactions involved in the binding event. 

 

 

Figure 1.2: Born-Haber Cycle for protein-ligand interactions.18 

∆G°obs= ∆G°i + ∆G°sb − ∆G°su  

 

The Gibbs free energy of binding is related to the enthalpy (DH°) and entropy (DS°) 

of binding through the standard Gibbs free energy equation (Equation 1.5).  

 

∆G°obs= ∆H°obs − T∆S°obs 

 

P + L P•L

P(H2O)n +
L(H2O)k +

(H2O)b

P•L(H2O)p + 
(H2O)b+n+k-p

ΔG° su ΔG°b

ΔG° i

ΔG° obs

(1.4) 

(1.5) 
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In theory, optimization of one or both of these terms would lead to a more favorable 

DG°obs, and thus Ka, although in practice this is quite difficult because it is often observed 

that efforts to optimize one thermodynamic term are countered by penalties to the other 

term. Such penalties in some cases completely offset any energetic gains. Optimization of 

specific non-covalent interactions between the protein and a ligand (in order to maximize 

binding enthalpy) requires assumption of even more highly ordered conformations in 

complexes, which can result in a less favorable entropy of binding. Modifications made to 

optimize binding entropy, which will be discussed later this this chapter, can disrupt key 

interactions with the protein, resulting in diminished binding enthalpy. This poorly 

understood phenomenon is known as “enthalpy-entropy” compensation is the topic of 

much debate. 19-23 

Compounds that bind to a protein with identical values for DG°obs will have the same 

binding affinity. However, the individual enthalpic and entropic terms that make up the 

total binding energy arise from very different types of interactions with the protein and 

with the solvent. Thus, it is of paramount importance to evaluate and understand in order 

to make informed decisions about how to make changes in ligand structures for the 

purposes of maximizing binding affinity.  

1.3 METHODS FOR THERMODYNAMIC EVALUATION OF PROTEIN-LIGAND 
INTERACTIONS 

In order to attain a thorough understanding of the protein-ligand binding event, both 

the structural and corresponding energetic effects must be considered. X-ray 

crystallography and nuclear magnetic resonance (NMR) are the most commonly used 

techniques to study the structures of protein-ligand complexes. X-ray crystallography 

provides high-resolution maps detailing the orientation and positioning of both the ligand 

and receptor as well as ordered water molecules involved in hydrogen bonding systems. 
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This can provide crucial information pertaining to bond angles and interatomic distances 

that can help shed light on key interactions at the active site. However, crystal structures 

are static snapshots and protein-ligand binding is a dynamic event. Flexibilities in ligand 

and protein positioning are not readily observable in the crystal structure and thus the 

limited information about the range of available interatomic angles and distances may not 

be indicative of all of the interactions that are taking place. In addition, only ordered water 

molecules are visible in the crystal structure, and the invisibility of disordered water means 

that changes in solvation between the bound and unbound structures cannot be observed 

by x-ray structures.6 This technique also falls short in the case of systems that are difficult 

to crystallize. NMR is a valuable tool for understanding changes in the dynamics and 

flexibility of the protein-ligand system. NMR gives valuable data about changes in protein 

conformational flexibility through the measurement of changes in order parameters. 24,25 

Changes in chemical shifts can also provide qualitative insight in regards to hydrogen 

bonding strength, as stronger hydrogen bonds result in greater deshielding and thus more 

drastic downfield chemical shifts. 26-28  

No single technique exists that can measure all aspects of binding in its entirety, 

and thus energetic and structural techniques are often used complementarily to characterize 

the global binding event. Techniques such as UV-vis, fluorescence, and surface plasmon 

resonance (SPR) are widely employed in modern medicinal chemistry to evaluate binding 

affinities and obtain important kinetic data. However, these methods measure protein-

ligand binding purely in terms of total binding affinity rather than via determination of the 

individual thermodynamic components. These affinities are often expressed in terms of Kd, 

Ki, or IC50. These values are related through a modified Cheng-Prusoff equation29 (Equation 

1.6): 
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Ki = 
IC50

1+ C
𝐾2

           Kd = 
C

IC50
K i –  1

 

 

where C is the concentration of the inhibitor. Ki will be approximately equal to the IC50 

when either the inhibitor concentration is small or Kd is very large.29 However, this equation 

was intended for use in studies on competitive inhibition of enzymatic reactions that 

operate under Michaelis-Menten kinetics, and the concentration is meant to be the free 

concentration of inhibitor rather than total concentration.30 Corrections have been made to 

the equation in an attempt to account for this fact.30  Even with these corrections, this type 

of analysis only provides information on whether one inhibitor binds more strongly than 

another; it says nothing of the nature of the binding event and provides minimal guidance 

for how modifications made to ligand structure might enhance or hinder binding affinity. 

Thus, further detailed evaluation of the thermodynamics of protein-ligand interactions is 

necessary.  

Classical approaches for determining DH° and DS°  relied on van’t Hoff analysis. 

Substitution of Equation 1.3 into 1.5 yields Equation 1.7, which can then be rearranged to 

Equation 1.8. 

 

–RTln(Ka)	= ∆H°obs	– T∆S°obs 

 

ln(Ka)	= –
∆H°obs

RT 	+ 
∆S°obs

R  

 

 A plot of ln(Ka) versus 1/T should result in a straight line if DCp is zero for the 

process in question. The value of the slope for this plot would provide DH° for the reaction, 

(1.6) 

(1.7) 

(1.8) 
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and the y-intercept would provide the value for DS°. Since DCp is not equal to zero in 

protein-ligand systems, this analysis becomes much more complicated. Van’t Hoff analysis 

requires measurement of Ka at multiple temperatures, which can cause significant error in 

measurement of  DH°.31,32 Large amounts of protein are required to make the multitude of 

measurements needed, and the elevated temperatures required for this technique can also 

result in denaturation of sensitive proteins. 

Isothermal titration calorimetry (ITC) stands as one of the most efficient methods 

for acquisition of energetic binding data pertaining to a binding event, generating all 

relevant thermodynamic parameters in a single experiment.33 In a typical ITC experiment, 

a solution of one binding partner is placed in a sample cell that is thermocoupled to a 

reference cell containing solvent. A solution of the other binding partner is incrementally 

titrated into the sample cell, which will cause the temperature of the sample cell to either 

increase (for an exothermic process) or decrease (for an endothermic process). The power 

required to maintain an isotherm between the sample cell and the reference cell is 

measured. These data points are then integrated and modeled to a best-fit curve using the 

Wiseman isotherm (Equation 1.9): 33,34 

 
dQ

d X t
		=		∆H°V0

1
2
	+	

1	–	Xr	–	r
2 1	+	Xr	+	r 2–	4Xr

1 2  

 
where dQ

d X t
 is the change in heat of the system with respect to moles of ligand added per 

injection, Xr is the mole ratio of the ligand to protein	 L t
P t

, and 

 
1
r

 = c = Ka P t 

 

(1.9) 

(1.10) 
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This unitless parameter c is commonly known as the Wiseman coefficient.33 From 

the binding isotherm, Ka and DH° can be determined directly (Figure 1.3). Mathematical 

manipulations as shown in equations 1.3 and 1.5 can be used to generate DG° and DS° for 

the biomolecular association. In addition to the standard thermodynamic parameters, 

measuring DH° as a function of temperature can be used to determine DCp (see section 

1.5.2) of the system.33 

 

 

Figure 1.3: A sample ITC experiment and graphical representation of key parameters Ka 
and DH°.35,36  
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Figure 3 A sample ITC grapha and graphical representation of Ka and ∆H° 

 
a Adapted with permission from J. E. DeLorbe Dissertation, The University of Texas at Austin, 2010. 

 

1.4 ENTHALPY–ENTROPY COMPENSATION AND SOLVENT REORGANIZATION 

The ability to accurately predict how a small structural change within a molecule 

will affect the enthalpy and the entropy of binding to a protein is quite difficult. For 

example, if a change is made to enhance the enthalpy of binding, then the entropic term 

will tend to become more unfavorable due to the increased organization associated with 

optimizing the enthalpic interactions. Alternatively, if changes were made to enhance the 

entropy of binding by removing constraints or steric bulk and creating more disorder to the 
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The Wiseman coefficient is important because it affects the shape of the resulting 

titration curves34,37 (Figure 1.4) and the accuracy of the values obtained for Ka and DH°.34,38-

40 At very low c values (c < 10), the curve is ill-defined, and it is difficult to obtain accurate 

data for DH° because there is no clear distinction of the saturation point. As the c value 

increases, the curves become more sigmoidal. However, once c exceeds 1000 and increases 

further, the titration curve becomes a stepwise function, and the lack of data points near 

the inflection point results in an isotherm that can be assigned an infinite number of values 

for Ka. The optimal window for c to obtain reliable data has been reported to be between 

10 and 500.34 

 

 

Figure 1.4: Graphical representation of ITC isotherms at different c values.34 

ITC functions over a wide range of systems from millimolar (Ka = 103 M-1) to 

nanomolar affinity (Ka = 109 M-1). The major drawback to ITC analysis is that the 

concentrations of both solutions must be known with great certainty. A report by Turnbull 

and Daranas showed that in the course of titration experiments between 18-crown-6 and 
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Ba+2 ions, varying the ligand concentration by ±15% had little effect on the calculated value 

for DG°, but gave rise to variations in DH° by as much as ± 1.5 kcal mol-1 (± 20%).34 

 The increasing popularity of ITC as a technique for studying the energetics of 

protein-ligand binding interactions in detail has resulted in valuable information about the 

nature of protein-ligand interactions. However, these strategies for improving binding 

affinity are not always simple and straightforward. The remainder of this chapter is 

dedicated to the factors influencing both binding enthalpy and entropy, as well as successes 

and shortfalls of common strategies for optimization. 

1.4 ENTHALPIC CONTRIBUTIONS TO PROTEIN-LIGAND BINDING 

The energetic difference between the non-covalent interactions that result from 

binding and those that occur between the unbound structures and the solvent determine 

both the sign and magnitude of DH°.41 Non-covalent interactions are typically weak but 

numerous, exhibiting a strong additive effect on the total binding energy. The most 

common non-covalent interactions observed in protein-ligand systems are electrostatic 

(charge-charge) interactions, hydrogen bonds, and van der Waals interactions. 

Charge-charge interactions, more commonly known as “salt bridges”, are the 

strongest noncovalent effects observed in biological systems. The high dielectric constant 

of water weakens the interaction between separated charges and thus salt bridges buried 

from solvent tend to be much stronger.42 Charge-charge interactions are optimal at 

approximately 2.8 Å apart and can contribute anywhere from 3 to 12 kcal mol-1 in energy.43 

Hydrogen bonding results from electrostatic attraction between a hydrogen atom 

covalently bound to an electronegative atom (the “hydrogen bond donor”) and a 

neighboring electronegative atom containing a free lone pair, (the “hydrogen bond 

acceptor”). Hydrogen bonds can be either intramolecular or intermolecular and vary in 
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strength depending on distance and angle between the donor and acceptor with the majority 

of hydrogen bonds in proteins occurring at a  distance generally around 2.8-3.7 Å and 

angles between 30° and 180°.43 Hydrogen bonds are considerably higher in energy than 

many other non-covalent interactions in biological systems and are valued anywhere from 

0.5-2 kcal mol-1 in energy.43  

Van der Waals interactions (sometimes referred to as dispersive interactions or 

hydrophobic interactions) are considered the weakest non-covalent interactions. Since the 

distribution of electron density across a molecule is continually fluctuating, two molecules 

in close proximity can synchronize movement of charge in order to instantaneously 

generate dipoles, resulting in a transient attractive force between them. The energy of this 

attraction is related to the inverse sixth power of the distance between the molecules (1/r6), 

and so these interactions are only significant at very close range.43 These forces are 

estimated to contribute no more than 1 kcal mol-1 in energy per non-hydrogen atom;44 

however, additive effects across large amounts of surface area can contribute significant 

energy to the overall binding event.43 

Although optimization of DH° carries the potential to greatly enhance binding 

affinity through the strength of polar interactions, this is difficult to accomplish in practice 

because hydrogen bonds are distance and angle dependent, and the polarity and high 

dielectric constant of the surrounding water makes desolvation of polar surface area 

extremely unfavorable relative to nonpolar groups (Table 1.1).45 46 Because interactions 

between polar groups and the solvent are so strong, these groups are often added to improve 

the solubility of extremely hydrophobic compounds.46 
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Table 1.1. Desolvation enthalpies of various structural subunits at 25 °C.46 

 

 

In his work optimizing the affinity of plasmepsin II inhibitors for the purpose of 

generating new anti-malarial drugs, Freire noted that as the binding affinity improved, the 

range of observed binding enthalpies and entropies for the compounds narrowed. At 

maximum affinity, the binding enthalpy was –4.5 kcal mol-1 and the binding entropy was 

–8.8 kcal mol-1. He notes that compounds that have the same binding affinity can achieve 

this in very different ways from a thermodynamic perspective. Even compounds with the 

same number of polar groups do not necessarily bind with the same enthalpy. The quality, 

rather than quantity, of the interactions is of greatest importance to binding enthalpy, and 

these interactions have a ceiling when it comes to optimization. This phenomenon was 

elegantly coined the “optimization funnel” (Figure 1.5).46 He argues that all initial 

screening hits should undergo thermodynamic evaluation because at lower binding affinity 

an infinite number of possible enthalpy/entropy combinations exist. Those with 

intrinsically large values for DH° should be chosen as ideal candidates for further 

optimization because those key interactions with the protein are already established, and 

binding entropy (DS°) is considered more straightforward (at least in theory) optimize. 45,46 

Group ∆H°
(kcal•mol-1)

-NH2 7.9

-NH 9.4

-N 9.3

-NO2 4.7

-O 5.2

-OH 8.7

-SO 12.7

-CO 5.5

-CO2 5.4

-CO2H 8.4

-CH3 0.57

-CH2 0.77

-CH 0.73

-CHaromatic 0.7

-C 1.1

Group ∆H°
(kcal•mol-1)

Group ∆H°
(kcal•mol-1)
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Figure 1.5. “Optimization funnel” of Freire’s plasmepsin II inhibitors. Enthalpic 
contribution to DG°obs versus log (Ka).46 

1.5 ENTROPIC CONTRIBUTIONS TO PROTEIN-LIGAND BINDING 

The entropic (DS°) term measures the changes in rotational, translational, and 

conformational degrees of freedom as well as the ordering of water molecules between the 

bound and unbound states of the protein-ligand system.41 In the uncomplexed solution 

state, both the protein and ligand are flexible resulting in a high degree of conformational 

entropy. However, the entropy of the solvent must consequently decrease as solvation of 

the hydrophobic surfaces of the protein and the ligand requires water molecules to assume 

more ordered structures (see section 1.5.2). Upon binding, these entropy terms switch 

signs. In order to assume the complementary shape necessary to facilitate polar interactions 

and hydrogen bonds with the protein, a ligand will often assume a bound conformation that 

is higher in energy than the solution-state conformation. This loss of freedom translates 

into an unfavorable change in conformational entropy; however, some of the ordered water 

molecules will be displaced from the surfaces of the protein and ligand upon binding and 

returned to the bulk solvent, and this desolvation process is entropically favorable. Binding 

entropy can theoretically be optimized by either minimization of the unfavorable changes 

in entropy due to conformational changes or maximization of the favorable entropy that 

traditional precepts, affinity is achieved through hydrophobicity, and
selectivity is achieved through shape complementarity.

There is a limit, however, to the hydrophobic character that can be
imparted to a compound before it becomes completely insoluble
and useless as a drug molecule. At some point in the optimization
process, it becomes necessary to introduce favorable enthalpic
interactions if the goal is to achieve nanomolar or sub-nanomolar
affinities. The exact threshold depends on the characteristics of the
target site. Compounds that exhibit extremely high affinity have
been shown to display both favorable entropic and enthalpic inter-
actions (3–5). Despite the limits to affinity, a compound that derives
selectivity primarily from shape complementarity is prone to lose
some when confronted with homologous enzymes with structurally
similar binding pockets.

Even though enthalpic interactions are required for extremely high
affinity and improved selectivity, the optimization of the binding
enthalpy has been notoriously more difficult than the optimization
of the binding entropy, the reason being that the enthalpy of desol-
vation of polar groups is very large and unfavorable, as shown in
Table 1. Polar groups carry a desolvation penalty about one order
of magnitude larger than non-polar groups. A polar group needs to
establish a very good interaction with the target in order to com-
pensate for the desolvation penalty and make a favorable contribu-
tion. For this reason, they are often engineered as solubilizers of
otherwise extremely hydrophobic compounds rather than major con-
tributors to affinity.

As the major contributors to the binding enthalpy are polar groups,
a common misconception is that enthalpically driven compounds
must be highly polar and that consequently their bioavailability will
be compromised. In fact, what is often observed experimentally is
that compounds with the same number of polar groups have vastly
different binding enthalpies. For example, among the HIV-1 protease
inhibitors, saquinavir and TMC-126 have exactly the same number
of polar groups; however, saquinavir binds to the protease with an
unfavorable enthalpy of 1.5 kcal/mol, whereas TMC-126 does so
with a very favorable binding enthalpy of )12 kcal/mol. To generate
a favorable binding enthalpy, it is not the number of polar groups
that matters but the quality of their interactions with the target. It
is better to have few groups that establish strong interactions than
a large number of groups mostly paying the desolvation penalty. In
fact, it has been shown that there is no correlation between the
enthalpic character of a compound and the Lipinski rules of five (4).

Fortunately, the situation is changing on two fronts. Experimentally,
ITC permits monitoring of the enthalpy and entropy changes
throughout the optimization process and therefore a direct evalua-
tion of the thermodynamic consequences of introducing different
functionalities at specific sites. At the computational level, the suc-
cess of the initial work dealing with the derivation of empirical cor-
relations between binding enthalpy and structural parameters (6)
has led to new ways of predicting enthalpy from structure and of
predicting the enthalpic effects expected from the introduction of
different functionalities into a given scaffold.

The optimization funnel

One of the ongoing projects in this laboratory is the development
of plasmepsin inhibitors as new anti-malarial drugs (7). Starting
with the allophenylnorstatine scaffold that mimics the main clea-
vage site in the hemoglobin molecule of infected victims, we have
been able to generate high affinity inhibitors with Ki's in the high
picomolar range (7, 8). The evolution of the potency of these com-
pounds reflects the situation encountered in most drug discovery
laboratories when a given chemical scaffold begins to be optimized.
Starting with hits characterized by Ki's in the micromolar range, the
goal is to increase potency by three to five orders of magnitude,
i.e. an increase in the Gibbs energy of binding of 4–7 kcal/mol.
How can this be achieved? How do the individual components of
the Gibbs energy advance?

Figure 1 shows the evolution of the contribution of the enthalpy
change to the total Gibbs energy of binding as the affinity of the
compounds to plasmepsin II is optimized from the micromolar to
the high picomolar level. It is immediately apparent that low affinity
compounds can exhibit a wide range of enthalpy/entropy combina-
tions. In other words, low affinity can be generated by essentially
any combination of hydrophobic and polar interactions. As the affin-
ity increases, the range of enthalpy/entropy combinations narrows

Table 1: Desolvation enthalpy of different chemical functionalities at
25 !C.

Group
DH
(kcal/mol) Group

DH
(kcal/mol) Group

DH
(kcal/mol)

NH2 7.9 OH 8.7 CH3 0.57
NH 9.4 SO 12.7 CH2 0.77
N 9.3 CO 5.5 CH 0.73
NO2 4.7 COO 5.4 CHaromatic 0.7
O 5.2 COOH 8.4 C 1.1

Values have been taken from Cabani et al. (9) and represent values from
water to the gas phase.

Figure 1: Enthalpic contribution to the Gibbs energy
of binding (DH/DG) versus the logarithm of the binding
affinity (Log Ka) for 71 allophenylnorstatine inhibitors
of plasmepsin II. All thermodynamic parameters were determined
under identical conditions (10 mM formate buffer, pH 4.0, 2% DMSO, at
25 !C).

Overcoming Roadblocks in Lead Optimization

Chem Biol Drug Des 2006; 67: 2–4 3
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accompanies desolvation of the ligand. Both of these strategies for ligand optimization with 

be discussed in detail in the following sections. 

1.5.1 Entropic Effects Associated with Conformational Changes 

Some of the translational and rotational degrees of freedom available to the free 

ligand in solution will typically be lost upon binding, resulting an unfavorable entropy 

term. The exact degree to which this loss contributes to total binding energy is variable and 

difficult to measure,47 though tables are available to provide rough theoretical 

approximations of the entropy change on restriction of various internal rotors.48 

Conformational changes in the protein before and after complexation of the ligand can also 

contribute to overall binding affinity.47 In some cases, dynamic changes in remote regions 

of the protein can compensate for unfavorable changes in entropy at the binding site so the 

overall change in entropy with respect to degrees of freedom within the protein is zero, a 

phenomenon that has been coined “entropy-entropy compensation.” 18,47,49-52It has also 

been reported that some proteins are able to overcompensate resulting in a net increase in 

entropy following the binding event. 18,53 

One optimization strategy to circumvent this “entropic penalty” that results from 

conformational changes in the ligand upon binding is to introduce a constraint that 

“preorganizes” the ligand into a conformation identical to or similar to the bound state 

conformation.54 Complete restriction of a rotatable bond has been found to increase the 

Gibbs free energy of binding by 0.7-1.6 kcal mol-1 on average. 55-57 In order to understand 

why a constrained ligand should bind more favorably to a protein it is important to note 

that the binding free energy (DG°obs) can be divided into individual components which can 

be either favorable or unfavorable, as shown in equation 1.11.58   
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∆G°obs= ∆G°t+r + ∆G°r + ∆G°conf + ∆G°h + Σ∆G°p + ∆G°vdW 

 

DG°t+r is the free energy change associated with restriction of translational and 

rotational degrees of freedom as a consequence of the binding event, DG°r represents the 

restriction of internal rotors upon complexation with the protein, and DG°conf reflects the 

energy change associated with the conformational change of the ligand. 58  Because the 

loss of freedom is entropically unfavorable these terms are assumed to be detrimental to 

binding (DG°t+r,h,conf > 0). However, each term for DG° is itself comprised of individual 

terms for DH° and DS° and the corresponding DH° term may be, in some cases, sufficiently 

large to overcome this entropic penalty. 58,59  DG°h represents the formation of hydrophobic 

interactions between water and nonpolar surface area as well as the release of water into 

bulk solvent. 58  The last two terms represent the free energy change associated with non-

covalent interactions between the protein and ligand as well as interactions made in the 

bulk solvent, with SDG°p representing polar interactions and DG°vdW representing van der 

Waals contacts.58  

If the constrained and flexible ligands are solvated in a similar fashion and bind to 

the protein in near identical conformations, then the values for DG°t+r, DG°h, DG°p, and 

DG°vdW should be nearly identical between the two ligands. The values for DG°r and DG°conf 

which are detrimental to the flexible ligand due to unfavorable conformational changes 

should be minimized in the case of the constrained ligand, leading to an overall favorable 

value for DG°obs. However, this analysis is somewhat shortsighted because conformational 

changes of the protein also impact the binding event. Proteins are dynamic, and proteins 

have been shown to undergo changes in flexibility both at the binding site as well as remote 

sites upon complexation with a small molecule. 60-64  

(1.11) 
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Peptide ligands can be conformationally constrained in a number of ways that can 

be classified as either local or global constraints. Local constraints are limited to a single 

residue or residues immediately adjacent to the site of the constraint and tend to restrict 

regions of the peptide. On the other hand, global constraints, such as macrocycles, cover 

the majority of the peptide backbone and constrain the ligand as a whole. Constraints can 

also be either non-covalent or covalent. Non-covalent constraints do not constrain the 

molecule into a ring, but rather induce spontaneous formation of secondary structures 

within the peptide, utilizing tactics such a steric repulsion or intramolecular hydrogen 

bonds. These are typically local constraints, and common modifications to induce this 

secondary structure include D-amino acids, N-methyl amino acids, and a-amino acids. 65,66 

Covalent constraints most commonly involve cyclization tactics to constrain the entire 

peptide backbone and are typically achieved through lactamization, lactonization, ring-

closing metathesis, and disulfide bridges. 10,65,67,68 Cyclopropanes have also been employed 

as local covalent constraints. 7,9,16,68-72 The most common tactics for introducing constraint 

are depicted in Figure 1.6. 

 

 

Figure 1.6. Common sites of conformational constraints for peptides. 
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1.5.1.1 Examples of Conformational Constraint Wherein Thermodynamic 
Parameters were not Determined 

  Freidinger was an early pioneer of using conformationally constrained peptides. In 

order to induce the b-turn that was computationally predicted to be adopted by leutenizing 

hormone-releasing hormone (LHRH, 1.1),73 he synthesized the constrained analog 1.2 by 

replacing a glycine residue with a lactam (Figure 1.7).74When the compounds were 

administered in rats 1.2 was found to be nearly nine times more potent than the native 

LHRH 1.1. No detailed thermodynamic studies were conducted on this system so the 

thermodynamic origin of the increase in potency is unclear. The addition of two 

hydrophobic methylene units as a result of lactamization also changes the number of van 

der Waals contacts available to the constrained ligand, which can have an impact on the 

thermodynamics of desolvation upon binding to the protein (see section 1.5.2), so this 

lactam may not serve solely as a conformational constraint. Although this work provided 

hope for the use of conformational constraint as a tool to achieve higher potency, the lack 

of thermodynamic data and appropriate controls can neither support nor refute the 

hypothesis that a more favorable binding entropy is the source of the observed increase in 

potency.  

 

 

Figure 1.7. Native (1.1) and constrained (1.2) leutenizing hormone-releasing hormone. 
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 Macrocyclic conformational constraints have also been utilized to improve the 

binding affinity of drug candidates. In the course of optimization of their linear tripeptide 

hepatitis C virus (HCV) NS3 protease inhibitors, Tsantrizos et al. noted that models of the 

enzyme-substrate complex showed the P1 and P3 residues of hexapeptide 1.3 to be close 

in proximity (Figure 1.8b). 67,75 They hypothesized that a tether between these two residues 

would preorganize the ligand into the bound state conformation and result in a more potent 

inhibitor.  

 

a)    b)  

Figure 1.8. a) Inhibitor 1.3. b) Model of 1.3 complexed with HCV NS3.67 

 Truncation to a tripeptide and optimization of the P1 residue76 led to inhibitor 1.4, 

from which they synthesized macrocyclic ligands 1.5-1.8. The cyclic ligand 1.5 was shown 

to be significantly more potent than 1.4. Substitution on the proline reside further enhanced 

the potency to give inhibitor 1.7, with an IC50 of 11 nM. Scission of 1.7 to the open chain 

analog 1.9 resulted in a 36-fold drop in potency, demonstrating that macrocyclization was 

key to the observed increase in binding affinity. No detailed thermodynamic studies were 

conducted on any of their inhibitors so whether this observed increase in binding affinity 

was due to more favorable binding entropy is unknown.  
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Figure 1.9: IC50 data for HCV NS3 inhibitors 1.3-1.8.67 

The Martin group initiated an endeavor to explore the effects associated with 

utilizing the cyclopropane motif as a conformationally constrained peptide mimic. The 

pioneering study involved introduction of a cyclopropane as a means to constrain the P3 

residue of a potent renin inhibitor 1.10.71 This constrained peptide mimic 1.11 was 

approximately equipotent to the flexible counterpart 1.10, while the diastereomeric 

cyclopropane 1.12 was nearly 300-fold less potent (Figure 1.10). 
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Figure 1.10. IC50 data for flexible and constrained renin inhibitors 1.10-1.12. 

 However, several other investigations by the Martin group also showed that binding 

of conformationally constrained ligands did not result in the expected increase in potency. 
68,77 Studies of flexible and constrained analogs of the HIV-1 protease inhibitor 1.13 in 

particular were both illuminating and confusing. Given that the flexible and constrained 

renin inhibitors were equipotent, we reasoned that the two ligands likely bound in very 

similar conformations. We were then interested in answering the question of whether 

additional constraints could be introduced to further rigidify ligand structure and further 

stabilize the bound conformation. Constraints designed to mimic the b-strand conformation 
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of the known inhibitor 1.13 resulted in constrained ligands 1.14-1.17 that bound with equal 

potency (Figure 1.11).  

 

 

Figure 1.11. Structures and IC50 data for HIV-1 inhibitors 1.13-1.17.70 

 

1.13 0.22

1.14 0.31-0.35

1.15 0.16-0.21

1.16 0.47

1.17 0.17

Ligand IC50 (nM)

O N
H

O

O

H
N

OH

OH
N
H

O
H
N

O

O

Ph

Ph

1.13

P3'P2'P1'P1P2P3

N
H

O

O

H
N

OH

OH
N
H

O

O

H
N

Ph

Ph

1.14

MeMe
H

H

H

Me Me
H

N
H

O

O

H
N

OH

OH
N
H

O

O

H
N

Ph

Ph

1.15

HMe
H

H

H

H Me
H

N
H

O

O

H
N

OH

OH
N
H

O

O

H
N

Ph

Ph

1.16

MeH
H

H

H

Me H
H

N
H

O

O

H
N

OH

OH
N
H

O

O

H
N

Ph

Ph

1.17

HH
H

H

H

H H
H



 23 

X-ray crystallographic data of the protease complexed with 1.14 showed that the 

interaction of the central P2-P2’ residues with the protein was analogous to the other bound 

ligands.70 The NMR solution-state conformation of 1.15 was superimposed over the crystal 

structure of 1.14, and the structures were found to be highly similar (Figure 1.12).  

 

 

Figure 1.12. NMR structure of 1.15 overlaid with the crystal structure of 1.14.70 

The only notable differences were in the terminal benzyl groups; however, 

benzyl groups freely rotate in solution, and thus a variety of conformations are accessible. 

This study confirmed that constrained ligands can bind in a conformation similar to the 

into the native ligand and maintain potency. We also showed that the solution-state 

conformation of the flexible ligand was similar to the bound conformation of the ligand. 

This study begs the question: If the bound conformations of a flexible and constrained 

ligand were highly similar, why had the constraint not introduced a favorable change in 

binding affinity?  

1.5.1.2 Thermodynamic Evaluations of Conformational Constraints 

The unanswered questions from our study of HIV-1 protease inhibitors marked a 

turning point for our investigations, and we decided that thermodynamic data would be 
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necessary to understand why the cyclopropane constraints were not resulting in ligands 

with enhanced binding affinity. It was our view that calorimetric data pertaining to the 

differences in binding enthalpy and entropy of constrained ligands and their corresponding 

flexible controls would provide insight into subtle changes in interactions that may not be 

readily apparent in the crystal structures.  

We sought out a well characterized model system with native ligands whose 

structures would be amenable to backbone constraint. The Src-homology-2 (Src SH2) 

domain seemed to be an especially ideal choice for this purpose as the protein is easily 

crystallized and there was a wealth of literature available pertaining to ligands that bind to 

the protein. 78-81 The tetrapeptide pYEEI (1.18, Figure 1.12). has been shown to be the 

minimum scaffold for binding to Src SH2, and so we determined this to be an ideal starting 

point for the development of constrained analogs. 82,83 The ligand binds to the Src SH2 

domain in an extended conformation, and key interactions with the protein active site occur 

at the N-terminal phosphotyrosine (pY) and C-terminal isoleucine (pY+3) residues. 81,82,84 

The pY residue is known to be critical to binding, and so we introduced a trans-

cyclopropane in order to constrain the backbone into the extended conformation and 

position the pY side chain into the necessary gauche(–) conformation.16 The introduction 

of this constraint would require excision of the N-terminal amide. Although the N-H of the 

amide was not shown to be involved in any significant hydrogen bonding,81 the carbonyl 

group is involved in two distinct hydrogen bonds, and thus would need to be conserved in 

order to avoid loss of interactions that would result in an enthalpic penalty. 16,81 The 

introduction of the constraint would also add a carbon atom to the backbone and the native 

pYEEI would no longer be a suitable control. Therefore, we prepared flexible control 1.20 

with an additional carbon in the backbone to maintain the same number and types of atoms 



 25 

between the constrained and flexible ligands. Flexible control 1.20 also contained a 

reversed amide to maintain the electronics of the N-terminal carbonyl group. (Figure 1.13) 

 

 

Figure 1.13. Native, constrained, and flexible Src SH2 inhibitors 1.15-1.17.16 

The native pYEEI 1.38, constrained analog 1.19, and flexible control 1.20 were 

evaluated by ITC (Table 1.2).16 It was found that the constrained 1.19 and flexible 1.20 

were nearly three fold more potent than the native ligand. It was satisfying to see that 1.19 

did indeed exhibit a more favorable binding entropy over the flexible 1.20, and this 

provides the first definitive support for our hypothesis that constraining ligands into the 

bioactive conformation imparts a more favorable binding entropy. However, this gain was 
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offset by an unexpected enthalpic penalty, resulting in similar overall binding affinities 

between the flexible and constrained ligands.  

 

Table 1.2. ITC data for Src SH2 ligands 1.18-1.20.16 

 

 

In an attempt to identify the basis for the enthalpic penalty observed in the case 

of the constrained ligands, DCp data was collected and found to be identical within 

experimental error, suggesting that desolvation did not play a significant role in the 

observed energetic differences. 85  The values for DCp were found to be within experimental 

error, suggesting that desolvation did not play a role in the observed result. 

A crystal structure of constrained ligand 1.19 complexed with the Src SH2 

protein revealed two bound conformations.16 Although there were some differences in 

positioning of the pY+2 glutamate side chain, the major binding residues pY and pY+3 

were identical in both conformations. Unfortunately, crystal structures of flexible control 

1.20 could not be obtained, and so the structures of 1.19 were compared with the known 

crystal structure of the previously reported 11-mer peptide containing the pYEEI motif.81 

Although not ideal for direct comparison, we believed this approach was valid since only 

the pYEEI residues interact with the protein, and the other residues were not expected to 

significantly influence the conformation. Differences were noted in the structures of the 

two complexes at the phosphotyrosine (pY) residue. The N-terminal amide N-H group and 

Ligand ∆G°
(kcal•mol-1)

Ka
(M-1)

∆H°
(kcal•mol-1)

∆S°
(cal•mol-1•K-1)

–∆Cp°
(cal•mol-1•K-1)

1.18 4.1 (± 0.1) x 106 –9.01 ± 0.01 –6.06 ± 0.05 9.9 ± 0.2 ––

1.19 1.0 (± 0.1) x 107 –9.55 ± 0.07 –4.6 ± 0.2 17 ± 1 –225 ± 9

1.20 1.7 (± 0.6) x 107 –9.8 ± 0.2 –7.33 ± 0.03 8.3 ± 0.5 –213 ± 7
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the carbonyl group of the pY residue were both involved in hydrogen bonding with a water 

molecule in the structure of native ligand, and this conformation was not accessible to the 

constrained ligand 1.20 due to the trans-cyclopropane. These water-mediated hydrogen 

bonds resulted in the tilting of the aromatic ring and thus differences were noted in the 

positioning of the pY phosphate group in the SH2 binding pocket.  

NMR and molecular dynamics studies were initiated in order to evaluate whether 

any differences in internal dynamics of the complexes of the flexible and constrained 

ligands might explain the observed enthalpy-entropy compensation that might not be 

adequately explained in the x-ray crystal structure. Molecular dynamics calculations 

showed no significant differences in chain fluctuations between 1.18, 1.19, and 1.20 that 

would explain the observed differences in binding enthalpy. Since 1H NMR is a powerful 

tool for measuring the extent of hydrogen bonding (see section 1.3), the chemical shift 

differences (CSDs) of Src SH2 bound with the three ligands were measured. It was noted 

that the CSDs of the complex with the constrained ligand 1.20 were significant relative to 

the other two complexes.26 1H-15N HSQC experiments were conducted to measure 

chemical shifts of the N-H hydrogens involved in hydrogen bonds in the pY binding 

pocket, and the chemical shift perturbations were found to track well with the observed 

binding enthalpies (Figure 1.14).  
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Figure 1.14: 1H-15N HSQC NMR data showing chemical shift differences (CSDs) of 
residues of Src SH2 bound to 1.18  (yellow), 1.20 (red), and 1.19 (green).26  

The downfield shift of N-H hydrogens, as exemplified in this case by the Src 

SH2 E178 N-H and L186 N-H hydrogens, is typically indicative of progressively stronger 

hydrogen bonding, and these groups are known to make direct interactions with the 

phosphoryl group of the pY residue.26 The CSDs of these residues provide reasonable 

evidence that small structural variations of the pY phosphoryl group can result in the 

differences in binding enthalpy between the three ligands. This pY residue is classified as 

a “hot spot” because it contributes approximately 52% of the total binding energy of the 

ligand. Although crystallographic structures appeared to be identical, the conformational 

constraint in 1.20 sufficiently altered the geometry of the protein-ligand complex so as to 

disrupt key hydrogen bonding interactions between the pY residue and the binding pocket, 

leading to the observed loss in enthalpy. Studies on the thermodynamic effects of 

introducing a conformational constraint at alternate locations of the Src SH2 tetrapeptide 

inhibitor in order to maintain the entropic benefit without disrupting key interactions are 

ongoing.36,86 
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  In order to understand whether the lessons learned from Src SH2 domain were 

applicable to other protein systems attention turned to the Grb2 SH2 domain, another well 

characterized protein suitable for these investigations.35 The tripeptide segment pTyr-Val-

Asn (pYVN) of the heptapeptide H2N-Lys-Pro-Phe-pTyr-Asn-Val-NH2 has been shown to 

the minimum motif required for binding to the protein, analogous to the pyEEI motif for 

Src SH2. This tripeptide segment was chosen as a parent ligand for the development of 

constrained and analogs for structural and thermodynamic evaluation.9 Modeling studies 

showed that trans-cyclopropane should be a suitable constraint at the pTyr residue of 

pYVN. 72 As was the case in the Src SH2 system, a flexible control with an additional 

carbon atom in the backbone and a reversed amide would be needed for direct comparison 

(Figure 1.15).  
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Figure 1.15: Constrained and flexible Grb2 SH2 inhibitors.9  

When ligands 1.22 and 1.23 (pYVN) were evaluated by ITC, it was gratifying 

to see that the constrained ligand 1.22 bound approximately six-fold more favorably than 

the flexible control 1.23. However, it was perplexing to note that unlike previously 

observed in the Src SH2 system, this increase in binding affinity was due to a more 

favorable binding enthalpy, and the binding of the constrained ligand was actually less 

favorable entropically. Because this was so contradictory to our established understanding 

of the effects of preorganization, a series of ligands 1.24-1.35 of known pYXaaN ligands 

were prepared and evaluated by ITC to determine whether this phenomenon was exhibited 

across other constrained/flexible ligand pairs. (Figure 1.16). The ITC data showed that all 

of the constrained ligands did indeed bind with higher affinity than their flexible 

counterparts. However, in every case, the conformational constraint provided a more 
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favorable enthalpy-driven binding effect at an entropic cost. This result is in direct contrast 

to the observations made in the Src SH2 system. Whether the binding entropy was 

favorable or unfavorable all together was shown to be dependent on the nature of the pY+1 

side chain, with hydrophobic side chains showing favorable entropies of binding and polar 

and charged groups showing unfavorable entropies of binding. Further studies were 

conducted to evaluate possible changes in desolvation via measurement of  DCp, but no 

significant differences in DCp were observed between the flexible and constrained ligands. 

Thus, changes in desolvation were ruled out as a cause for the observed enthalpic effect.9  
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Figure 1.16. ITC data for constrained and flexible Grb SH2 inhibitors 1.24-1.35.9  
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1.24 2.8 (± 0.10) x 106 –8.8 ± 0.02 –7.9 ± 0.29 3.0 ± 0.30

1.25 4.5 (± 0.12) x 105 –7.7 ± 0.02 –5.4 ± 0.14 7.9 ± 0.22

1.26 2.1 (± 0.08) x 106 –8.6 ± 0.02 –8.3 ± 0.30 1.3 ± 0.30

1.27 4.0 (± 0.15) x 105 –7.7 ± 0.02 –5.5 ± 0.20 7.4 ± 0.30

1.28 7.1 (± 0.27) x 105 –8.0 ± 0.02 –6.0 ± 0.22 6.6 ± 0.30
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1.29 1.7 (± 0.06) x 105 –7.1 ± 0.02 –4.6 ± 0.17 8.6 ± 0.30

1.30 1.2 (± 0.06) x 106 –8.3 ± 0.01 –9.8 ± 0.20 –5.2 ± 0.18

1.31 5.6 (± 0.15) x 105 –7.8 ± 0.02 –8.7 ± 0.23 –2.8 ± 0.22

1.32 3.6 (± 0.10) x 105 –7.6 ± 0.02 –10.3 ± 0.27 –9.0 ± 0.22

1.33 3.0 (± 0.08) x 105 –7.5 ± 0.02 –8.8 ± 0.23 –4.3 ± 0.22

1.34 5.5 (± 0.15) x 105 –7.8 ± 0.02 –9.2 ± 0.24 –4.6 ± 0.22

1.35 9.8 (± 0.23) x 104 –6.8 ± 0.02 –7.7 ± 0.20 –3.0 ± 0.21
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Crystal structures were obtained for three pairs of constrained and flexible 

ligands (1.24/1.25, 1.26/1.27, and 1.30/1.31), and comparison of these structures revealed 

that there were no significant overall conformational differences between the constrained 

and flexible ligands or the backbone atoms of the protein. The flexible and constrained 

ligands bound to the domain in a b-turn-like conformation with an intramolecular hydrogen 

bond between the carbonyl group of the pY+1 residue and the C-terminal amide group. 

Comparison of contact diagrams found that the constrained ligands made more direct 

contacts and fewer water-mediated contacts with the domain than the flexible ligands, and 

the number of direct contacts correlated qualitatively with the observed binding 

enthalpies.9 However, this analysis felt insufficient as the fixing of a water molecule into a 

water-mediated contact is considered entropically unfavorable, and a higher number of 

such contacts in the flexible ligands does not explain why the binding entropies are more 

favorable. Furthermore, the number of water mediated contacts was different for even 

multiple copies of the same complex in one asymmetric unit.9 No significant difference in 

van der Waals contacts were reported. 

Following the unsatisfactory results from the crystal structures, we initiated a 

collaboration with Dr. Pengyu Ren to conduct computational studies on the protein-ligand 

complexes.87 Molecular dynamics simulations with a polarizable force field were 

performed, and the computational binding thermodynamics for the flexible and constrained 

ligands were largely consistent with the experimental ITC values. Interestingly, 

simulations showed significant differences in the solution state conformations of the 

flexible and constrained pYVN analogs 1.24 and 1.25, respectively. The dominant 

conformation of fpYVN was reported to be a macrocyclic structure stabilized by an 

intramolecular hydrogen bond between the phosphate oxygen atoms and the pY+2 amide 

residue (Figure 1.17). The rigid cyclopropane structure prevents the constrained ligand 
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from adopting this conformation. Thus, although the cyclopropane is an effective local 

constraint for the pY residue, the inability to assume the macrocyclic conformation makes 

the pY+1 an pY+2 regions more flexible in solution than those in the unconstrained ligands.  

 

 

Figure 1.17. Solvated structures of fpYVN 1.25 (pink) and cpYVN 1.24 (blue). The most 
dominant structures are superimposed onto the observed crystal structure 
(transparent).87 

 No significant differences in the dynamics of the SH2 domain were reported that 

would explain the observed differences in binding entropy and, so this entropic penalty is 

a direct consequence of differences in ligand entropies. The computational analysis 

suggests that, due to the ability to for intramolecular hydrogen bonding interactions, the 

flexible controls have a lower absolute entropy than the constrained ligands. Thus, we have 

shown that simply introducing a conformational constraint as a general design strategy for 

optimizing the binding entropy of a ligand is shortsighted because the constraint may not 

necessarily lower the entropy of the ligand in solution. Although the cyclopropane was 
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shown to be an effective local constraint of the pY residue, as evidenced by the near 

identical binding modes and number of contacts observed in the crystal structures, the 

macrocyclic structure of the flexible ligands 1.24 and 1.26 reduced the overall flexibility 

in solution to a greater degree than the cyclopropane. We have learned that rather than 

focusing on preorganizing the ligand into its bound state conformation, design strategies 

that lower the overall entropy of a ligand while still allowing it to adopt its binding 

conformation should lead to a more favorable binding entropy. 

Spaller and coworkers reported a systematic study on the thermodynamic effect of 

introducing conformational constraints into ligands known to bind the third PDZ domain 

of the mammalian postsynaptic density-95 (PSD-95) protein.8 They rationalized that 

macrocyclization between the P-1 and P-3 residues would preorganize the peptide into the 

binding conformation without disrupting key interactions with the protein. Thus, 

constrained/flexible ligand pairs 1.36/1.37 and 1.38/1.39 were synthesized and evaluated 

by ITC (Figure 1.18). The macrocycles were shown to be more potent than the flexible 

analogs, but only slightly so. Interestingly, the increased binding affinity of 1.36 compared 

to 1.37 originated from an enthalpic advantage, while the opposite was true in the case of 

1.38 vs. 1.39. However, questions arose over the appropriateness of the linear controls, in 

that ionizable anime and carboxylic acid groups were created that could alter the number 

and nature of polar interactions. Nonetheless, this apparent switch from enthalpy-driven 

binding to entropy-driven binding upon changing from a glutamate-derived bridge to an 

aspartate-derived bridge inspired Spaller to conduct further investigation using more ideal 

flexible controls. 
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Figure 1.18. ITC data for flexible and constrained PDZ3 inhibitors 1.36-1.39.8 

 Spaller then decided to begin with a known macrocyclic ligand and design acyclic 

analogs rather an introduce a new cyclization to a linear molecule. In order to avoid 

generation of ionizable groups, they chose to construct linear analogs of macrocycle 1.40 

via cleavage of a C-C bond on either side of the macrocycle, resulting in ligands 1.41 and 

1.42 (Figure 1.19).17 In this case, the macrocyclic compound 1.40 was slightly more potent 

due to the expected more favorable binding entropy. It was not known whether the flexible 

controls had different binding conformations due to the differences in side chains; however, 

the affinities were found to be largely similar. This suggests that multiple control ligands 

could be synthesized for a given macrocycle at different scission points.  
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Figure 1.19. ITC data for flexible and constrained PDZ3 inhibitors 1.40-1.42.17 

A third series of PDZ3 inhibitors consisting of macrocycle 1.43 and five distinct 

flexible controls 1.44-1.48 were also evaluated via ITC (Figure 1.20).17 Once again, the 

macrocycle 1.43 bound more strongly than all of the flexible analogs; however, the binding 

of 1.43 entropically disfavored compared to the control ligands. All of the flexible analogs 

demonstrated a highly similar thermodynamic profile suggesting that. provided the scission 

point is not one where significant changes in ligand polarity will be induced, a number of 

flexible control molecules may represent an unconstrained macrocycle. DCp was evaluated 

for 1.43, 1.45, and 1.47 but no significant differences were found, suggesting desolvation 

did not play a role in the change in binding affinity between the constrained and flexible 
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ligands. No structural data was obtained, and so the cause of this difference in binding 

affinity remains unknown. Although in all cases the macrocyclic ligands bound more 

strongly than the flexible controls, the origin for the increase was highly variable. In one 

case, the increase in affinity was due to the more favorable binding entropy as expected 

based upon the prevailing paradigm of how preorganization affects ligand binding; 

however, other cases showed that the macrocycle imparted an enthalpic advantage, with 

the constraint even resulting in an entropic penalty at times. In the absence of structural 

data, it cannot be known whether conformational factors played a role in the observed 

differences.  
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Figure 1.20. ITC data for flexible and constrained PDZ3 inhibitors 1.40-1.42.17 

Macrocyclic constraints for a series of Grb2 SH2 inhibitors were also 

investigated by the Martin group.10 It has been shown by us and others that peptide ligands 

containing the pYXN motif bind to the Grb2 SH2 domain in a b-turn-like fashion with an 
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intramolecular hydrogen bond between the carbonyl group of the pY+1 residue and the C-

terminal amide group.10 Ettmayer has shown that macrocyclization of peptides containing 

the pYVN subunit can enforce this conformation in solution, whereas the flexible controls 

adopted a random coil conformation.88 In the same study, bioassay data showed that the 

macrocyclic ligand was approximately three-fold more potent than the corresponding 

flexible ligand. Subsequent studies showed that macrocycles of varying sizes bound to the 

Grb2 SH2 domain with high affinity;10 however, due to the lack of thermodynamic data the 

energetics of this preorganization were not known in detail. We synthesized constrained 

and flexible ligands with pYVNG sequence 1.49/1.50 for ITC analysis. Since structural 

studies had shown that a valine side chain at the pY+3 site makes favorable van der Waals 

contacts with the protein89 we also synthesized the pYVNV containing macrocycle 1.51 

and flexible control 1.52 and evaluated both ligand pairs by ITC (Figure 1.19). The 

macrocycle 1.49 was less potent than the flexible analog 1.50 by about an order of 

magnitude primarily due to both less favorable binding enthalpy and entropy terms. 

Compounds 1.51 and 1.53 were found to be roughly equipotent and equal in affinity from 

both an enthalpic and entropic standpoint, and both of these ligands were approximately 

five-fold more potent than the pyVNG-containing ligand 1.50 Crystal structures of the 

Grb2 SH2 domain complexed with ligand 1.50 showed that the pY-1 carbonyl oxygen atom 

only made one polar contact with Arg67, whereas all previously reported crystal structures 

of pYXN ligands bound to the Grb2 SH2 protein show two such contacts.10 We rationalized 

that the 20-membered macrocycles may not be sufficiently large to achieve optimal 

interactions with the protein active site. ITC evaluation of the 23-membered macrocycle 

1.53 and flexible ligand 1.54 showed a 20-fold higher binding affinity relative to the 20-

membered analog 1.49 and comparable affinity to its flexible control (Figure 1.21).  
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Figure 1.21. ITC data for constrained and flexible Grb SH2 inhibitors 1.49-1.54.10  

Larger 23-membered macrocycles of the pY+3 valine-type ligands were also 

synthesized but unfortunately solubility problems precluded any thermodynamic study. 

Inspired by the previous work of Ettmayer, we synthesized 1.55 and 1.56 for ITC analysis 

(Figure 1.22). 10,88 From this, we found that the enhanced affinity of 1.55 relative to 1.56 

was due to an enhanced binding enthalpy that dominated over an unfavorable binding 

entropy relative to the flexible ligand.  
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∆G°

(kcal•mol-1)
Ka

(M-1)

∆H°
(kcal•mol-1)

–T∆S°
(cal•mol-1)

1.49 4.7 (± 0.11) x 104 –6.4 ± 0.01 –3.5 ± 0.26 –2.9 ± 0.06

1.50 4.1 (± 0.17) x 105 –7.7 ± 0.03 –6.3 ± 0.40 –1.4 ± 0.20

1.51 2.3 (± 0.21) x 106 –8.7 ± 0.06 –4.3 ± 0.32 –4.4 ± 0.16

1.52 2.3 (± 0.12) x 106 –8.7 ± 0.03 –4.6 ± 0.23 –4.1 ± 0.13

1.53 8.5 (± 0.03) x 105 –8.1 ± 0.07 –6.3 ± 0.68 –1.8 ± 0.12

1.54 5.7 (± 0.65) x 105 –7.9 ± 0.02 –4.8 ± 0.57 –3.1 ± 0.32
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Figure 1.22. ITC data for constrained and flexible Grb SH2 inhibitors 1.62-1.63. 10,88  

It was interesting to observe that preorganization of these pYVN-containing 

ligands via macrocyclization can be either favorable or unfavorable in terms of binding 

entropy. It was also noteworthy that even for ligands that bound with comparable affinities, 

such as 1.50 and 1.54, the individual enthalpic and entropic terms were very different. 

Small differences in DCp between 1.53 and 1.54 suggest that this difference in enthalpy 

may be partly due to differences in desolvation; however, this does not seem to play a role 

in the differences between 1.55 and 1.56. It is possible that although the linker does not 

interact directly with the protein, the nature and flexibility of the linker plays a role in the 

energetic outcome, as had been previously observed by Spaller. 8,17 

Crystal structures of the protein-ligand complexes of 1.55 and 1.56 showed that 

while the critical pYVN sequences aligned almost exactly between the two complexes, the 

termini of the flexible ligand 1.56 pointed away from each other in the crystal structure, 

thus affecting the relative positions of other atoms near either end of the peptide. There 

was no difference in the number of direct polar contacts and a difference of water-mediated 
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contacts between 1.55 and 1.56 of approximately ± 1, although the variance in the number 

of water-mediated contacts is due to differences in contacts present in the different 

isoenergetic conformations of 1.55. There were also no reported differences in the number 

of van der Waals contacts. 

  One notable difference in the bound structures of 1.55 and 1.56 may make a key 

difference in the observed binding enthalpies. It was noted that there is a hydrogen bond 

between the pY carbonyl oxygen atom and the backbone nitrogen atom of the pY+3 residue 

in 1.56 that was not observed in any of the six isoenergetic structures of 1.55. This 

intramolecular interaction is well known in the binding of pYXN ligands to the Grb2 SH2 

protein. Since this interaction is not observed in the case of ligand 1.55, this suggests that 

this ligand may bind in a higher energy conformation, and thus an unfavorable binding 

enthalpy is observed for the binding of 1.55 relative to 1.56. 

1.5.2 Entropic Effects Associated with Solvation 

Changes in the degree of solvation also greatly impact binding entropy, and the 

addition of nonpolar surface area is another commonly used strategy to improve the binding 

affinity of a ligand to a protein. The entropy of solvation of small organic molecules in 

water is typically negative at room temperature,90 and this is commonly referred to as the 

hydrophobic effect. Frank and Evans first proposed the “iceberg model,” to rationalize the 

hydrophobic effect, postulating that upon solvation of a small nonpolar organic molecule, 

water molecules form series of increasingly disordered hydration shells around the solute, 

with those water molecules closest in proximity to the solute displaying the highest degree 

of order (this ordering of molecules is proposed to be similar to the crystal lattice of ice) 

(Figure 1.23).91 While this might be imagined to be accompanied by an unfavorable change 

in enthalpy due to disruption of hydrogen bonding networks in the bulk solvent, the 
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clathrate-like structures surrounding solute molecules exhibit stronger levels of hydrogen 

bonding such that the net enthalpy change is often near zero.47 When nonpolar solute 

molecules aggregate fewer water molecules are needed to form these hydration shells, and 

many of the ordered “ice-like” water molecules are liberated into the bulk solvent, which 

is entropically favorable. As the temperature increases and these hydration shells “melt” 

and assume less ordered structures, and this “absorbance” of energy results in a more 

enthalpy-driven solvation effect, with the net entropy of solvation at higher temperatures 

approaching zero.47  

 

 

Figure 1.23: Iceberg Hydration model.92 

The energetic effects of desolvation have been shown to be heavily dependent on 

the surface topography of a ligand.92-94 Water molecules will be able to orient around small, 

convex surfaces in such a way as to form the four optimal hydrogen bonds to neighboring 

water molecules. However, this ordering intrinsically carries an entropic penalty, and the 

release of these water molecules to the bulk solvent should result in a favorable entropy. 
92-94 In contrast, water molecules that form hydration shells around flat and concave 

surfaces will orient one of the four possible coordination sites toward the surface of the 

solute, and this non-optimal geometry hinders hydrogen bonding to that fourth site. As a 

result, when these surfaces are buried upon complexation with a protein the release of water 

rather they form a hydrogen bonded fence around the solute.
Accordingly, the large entropy that opposes solute transfer into
water arises from the cost of ordering the waters into a more
open “iceberg”-like cage structure (see Figure 8 and MB model
discussion below).
However, Figure 2 shows that this large entropy, and therefore

the water ordering mechanism, only apply in the narrow range
of temperatures around 25 °C at 1 atm pressure. In fact,
“hydrophobicity” is strongest (i.e., ∆µ° is most positive) around
100 °C, where ∆s° ≈ 0 and where the transfer process is
dominated by an unfavorable enthalpy. Hence “water ordering”
is not a complete description of hydrophobicity. A more general
perspective of what is unique about hydrophobicity, one that
applies over the full range of temperatures for liquid water, is
the large heat capacity. Hydrophobicity is entropic in cold water
and enthalpic in hot water.
A. Iceberg Model. The iceberg model of Frank and Evans

explains the large heat capacity of nonpolar solvation; see Figure
8. A loose explanation is based on the fundamental thermo-
dynamic relationship, G ) H - TS. At low temperatures,
thermodynamic processes are driven to lower their enthalpies,
and at high temperatures, they are driven to states of high
entropy. In this case, as temperature increases, first-shell waters
broaden their orientational distributions to gain entropy but doing
so breaks first shell water-water hydrogen bonds, increasing
the enthalpy, H. According to eq 2, increasing enthalpies and
entropies with temperatures gives a positive heat capacity.
As support for the iceberg idea, Frank and Evans noted that

nonpolar solutes are often surrounded by clathrate water cages
in crystalline hydrates.92-102 Clathrates are well understood
because of their commercial importance. Natural gas pipelines
are sometimes clogged by such hydrates, which form a slushy
“snow” at temperatures as high as 68 F.99
And although Frank and Evans noted that the term “iceberg”

should not be taken literally, subsequent work invoked a high
degree of water ordering around nonpolar solutes. In 1958, IM
Klotz proposed that the properties of proteins could be
understood in terms of a surrounding shell of crystal-like waters,
that masked the chemical activity of certain groups and affected
the cooperativity of ligand binding.103 Indeed, some waters are
known to be highly ordered around proteins.104
Nevertheless, the current view is that the degree of water

ordering in the first solvation shell around a nonpolar solute is
much smaller than the degree of ordering in ice.2,105 Walter
Kauzmann noted that the entropy of freezing of water is 5.3
cal K-1 mol-1, whereas inserting a nonpolar solute into water
costs about 20 cal K-1 mol-1, which amounts to an entropy of

only 1 cal K-1 mol-1 for each of the approximately 20 waters
surrounding a small nonpolar solute.47 Moreover, Kauzmann
noted that freezing increases the partial molar volume of water,
whereas inserting a nonpolar solute into water decreases it.47
He concluded that water in solvation shells around nonpolar
solutes is less ordered, and different than, ice. But so far, few
experiments have been able to elucidate the amount of water
structuring in solvation shells.
B. Muller Model. A recent iceberg-like model of the

hydrophobic effect was developed by Norbert Muller106 based
on an earlier 2-state model by Gill and others.107 The model
was generalized by Lee and Graziano.108 The Muller model
invokes four states of water-water hydrogen bonding: made
or broken in the bulk, and made or broken in the first solvation
shell. Each of the four states has an enthalpy and entropy. The
four differences in these quantities are represented by adjustable
parameters, and can then be used to calculate other properties.
For example, the increased enthalpy of breaking bulk hydrogen
bonds with temperature gives a heat capacity of bulk water.
The heat capacity for transferring a nonpolar solute into water
results from the shift in the made-broken equilibrium for the N
water-water hydrogen bonds in the first shell of the solute.
Using refined parameters, consistent with Raman data,109,110 a
recent variant of this model predicts that in cold liquid water
(room temperature), first-shell hydrogen bonds have lower
enthalpy and lower entropy than bulk hydrogen bonds.111-114
In warm water, the first-shell hydrogen bonds are more broken,
having higher enthalpy and higher entropy than in the bulk.
Thus, heating “melts the iceberg” around the solute. A related
approach attempts to quantify the relationship of perturbations
in water structure to heat capacity.115,116
Although the Muller model treats the solvation heat capacities,

it requires additional parameters to treat the free energies.108
But the Muller model considers only hydrogen bonding, which
appears to be a poorer approximation for the free energy than
it is for the heat capacity (see below). Computer simulations
show that hydrogen bonding perturbations are not wholly
responsible for the free energy of solvation and may not even
represent the dominant contribution.83
C. Small-Size Model: Is the Disaffinity of Oil for Water

Due to Water’s Small Size? The Small-Size Model proposed
by M. Lucas117 and B. K. Lee118-120 is an alternative to the
iceberg model. It focuses on the free energies of solvation, rather
than on the entropy and heat capacity. In the Small-Size model
the high free energy cost of inserting a nonpolar solute into
water is not due to orientational ordering of first-shell waters;
it comes from the difficulty of finding an appropriate cavity in
water, due to the small size of water molecules. That is, the
dominant enthalpy and entropy of opening a cavity are the same
in water as those in a liquid of Lennard-Jones molecules of
small size. This raises two issues: (1) Why should water be as
simple as a Lennard-Jones fluid? (2) What is the effect of
molecular size on the free energy cost of creating a cavity?
These are addressed in order below.
(1) Complexity. For both a Lennard-Jones liquid and water,

opening a cavity leads to an entropy cost, to bring together many
small packets of free volume into a single larger cavity, and it
costs an enthalpy of breaking intermolecular interactions to
create the cavity. There are two additional contributions for
water. Opening a cavity in water should also involve an
orientational entropy cost of ordering the waters at the surface
of the cavity, and a corresponding reduction of the enthalpy of
forming better hydrogen bonds in the first shell, relative to the
bulk. But Lee argued that there is an almost perfect enthalpy-

Figure 8. “Iceberg” model for the large heat capacity of transfer of
nonpolar solutes into water. (A) At room temperature the water
molecules surrounding a nonpolar solute adopt only a few orientations
(low entropy) to avoid wasting hydrogen bonds. Most water configura-
tions are fully hydrogen bonded (low energy). (B) In hot water, more
conformations become accessible (higher entropy), but at the cost of
breaking hydrogen bonds (high energy).
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molecules to the solvent will restore optimal hydrogen bonding, and this process is 

considered to be enthalpically favorable. 93,94 

The change in heat capacity at constant pressure (DCp) for a system is classically 

considered to be an indicator of the hydrophobic effect in protein-ligand systems. DCp is 

the amount of energy that is absorbed by a particular system as a function of temperature.95 

This value is obtained from the slope of a plot of DH° versus temperature (Equation 1.12). 

 

∆Cp	=	
∂∆H°
∂T p

	=	T
∂∆S°
∂T p

 

 

Heat capacity is considered to be entropically driven under physiological conditions 

and more enthalpically driven as temperature increases. The sign and magnitude of  DCp is 

indicative of the nature of the surfaces being solvated.95A negative value for DCp is 

associated with the hydrophobic effect in that it suggests the burial of nonpolar surface 

area. The ordered solvent molecules around the nonpolar surface have a lower kinetic 

energy than those in the bulk solvent due to the rigid geometry and stronger bonding. Thus, 

the solution can absorb more thermal energy without a rise in temperature, leading to the 

observed sign of DCp.96  The burial of polar surface area results in increased hydrogen 

bonding and molecular vibrations and is observed as a positive value for DCp.95 Although 

DCp has been marked as an indicator of the hydrophobic effect, examples presented later 

in this chapter show that increased burial of surface area may not necessarily be 

accompanied by changes in DCp. 

A pivotal early study of the effects of increasing nonpolar surface area was 

conducted by García-Echeverría and coworkers in an effort to improve binding affinity of 

Grb2 SH2 inhibitors.97 Working from the known pTyr-Xaa-Asn-NH2 scaffold that had 

(1.12) 
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been previously shown to adopt a b-turn upon binding,98 they hypothesized that a,a-

disubstituted amino acids could be used to improve binding affinity by preorganizing the 

ligand into this conformation for binding. Analysis of ligands 1.57-1.62 showed that the 

binding affinity steadily increased following incremental expansion of the ring at the pY+1 

site up to a six-membered ring (Figure 1.24). Although thermodynamic data were not 

examined, modeling studies on the number of van der Waals contacts within the binding 

pocket correlated well with the increases in binding affinity. From this, they rationalized 

that the increasing hydrophobicity of the a,a-disubstituted residue provided a set increase 

to binding affinity per methylene unit. However, no structural or energetic information was 

gathered and so whether this hydrophobic effect was enthalpy-driven or entropy-driven 

was unknown.   
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Figure 1.24: IC50 data for Grb2 SH2 inhibitors with a,a-disubstituted amino acids at the 
pY+1 site.97 

 A study by Engberts provided early thermodynamic evidence for an entropy-driven 

hydrophobic effect across a series of benzamidinium-containing trypsin inhibitors (Figure 

1.25). Increasing the hydrophobicity of the ligands via adding sequential methylene units 

provided a more favorable entropy of binding that was offset to varying degrees by an 

enthalpic penalty. Increasingly negative values for DCp correlated very strongly with the 

increasing hydrophobicity of the ligands, suggesting the burial of the nonpolar surface area 

on binding. Binding simulations were performed in an effort to understand why the 

enthalpic penalty occurred; however, no significant differences in conformation or 

interactions with the protein were observed. The origin of the enthalpic penalty was 
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unknown, and again highlights the necessity for deeper investigation into the effects of 

structural changes on binding energetics. 

 

 

Figure 1.25: ITC data for trypsin inhibitors 1.70-1.76.61 

It is notable that increasing the nonpolar surface area in a molecule may lead to 

higher affinity ligands because of more favorable binding enthalpies. For example, in work 

with the mouse Major Urinary Protein I (MUP-I), the Homans group noticed that adding 

of a single methylene unit to 1.77 to give 1.78 resulted in an increase in binding affinity.14 

Examination of the thermodynamic data revealed that this was due to a more favorable 

binding enthalpy, with the entropy of the more hydrophobic ligand 1.78 displaying a 

slightly less favorable binding entropy than 1.77 (Figure 1.26). 
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Figure 1.26: ITC data for MUP-I ligands 1.77 and 1.78.14 

 A similar observation had been reported by Stone who studied binding of a series 

of substituted thiazoles with MUP-I and found that favorable changes in binding enthalpy 

tracked with the addition of methylene groups.99 This finding was surprising because it was 

contrary to the common assumption that burial of nonpolar surface area would lead to a 

more favorable binding entropy.  

 This enthalpy-driven hydrophobic effect was further examined in the course of 

another study by the Homans group involving the binding of aliphatic alcohols 1.78-1.83  

to MUP-I.15 As the hydrophobicity of the ligand increased, so too did the binding affinity 

by approximately –0.94 kcal mol-1 per methylene group added. This was due to incremental 

increases in binding enthalpy of approximately –1.35 kcal mol-1 per methylene, while the 

entropic term –TDS° because progressively more unfavorable by approximately 0.41 kcal 

mol-1 per methylene group (Figure 1.27).  
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Figure 1.27: ITC data for MUP-I ligands 1.79-1.83.15 

 Crystal structures for all the protein-ligand complexes were obtained for 

comparison.15 The conformation of the protein was found to be the same for all of the 

ligands. The ligands were shown to bind in two different conformations, with 1.79 and 1.80 

binding in a similar orientation and 1.81-1.83 binding in a perpendicular orientation, likely 

due to steric hindrance as a consequence of the increased chain length. Four of the five 

alcohols (1.79, 1.80, 1.82, and 1.83) contained the same number of ordered water 

molecules, with additional ordered water molecules in the complex with 1.81. Further 

calculations showed that there was no consistent trend between increases in chain length 

and reduction of water molecules in the binding pocket. It was proposed by Homans that 

because the MUP-I binding pocket was known to be suboptimally hydrated,14 there were 

fewer interactions between the protein and the solvent that would be disrupted on 

binding.100 Thus, the dispersive interactions made between the ligand and the protein on 

burial of the nonpolar surface area of the ligand would not be fully cancelled out by loss of 

protein-solvent interactions and a more favorable binding enthalpy would be observed. The 

unfavorable change in binding entropy could possibly be due to the larger solution-state 

entropy of the longer chain alcohols due to the increase in molecular rotors. 
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1.80 2 –6.8 ± 0.02 –11.4 ± 0.02 4.6 ± 0.1

1.81 3 –7.7 ± 0.01 –12.8 ± 0.01 5.0 ± 0.1

1.82 4 –8.5 ± 0.02 –13.9 ± 0.02 5.4 ± 0.1

1.83 5 –9.3 ± 0.05 –15.2 ± 0.05 5.9

OH
n



 51 

A study on thrombin inhibitors by Klebe highlights the energetic complications 

associated with even seemingly straightforward structural changes.101 They expected that 

adding the methylene group from ligand 1.84 to 1.85 would correspond to an increase in 

Gibbs free energy of about 3-4 kJ mol-1 (0.7-1.0 kcal mol-1), as has been reported in the 

literature to be the energetic contribution for burial of a methylene across series of 

congeneric ligands. Much to their surprise, the two ligands bound with virtually identical 

affinities (Figure 1.28). The thermodynamic data revealed that adding the methylene group 

resulted in a favorable change in the entropic term (–TDS°) by –1.7 kcal mol-1; however, 

this was almost completely offset by an enthalpic penalty of +1.5 kcal mol-1.  

 

 

Figure 1.28: ITC data for thrombin inhibitors 1.84-1.85.101 

Crystal structures of both complexes were obtained for comparison. While the 

cyclopentyl derivative 1.84 exhibited the expected bound conformation with the five-

membered ring positioned within the S3/S4 pocket,101 they were astonished to note that the 

cyclohexyl derivative 1.85 did not show a well-defined binding conformation for the six-
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membered ring in this pocket. Molecular dynamics calculations showed that this six-

membered ring is able to move freely in and out of the binding pocket. This enhanced 

binding entropy could be due to the increased freedom of the cyclohexyl ring on binding 

relative to the cyclopentyl ring. However, this increased freedom comes at a cost, as the 

cyclohexyl ring is unable to form the same breadth of dispersive interactions as the 

cyclopentyl ring. This study demonstrates how even slight changes in structure can alter 

the binding properties of two ligands. 

Klebe also investigated the binding thermodynamics across a series of thermolysin 

inhibitors.102 They explore the effect of increasing hydrophobicity in the side chain of 

phosphoramidite ligands 1.86-1.88 (Figure 1.29). In all cases, they observed a more 

favorable binding enthalpy upon addition of nonpolar surface. This was also accompanied 

by an entropic penalty that in most cases resulted in only modest increases in affinity, and 

in one case resulted in a slight decrease in overall binding affinity. This observation was 

rationalized to be due to an expulsion of water molecules from the suboptimally hydrated 

binding pocket, a similar phenomenon observed in the MUP-I protein. The unfavorable 

change in binding affinity from 1.87 to 1.88 was attributed to the energy cost associated 

with conformational changes in the protein to accommodate the large benzyl side chain. 
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Figure 1.29: Relative ITC data for thermolysin inhibitors 1.86-1.88.101 

The Martin group has also reported on enthalpy-driven hydrophobic effects. We 

were intrigued by the report from García-Echeverría that increasing ring size of the pY+1 

side chain of pYXN-derived Grb2 SH2 inhibitors and sought to determine whether this 

increased potency across ligands 1.58-1.62 was due primarily to favorable changes in 

binding enthalpy, entropy, or some combination of the two (Figure 1.30). The binding 

affinity increased incrementally with increasing ring size up to n = 4, with the increase to 

a cycloheptyl ring (n = 5) showing no significant change in binding affinity. Surprisingly, 

this increase in binding affinity was the result of increasingly more favorable binding 

enthalpies rather than entropies, as might have been expected due to the hydrophobic 

effect. Although the negative sign for DCp were in agreement with the burial of nonpolar 

surface area, the magnitude of DCp did not track with the observed changes in binding 

affinity. 
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Figure 1.30: ITC data for Grb2 SH2 inhibitors with a,a-disubstituted amino acids at the 
pY+1 site.11  

Crystallographic data showed that each of the bound ligands adopted the expected 

b-turn conformation with the characteristic hydrogen bond between the carbonyl oxygen 

of the pY residue and the N-terminal amide nitrogen.11 No significant changes in binding 

conformation were reported and the number of direct polar contacts with the protein 

remained the same for all ligands, although the number of water-mediated contacts was 

slightly variable. It was noted that the increasing number of van der Waals contacts did 

indeed track well with the observed increase in binding affinity. Comparison of the 

thermodynamic values with the change in nonpolar Connolly surface area (CSA) showed 

a contribution to DG° of –56 ± 7 cal•mol-1Å-2, which is larger than the typically observed 

value of –12 ± 7 cal•mol-1Å-2.11 The contribution to DG° as determined by the dependence 

on DCSAnp was –114 ± 25 cal•mol-1Å-2. This study also showcases the enormous 
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complexity associated with attempts to correlate ligand structural changes to binding 

energetics and challenges assumptions about DCp as a barometer for the burial of nonpolar 

surface area. 

 Further studies were conducted to evaluate the effect of increasing nonpolar surface 

area for acyclic analogs of Grb2 SH2 inhibitors.12 Linear tripeptides 1.84-1.89 were 

synthesized and the binding parameters were determined by ITC (Figure 1.31). Although 

an increase in binding affinity was observed upon addition of the first methylene unit from 

1.89 to 1.90, subsequent additions provided no further improvement. All gains in enthalpy 

upon increasing the length of the alkyl chain were accompanied by equalizing entropic 

penalties. Upon crystallization of the protein-ligand complexes, it was noted that the n-

propyl chain of 1.86 adopts a gauche conformation in the binding pocket. This 

conformation was also observed for 1.87-1.89. It is possible that this unfavorable 

conformation is responsible for the observed entropic penalty, and further investigation is 

ongoing. 
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Figure 1.31: ITC data for linear pYXN Grb2 SH2 inhibitors.12  

1.6 SUMMARY 

Although modern high throughput and virtual screening assays have afforded 

medicinal chemists the unprecedented ability to search vast libraries of structures in order 

to find drug candidates, this “shotgun approach” to drug discovery is time consuming, 

costly, and inefficient. These shortcomings in drug development are primarily due to our 

limited understanding of protein-ligand interactions. We still do not have the ability to 

predict the binding affinity of a ligand simply based on structural data, nor can we 

accurately predict how specific modifications to ligand structure will affect binding 

affinity. A thorough understanding of biomolecular interaction processes from both a 

structural and energetic perspective is key to furthering our ability to quickly develop and 

optimize safer, more specific and efficacious therapies. Strategies have evolved to optimize 
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specific thermodynamic parameters in order to improve ligand binding affinity; however, 

our incomplete understanding of protein-ligand binding energetics is underscored in the 

apparently paradoxical nature of the data uncovered in the scant thermodynamic 

evaluations available thus far.  

Conformational constraints are conventionally thought to enhance binding affinity 

by reducing the inherent entropic penalty that is incurred by a ligand during binding with 

a protein. However, studies by the Martin group and others have shown that it is possible 

that a constraint may improve binding affinity through a more favorable change in binding 

entropy or enthalpy, or it may even be detrimental to binding affinity. Cyclopropanes were 

shown to be effective local constraints for a variety of protein-ligand systems, resulting in 

inhibitors with either equipotent45,71 or improved binding affinity9,16 over flexible controls; 

however, detailed thermodynamic studies revealed some of the subtle yet significant 

challenges of designing effective constraints.  

Constrained derivatives of the native pyEEI peptide were shown to bind to the Src 

SH2 domain with higher affinity than flexible analogs due to a more favorable binding 

entropy; however, this was partially offset by an enthalpic penalty.16 NMR studies revealed 

chemical shift differences in the protein that suggested that the flexible ligand was able to 

form stronger hydrogen bonds with key residues in the protein backbone.26 Thus, even 

minor alterations in geometry resulting from introducing constraints in “hot spot” regions 

can result in loss of binding enthalpy.  

Constrained pYXN-containing inhibitors of the Grb2 SH2 domain also bound with 

higher affinity than their flexible counterparts; however, in this case the constrained ligands 

bound with a more favorable enthalpy at an entropic cost.9 Molecular dynamics 

calculations showed that the flexible ligands were able to adopt a macrocyclic structure in 

solution that was not possible for the constrained ligands, which resulted in a lower 



 58 

solution-state entropy for the flexible ligands compared to the constrained analogs.87 From 

this, we learned that preorganizing the ligand into the bound conformation may not 

necessarily result in a more favorable binding entropy if the constraint does not lower the 

solution-state entropy of the ligand relative to the unconstrained ligand. 

Macrocycles have also been evaluated as conformational constraints. Reports by 

Spaller showed that macrocyclic constraints can impart a higher binding energy through 

either a more favorable binding entropy or enthalpy depending on the nature of the 

macrocyclic tether. 8,17 Spaller also showed that with careful consideration of scission 

points, multiple flexible controls could represent an unconstrained macrocycle.  

Our investigation into macrocyclic inhibitors of the Grb2 SH2 domain showed that 

macrocycles can be either favorable or unfavorable in terms of binding energy.10 We 

learned that the size of the macrocycle can be important in order for the constrained ligand 

to maintain all key interactions with the protein. We also showed that the constrained 

macrocyclic ligand developed by Ettmayer88 bound with a higher affinity than the flexible 

control due to a more favorable binding entropy at an enthalpic cost. We also showed that 

this enthalpic cost could be due to an intramolecular hydrogen bond that is observed in the 

bound structure of the constrained inhibitor and not observed in the flexible analog.  

These results reveal the importance of continued investigation into the enthalpic 

and entropic effects of ligand preorganization in order to better understand the complex 

effects that making changes to ligand structures has upon their binding affinities. In chapter 

3.x we will discuss the thermodynamic effects associated with an acyclic conformational 

constraint.  

Solvation is another key factor in protein-ligand binding. Solvation of the protein 

and ligand prior to binding is an entropically unfavorable process due to the ordering of 

water molecules around the surface. However, polar surfaces are able to establish 
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interactions with the solvent water molecules that makes subsequent desolvation of these 

surfaces very unfavorable enthalpically. Since nonpolar surfaces are unable to make such 

interactions with the solvent, the desolvation of these surfaces on binding should result in 

a more favorable binding entropy.  

Adding nonpolar surface area to a ligand is a common strategy for optimizing 

binding affinity; however, this strategy is also not without its challenges. Engberts showed 

that increasing hydrophobicity of trypsin inhibitors resulted in the expected favorable 

increase in binding entropy, but this was offset by an unidentified enthalpic penalty.61 

Klebe showed that although addition of a methylene unit to a thrombin inhibitor resulted 

in a more favorable binding entropy, the new ligand was found to bind in an alternate 

conformation that weakened interactions with the protein, and thus binding enthalpy. 

More examples are emerging in support of an enthalpy-driven hydrophobic effect. 
12,14,15,99,103 This phenomenon, at least within the MUP-I system, was proposed by Homans 

to be due to suboptimal hydration of the binding pocket, and release of these water 

molecules lining the surface of the protein would be enthalpically favorable; however, 

whether or not this is broadly applicable to other systems is uncertain. Studies on 

phorphoramidite inhibitors of thermolysin by Klebe showed an analogous enthalpy-driven 

hydrophobic effect, and it suggested that this protein may also have a suboptimally 

hydrated binding pocket.101 

Our studies of a,a-disubstituted pYVN ligands have also shown DCp to be a poor 

indicator of the burial of nonpolar surface area. 12,103 As these studies continue to show, our 

knowledge of the intricacies of protein-ligand binding energetics is still highly superficial, 

and only through more systematic study across a wide variety of protein ligand systems 

can we come to understand and master the delicate act of optimizing binding affinity 

through balancing changes in conformation, solvation, and non-covalent interactions. 
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1.7 LOOKING FORWARD – A NEW PROTEIN-LIGAND SYSTEM 

In order to elucidate correlations between ligand structure and binding affinity that 

can be broadly applicable to protein-ligand binding, we must continue to well-

characterized systems through which to study protein-ligand binding energetics. It is 

important that several criteria are met in order for a protein to serve as a suitable model for 

this purpose. The protein-ligand system should be well studied and extensively 

characterized so that the key protein-ligand interactions have been identified. This provides 

valuable information about which structural changes may be appropriate for the ligand. 

The ligand should be simple enough that it can be synthesized readily, and the structure 

should be amenable to derivatization. Finally, the crystal structure of the protein should be 

known, and conditions should be available so that the various protein-ligand complexes 

can be crystallized for the purpose of obtaining structural information. 

With these criteria in mind, the HCV NS3 protease captured our attention. As one 

of the most extensively studied proteins in the HCV genome, a sufficient knowledge of the 

structure of the enzyme active site and key interactions within was available to be suitable 

for our work. Crystal structures of several strains of the protein were known along with 

complexes with several inhibitors, and this led us to believe that crystallization should be 

straightforward. With the ongoing development of HCV inhibitors, there were also reports 

of ligand structural changes that resulted in significant changes in binding affinity. In 

particular, the work of Tsantrizos et al.67 developing macrocyclic tripeptide inhibitors was 

of great interest to us (see section 1.5.1), as we had previously investigated the energetic 

effects of macrocycles as conformational constraints in another system.10 Along the 

development pathway to clinical candidate BI 201335104 several other ligand modifications 

were also of interest to us due to the significant impact on the affinity of the inhibitors, and 

these will be discussed in detail in the next chapter.  
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Chapter 2. The Hepatitis C Virus and the NS3 Protease 

2.1 THE HEPATITIS C VIRUS 

The hepatitis C virus (HCV) stands as one of the preeminent global health concerns 

of the 21st century with an infected global population estimated at 170 million, making 

HCV infection five times as widespread as the human innumodeficiency virus (HIV-1).105 

First discovered in 1989, HCV was identified as the cause of non-A, non-B hepatitis 

infections. It is estimated that individuals born between 1945 and 1965 make up nearly 

75% of all infected patients in the United States due to a lack of proper infection protocols 

regarding the handling of blood prior to 1990.106 While heightened awareness of blood-

borne diseases and subsequent screening measures have significantly decreased the risk of 

acquiring the virus via transfusion, new cases continually arise as a result of intravenous 

drug use.105 Inability to culture HCV stifled early development of treatment, and many 

patients progressed to long-term complications including cirrhosis and hepatocellular 

carcinoma. A large number of patients infected with the disease suffer only mild symptoms 

or are completely asymptomatic, which results in delay of treatment until more advanced 

stages of the disease. As a result, HCV infection remains the leading cause of liver 

transplants in the United States.105  

HCV is an RNA virus belonging to the Flaviviridae family of viruses with the 

hepatitis G virus, yellow fever virus, and dengue virus as the closest viral relatives.105 HCV 

contains a single-stranded positive-sense RNA genome of approximately 9,600 

nucleotides. The genomic RNA is composed of one open-reading frame flanked by a 5’ 

and 3’ noncoding region that is translated to a single 3,000 amino acid polyprotein (Figure 

2.1). This polyprotein is then cleaved by a combination of viral and host proteases into 

three structural proteins (core, E1, and E2) and seven nonstructural proteins (p7, NS2, NS3, 

NS4A, NS4B, NS5A, and NS5B). The structural proteins are processed by host proteases, 
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whereas the protease domain of the NS3 protein is responsible for self-cleavage of the 

NS3/NS4A junction and cleavage of subsequent downstream proteins. 107-110 

 

 

Figure 2.1: Diagram of the HCV genome and polyprotein.105 

HCV has classically been difficult to treat. Six distinct genotypes of HCV have 

been identified and vary in prevalence across the globe. HCV genotype 1 is the most 

commonly observed genotype in the United States and western Europe, with lower 

incidences of genotypes 2 and 3.111 Genotype 4 is most prevalent in Egypt, where an 

astonishing 6 to 28 (mean 22) percent of the population is estimated to be infected with the 

disease.105 Genotype 5 is most commonly found in South Africa and genotype 6 primarily 

affects Southeast Asia.105 Although the various genotypes are related, response to treatment 

varies and some therapies have been shown to be only effective against a few genotypes.111 

Replication occurs rapidly, and it is estimated that 10 trillion virion particles are produced 
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cent. These numbers are most likely influenced by the
size of the inoculum, the size of the needle, and the
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PATHOGENESIS

 

HCV is an RNA virus that belongs to the family
of flaviviruses; the most closely related human virus-
es are hepatitis G virus, yellow fever virus, and dengue
virus.
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 The natural targets of HCV are hepatocytes
and, possibly, B lymphocytes.
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 Viral replication is
extremely robust, and it is estimated that more than
10 trillion virion particles are produced per day, even
in the chronic phase of infection.
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 Replication oc-
curs through an RNA-dependent RNA polymerase
that lacks a “proofreading” function, which results
in the rapid evolution of diverse but related quasispe-
cies within an infected person and presents a major
challenge with respect to immune-mediated control
of HCV.

Despite in vivo replication rates in excess of those
observed in HIV-1 and HBV infection, efforts to grow
HCV in culture have been largely unsuccessful. In-
jection of recombinant transcribed HCV RNA into
chimpanzees has resulted in the successful propaga-
tion of virus, accompanied by clinical and histologic
signs of hepatitis.

 

27,28

 

 Recent genetic manipulations of
the RNA of virions have resulted in high-level repli-
cation in cell lines derived from hepatocytes, offering
a more tractable means to study viral RNA and pro-
tein synthesis.

 

29,30

 

HCV encodes a single polyprotein of 3011 amino
acids, which is then processed into 10 mature structur-
al and regulatory proteins (Fig. 1). Structural compo-
nents include the core and two envelope proteins. Two
regions of the envelope E2 protein, designated hyper-
variable regions 1 and 2, have an extremely high rate
of mutation, believed to be the result of selective pres-
sure by virus-specific antibodies. E2 also contains the

 

Figure 1.

 

 The HCV Genome and Expressed Polyprotein.
HCV, a single-stranded RNA virus of 9.5 kb, consists of a single open reading frame and two untranslated regions (UTRs). It encodes
a polyprotein of approximately 3000 amino acids, which is cleaved into single proteins by a host signal peptidase in the structural
region and the HCV-encoded proteases in the nonstructural (NS) region. The structural region contains the core protein and two
envelope proteins (E1 and E2). Two regions in E2, called hypervariable regions 1 and 2 (HVR 1 and HVR 2), show extreme sequence
variability, which is thought to be the result of selective pressure by virus-specific antibodies. E2 also contains the binding site for
CD81, the putative HCV receptor or coreceptor. The nonstructural proteins have been assigned functions as proteases (in the case
of NS2, NS3, and NS4A), helicase (in the case of NS3), and RNA-dependent RNA polymerase (NS5B). Although the crystal structure
of NS3 and NS5 is known,
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 the function and properties of the other proteins (such as p7) are less well characterized. A region in
NS5A has been linked to the response to interferon alfa therapy and is therefore called the interferon-sensitivity–determining region
(ISDR). However, the relevance and importance of this region are still unclear.
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per day.105 The RNA polymerase lacks proofreading capabilities, resulting in rapid 

evolution of the virus even within a single host, further complicating treatment. 105  

Before HCV received a separate classification, patients diagnosed with “non-A, 

non-B hepatitis” were treated with PEGylated interferon-α (INFα) and ribavirin (2.1).112 

Although incidences of successful treatment were reported as early as 1989, 113,114more than 

half of patients relapsed, and various unpleasant side effects were also reported105 thus 

necessitating the development of new treatments. The first major clinical breakthroughs in 

small molecule therapeutics for the treatment of HCV came with the 2011 approval of 

telaprevir (Vertex Pharmaceuticals)115 (2.2) and boceprevir (Merck)116 (2.3), although 

boceprevir was later voluntarily withdrawn from the market by Merck in response to the 

release of the superior medicines simeprevir (Jenssen)117 (2.4) and sofosbuvir/ledipasvir 

(Gilead) in 2015 (2.5 and 2.6, respectively) (Figure 2.2). 118-120  



 64 

 

Figure 2.2: Current FDA approved therapies for HCV. 

Current and developing therapies focus on inhibition of enzymatic activity. 

Inhibitors of the NS5B RNA polymerase are used in tandem with NS3 inhibitors as drug 

cocktails that are less prone to develop resistance. 121,122 The NS3 protease became the first 

target identified for therapeutic development when a clone containing a mutation in the 
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catalytic triad (S139A) was shown to lack infectivity, confirming the necessity of the 

enzyme for viral replication. 123 The protease remains one of the most well characterized 

and intensely studied enzymes in the HCV replicon. 

2.2 HCV NS3 PROTEASE 

The NS3 protease is located at the N-terminal third of the NS3 protein and consists 

of a chymotrypsin-like serine protease with a catalytic triad comprised of His57, Asp81 

and Ser139 (His1083, Asp1107 and Ser1165 in the HCV polyprotein) 109,124. Interestingly, 

other than the catalytic triad, the enzyme shares no sequence similarity to any other 

protease containing a trypsin-like fold.125 The protease contains one zinc-binding domain126 

and functions as a heterodimer with a 54 amino acid cofactor known as NS4A via a 

hydrophobic 12-amino acid sequence at the center of the NS4A peptide (Figure 2.3). 127,128 

Although sequence comparison shows similarities with other serine proteases, crystal 

structures of NS3 revealed several structure-defining loops that shape the N-terminal 

binding pockets of other proteases in this family are absent in the NS3 system, rendering 

the S1 specificity pocket as a shallow nonpolar groove consisting of the side chains of 

residues Phe154, Ala157, and Leu135. As a result, this enzyme displays a unique substrate 

specificity that renders classical serine protease inhibitors ineffective against NS3, 

suggesting that highly selective inhibitors could be developed.129  
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Figure 2.3: Crystal structure of the NS3/NS4A complex (PDB file 1DXP130) highlighting 
the catalytic triad (cyan), the S1 specificity pocket (yellow), the Zn2+ binding 
domain (green) and the NS4A cofactor (orange). 

2.3 DEVELOPMENT OF LINEAR TRIPEPTIDE HCV NS3 PROTEASE INHIBITORS 

Given the unique structure and critical role of the NS3/NS4A complex in the 

processing of essential downstream proteins, the enzyme presented an attractive target for 

therapeutic development. Much of the groundbreaking work in the development of small 

molecule therapies for HCV was done by scientists at Boehringer Ingelheim. 67,76,104,131-141 

At the outset of the work that is the focus of this dissertation there were no approved 

therapies for HCV, and the key developments in mapping the NS3 active site were made 
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in the course of their optimization studies. The remainder of this chapter will focus on the 

development of the first potent and specific linear tripeptide HCV inhibitors.  

In 1998 Llinàs-Brunet et al. reported that the hexapeptide 2.7 (DDIVPC-OH), the 

N-terminal cleavage product of a substrate derived from the NS5A/5B cleavage site, 142 

inhibits the NS3/4A complex with an IC50 of 71 µM. (Figure 2.4). Steinkühler et al. also 

reported that the NS3 protease was inhibited by N-terminal cleavage products of peptides 

corresponding to cleavage sites at the NS4A/NS4B, NS4B/NS5B, and NS5A/NS5B 

junctions. 143 

 

 

Figure 2.4: Early hexapeptide inhibitors of the HCV NS3 protease.131 
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with alanine and measuring the potency identified the P4 isoleucine, P3 valine, and P1 

cysteine residues as most important to the binding affinity. Substitution at the P5 aspartate 

residue was well tolerated (2.9), suggesting that the side chain carboxylic acid is not 

important to potency. Interestingly, introduction of a D-aspartate residue at P5 resulted in 

a seven-fold increase in potency, however this increase was lost upon replacement of the 

P6 aspartate residue. The authors took this result to suggest that the P5 residue orients the 

P6 aspartate residue to form a more favorable interaction with the protein.  

The importance of the P1 cysteine was thought to be due to interactions between 

the sulfhydryl group and the aromatic group of Phe154, which defines the bottom of the 

S1 specificity pocket of the enzyme. 125,144 Removal of the sulfhydryl group, methylation 

of the sulfur atom, and substitution to serine or methionine all resulted in substantial 

decreases in potency. 131  

Peptides 2.8 and 2.9 were chosen as the starting point for further optimization. Early 

efforts involving these hexapeptides focused on substitution of the P1 cysteine residue, 

which was prone to undergo dimerization reactions to form disulfides.138 Although five-

fold less potent than the cysteine residue of 2.7, norvaline was determined to be the best 

cysteine replacement, resulting in low-micromolar inhibitor 2.10 (Figure 2.5).132 

Replacement of the C-terminus with electrophilic carbonyl groups such as aldehydes and 

fluoro-carbonyl compounds is a common strategy for enhancing inhibition of serine 

proteases.145 Unfortunately, these substitutions resulted in diminished potency against the 

protease. a-Ketoamide derivatives 2.10 and 2.11 were the strongest inhibitors of the NS3 

protease. (Figure 2.5).  
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Figure 2.5:  Hexapeptide HCV NS3 inhibitors 2.8-2.13.132  
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off-target activity, the carboxylic acid was retained for further studies. 

Substitution on the P2 proline ring with an (R)-benzyl or (R)-benzyloxy group 
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ylmethoxy derivative 2.15, which represents the first NS3 inhibitor with submicromolar 

potency. Further optimization with a P5 D-glutamate and a P4 cyclohexyl group provided 

nanomolar inhibitor 2.16. NMR studies also showed the P5 and P6 residues were shown to 

be solvent exposed and only weakly interacting with the protease.75 To reduce the peptidic 

nature of these compounds, these residues were then truncated. Replacing the N-terminal 

norvaline residue with a 1-amino-cyclopropylcarboxylic acid provided inhibitor 2.17, a 

low micromolar, monocharged tetrapeptide inhibitor with good selectivity for NS3 over 

other proteases.76   

 

 

Figure 2.6:  Hexapeptide HCV NS3 inhibitors 2.14-2.17.76  
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screened in order to probe the available surfaces and maximize dispersive interactions. 

Para-substituted phenyl groups afforded low micromolar inhibitors, with a tenfold increase 

in binding affinity observed from p-fluoro to p-iodo. They noted that the increase in binding 

affinity correlates with increasing polarizability of the halogen. A similar effect was also 

observed in the quinoline-containing ligands, leading them to rationalize that a 

dipole/quadrupole interaction may take place between the binding pocket and the aromatic 

ring.133  
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Table 2.1:  IC50 values for HCV NS3 inhibitors 2.18-2.27.76  

 

 

Computational models of inhibitor 2.14 bound to the enzyme showed the P1 and 

P3 residues in close proximity to one another.67 They speculated that a hydrocarbon tether 

between these residues would result in a macrocyclic inhibitor that was preorganized into 

the bound conformation. They also hypothesized that additional interactions could be made 

between the hydrocarbon bridge and the binding pocket which should also increase binding 

affinity.  
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The tetrapeptide scaffold 2.28 without a P2 subunit was a poor inhibitor of the 

protease (< 20% inhibition at 1mM). Truncation to the tripeptide 2.29 also resulted in a 

poor inhibitor. However, when the P1 and P3 residues of 2.29 were tethered into a 15-

membered macrocycle with a Z-olefin geometry provided a substantial increase in potency 

(Figure 2.8). Substitution of the proline with the 4-hydroxy-7-methoxyquinoline moiety138 

resulted in a 16,600-fold increase in potency to give inhibitor 2.30. Addition of a 2-phenyl 

group to give 2.31 resulted in a further doubling of potency. Scission of the macrocycle to 

linear analog 2.32 came with a large drop in potency, which supported their hypothesis that 

preorganization would lead to an increase in binding affinity.  

 

 

Figure 2.7:  IC50 values for HCV NS3 inhibitors 2.28-2.33.76  
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 Crystal structures of the NS3 protease complexed with 2.32 showed the 

macrocyclic P1-P3 bridge was shown in the X-ray structure to be within van der Waals 

distance of V132 and such interactions may contribute to overall binding. The macrocyclic 

compounds were relatively stable to metabolism in human and rat liver microsomes and 

shown to be cleared mainly through the liver.67 Unfortunately, their most potent inhibitor 

2.32 showed rapid clearance and a low steady state distribution.  

 Substitutions were made on the P2 subunit in order to improve the pharmacokinetic 

properties of the inhibitors. Substituting the 2-phenyl group with of the quinoline with a 

variety of 2-amino-4-thiazolyl groups resulted in low nanomolar inhibitors in both 

enzymatic and cell assays. The N-terminal Boc capping group was replaced with the more 

chemically stable cyclopentyl carbamate. Combining these optimizations resulted in 

macrocyclic inhibitor BILN 2061 (2.34) with an improved clearance and oral 

bioavailability of 42% (Figure 2.9). The development of BILN 2061 is extremely 

significant in the development of HCV therapies, as BILN 2061 became the first proof-of-

concept HCV inhibitor to reduce viral load in humans.135 

 

 

Figure 2.8: Development of BILN2061 (2.15). 
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Unfortunately cardiotoxicity associated with administration of 2.34 redirected 

attention away from the macrocyclic inhibitors and back toward linear analogs with the 

goal of truncation and modification to reduce the peptidic nature of the compounds and 

enhance bioavailability. 146  The P3 valine residue from previous inhibitors was substituted 

for the bulkier tert-butyl side chain in an effort to further rigidify and preorganize the 

compound into the bioactive conformation.140 The previous 7-methoxy-2-phenylquinoline 

subunit was found to be optimal for these new linear compounds. Truncation of the P4 

cyclohexyl glycine residue and capping of the N-terminus with a tert-butyl carbamate to 

maintain a key hydrogen bonding interaction between the capping group carbonyl and the 

NH of Cys159 afforded 2.35, a linear tripeptide inhibitor with nanomolar binding both in 

vitro and in vivo. This tripeptide was further elaborated to generate the next clinical 

candidate from Boehringer Ingelheim, BI 201335 (2.36) (Figure 2.10).104 
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Figure 2.9: Development of BI 201335 (2.17). 
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energetics of interactions between the enzyme and the P2 heteroaryl subunit, as addition of 

a substituted 4-hydroxyquinoline moiety onto the oligopeptide scaffold resulted in 

substantial increases in potency (Figures 2.7 and 2.8).  

For our initial investigations into the energetics of binding between the NS3 

protease and small peptide inhibitors, were particularly interested in ligand 2.35. the ease 

with which derivatives of this ligands could be prepared prompted us to seize this unique 

opportunity to conduct a detailed investigation of the enthalpic and entropic effects 

associated with incremental changes in ligand structure within the context of this 

medicinally important biological system. We speculated that the wealth of literature 

available with X-ray, NMR, and modeling structures provided a well-characterized binding 

pocket that would make collection and interpretation of structural data fairly 

straightforward. In the next chapter, we will discuss an evaluation the entropic and 

enthalpic contributions of several affinity-enhancing substituents on the P2 hereroaryl 

subunit. We will also explore the thermodynamic effects associated with incremental 

increases in steric bulk at the P3 site to understand the role that the tert-butyl group plays 

in improving binding affinity.  
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Chapter 3. Thermodynamic Evaluations of Linear Tripeptide HCV NS3 
Protease Inhibitors 

3.1 INTRODUCTION 

 The profound increase in potency observed by introduction and subsequent 

substitution of the quinoline subunit on the P2 proline ring suggests the formation of key 

interactions within the enzyme active site. The ease with which derivatives of this P2 

subunit could be prepared prompted us to seize this unique opportunity to conduct a 

detailed investigation of the enthalpic and entropic effects associated with incremental 

changes in ligand structure within the context of this medicinally important biological 

system. IC50 data were collected for derivatives 3.1-3.6 by scientists at Boehringer 

Ingelheim (B.I.)1 and provided to us along with estimated DG° values.2 

 

 

 

 

 

 

 

 

 

                                                
1 Llinàs-Brunet, M. Unpublished results. 
2 Values for DG° were calculated from Equation 1.3, under the assumption that IC50 » 1/Ka. 
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Table 3.1. IC50 and calculated DG° values for ligands 3.1-3.6. 

 

 

Although changes in the association constants (Ka) and free energies of binding 

(DG°) across this series could be approximated from the IC50 values, the individual 

enthalpic (DH°) and entropic (DS°) contributions of these changes were still unclear. It is 

hypothesized that a thorough understanding of both the enthalpic and entropic 

consequences of these structural modifications, with respect to interactions with the NS3 

protease active site, could aid in guiding the development of novel, potent inhibitors with 

favorable properties as drugs. Thus, an investigation commenced in an effort to better 

understand these protein-ligand interactions. 
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3.1.1 The Double Mutant Cycle 

A detailed thermodynamic analysis would allow for determination of the changes 

in enthalpy and entropy of binding resulting from introduction of each substituent as well 

as evaluation of the impact that one substitution may have on another region of the 

molecule. With this in mind, a double mutant cycle analysis was envisioned to be most 

appropriate. The concept of a double mutant cycle analysis was first proposed by Fersht in 

1984 as a method to aid in the analysis of the secondary effects of side chain mutations in 

proteins. 147 While gross structural differences as a result of such modifications can be 

readily observed by x-ray crystallography, the magnitude of the distortion and subsequent 

impact on binding energetics is highly variable.  A change of even 0.1 Å, observable at 

higher resolutions by x-ray crystallography, may contribute as much as 2-3 kcal mol-1 if 

optimization of a hydrogen bond occurs.147 Examination of the differences in crystal 

structure may not be sufficient to explain small changes in binding affinity. The double 

mutant cycle offers a simple solution-state complement to x-ray analysis that allows for 

investigation of interaction between residues.  

In order to evaluate any potential interactions between residues, two distinct single 

mutants (A’B and AB’) and a double mutant (A’B’) were constructed for comparison to 

the wildtype (AB) (Figure 3.1). It was proposed that if side chain modifications introduce 

no significant structural changes to the apoenzyme or the enzyme-substrate complex, then 

the energetic consequences will be independent of one another. 
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Figure 3.1: Basic double mutant cycle.147 

 

∆G1	= ∆G1
' 

 

∆G2	= ∆G2
' 

 

As a result, the change in binding affinity between the wildtype and the double-mutant will 

simply be the sum of the corresponding energy differences of each of the single mutants. 

 

∆G3	= ∆G1+ ∆G2	= ∆G1
'+ ∆G2

' 

 

In the case where introduction of a mutation is accompanied by extensive structural 

changes, the change in free energy of the enzyme-substrate complex for one mutation may 

vary based on whether or not the other mutation is already present. For this situation, 

another set of equations can be generated: 

 

 

AB

A'B

AB'

A'B'

ΔG2

ΔG1'ΔG1

ΔG2'

ΔG3

(3.3) 

(3.2) 

(3.1) 
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∆G1	≠ ∆G1
' 

 

∆G2	≠ ∆G2
' 

 

∆G1	– ∆G1
' = 	∆G2	– ∆G2

' ≠ 0 

 

The energy difference calculated in equation 3.6 is known as the “coupling energy” and 

measures the difference between the double mutant and the two single mutants taken 

separately. Cases in which one mutation has no impact on the affinity at a second site will 

exhibit a coupling energy of zero.  

While studying the importance of three residues in the active site of tyrosyl-tRNA 

synthetase from Bacillus stearothermophilus, it was noted by Fersht that mutation of Thr51 

to proline (as is observed in the E. coli enzyme) resulted in a massive improvement in the 

binding affinity for ATP.147 It was hypothesized that rather than forming a direct interaction 

with ATP, the introduction of a proline residue to the backbone destabilizes the a-helix 

and repositions the side chain of His48 to provide stronger interaction with ATP. In order 

to probe the interaction between these two residues, binding affinities of the wildtype 

TyrTS(His48-Thr51) were compared to two single mutants (TyrTS(Gly48) and 

TyrTS(Pro51)) and a double mutant (TyrTS(Gly48-Pro51)). 

  A double mutant cycle was constructed to evaluate possible impacts of an H48G 

mutation on a nearby cysteine residue, as shown in Figure 3.2. The data suggest that the 

energetic consequences of mutations in these residues are independent of one another. The 

loss of binding energy between the wildtype and double mutant is the sum of the energy 

loss calculated for each of the single mutants Gly35His48 and Cys35Gly48 (+2.3 kcal mol-

1). 

(3.5) 

(3.4) 

(3.6) 
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Figure 3.2: Double mutant cycle analysis of H48G mutation.147  

A second double mutant cycle analysis was constructed to evaluate the energetic 

consequences of the H48G and T51P mutations (Figure 3.3). Were the two mutations in 

the of tyrosyl-tRNA synthetase enzyme non-interacting, the Gly48 Pro51 double mutant 

would be expected to exhibit a more favorable binding energy than that of the wildtype by 

–0.8 kcal mol-1; however, the double mutant cycle analysis revealed that the observed 

binding energy was much worse (by 1.8 kcal mol-1) than expected.  
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Figure 3.3: Double mutant cycle analysis of T51P mutation.147  

No binding energy change was observed between the Gly48 Thr51 single mutant 

and the Gly48 Pro51 double mutant which precludes the possibility of a simple direct 

interaction with ATP and further highlights the interactions between these two residues. 

This finding supports the proposed hypothesis that the distortion in the backbone due to 

introduction of the proline residue results in an increase in the interaction of the histidine 

residue with ATP. 

 This methodology has been extended to the study of synthetic chemical systems to 

probe interactions within supramolecular complexes148,149 as well as interactions between 

aromatic groups150-154. A novel DMC analysis has also been applied to the study of HCV 

NS3 tripeptide inhibitors.141 This approach was utilized to further illuminate the binding 

event and provide valuable ligand structure-activity relationship (SAR) data.  

The first DMC was constructed in an effort to understand the impact of the N-

terminal Boc capping group and the P3 tert-butyl side chain (Figure 3.4). Noninteraction 

between these two groups would result in additive effects on the binding energy resulting 
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in a predicted IC50 of 0.58 µM and a calculated DG° of –9.2 kcal mol-1 for inhibitor 3.6. 

The observed activity however is much greater at 0.080 µM (DG° = –10.4 kcal mol-1).  

 

 

Figure 3.4: Double mutant cycle analysis of P3 capping group and tert-butyl side chain. 
141  
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The synergy between these two substitutions was hypothesized to originate from 

conformational factors. The global rigidification of the peptide upon introduction of the 

conformationally restricting tert-butyl group results in a forcibly extended peptide 

backbone that allows for the Boc-P3 region to form hydrogen bonds with the enzyme,141 

though the exact enthalpic and entropic contributions to the observed binding affinity are 

unknown.  

The next DMC analysis investigated the contributions of the P2 quinoline B-ring 

and the thiazole moieties of 3.14, an analog of BILN 2061 that is known to bind the HCV 

protease in a similar manner (Figure 3.5).141 Beginning from the unsubstituted pyridine 

ligand 3.1, addition of either substituent results in a substantial increase in potency, and the 

doubly substituted compound 3.11 exhibits a nearly 2500-fold increase in potency. 

However, the DMC analysis reveals an antagonistic effect, with the observed IC50 of 0.039 

µM falls 10-fold short of the expected IC50 of 0.0039 µM. 
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Figure 3.5: Double mutant cycle analysis of P2 substituents. 141  
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end of the inhibitor, whereas the 2-phenyl substituent of the pyridine and quinoline-

containing ligands are known to be oriented toward the C-terminus of the inhibitor. 136  

This literature study represents the first application of this methodology to the study 

of ligand structural modifications within the global context of a protein-ligand binding 

event. This type of SAR analysis when coupled with structural studies help to further 

understand the importance of understanding secondary interactions within protein-ligand 

binding events. Identification and subsequent optimization of favorable secondary 

interactions would prove useful to rapid development of more potent therapeutics. 

Although this methodology has been used to probe interactions between substituents and 

the subsequent effects on total binding affinity, this analysis has never before been 

extended to an evaluation of individual thermodynamic parameters. The research presented 

herein furthers this analysis for a series of related HCV NS3 inhibitors to examine the 

energetic contributions of each substituent through the lens of enthalpy and entropy 

changes upon binding. 

3.2 STUDIES ON TRIPEPTIDE NS3 INHIBITORS: THE P2 HETEROCYCLE 

With the large increases in binding affinity associated with the addition of the 

heteroaryl P2 subunit (see Chapter 2), we were interested in understanding the individual 

thermodynamic effects of the addition of the second aromatic ring to form the quinoline 

subunit as well as the addition of the 2-phenyl and 7-methoxy substituents. Thus, we set 

out to evaluate two separate double-cycles in an effort to examine the thermodynamic 

impact of each substituent individually (Figure 3.6). 
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Figure 3.6: Proposed double mutant cycles for 3.1-3.6. 
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NS3, NS4A, and the ligand. For the sheer number of experiments necessary, the amount 

of the 17-mer NS4A peptide segment would also present a significant synthetic burden. 

Thus, it was determined that the single-chain construct would be more appropriate for this 

project. 

During their investigations into the role of the helicase domain in proteolytic 

activity, B.I. scientists engineered a simpler “single chain” protease. This construct 

contains the central 17 residues of the NS4A peptide linked to NS3 protease domain 

(Figure 3.7). The NS4A peptide sequence is covalently linked to the N-terminus of the 

NS3 protease domain by a two-amino acid bridge (Gly-Asp). To aid in solubility, lysine 

residues were added to the termini of the NS4A segment, and five hydrophobic residues of 

the NS3 protease were mutated to alanine (L13A, L14A, I17A, I18A, and L21A). A poly-

lysine tail was also introduced to the C-terminus of the construct for solubility purposes. 

The Cys16 residue of the protein was mutated to threonine, as this residue was prone to 

oxidation during the long incubation periods.  

 

 

Figure 3.7: Schematic diagram of NS3/NS4A “single chain” protease. 

This construct was well expressed in standard E. coli BL21 (DE3) (20 mg/L). 

Kinetic data obtained for the reaction between the NS3 protein and the peptide anthranilyl-

DDIVPAbu[C(O)-O]AMY(3-NO2)TW-OH, a substrate derived from the NS5A/NS5B 

cleavage site, showed highly similar values for Km and kcat between the single-chain 

construct (sc-protease) and the full-length protein (FL-protease) (Table 3.2).  
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Table 3.2. Kinetic data for the single-chain NS3/NS4a protease (sc-protease), the 
NS3/NS4A complex (NS3pr-NS4Apept), and the NS3-NS4A Protein (FL-
protease).155 

 

 

 A survey of 25 different NS3 protease inhibitors, ranging from micromolar to sub-

nanomolar in affinity, showed identical profiles between the single-chain and full-length 

proteases (Figure 3.8). From this, they determined that data obtained using the single-chain 

fusion construct would be representative of what would be obtained using the full-length 

wildtype protease. The improved expression and enhanced solubility allows for sufficient 

protein to be easily obtained for a wide variety of experiments. This single-chain protease 

is used in our experiments presented throughout the remainder of this chapter. 

 

A)     B)  

Figure 3.8: Comparison of Ki values for the a) full-length NS3/NS4A complex and B) 
single-chain NS3/NS4A construct.155 
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3.2.1 Preliminary Thermodynamic Data 

Prior to my involvement in the project, preliminary ITC data was collected by Dr. 

John Clements (Table 3.3). These data provide DG° values in agreement with those 

calculated from the IC50 values. However, concerns quickly arose over the note that the 

stoichiometric ligand:protein ratio n was considerably higher than the expected value of 

1.00 for all of the ITC experiments. 

Table 3.3. Preliminary data for ligands 3.1-3.6. [a] 

 

[a] Average of three trial per ligands, with n reported as the observed range over the trials. 

 

 Before any analysis of the data could begin, the abnormally high n values needed 

to be addressed, especially given the fact that the binding event was known from 

crystallographic evidence to occur with 1:1 stoichiometry with similar inhibitors.156 Values 

N
H

Boc

O

N
H
N

O
CO2H

O

N R1

N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

Ligand

3.1: R1 = H
3.2: R1 = Ph

3.3: R1 = H, R2 = H
3.4: R1 = Ph, R2 = H
3.5: R1 = H, R2 = OMe
3.6: R1 = Ph, R2 = OMe

∆G°
(kcal•mol-1)

Ka
(M-1)

∆H°
(kcal•mol-1)

–T∆S°
(kcal•mol-1)

n

3.1 4.0 (± 1.5) x 104 –6.2 ± 0.3 –1.5 ± 0.6 –4.7 ± 0.7 0.49 - 1.94

3.2 N/A N/A N/A N/A N/A

3.3 5.8 (± 1.5) x 106 –9.1 ± 0.2 –2.8 ± 0.3 –6.3 ± 0.4 1.32 - 2.20

3.4 8.1 (± 2.3) x 106 –9.4 ± 0.2 –1.9 ± 0.1 –7.5 ± 0.2 1.33 - 1.58

3.5 1.8 (± 0.2) x 107 –9.9 ± 0.06 –4.5 ± 0.4 –5.4 ± 0.4 1.09 - 1.58

3.6 5.4 (± 1.1) x 107 –10.4 ± 0.2 –2.9 ± 0.1 –7.5 ± 0.2 1.37 - 1.80
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of n that deviate from the expected stoichiometry hinted at an error in concentration of 

either the protein or the ligand, and such concentration errors can have an impact on the 

resulting thermodynamic parameters.34 An alternate independent method of determining 

concentrations of the ligand solutions was necessary. 

3.2.2 The Model Chromophore System 

 In an effort to remedy the issues with the high n values, we speculated that UV 

spectroscopy could provide a more accurate measure of ligand concentration. However, 

since the purity of the ligand stock was questionable, standard solutions could not be 

prepared directly from the ligands. A simpler model system was employed for 

determination of molar extinction coefficients (Figure 3.9).  

 

 

Figure 3.9: Model systems for ligands 3.12-3.17. 

4-Methoxyquinoline (3.14) was synthesized by former Martin group member Dr. 

Noah Benjamin. After determination of the extinction coefficient (6100 M-1), the 

concentration of ligand 3.3 in the previous ITC trials was recalculated and the curves were 

refitted, resulting in a readjustment of n from 2.20 to 1.06.  

With this promising result in hand, I entered the project and synthesized the rest of 

the model chromophores for the quinoline-containing ligands. Condensation of 

diethyl(ethoxy)methylenemalonate (3.18) with m-anisidine and subsequent cyclization 

with phenyl ether at 250 °C afforded ester 3.19 in 32% yield (Scheme 3.1).157 

N R

OMe

N R1

OMe

R2

3.12: R = H
3.13: R = Ph

3.14: R1 = H, R2 = H
3.15: R1 = Ph, R2 = H
3.16: R1 = H, R2 = OMe
3.17: R1 = Ph, R2 = OMe
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Saponification of the ester and decarboxylation afforded the hydroxyquinoline subunit 3.20 

in 45% yield.157 Heating under reflux in POCl3 provided chloro compound 3.21 in 84% 

yield.157 Substitution with NaOMe furnished the desired chromophore 3.16 in 65% yield. 

 

 

Scheme 3.1: Synthesis of 3.16. 

An analogous sequence was employed to synthesize 2-phenyl derivatives 3.15 and 

3.17 (Scheme 3.2).157 

 

 

Scheme 3.2: Synthesis of 3.15 and 3.17. 

EtO

O

OEt

O

OEt

1)

2) Ph2O, 250 °C

NH2MeO

, 150 °C

32%

N

OH
CO2Et

MeO

1) NaOH, reflux

2) HCl
3) Ph2O, 250 °C

N

OH

MeO

3.18
3.19 3.20

POCl3

84% N

Cl

MeO

3.21

NaOMe

MeOH

65%
N

OMe

MeO

3.16

45%

O O

OEt

1)              , PhMe

      reflux, -H2O

2) Ph2O, 250 °C

NH2R

N

OH

R

3.23: R = H      (20%)
3.24: R = OMe (17%)

3.22

POCl3

84% N

Cl

R

3.25: R = H      (70%)
3.26: R = OMe (86%)

NaOMe

MeOH
N

OMe

R

3.15: R = H      (50%)
3.17: R = OMe (54%)
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  The molar extinction coefficient and lmax for 3.12 were obtained from the 

literature.158 Due to solubility issues in the ITC buffer (50 mM HEPES, pH 7.5, 3% 

DMSO), extinction coefficients for 3.12-3.17 were measured in ethanol (Table 3.4). 

 

Table 3.4. Molar extinction coefficients of chromophores 3.12-3.17. 

 

[a] Benjamin, N. unpublished results. 

 

With the molar extinction coefficients in hand adjustments were made to the 

available ITC data. Due to the fact that the ligand concentration by weight was initially 

assumed to be sufficiently accurate, many of the ITC experiments were conducted without 

collecting any UV absorbance data for the solutions, necessitating replication of those 

experiments. Unfortunately, even with the new molar extinction coefficients in hand, the 

same problems with the n values for some of the ligands persisted (Table 3.5). Trials using 

N R

OMe

N R1

OMe

R2

3.12: R = H
3.13: R = Ph

3.14: R1 = H, R2 = H
3.15: R1 = Ph, R2 = H
3.16: R1 = OMe, R2 = H
3.17: R1 = Ph, R2 = OMe

Compound λmax (nm) ε (M-1)

3.12 235 2200

3.13 —— ——

3.14 284[a] 6100[a]

3.15 319 2899

3.16 295 8801

3.17 295 10101
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ligand 3.6 also needed to be repeated because recalculation of the ligand solution 

concentration resulted in adjustment of n to 0.7, an equally troubling result.  

Table 3.5. ITC data for ligands 3.1-3.6. [a] 

 
[a] Average of three trial per ligands, with n reported as the observed range over the trials. 
[b] Values corrected by replacing the ligand concentration by weight with the concentration by UV 
absorbance. 
 

3.2.3 Ligand Synthesis and UV Evaluation 
Given that UV absorbance data were not available for many of the ligands, the ITC 

experiments needed to be replicated. With the generous donation of the tripeptide brosylate 

3.27 by B.I. and the availability of the necessary 4-hydroxy compounds from the 

chromophore synthesis, only two additional steps were necessary to prepare the ligands 

(Scheme 3.3). Displacement of the brosylate group with the appropriate 4-

N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

Ligand

3.4: R1 = Ph, R2 = H
3.5: R1 = OMe, R2 = H
3.6: R1 = Ph, R2 = OMe

∆G°(kc
al•mol-1)

Ka
(M-1)

∆H°(kc
al•mol-1)

–T∆S°(kcal
•mol-1)

n

3.4 8.1 (± 2.3) x 106 –9.4 ± 0.2 –1.9 ± 0.1 –7.5 ± 0.2 1.33 - 1.58

3.4[b] 1.4 (± 0.5) x 107 –9.7 ± 0.3 –2.6 ± 0.3 –7.1 ± 0.4 1.01 - 1.06

3.5 1.8 (± 0.2) x 107 –9.9 ± 0.06 –4.5 ± 0.4 –5.4 ± 0.4 1.09 - 1.58

3.5[b] 2.3 (± 1.2) x 107 –9.9 ± 0.5 –6.6 ± 0.4 –3.3 ± 0.6 1.27 - 1.40

3.6 5.4 (± 1.1) x 107 –10.4 ± 0.2 –2.9 ± 0.1 –7.5 ± 0.2 1.37 - 1.80

3.6[b] 2.3 (± 1.2) x 107 –9.9 ± 0.5 –6.6 ± 0.4 –3.3 ± 0.6 0.60 - 0.72
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hydroxyquinoline provided tripeptide methyl esters 3.32-3.35 in good yield. Saponification 

of the ester furnished ligands 3.3-3.6 in modest yield.  

Scheme 3.3: Synthesis of ligands 3.3-3.6. 

Since 4-hydroxypyridine is commercially available and relatively inexpensive, 

attention was focused on the synthesis of the intermediate 4-hydroxy-2-phenylpyridine 

3.37 necessary to synthesize the ligand 3.2 (Scheme 3.4). The originally intended route 

would provide the desired compound in five steps from commercially available and 

inexpensive pyridine N-oxide (3.33), which was nitrated159 to form 3.34 in 68% yield 

followed by nucleophilic substitution with NaOMe160 to give 3.35 in 70% yield. 

Unfortunately, the Grignard addition/elimination sequence to furnish pyridine 3.36161 was 

N
H

Boc

O

N
H
N

O
CO2Me

O S
O

O

Br

N R1

OH

R2

3.28: R1 = H, R2 = H
3.23: R1 = Ph, R2 = H
3.20: R1 = OMe, R2 = H
3.24: R1 = Ph, R2 = OMe , Cs2CO3

NMP, 70 °C N
H

Boc

O

N
H
N

O
CO2Me

O

N R1R2

3.29: R1 = H, R2 = H          (74%)
3.30: R1 = Ph, R2 = H        (99%)
3.31: R1 = OMe, R2 = H     (90%)
3.32: R1 = Ph, R2 = OMe   (90%)

NaOH

THF/MeOH, rt N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

3.3 R1 = H, R2 = H          (77%)
3.4: R1 = Ph, R2 = H        (71%)
3.5: R1 = OMe, R2 = H     (75%)
3.6: R1 = Ph, R2 = OMe   (85%)

3.27
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found to be highly irreproducible and plagued by the formation of mixtures of by-products 

that made purification difficult.  

 

 

Scheme 3.4: Attempted synthesis of 3.37. 

Several sets of conditions were screened in an attempt to improve the yield of 3.36 

(Table 3.6). Changing the base from NaOH to Hünig’s base had minimal effect on the 

yield. Increasing the equivalents of TFAA to 2 did not seem to elicit any improvement. 

Lowering the temperature of the addition resulted in a decrease in yield to only 9%. 

Reversing the order of addition and attempting to acylate 3.35 with TFAA first before 

addition of the Grignard resulted in intractable mixtures of products.  

 

 

 

 

 

 

 

N
O

HNO3, H2SO4

140 °C N
O

NO2

68%

NaOMe

MeOH
70%

N
O

OMe

3.33 3.34 3.35

N

OMe

3.36

1) PhMgBr; MeOH, -40 °C to rt

2) TFAA; base, rt N

OH

3.37

BBr3
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Table 3.6. Addition/elimination sequence of 3.35. 

 

 

Pyridine N-oxides are reported to undergo ring open reactions to form dienal 

oximes (2.54) that can undergo further reaction (Scheme 3.5).162 Although the by-products 

were inseparable, the presence of multiple peaks in the vinyl region of the crude 1H NMR 

spectrum suggested the possibility of ring opening.  

 

 

N
O

OMe

3.35

N

OMe

3.36

1) PhMgX; MeOH, temp to rt

2) TFAA; base, rt

Temp (°C) eq. TFAABase % Yield

–40 NaOH 1.1 18

–40 iPr2NEt 1.1 20

–40 NaOH 2.0 20

–78 iPr2NEt 1.1 9

–40 NaOH 1.1[a] intractable
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Scheme 3.5: Ring opening of pyridine 3.48.  

Due to the low yields and difficulty in purification, an alternate procedure was 

utilized to reach pyridone 3.47 (Scheme 3.6). Intermediate 3.33 was instead converted to 

2-pyridone 3.41 in 68% yield,163  followed by chlorination with POCl3
157 to provide the 2-

chloro compound 3.42 in 59% yield.  Suzuki cross-coupling to install the 2-phenyl 

substituent164 followed by demethylation with pTsOH and LiCl165 provided pyridone 3.37 

in good yield.  

 

N
O

OMe

3.35

BrMg

N

OMe

OMgBr
H
Ph

F3C

O

O

O

CF3

N

OMe

Ph
O O

CF3

N Ph

OMe

O O

CF3

side products

3.38
3.39

3.40
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Scheme 3.6: Synthesis of 3.37. 

The tripeptide brosylate 3.27 was then subjected to an identical 

displacement/hydrolysis sequence to give pyridine ligands 3.1 and 3.2 in good yield. 

  

 

Scheme 3.7: Synthesis of 3.1-3.2. 

N
O

OMe

Ac2O
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N
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POCl3

59% N
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3.43: R = H
3.40: R = Ph , Cs2CO3
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N
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N
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N R

3.44: R = H    (95%)
3.45: R = Ph  (99%)

3.27

3.1: R = H    (80%)
3.2: R = Ph  (74%)
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 Upon completion of the synthesis, UV absorbance measurements were collected 

for ligands 3.1-3.6 and compared to those of the model chromophores (Table 3.7). 

Unfortunately, the unsubstituted pyridine ligand 3.1 did not absorb radiation at any 

wavelength that would provide a usable molar extinction coefficient (l > 250 nm). Without 

a usable extinction coefficient, we would be unable to accurately determine the 

concentration of ligand 3.1. We then reasoned that we would instead standardize these 

titrations based on the protein concentration. If that the titrations with the other ligands 

using the UV concentrations provided the appropriate n value of 1, we rationalized that we 

could then make the assumption that the concentration of properly folded protein in the 

sample cell was correct.  If the protein concentration is known with certainty, then any 

issues with the value for n in titrations with ligand 3.1 could be remedied by normalizing 

the protein:ligand ratio with respect to the protein concentration; i.e., multiplying the ligand 

concentration by the observed n value to get a new concentration and refitting the curve to 

give an n value of 1. 
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Table 3.7. Molar extinction coefficients of ligands 3.1-3.6 and chromophores 3.12-3.17. 

 

 

3.2.4 Evaluating the breakdown of the model system 

It was noted that the two ligands for which the model system had failed both 

contained a 7-methoxy substituent on the quinolone ring. Thus, it was speculated that the 

addition of this substituent could be altering the electronics of the ring in a manner that 

alters the UV absorption spectrum between the model and the ligand. Given that the ligand 

contains a proton source in the form of a free carboxylic acid that is not available to the 

model system, different protonation states of the two species could explain these 

discrepancies. In an effort to investigate this, UV absorbance measurements for three of 

the chromophores were measured in a 10% AcOH/EtOH solution and compared to those 

Ligand max (nm) Model Compound

3.1 —— ——

3.2 273 4685

3.3 284 5807

3.4 295 7330

3.5 319 3907

3.6 295 6429

max (nm)

3.12

3.13

3.14

3.16

3.15

3.17

235

——

284[a]

319

295

295

2200

——

6100[a]

2899

8801

10101

N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

N R1

OMe

R2

3.1: R1 = H
3.2: R1 = Ph
3.3: R1 = H, R2 = H
3.4: R1 = Ph, R2 = H
3.5: R1 = OMe, R2 = H
3.6: R1 = Ph, R2 = OMe

3.12: R1 = H
3.13: R1 = Ph
3.14: R1 = H, R2 = H
3.15: R1 = Ph, R2 = H
3.16: R1 = OMe, R2 = H
3.17: R1 = Ph, R2 = OMe

(M-1) (M-1)
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collected for the ligands as well as those previously collected for the model compounds 

(Table 3.8). 

Table 3.8. Molar extinction coefficients of chromophores 3.12-3.17 and ligands 3.4-3.6. 

 
[a] Values collected in EtOH. 
[b] Values collected in EtOH with 10% AcOH. 
 
 The values for e determined in 10% AcOH/EtOH for 3.15 and 3.17 tracked closely 

with those determined for the full ligands 3.4 and 3.5, lending support to the hypothesis 

that the heterocyclic nitrogen atom may be protonated in the ligand solution. Compound 

3.16 which does not contain a 7-methoxy substituent did display different behavior in the 

acidic solution, but this did not match the value obtained for the tripeptide ligand 3.4, 

suggesting that the corresponding tripeptide ligand may not exhibit protonation of the 

heterocyclic nitrogen. The molar extinction coefficients for the ligands were thus used to 

evaluate concentrations for the ITC experiments. 

Compound λmax (nm)[a]

3.15 295 8801

3.16 319 1925

3.17 295 9040

ε (M-1)[a]

N R1

OMe

R2

3.15: R1 = Ph, R2 = H
3.16: R1 = OMe, R2 = H
3.17: R1 = Ph, R2 = OMe

ε (M-1)[b]λmax (nm)[b]

295 10219

319 4065

295 6427

Ligand λmax (nm)

3.4 295 7330

3.5 319 3907

3.6 295 6429

ε (M-1)

N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

3.4: R1 = Ph, R2 = H
3.5: R1 = OMe, R2 = H
3.6: R1 = Ph, R2 = OMe
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3.2.5 Thermodynamic Data and Evaluations 

Using the ligand molar extinction coefficients to measure concentration, ITC data 

collected for ligands 3.1-3.6 are presented in Table 3.9.  

Table 3.9. ITC data for ligands 3.1-3.6. [a] 

 
[a] Average of three trial per ligands, with n reported as the observed range over the trials. 
 

 From these data, the effects of the individual substituents can be evaluated. If the 

addition of the second aromatic ring to form the quinoline and the addition of the 2-phenyl 

substituent were additive, the resulting ligand 3.4 would be expected to bind to the protease 

with a DG° value of –10.7 kcal mol-1. From the ITC data, it is shown that although the 

actual binding profile falls slightly short of expected (DG°obs = –9.6 kcal mol-1), the 

expected and observed DG° values are within 1 kcal mol-1 (Figure 3.10). However, when 

we dive deeper, this analysis immediately becomes much more complicated. Although 

N
H

Boc

O

N
H
N

O
CO2H

O

N R1

N
H

Boc

O

N
H
N

O
CO2H

O

N R1R2

Ligand

3.1: R1 = H
3.2: R1 = Ph

3.3: R1 = H, R2 = H
3.4: R1 = Ph, R2 = H
3.5: R1 = OMe, R2 = H
3.6: R1 = Ph, R2 = OMe

∆G°
(kcal•mol-1)

Ka
(M-1)

∆H°
(kcal•mol-1)

–T∆S°
(kcal•mol-1) n

3.1 7.4 (± 0.8) x 104 –6.7 ± 0.07 –1.4 ± 0.1 –5.3 ± 0.1 0.92 - 1.01

3.2 1.2 (± 0.2) x 106 –8.2 ± 0.1 –2.1 ± 0.1 –6.1 ± 0.2 0.94 - 1.09

3.3 5.1 (± 0.2) x 106 –9.2 ± 0.03 –5.3 ± 0.2 –3.8 ± 0.3 0.90 - 1.00

3.4 1.0 (± 0.03) x 107 –9.6 ± 0.02 –2.6 ± 0.1 –7.0 ± 0.1 0.98 - 1.17

3.5 5.6 (± 0.2) x 106 –9.2 ± 0.02 –8.3 ± 0.5 –0.9 ± 0.5 0.98 - 1.15

3.6 5.1 (± 0.4) x 107 –10.5 ± 0.05 –3.3 ± 0.5 –7.2 ± 0.5 1.00 - 1.02
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there are only small differences between the expected and observed free energies, the 

change in binding enthalpy for 3.4 (DH°obs = –2.6 kcal mol-1) is much less favorable than 

the expected –6.1 kcal mol-1. On the other hand, the binding entropy, which would be 

expected to be –4.6 kcal mol-1, is significantly more favorable (–TDS°obs = –7.0 kcal mol-

1). 
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Figure 3.10: Double mutant cycle analysis for ligands 3.1-3.4. Values expressed in kcal 
mol-1. 

The annulation of the benzenoid ring onto the pyridine of 3.1 to form the quinoline 

ligand 3.3 provides a sharp improvement in the binding enthalpy (DDH°obs = –4.0 kcal mol-

1), although this comes at an entropic cost (–TDDS°obs = +2.5 kcal mol-1). Interestingly, the 
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addition of this same ring from the 2-phenylpyridine ligand 3.2 to the corresponding 

quinoline 3.4 results in a more favorable binding enthalpy (DDH°obs = –0.5 kcal mol-1) and 

entropy (–TDDS°obs = –0.9 kcal mol-1). The addition of the second ring nearly doubles the 

surface area of the heterocycle, and this large hydrophobic surface may be forming more 

dispersive interactions with the protein than with the solvent. Prior to the binding event, 

both the protein and the ligand are surrounded by solvent molecules. In addition to forming 

hydrogen bonding networks with other solvent molecules, dispersive interactions are also 

formed with the protein and ligand surfaces. It has historically been assumed that the 

differences in both the quality and quantity of these dispersive interactions before and after 

binding are zero, since dispersive interactions between the solute and the protein or ligand 

are simply replaced with solute-solute interactions and protein-ligand interactions upon 

binding. However, it has since been suggested that the topology of a hydrophobic surface 

influences the quality and quantity of hydrogen bonding networks between solvent 

molecules, with water molecules that solvate large flat surfaces (like aromatic groups) 

making fewer hydrogen bonds than those solvating concave surfaces (see Section 1.5.2). 

It therefore could be speculated that this suboptimal arrangement could result in fewer 

dispersive interactions between the surface and the solvent. Upon binding, replacement of 

these suboptimal solvent-solute interactions can be replaced with more optimal solvent-

solvent and solvent-solute interactions, and this can have an impact on changes in binding 

enthalpy.18 The origin of the entropic penalty in the case of the transition from ligand 3.1 

to 3.3 is unknown at this moment, and investigation is ongoing. 

The addition of the 2-phenyl substituent universally results in a favorable change 

in binding entropy, although the magnitude of this effect is highly dependent on which 

substituents are already present. From the simplest ligand 3.1 to 3.2, the addition of this 

substituent results in both a more favorable binding enthalpy (DDH°obs = –0.7 kcal mol-1) 
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and binding entropy (–TDDS°obs = –0.8 kcal mol-1). It is worthy of note that the change in 

binding entropy between the pyridine ligands is substantially smaller than for the quinoline 

ligands. For the quinoline ligands, addition of the 2-phenyl group from 3.3 to 3.4 results in 

a favorable change in binding entropy (–TDDS°obs = –3.2 kcal mol-1) at a nearly balancing 

enthalpic cost (DDH°obs = +2.8 kcal mol-1). We hypothesize that the addition of the phenyl 

group contributes significantly to the binding entropy primarily through the desolvation of 

nonpolar surface area.  

Working from quinoline ligand 3.3, if the effects of the 2-phenyl and 7-methoxy 

substituents were additive, the combined ligand 3.6 would be expected to bind with a DG° 

value of –9.6 kcal mol-1. We observed from the ITC data that the actual affinity was slightly 

higher than expected, with a DG°obs value of –10.5 kcal mol-1 (Figure 3.11), for a difference 

of –0.9 kcal mol-1.  Once again we see that although the overall binding free energy falls 

within 1.0 kcal mol-1 of the expected value, the binding enthalpy for 3.6 (DH°obs = –3.3 kcal 

mol-1) is less favorable than the expected –5.5 kcal mol-1.  The binding entropy (–TDS°obs = 

–7.2 kcal mol-1) is likewise more favorable than the expected –4.1 kcal mol-1. 
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Figure 3.11: Double mutant cycle analysis for ligands 3.3-3.6. Values expressed in kcal 
mol-1. 

As was observed previously in Figure 3.10, the addition of the 2-phenyl substituent 

going from ligand 3.5 to 3.6 improves the overall binding entropy (–TDDS°obs = –6.3 kcal 
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largely offset by a substantial enthalpic penalty (DDH°obs = +5.0 kcal mol-1), which results 

in a small overall improvement to free energy (DDG°obs = –1.3 kcal mol-1).  

The 7-methoxy group improves the binding enthalpy of 3.5 compared to 3.3 

(DDH°obs = –2.9 kcal mol-1). Interestingly, no net change to the binding affinity is observed 

upon addition of this substituent, as all gains in binding enthalpy are subsequently balanced 

by an entropic penalty (–TDDS°obs = +2.9 kcal mol-1). In the absence of structural data, we 

hypothesized that this methoxy group may be participating in an electrostatic interaction 

with the guanidine moiety of the Arg155 side chain, as had been previously noted in the 

literature.140  

We then set out to obtain structural data for the various protein-ligand complexes 

in order to further explain these observations. Crystal structures of the full-length NS3 

protein are known, as well as crystal structures of the isolated protease domain. However, 

crystal structures were never successfully obtained by scientists at B.I. with the “single-

chain” fused construct (see Figure 3.7). We tried numerous commercial crystal screens as 

well as published conditions for crystallization of the full-length protein and the protease 

domain, but we only observed amorphous precipitation. Attempts to crystallize the protein 

by itself as well as co-crystallization attempts with each of the ligands 3.1-3.6 were all 

unsuccessful. It is possible that the amino acid mutations that help to improve the solubility 

of the construct (L13A, L14A, I17A, I18A, and L21A) were impeding crystallization. We 

also attempted to obtain crystal structures with a similar fused NS3/NS4 construct provided 

by B.I., which contains the same attachment of NS4A and terminal poly-lysine tail with 

only a single amino acid mutation (I17K). Unfortunately, this protein also failed to 

crystallize under a variety of conditions. 
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3.2.6 Computational Studies 

With the failure to obtain crystallographic data, we turned our attention to 

preliminary computational modeling in order to obtain important structural data. All 

modeling studies were performed by our collaborators Jayadeepa Murugesan and Dr. 

Steven LaPlante (Figure 3.12-3.13). Starting from a known x-ray crystal structure of the 

NS3 protease156, the tripeptides were modeled into the active site of the protein and the 

complex was energy minimized via the Quick Prep procedure as outlined in MOE 

(2016.0802). The complexes were minimized to an RMS gradient of 0.1 kcal mol-1 with the 

MOE ligand interaction module with the receptor, ligand, and solvent atoms restrained. 

Crystallographic water molecules were kept, and hydrogen atoms were added using the 

MOE (2016.0802) Protonate 3D module. The Amber99 force field was applied with AM1-

BCC charges for the ligand. The energy cutoff range was set between 10-12 Å and the 

Born solvation model was used for implicit solvation. 

The molecular models for the tripeptide ligands show that the P2 region lies over 

the catalytic triad residues (Asp81, His57, and Ser139), and it has been reported that this 

orientation shields the catalytic triad from the solvent and facilitates two hydrogen bonding 

networks as shown in Figure 3.12. 
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Figure 3.12: Bound conformation of ligand 3.6. Two views are displayed.3  

 

Figure 3.13: Modeled complexes of ligands 3.1-3.6 with the HCV NS3 protease.4 

                                                
3 Molecular docking and MD calculations were performed by Jayadeepa Murugesan and Dr. Steven 
LaPlante. 
4 Molecular docking and MD calculations were performed by Jayadeepa Murugesan and Dr. Steven 
LaPlante. 
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The most noteworthy observation from the computational data is that the quinoline 

ligands 3.3 and 3.5 bind in alternate conformations with the P2 quinoline ring flipped so 

that the benzenoid ring of the quinoline is positioned over the catalytic triad. This suggests 

that the 7-methoxy quinoline moiety of 3.5 is not interacting with the guanidine side chain 

of Arg155 as previously speculated. There may be some interaction between this group 

and Arg155 in the case of 3.6, as the orientation of the heterocycle is such that these groups 

are in close proximity to one another (~2.6 Å). 

This alternate binding mode is significant because of the six ligands investigated, 

the binding profiles of these two ligands were dominated by favorable binding enthalpies 

rather than entropies. This suggests that some significant non-covalent interaction may be 

occurring between the aromatic quinoline rings and the catalytic triad. As the binding mode 

shifts upon addition of the phenyl group from 3.3 to 3.4 and 3.5 to 3.6, there is a significant 

enthalpic penalty of +2.8 kcal mol-1 and +5.0 kcal mol-1, respectively.  

The proximity of the aromatic group of the P2 unit to His57 of the catalytic triad 

suggests the possibility of non-covalent interactions between the two aromatic groups. 

With both protonated and neutral forms, histidine is a versatile amino acid capable of 

participating in hydrogen bonds, p-p interactions, cation-p interactions, and hydrogen-p 

interactions.166 Protonated histidine has been shown to be capable of forming cation-p 

interactions with aromatic groups in other amino acid residues ranging in energy from –

7.8 kcal mol-1 to –13.6 kcal mol-1 in the gas phase.166 The binding mode for the quinoline 

ligands 3.3 and 3.5 as illustrated by the modeled complexes in Figure 3.12 and Figure 

3.13 suggests that the quinoline and the histidine residue could be positioned for possible 

p-p interactions in a “parallel-displaced” arrangement.167 There is frustratingly little that is 

known about the detailed thermodynamics of interactions involving aromatic groups in the 

context of protein-ligand binding. 13,168,169  However, histidine has been shown to undergo 
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a variety of face-to-face (p-p) and edge-to-face (hydrogen-p/cation-p) interactions with the 

heterocyclic DNA bases with gas phase energies ranging from –4.7 to –10.7 kcal mol-1 for 

neutral histidine and from –9.5 to –25 kcal mol-1 for protonated histidine.170 Although 

solvation effects are expected to decrease these energies, it has been argued that in nonpolar 

environments, these interactions are expected to be significant.  These types of interactions 

contribute to a more favorable binding enthalpy, 167. This type of interaction could explain 

the favorable binding enthalpies of 3.3 and 3.5.  

The proximity of the quinoline nitrogen atom to Asp81 of the catalytic triad (~2.6 

Å) could also hint at a possible hydrogen bonding interaction. A separate investigation into 

a similar series of linear tripeptide NS3 inhibitors was conducted by Paul Bernard.5 ITC 

data were collected for the naphthalene and 6-methoxynaphthalene derivatives 3.46 and 

3.47, respectively. An additional double mutant cycle can be constructed in order to 

illustrate the effects of the nitrogen atom and the 7-methoxy substituent (Figure 3.14). 

                                                
5 Bernard, P. unpublished results. 
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Figure 3.14: Double mutant cycle analysis for ligands 3.46-3.47 and 3.3/3.5. Values 
expressed in kcal mol-1. 
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substitutions were simply additive. Overall, the naphthalene derivatives exhibit less 

favorable binding enthalpies than the corresponding quinoline ligands, which would be 

expected to be the more electron deficient aromatic systems. Although this finding does 

not necessarily rule out a possible interaction between the p systems of the quinolines and 

His57, this suggests that a different interaction may be predominantly responsible for the 

observed enthalpies.  Interestingly, incorporation of either the nitrogen atom or the 

methoxy group results in a near identical improvement in DH°obs (DDH°obs = –1.4 to –1.8 

kcal mol-1). The preferred bound conformations of 3.46 and 3.47 are unknown, and so it 

cannot be said with certainty what interactions are responsible for the observed increase in 

enthalpy from 3.46 to 3.47. However, regardless of which is incorporated first, addition of 

the second substituent results in a larger improvement in DH°obs. Thus, there is an observed 

synergistic effect between these two substituents. In conjunction with the UV data obtained 

from the 7-methoxy quinoline ligands (see Table 3.8), this finding lends support to the 

hypothesis that the addition of the methoxy group may enhance the basicity of the 

heterocyclic nitrogen. If the enhanced basicity of the heterocyclic nitrogen leads to 

protonation of the ligand at this site, then a favorable hydrogen bonding interaction with 

Asp81 could potentially be established.  

 Overall, these observations are significant in that they highlight the importance of 

collecting thermodynamic data during the early stages of lead optimization. Prior to this 

work, the individual thermodynamic parameters for these ligands were unknown. 

Following the principles of Freire’s “enthalpy funnel” (see Section 1.4), ligands with 

intrinsically more favorable values for DH° should be chosen as initial candidates for 

further elaboration, as strategies for optimization of binding entropy via preorganization or 

increasing hydrophobic surface area are more straightforward (at least in theory). The two 

ligands that bind with affinities that are dominated by binding enthalpy, 3.3 and 3.5, are 
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speculated to bind in an alternate conformation relative to the other tripeptides. Had one of 

these ligands been chosen for further optimization by B.I. rather than 3.6, an alternate set 

of analogs could have been developed, perhaps shortening the optimization process and 

exhibiting more favorable binding profiles.  

3.2.7 Summary 

In summary, we evaluated a series of linear tripeptide HCV NS3 inhibitors by ITC 

in order to better understand the individual thermodynamic contributions of a variety of 

substituents on the P2 proline residue. We had envisioned a double-mutant cycle-type of 

analysis in which we have shown that the binding affinities for four of the six ligands are 

predominantly due to a favorable binding entropy. Preliminary computational modeling 

studies suggest that that the two quinoline ligands that do not have a phenyl group at the 2-

position of the aromatic ring appear to bind in an alternate conformation in which the 

quinoline ring is positioned over the catalytic triad. We have shown that although these 

ligands bind to the protein with similar affinity to the other quinoline ligands, this alternate 

conformation results in significantly different binding profiles that are dominated by 

favorable binding enthalpies rather than entropies.  

It is difficult to compare changes in the thermodynamics upon addition of 

substituents if the two ligands bind in alternate conformations. Furthermore, although the 

observed binding enthalpies and entropies differed from those expected based upon 

additive energetic contributions, the overall binding free energies were measured within 

1.0 kcal mol-1 of the expected values. The nuanced web of factors that influence binding 

enthalpy and entropy are still not well understood, and as such this methodology may be 

inappropriate for this level of detailed thermodynamic investigation. 
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The addition of the 2-phenyl group to the quinoline ring systematically resulted in 

a more favorable entropy of binding. The magnitude of this effect was shown to be 

dependent on which substituents were already present, with values for –TDDS°obs ranging 

from –0.8 kcal mol-1 for the transition from 3.1-3.2 to –6.3 kcal mol-1 for the transition 

between 3.5-3.6.  The improvement in binding entropy is speculated to be due to an 

entropy-driven hydrophobic effect, and efforts to evaluate changes in desolvation via 

measurement of DCp for these ligands is underway, although we have shown that DCp is not 

necessarily an effective barometer for hydrophobic effects.103 Addition of the 7-methoxy 

group was shown to impart a more favorable binding enthalpy, with values for DDH°obs of 

–2.9 kcal mol-1 for the transition between 3.3-3.5 and –0.7 kcal mol-1 for the transition from 

3.4-3.6. We originally speculated that the addition of 7-methoxy group resulted in the 

formation of an interaction with the guanidine moiety of Arg155; however, this does not 

appear to be the case for 3.5, as this ligand binds in a different conformation. Rather, the 

increase in electron density of the aromatic ring of 3.5 may enhance the basicity of the 

heterocyclic nitrogen and thus facilitate a hydrogen bonding between the quinoline and 

Asp81 of the catalytic triad. This work showcases the value of thermodynamic evaluation 

of early hit compounds in the drug development process, as the transition from ligand 3.5-

3.6 results in a large enthalpic penalty, suggesting the disruption of strong non-covalent 

interactions with the enzyme active site.  

3.3 STUDIES ON TRIPEPTIDE NS3 INHIBITORS: THE P3 SIDE CHAIN 

Given our previous work investigating conformational constraints within the 

context of protein-ligand thermodynamics (see Section 1.5.1.2), we were also interested in 

understanding the role that the P3 tert-butyl side chain might play in the thermodynamics 

of binding between HCV NS3 and these tripeptide inhibitors.  
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3.3.1 The tert-butyl Group as a Conformational Constraint 

Upon binding to a receptor, a flexible molecule will adopt a conformation that 

maximizes noncovalent interactions with the binding pocket. However, this conformation 

is often less energetically favorable than the solution state conformation due to the 

restriction of molecular rotors and accumulation of torsional strain, and thus an unfavorable 

change in entropy typically occurs on binding.  Preorganizing a ligand so that the solution 

state conformation mimics that of the bound state conformation is a common strategy for 

improving the binding affinity of a ligand as it is thought to mitigate this entropic penalty, 

although we and others have shown that this is not necessarily the case (see section 1.5.1).  

It was known from the literature that the tripeptide inhibitors developed by B.I. bind 

to the NS3 protease in an extended conformation where the NH and CO groups of the P3 

residue are involved in hydrogen bonding to the enzyme backbone.140 Thus, it was 

presumed that the function of the P3 side chain was to rigidify the peptide into an extended 

conformation in solution,  so a tert-butyl group was chosen for this purpose, leading to the 

development of 3.6 (see section 2.3). We endeavored to investigate whether incremental 

increases in steric bulk up to the tert-butyl group of the P3 side chain improved the binding 

affinity of these tripeptides via favorable changes to binding enthalpy or entropy (Figure 

3.15). The 4-hydroxy-2-phenylquinoline was chosen for the P2 subunit for this 

investigation because ligand 3.4 was shown to be a potent inhibitor of the NS3 protease 

and a well-behaved ligand in ITC experiments with a largely favorable binding entropy. 
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Figure 3.15: P3 side chain variants 3.47-3.50. 

3.3.2 Ligand Synthesis 

The synthesis of these tripeptide ligands was straightforward, thanks to the 

generous donation of the dipeptide brosylate 3.51 by B.I. The previously synthesized 

hydroxyquinoline derivative 3.23 was substituted onto the dipeptide brosylate 3.51 in the 

same manner as the previous study to give Boc-protected dipeptide 3.52 in 96% yield 

(Scheme 3.8). Deprotection with neat TFA provided dipeptide 3.53 in 93% yield. The 

dipeptide was coupled with the appropriate amino acid to give tripeptide esters 3.54-3.57, 

which were then saponified to give ligands 3.47-3.50.   
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Scheme 3.8: Synthesis of ligands 3.46-3.49. 

 

3.3.3 Thermodynamic Data and Evaluations 

ITC data was collected for ligands 3.46-3.49 and is presented in Table 3.10. 
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Table 3.10. ITC data for ligands 3.49-3.52. [a] 

 
[a] Average of three trial per ligands, with n reported as the observed range over the trials. 
 
 
 The P3 glycine ligand 3.47 was a modest inhibitor of the protease with a Ka of 1.3 

x 104 M-1. Due to the low binding affinity (for ITC purposes) and binding enthalpy (DH°obs 

= –1.0 kcal mol-1), the ITC curves were difficult to fit, and only one well-defined isotherm 

was obtained.  The P3 alanine ligand 3.48 was 30-fold more potent, and the net addition of 

the methylene unit to the P3 side chain resulted in a more favorable binding entropy by 

nearly 2 kcal mol-1, as would be expected based on the conventional paradigm that 

conformationally restricting a ligand results in a more favorable binding entropy. Addition 

of the next methylene group to give ligand 3.49 resulted in a three-fold increase in potency 
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3.47 1.3 x 104 –5.6 –1.0 –4.6 1.00

3.48 3.8 (± 0.4) x 105 –7.6 ± 0.06 –1.1 ± 0.1 –6.5 ± 0.1 0.96 - 1.02

3.49 1.1 (± 0.07) x 106 –8.2 ± 0.04 –1.7 ± 0.1 –6.5 ± 0.1 0.92 - 0.96

3.50 4.0 (± 0.8) x 106 –9.0 ± 0.1 –2.3 ± 0.2 –6.7 ± 0.3 0.94 - 0.99

3.4 1.0 (± 0.03) x 107 –9.6 ± 0.02 –2.6 ± 0.1 –7.0 ± 0.1 0.98 - 1.17
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for an improvement of the binding free energy by 0.6 kcal mol-1. It was surprising to 

observe that this increase was due solely to a more favorable binding enthalpy. Moving 

from the ethyl group to an isopropyl group resulted in a similar improvement in DG°obs by 

0.8 kcal mol-1, again coming mostly from a more favorable DH°. The parent ligand 3.4 with 

a tert-butyl side chain was a roughly three-fold more potent ligand than 3.50, and the more 

favorable DDG°obs of 0.6 kcal mol-1 was split evenly between favorable changes in enthalpy 

and entropy.  

3.3.4 Computational Studies 

As in the previous study, we turned to computational studies to obtain a clearer 

picture of the structure of the protein-ligand complex. Modeling studies were conducted 

by Japadeepa Murugesan and Dr. Steven LaPlante (Figure 3.16). As in the previous study, 

starting from a known x-ray crystal structure156, each of the compounds was modeled into 

the binding site of the protease and minimized using the Quick Prep procedure as 

implemented in MOE (2016.0802).  
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Figure 3.16: Modeled complexes of ligands 3.47-3.50 with the HCV NS3 protease.6 

Based on the modeling data, the ligands 3.46-3.49 appear to bind in conformations 

identical to the parent ligand 3.4. The side chain of the P3 residue does not appear to make 

any significant interactions with the enzyme surface. In the absence of any significant 

interaction, we can speculate that the observed increase in binding affinity potentially 

derives from an enthalpy-driven hydrophobic effect (see Section 1.5.2). Efforts are 

underway to evaluate differences in the number of van der Waals contacts between the 

ligands. 

We observed that the change in binding free energy (DDG°obs) resulting from 

increases in steric bulk at the P3 side chain ranges from –0.6 to –0.8 kcal mol-1 per 

methylene unit incorporated. This finding is interesting in that these results are similar to a 

previous Martin group investigation into the effects of increasing nonpolar surface area of 

Grb2 SH2 inhibitors (See Figure 1.30). Myslinski et al. observed that expanding the ring 

size within a series of cyclic a,a-disubstituted pY + 1 analogs resulted in a DDG°obs of –
                                                
6 Molecular docking and MD calculations were performed by Jayadeepa Murugesan and Dr. Steven 
LaPlante. 
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0.7 ± 0.1 kcal mol-1 per methylene unit, which was attributed to an enthalpy-driven 

hydrophobic effect resulting in an increase in the number of van der Waals contacts. 11 

These results are also similar to those reported by Homans, who observed an enthalpy-

driven hydrophobic effect in two series of MUP-I inhibitors resulting in a favorable 

DDG°obs of ca. –0.9 kcal mol-1 per methylene unit incorporated (see Figure 1.26 and Figure 

1.27). 14,15 There is, however, a notable difference between our work and that of others 

reporting on this phenomenon. In the literature reports detailing enthalpy-driven 

hydrophobic effects, adding nonpolar surface area resulted in increasingly less favorable 

binding entropies, whereas in our system, the binding entropy slowly improved alongside 

the binding enthalpy as nonpolar surface area was added from 3.46 to 3.4. The rigidification 

of the tripeptide into its extended bioactive conformation as the P3 side chain increases in 

size should in theory impart a favorable –TDDS°. Thus, we can speculate that this effect 

may help mitigate the entropic penalty that is observed in other enthalpy-driven 

hydrophobic effects.  

To further understand how steric bulk in the P3 side chain rigidifies the tripeptide 

motif, molecular dynamics (MD) simulations of the P3 ligands in the free (unbound) state 

were performed by Dr. Steven LaPlante (Table 3.11). In these calculations, the protein was 

removed and the carboxylic acid was made neutral. The P1 residue and the proline ring 

were kept rigid while the remaining atoms were allowed to rotate freely. Two torsion angles 

were recorded from the models of the bioactive conformations, as indicated by T1 (x1-x2-

x3-x4) and T2 (y1-y2-y3-y4). These torsion angles were then extracted from the solution 

state conformations of the free carboxylic acids for comparison. LowModeMD was 

performed on each compound with up to 300 conformations. Each conformation was 

energy minimized to an RMS gradient of 0.1 kcal mol-1. The RMSD limit was set to 0.1 Å 

and the energy window was set to 30 kcal mol-1. These parameters were used to allow 
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sufficient sampling freedom. The percentages of the solution state conformations with 

torsion angles T1 and T2 within 20 degrees of the bioactive conformation for each of the 

ligands are reported in Table 3.11. 

Table 3.11. Torsion angles for the bioactive conformation of ligands 3.4 and 3.46-3.49.7 

 

 

 

 As is evidenced by the data presented in Table 3.11, the torsion angles T1 and T2 

in the bound conformations of the P3 analogs are highly similar. This is to be expected, as 

the NH and CO groups of the P3 residue are known to form key hydrogen bonds with 

residues of the protease, and such interactions are distance and angle-dependent.140 The 

angle T1 increases slightly as the side chain is increased from a methyl group (3.47) to an 

ethyl group (3.48) and again when the side chain is changed to an isopropyl group (3.49). 

                                                
7 MD calculations were performed by Jayadeepa Murugesan and Dr. Steven LaPlante. 
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This slight rotation of the P3 side chain may be necessary to avoid steric clashes with the 

enzyme backbone as the size of the side chain increases, although the extent to which these 

deviations in the angle T1 are significant is not immediately known. 

The unsubstituted ligand 3.46 shows considerable flexibility in the solution state, 

with only 29 and 30 percent of solution-state conformations within 20 degrees of the 

bioactive conformation for torsion angles T1 and T2, respectively. Introducing a methyl 

group into the P3 side chain to give 3.47 rigidifies the structure and improves the 

similarities between the bound and unbound states of the ligand to 42%. This may provide 

some insight into the sharp improvement of the binding entropy between 3.46 and 3.47 (–

TDDS°obs = –1.9 kcal mol-1); however, such a conclusion must be approached with caution, 

as only one data set was obtained for the glycine ligand 3.46. The degree of similarity 

between the bound and unbound states of the ligands appears to decrease slightly when the 

side chain is further extended to an ethyl group (3.48), but no change in the binding entropy 

is observed between 3.47 and 3.48. The fully substituted tert-butyl group shows a 

considerably higher degree of rigidity, with 71% of the solution state conformations within 

20 degrees of the bioactive conformation for T1 and 59% of the conformations within 20 

degrees for T2. This leads us to believe that the available solution state conformations for 

this ligand most closely match the bound state conformation, and this could be the origin 

of the favorable change in binding entropy from 3.49 to 3.4, however there appears to be 

no direct numerical correlation between the changing torsional angles and either –TDDS°obs 

or DDG°obs. The extent of any entropic penalty that may be incurred as a result of an 

enthalpy-driven hydrophobic effect and the degree to which this counteracts an entropic 

benefit that might be obtained from conformational constraint is difficult to untangle and 

warrants further study. 
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3.3.5 Summary 

In order to understand the role of the P3 tert-butyl side chain in the thermodynamic 

binding profile of the linear tripeptide HCV NS3 protease inhibitor 3.4, analogs 3.46-3.49 

were synthesized wherein the steric bulk of the P3 side chain was incrementally increased 

from a glycine residue to a tert-leucine residue. The binding thermodynamics of these 

ligands were determined by ITC and structures of the protein-ligand complexes were 

generated by computational docking studies.  

We hypothesized that as the size of P3 side chain increases, the subsequent 

rigidification of the tripeptide backbone would constrain the ligands into the bioactive 

conformation, and the binding affinity would improve because of more favorable changes 

in binding entropy. We discovered that as the bulk of the side chain incrementally 

increases,  DG°obs became more favorable, with a DDG°obs ranging from –0.6 to –0.8 kcal 

mol-1 per methylene group incorporated, primarily through favorable increases in binding 

enthalpy (DDH°obs), although small gains were made in the binding entropies as well. The 

DDG°obs values are in agreement with reports in other protein-ligand systems of incremental 

increases in nonpolar surface area contributing between –0.7 and –0.9 kcal mol-1 per 

methylene group as a result of increasingly favorable binding enthalpies, which have been 

attributed to enthalpy-driven hydrophobic effects. While increasingly unfavorable binding 

entropies were observed in the other cases of enthalpy-driven hydrophobic effects, the 

binding entropies of the P3 analogs in this study remained largely consistent and improved 

very slightly. The entropic effects of preoganization due to the rigidity imposed by the P3 

side chain may work to counteract an entropic penalty resulting from an enthalpy-driven 

hydrophobic effect, but our limited knowledge of the intricacies of these phenomena make 

detailed analysis difficult.  
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The modeled complexes show no significant differences in the bound 

conformations of the P3 analogs 3.46-3.49 and the parent ligand 3.4. Computational 

analysis of key torsion angles related to the P3 residue also show highly similar results, 

suggesting that the key hydrogen bonding network between the tripeptide and the enzyme 

backbone is undisturbed. The torsion angle T1 was shown to increase slightly as the bulk 

of the P3 side chain increases. Comparison of the torsion angles in the bound and unbound 

conformations of the ligands revealed that the P3 glycine ligand 3.46 showed considerable 

flexibility in solution, whereas a majority of the solution state conformations of the 

constrained ligand 3.4 exhibited torsion angles within 20 degrees of the bound 

conformation. The intermediate ligands 3.47-3.49 showed similar degrees of similarity 

between the solution-state and bioactive conformations, and no direct correlations could 

be made between the level of similarity of the bound and unbound conformations and the 

thermodynamic values. Thus, the data suggest that the tert-butyl group is an effective group 

for conformational constraint of the ligand into its extended bioactive conformation, and 

incremental increases in steric bulk at the P3 side chain correspond to incremental increases 

in binding affinity; however, the effects of these modifications on the individual enthalpic 

and entropic terms is vastly more complicated due to the effects of both preorganization 

and a potential enthalpy-driven hydrophobic effect.  

  



 131 

Chapter 4. Progress Toward the Total Synthesis of (±)-Arboridinine 

4.1 INTRODUCTION 

Plants of the genus Kopsia (Apocynacae) are widely distributed throughout 

Southeast Asia, India, China, and Australia, with a majority of the species concentrated in 

Malaysia.171 These plants are a rich source of a variety of indole alkaloids with 

unprecedented skeletons and interesting biological activities, with some compounds 

showing antitumor,172 antimitotic,173 antileishmanial,174 and antitussive activities.175 The 

newest addition to this family is the novel pentacyclic alkaloid (+)-arboridinine, which was 

isolated in 2014 by Wang and coworkers from K. arborea (Figure 4.1).176 

 

 

Figure 4.1: Representative members of the Kopsia alkaloids. 

Arboridinine is a monoterpene indole alkaloid with a unique pentacyclic caged 

structure characterized by two azepane rings as well as a densely functionalized cyclohexyl 

ring fused to the indolenine moiety. A potential biosynthetic pathway was proposed starting 

from the related indole alkaloid pericine 4.7 (Scheme 4.1).176 Oxidation of the ethylidene 
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double bond forms epoxide 4.8, which can be opened via nucleophilic attack by the indole 

moiety to furnish 4.9. Conjugate reduction of the resulting imine provides enamine 4.10. 

Once a suitable leaving group is installed on the tertiary amine nitrogen to give 4.11, a 

Grob-type fragmentation would lead to a tetracyclic iminium 4.12, from which attack of 

the enamine would generate arboridinine 4.6. 

 

 

Scheme 4.1: Proposed biosynthesis of (+)-arboridnine.176  
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combined with its unique biological activity piqued the interest of our group and prompted 

us to develop a route toward a total synthesis of this unique natural product. 

4.2 FIRST GENERATION APPROACH 

In designing a synthetic route toward arboridinine, it was envisaged that the 

exocyclic olefin would be installed near the end of the synthesis because ketone precursor 

4.13 would provide a susbtrate that would ideally allow for closure of both azepane rings 

in a single step via a double Mannich reaction with two equivalents of formaldehyde 

(Scheme 4.2). The α-silyloxyketone 4.14 could be made from oxidation of silyl enol ether 

4.15, which could be assembled by a Diels-Alder reaction of an N-protected indole-3-

glyoxamide 4.15 and a diene 4.16. We reasoned that the Diels-Alder reaction would be an 

ideal choice to quickly assemble the key tricyclic intermediate as three of the final four 

stereocenters could be set by the reaction in a single step. Utilizing any of the known 

derivatives of 4.15 and 4.16, this synthesis could be completed in seven steps from known 

materials.  

 

 

Scheme 4.2: Martin group retrosynthesis of 4.6. 
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4.2.1 Diels-Alder Reactions of Indoles 

The Diels-Alder reaction is one of the most powerful transformations in organic 

chemistry.177 The reaction is stereospecific, diastereoselective, regioselective, and 

completely atom economical. The ability to form two new carbon-carbon bonds and set up 

to four contiguous stereocenters in a single step has cemented the role of the Diels-Alder 

reaction as a key transformation to quickly build complexity in natural product synthesis. 
178,179 Given that indoles are typically electron-rich heterocycles, these compounds provide 

an ideal framework as electron-rich dienophiles in inverse-demand Diels-Alder reactions, 

which have been extensively characterized throughout the literature. 180-185 However, 

examples of electron-deficient indoles participating in normal-demand Diels-Alder 

reactions with electron-rich dienes, as would be needed in the case of our Diels-Alder 

reaction to form 4.15, are sparse in comparison. The earliest example of such a 

transformation was reported by Wenkert, who showed that N-benzenesulfonyl indoles 

bearing a variety of electron-withdrawing substituents at the 3-position underwent reaction 

with isoprene 4.19 to give the regioisomeric adducts 4.20 and 4.21 (eq. 4.1).186 

 

  

 

 Similar yields were obtained using 1,3-butadiene as the diene under identical 

thermal conditions, albeit with lower conversion due to competing polymerization of the 
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proceed at a lower temperature and with enhanced regioselectivity, albeit in a lower yield 

(eq. 4.2).186 

 

 

 

 The ease of extrusion of HNO2 following cyclization of the 3-nitrosubstituted 

derivative 4.25 also provided a new method to access dihydrocarbazoles 4.26 and 4.27 and 

carbazoles 4.28 and 4.29 (eq. 4.3).186 Unfortunately, the elevated temperatures (195-270 

ºC) and extended reaction times (48-72 h), combined with the competing polymerization 

of the diene has thus far precluded the typical thermal Diels-Alder reaction of these 

substrates from being of any synthetic utility. 
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∂lnk
∂P

= –
∆V≠

RT
 

 

where k is the rate constant for the reaction and DV¹ is the volume of activation.187 Diels-

Alder reactions have a negative volume of activation (that is, the transition state is more 

compact than the reactants), and thus k increases as the pressure increases.187,188 Piettre 

reported that performing the reaction of indole 4.30 and 1,3-cyclohexadiene (4.31) under 

high pressure allowed for lower reaction temperatures and reduced reaction times as well 

as increased conversion rates and product yields (Table 4.1).189 The diastereoselectivity of 

the reaction was also enhanced to further favor the endo-adduct 4.32 from 80:20 under 

thermal conditions to 96:4 under hyperbaric conditions. The addition of 0.1 equivalents of 

ZnCl2 under hyperbaric conditions led to further enhancement of the diastereoselectivity to 

>98:2 and allowed for the reaction to proceed at room temperature with complete 

conversion of the starting material after 48 h. 

 

 

 

 

 

 

 

 

 

 

(4.4) 
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Table 4.1: Diels-Alder reaction of 4.30 and 4.31. 

 

 

 The addition of the electrophilic substituent at the C3 position allows the indole to 

be sufficiently electron-deficient to act as a dienophine in a normal demand Diels-Alder 

reactions. However, the use of carbonyl groups and nitriles at the C3 position of the indole 

ring is problematic in that these groups are also known to undergo hetero-Diels-Alder 

reactions with electron-rich dienes.190,191 A subsequent report by Piettre shows the 

chemoselectivity in these Diels-Alder processes is dependent upon the nature of both the 

diene and the dienophile.192 In this report, he shows examples of Diels-Alder reactions that 

occur on the carbon-carbon double bond of the indole or at the C3-carbonyl group of the 

indole to form hetero-Diels-Alder products. For example, switching the diene from 1,3-

cyclohexadiene (4.31) to 2,3-dimethylbutadiene (4.34) in the Diels-Alder reaction with 

indole 4.30 affords the Diels-Alder adduct 4.35 with conventional heating; however, the 

use of hyperbaric conditions led to the formation of the bis-adduct 4.36 arising from a 

sequential cycloaddition first on the indole double bond followed by cycloaddition with 

the formyl group (Table 4.2). 
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Table 4.2: Diels-Alder reaction of 4.35 and 4.36. 

 

 

 The higher reactivity of the aromatic double bond over the formyl group enables 

the formation of mixed bis-cycloadducts by isolating 4.35 and further reacting with a 

different diene, such as Danishefsky’s diene (4.37) (eq. 4.5).192 
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occurs on the carbonyl group of the electron-withdrawing group at the 3-position, the 

indole is no longer sufficiently activated to participate in further cycloadditions.192  

 

 

 

 A similar result was obtained with ketoester 4.40 (eq. 4.7). The hetero Diels-Alder 

reaction removes the electron withdrawing group at the C3 position of the indole and again 

prevents the formation of any bis-cycloadducts.192 

 

 

 

 Changing the electron-withdrawing group at the C3 position from a glyoxylate to 

the N,N,-diethyl glyoxamide 4.42 resulted in a reversal in chemoselectivity and provided 

complete conversion to a separable mixture of diastereomeric cycloadducts 4.43 and 4.44, 

with the major diastereomer 4.43 bearing a trans-relationship between the ketoamide and 

the methoxy substituents (Table 4.3).192 
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Table 4.3: Diels-Alder reaction of 4.42 with Danishefsky’s diene (4.37). 

 

 

 With this promising result with tertiary glyoxamide substituents, they then 
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(eq. 4.8).192 

 

 

 

 The observed difference in reactivity between the secondary and tertiary 

glyoxamide substituents was hypothesized to arise from an intramolecular hydrogen bond 

N
Ts N

Ts

OTMS

OMe
conditions

+

O

O

NEt2

O
OMe

O

O
Et2N

N
Ts

O
OMe

O

O
Et2N

+

Conditions Conversion (%) Yield (%)

180 °C, 48 h 100 4:1

100

4:1
25 °C, 16 kbar, 

EuFOD (10 mol%),
 38 h

100 4:1

4.43:4.44

55

60

100

45 °C, 12 kbar, 
 48 h

4.43 4.44
4.42 4.37

N
Ts

N
Ts

4.45
4.46

OTMS

OMe 12 kbar

CH2Cl2, 25 °C
36 h

+

4.37

O

O

HN

Ph

O

O

O

H
N Ph

100%

(4.8) 



 141 

that shifted the ketoamide group out of conjugation with the indole (Figure 4.2).192 Two  

possible hydrogen bonding modes exist depending on the conformation of the dicarbonyl 

unit, either bridging the amide nitrogen with the ketone oxygen atom or one of the sulfur 

oxygen atoms. 

 

 

Figure 4.2: Possible hydrogen bonding conformations of glyoxamide 4.45. 

In summary, with careful choice of substituents, indoles can participate as 

dienophiles in normal demand Diels-Alder reactions with electron-rich dienes. In order to 

generate a sufficiently electron-deficient dienophile, electron withdrawing substituents are 

required at the indole nitrogen (usually a sulfonamide), and the C3 position (usually a nitro 

group or a carbonyl-containing group). Even with these substitution patterns, the reaction 

is often sluggish and requires high temperatures, which can cause problems with competing 

diene polymerization.186 It has been reported that high pressure can be used to circumvent 

the temperature requirement and allow for the reaction to occur under much milder 

conditions, due to the negative activation volume of the Diels-Alder reaction. 189,192  

When carbonyl groups are placed at the 3-position of the indole ring, competing 

hetero Diels-Alder reactions can occur between the diene and the carbonyl double bond.192 

Piettre showed that the nature of the diene is important in reactions of 3-formylated indole 

derivatives. For example, Danishefsky’s diene preferentially reacted with the carbonyl 
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group over the indole double bond, and 2,3-dimethylbutadiene preferentially reacted at the 

indole double bond.192 However, he also showed that the nature of the C3 substituent is 

relevant to the outcome of the reaction, as indole 3-glyoxylates primarily reacted with 

Danishefsky’s diene at the C3 carbonyl group, whereas tertiary indole 3-glyoxamides 

reacted at the carbon-carbon double bond of the indole ring. Secondary glyoxamides 

reacted similarly to the glyoxylate derivatives, and it was suggested that conformational 

and hydrogen-bonding factors could result in deconjugation of the system. 

4.2.2 Diels-Alder Strategy for the Total Synthesis of Arboridnine  

With these literature reports in mind, we felt that a Diels-Alder reaction between 

an electron-deficient indole 4.16 and a silyl enol ether 4.17 would generate tricycle 4.15 as 

the relative stereochemistry of the two methyl groups would be determined by the geometry 

of the diene (eq. 4.9). Based on the results by Piettre, 189,192 (see section 4.2.1), we felt that 

the major diastereomer would have the desired trans-relationship between the C3 

substituent of the resulting indoline and the adjacent methyl group. Thus, three of the four 

stereocenters present in the natural product would be set in a single step. The glyoxamide 

could then be easily reduced to unmask the ethylamine group.193 

 

 

 

The silyl enol ether of 4.15 would already be in position for oxidation to the a-

hydroxyketone, and the final stereochemical configuration of the hydroxyl group would be 

set by the configuration of the ethylamine chain during the key double-Mannich reaction.  
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The shortest route to arboridinine that we envisioned would rely on using the 

primary glyoxamide 4.48 in the Diels-Alder reaction; however, given that secondary 

amides were shown to undergo hetero Diels-Alder reactions at the ketone carbonyl 

group,192 we hypothesized that this reaction with a primary glyoxamide could also lead to 

the undesired hetero-Diels-Alder adduct 4.49 (eq. 4.11).  

 

  

 

We decided that a tertiary glyoxamide would be more appropriate for the reaction, 

as Piettre had shown that tertiary glyoxamides underwent Diels-Alder reactions at the 

indole double bond.192 We wanted substituents on the amide nitrogen atom that could be 

easily removed to unmask the primary amine in preparation for the double-Mannich 

reaction. It was hypothesized that an N,N,-dibenzyl derivative 4.51 should serve as a 

suitable substrate for this purpose (eq. 4.12). 
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The nature of the indole was not the only reactant that needed to be considered. The 

only relevant examples of reactions with these indole systems were with 2,3-butadiene and 

Danishefsky’s diene as the cycloaddition partners. When an indole-3-glyoxamide was 

reacted with 2,3-butadiene, the cycloaddition was observed on the indole ring; however, 

reaction with Danishefsky’s diene resulted in a hetero-Diels-Alder reaction on the ketone 

carbonyl group (Table 4.3).189,192 Since diene 4.17 should be more electron rich than 2,3-

dimethylbutadiene but less electron rich than Danishefsky’s diene, it was unclear whether 

the Diels-Alder product 4.52 or the hetero Diels-Alder product 4.54 would be favored (eq. 

4.13).  

 

With this in mind, we decided that using an N-N-dimethyl glyoxamide as a model 

system for these Diels-Alder reactions would simplify the NMR spectra of the 

cycloaddition products and make identification and characterization of the cycloadducts 

easier.  
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4.2.3 Attempted Diels-Alder Cyclizations 

As the first step toward examining the feasibility of the key Diels-Alder reaction, 

indole (4.55) was treated with oxalyl chloride followed by Me2NH to afford the N,N-

dimethyl amide 4.57 in good yield. 194,195 The indole nitrogen atom of 4.57 was derivatized 

with a variety of different electron withdrawing groups to provide 4.58-4.61. 

 

 

Scheme 4.3: Synthesis of indoles 4.58-4.61. 

The silyl enol ether 4.65 was prepared from commercially available crotonaldehyde 

(4.62) (Scheme 4.4). Addition of ethylmagnesium bromide to 4.62 provided alcohol 4.63 

in 89% yield. Oxidation of 4.63 with PCC on celite then afforded enone 4.64 in 60% 

yield.196 Treatment of 4.64 with Et3N and TBSOTf under the conditions reported by 

Yamamoto provided 4.65 in a 52% yield as an 88:12 mixture of regioisomers, which was 
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in agreement with the literature result.197 Quenching the reaction after 4 h resulted in 

slightly elevated yield (60%) and selectivity (96:4). Thus, presumably 4.65 is the 

kinetically favored silyl enol ether, and after extended reaction times a slow equilibration 

process occurs between the regioisomeric silyl enol ethers.  

 

 

Scheme 4.4: Synthesis of 4.65. 

The extended reaction times reported in the literature for these types of Diels-Alder 

reactions under conventional oil bath heating conditions prompted us to investigate using 

microwave heating. Unfortunately, a number of attempts to induce the Diels-Alder reaction 

of 4.58 and 4.65 were unsuccessful with microwave heating (Table 4.4). We hypothesized 

that, given the nature of the solvent, the reaction mixture may not be achieving the 

appropriate internal temperature. Nonpolar solvents such as toluene are transparent to 

microwave radiation, and if the reactants are not sufficiently polar, then the mixture will 

not adequately absorb the radiation.198 With this in mind, we then tried adding DMF as a 

co-solvent; however, this also failed to induce a reaction. 
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Table 4.4: Diels-Alder reaction of 4.58 and 4.65. 

 
aConducted using a 3:1 mixture of PhMe/DMF. 

 

 In order to increase the electrophilicity of the indole p-bond, the N-nosyl indole 

derivative 4.59 was subjected to similar conditions (Table 4.5). As with the N-tosyl 

derivative, microwave irradiation in toluene returned only the starting materials. We then 

explored alternate solvent systems. For example, conducting the reaction in DMF resulted 

in decomposition of the starting material while NMP resulted in loss of the nosyl group to 

return indole 4.57. Use of o-dichlorobenzene as a solvent also returned only the starting 

materials. We found that similar results were obtained for each of the solvents with 

conventional heating methods. After extending the reaction time to 120 h in several 

solvents, not even a trace of cycloaddition product was observed by 1H NMR or LCMS. 
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Table 4.5: Thermal and microwave Diels-Alder reactions of 4.59 and 4.65. 

 

 

We then began to explore tactics that would accelerate the reaction. Water has been 

shown to greatly accelerate the rates of some Diels-Alder reactions.199 As mentioned 

previously, the Diels-Alder reaction has a negative volume of activation, so conditions such 

as high pressure that force reactants together  enhance the rate of Diels-Alder reactions (see 

section 4.2.1). When water is used as the solvent for Diels-Alder reactions, the hydrophobic 

effect can be exploited to the same end. In the initial report, Breslow showed that the rate 

of the Diels-Alder reaction between cyclopentadiene and butenone is accelerated 740-fold 

in water relative to 2,2,4-trimethylpentane.200 When LiCl was added to further amplify the 

hydrophobic effect, an additional threefold acceleration was observed relative to water 

alone. Since then, numerous examples have been published using water as a solvent to 

enhance reaction rates of Diels-Alder reactions, particularly with very hydrophobic 

molecules such as aromatic compounds.199  
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When we used water as the solvent, both the indole and the diene were completely 

insoluble, even at elevated temperatures, and unfortunately when the biphasic mixture was 

heated, only decomposition was observed (Table 4.6). We then tried ethylene glycol as a 

solvent, which can encapsulate hydrophobic molecules through a similar hydrogen 

bonding network as water while providing a higher degree of solubility. Unfortunately, this 

also resulted in decomposition of the starting materials under the reaction conditions. 

Running the reaction without any solvent also led decomposition of the starting material. 

 

Table 4.6: Thermal Diels-Alder reactions of 4.59 and 4.65. 

 

 

 We next explored the effects of Lewis acid catalysis on the reaction of 4.59 and 

4.65 (Table 4.7). 201,202 Use of AlCl3 returned only the starting materials after 24 h, whereas 

Cu(OTf)2, TMSOTf, and ZnCl2 returned unreacted indole and desilylated diene.  
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Table 4.7: Lewis-Acid catalyzed Diels-Alder reactions of 4.59 and 4.65. 

 

 

 Based upon these failures, it appears that the N-nosyl indole glyoxamide derivative 

4.59 was not sufficiently activated to react with 4.65 at normal pressure. We believed that 

the nosyl group was the most electron-withdrawing indole substituent of the derivatives 

4.58-4.61, as the C2 proton of the indole was the most deshielded in the 1H NMR spectra. 

We did not have the necessary apparatus to conduct the reaction under high pressure and 

felt the procedure would not be amenable to the scale necessary for such an early step in 

the total synthesis. Thus, in a last-ditch effort to conduct the Diels-Alder cyclization we 

focused on utilizing a more electron-rich diene. However, the reaction of 4.59 with 

Danishefsky’s diene (4.37), which was synthesized according to literature procedures203 

provided only an intractable mixture of unidentifiable products (eq. 4.14). 
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 Et3N was added to prevent acid-catalyzed polymerization of 4.37, but no Diels-

Alder reaction was observed after 72 hours of heating (eq. 4.15). 

 

 

 In summary, a number of Diels-Alder reactions were attempted in order to induce 

cyclization of indole-3-glyoxamides and diene 4.65. Conventional heating conditions and 

microwave irradiation failed to induce the desired reaction. Varying the solvent resulted in 

either return of the unreacted starting materials, decomposition of the reaction mixture, or 

loss of the protecting group on the indole nitrogen atom. Efforts to accelerate the rate of 

the Diels-Alder reaction involving hydrophobic effects and Lewis acid catalysis also did 

not result in the desired cycloaddition. Without the ability to attempt the reaction under 

high pressure, we decided that alternate method to produce the desired tricyclic scaffold 

must be developed. 
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4.3 SECOND GENERATION APPROACH 

With the failure to accomplish a concerted cycloaddition, we considered a stepwise 

approach to formation of a key tricyclic intermediate. We focused on a sequence involving 

addition of a tryptamine derivative 4.69 into enone 4.64 in order to generate an intermediate 

indolenine 4.70 (Scheme 4.5). This indolenine could then be captured by either the enol 

tautomer of the ketone or the enolate, depending on the reaction conditions, to give the 

desired tricyclic scaffold 4.70. Using known tryptamine derivatives, 4.68 could be 

converted to 4.6 in the same number of steps as the first-generation approach. 

 

 

Scheme 4.5: Revised synthesis of 4.6. 

4.3.1 Substitution Reactions Involving 3-Substituted Indoles 

Because they are electron-rich heterocycles, indoles serve as excellent nucleophiles 

in electrophilic aromatic substitution  (EAS) reactions to give 3-substitued indoles.204 

Indoles already bearing substituents at the 3-position can also serve as nucleophiles in 

substitution reactions to give 3,3-substituted indolenines. However, these indolenines are 

unstable, and under acidic conditions they undergo rearomatization by 1,2-rearrangement 
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to give 2,3-substitued indoles.205 This is perhaps most well-known in the case of spirocyclic 

indolenines, as exemplified by the famous Pictet-Spengler reaction (Figure 4.3).206 

 

 

Figure 4.3: Mechanism of the Pictet-Spengler reaction. 

Using a pendant nucleophile to trap a 3,3-disubstituted indolenine that is generated 

in situ is a strategy that has been widely employed to form complex polycyclic scaffolds in 

natural product synthesis. Danishefsky showed that when treated with N-

phenylselenophthalimide (N-PSP), bis(Boc)tryptophan methyl ester 4.77 will undergo 

electrophilic addition to the double bond (Eq. 4.16).207 The resulting N-acyl iminium ion is 

then intercepted by the N-methyl carbamate to give the pyrroloindoline scaffold 4.78. This 

transformation was the first step in the total synthesis of amauromine. 
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In Corey’s synthesis of aspidophytine (4.84), the tryptamine derivative 4.79 was 

condensed with dialdehyde 4.80 to give the iminium ion 4.81, which was attacked by the 

indole resulting in indolenine 4.81 (Figure 4.4). This indolenine was then captured by the 

allylsilane to give 4.83, which was further elaborated to aspidophytine (4.84).208  

 

 

Figure 4.4: Polycyclization cascade in Corey’s synthesis of aspidophytine. 

Under acidic and Lewis acidic conditions, or if the indole nitrogen atom is 

substituted, the intermediate indolenine exists as a highly reactive iminium ion and thus is 

immediately trapped; however, under milder conditions it is possible to isolate the 3,3-

disubstituted indolenine. These compounds can then be reacted with external nucleophiles 

to form 2,3,3-trisubstituted indolines, although this methodology is relatively uncommon. 
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Cheng and Tian reported that the spirocyclic indolenine 4.83 could be reacted with ketone 

4.84 under proline catalysis to generate the indole 4.85 in 85% yield and 99% ee (eq. 

4.17).209 

 

  

 

A similar result  was reported by Dhankher et al.210 Following a bis-allylation of 

indoles 4.88 to give 3,3-substituted indolenines 4.89 (Scheme 4.6),  an equivalent of 

acetone was added into the imine 4.89 under proline catalysis to give trisubstituted 

indolines 4.90a-c in good yield and enantioselectivity. Additions of nitriles211 and indoles212 

to these types of electrophiles under specialized conditions have also been reported.  

 

 

Scheme 4.6: Asymmetric Mannich reaction of 3,3-diallylindolenines 4.90a-c. 

4.3.2 3-Substituted Indoles as Nucleophiles in Conjugate Additions 

3-Substituted indoles can also act as nucleophiles in conjugate additions into a,b-

unsaturated aldehydes and ketones. A report by Garnick et al. showed that under strongly 

acidic conditions, N-methylskatole (4.92) can undergo a conjugate addition onto mesityl 
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oxide (4.93), and subsequent cyclization to give 4.95 in 60% yield (eq. 4.18).213 However, 

the substrate scope reported in this study was limited to only 3-methyl indoles, and reaction 

with the unsubstituted skatole (4.91) resulted in complex mixtures of C- and N-alkylation. 

 

  

 

Conjugate additions of 3-substituted indoles into a,b-unsaturated aldehydes can be 

accomplished via organocatalysis. For example, Macmillan reported an imidazolinone 4.98 

that efficiently catalyzes the conjugate additions and subsequent cyclizations of tryptamine 

derivatives 4.96 onto aldehydes 4.97 (eq. 4.19).214 However, no reports were made on the 

utility of this catalyst with regard to ketones. As seen previously, the intermediate iminium 

ion (not shown) is captured by the carbamate to give pyrroloindoline 4.98.  
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 A similar tricyclic structure was synthesized via a conjugate addition/cyclization 

strategy under Lewis acid-mediated conditions by Piersanti en route to the total synthesis 

of esermethole (4.103) (Scheme 4.7).215 Following conjugate addition of indole 4.100 into 

the a,b-dehydroamino ester 4.101, the intermediate N-methyl iminium ion was trapped by 

the carbamate group to give 4.102. Depending on substituents on the indole ring, 

diastereomeric ratios ranging from 3:1 to 9:1 were reported, with the major diastereomer 

as exemplified by 4.102. 

 

 

Scheme 4.7: Cyclization in the Piersanti synthesis of Esermethole. 

Recently, intramolecular addition/cyclization sequences have been employed to 

rapidly assemble more complex polycyclic structures from simple starting materials. Cai 

et al. reported an intramolecular Michael/Mannich cascade reaction of 4.104 to form the 

tetracycle 4.106, a scaffold present in several classes of natural products (eq. 4.20).216 

Screening of various chiral primary amine catalysts revealed that 9-amino-9-

deoxyepiquinine (4.105) (20 mol %) used in tandem with 2-nitrobenzoic acid (40 mol %) 

catalyzed the desired polycyclization in high yield and enantioselectivity.  
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Zhang et al. showed that cyclization can occur under acidic conditions.217 Coupling 

of tryptamine (4.73) with the carboxylic acid 4.107 provided adduct 4.108 in 95% yield 

(Scheme 4.8). The Michael/Mannich reaction of 4.108 proceeded smoothly under acidic 

conditions to give the tetracycle 4.109, that was then transformed to the amide 4.110 and 

subsequently hydrolyzed to give 4.111. Elaboration of 4.114 led to tetracycle 4.112, which 

comprises the core structure of complex Vinca indole alkaloids.  
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Scheme 4.8: Polycyclization cascade in the synthesis of the vincorine core 4.112. 

Recent reports also suggest that these intramolecular cascades can be accomplished 

under basic conditions. In an effort to develop an expedient route toward the core of the 

manzamine-type alkaloids, Markó showed that substituted gramines 4.113 may be treated 

with a base such as KOtBu to induce an anionic polycyclization cascade resulting in 

tetracycle 4.114 in moderate yield (Eq. 4.21).218 In all reported examples, the tetracycle 

was isolated as a single diastereomer with a trans-fusion at the A/B ring junction 

(manzamine ring nomenclature).  
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 In a subsequent report, Markó attempted to exploit this methodology in the 

synthesis of Büchi’s ketone (4.125).219 Condensation of N-benzyl tryptamine (4.115) with 

3-butyn-2-one afforded adduct 4.116 in 98% yield (eq. 4.22). Unfortunately, 4.116 failed 

to cyclize under a variety of conditions, including Brønsted bases and combinations of 

Brønsted bases with Lewis acids.  

 

  

 

In order to increase the electrophilicity of the Michael acceptor, a carbonyl group 

was introduced between the nitrogen atom and the enone. When 4.118 was subjected to 

anionic polycyclization cascade conditions similar to those previously reported,218 

tetracycle 4.119 was isolated in 14% yield from 4.115, along with numerous unidentified 

side products (Scheme 4.9) . When 4.122 was treated with silica gel overnight in CH2Cl2, 

the spirocyclic indolenine 4.120 was isolated in 79% yield over two steps. Treatment of 

this intermediate with KOtBu furnished 4.119 in 85% yield.  
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Scheme 4.9: Polycyclization cascade in the synthesis of 4.123. 

The introduction of the carbonyl group allowed for hydrolysis of the amide moiety 

to form tricycle 4.123 (Scheme 4.10). A decarboxylation/conjugate addition process then 

formed the pyrrolidine ring of 4.124, which was then converted to 4.125 in two additional 

steps.  

 

 

Scheme 4.10: Synthesis of Büchi’s ketone 4.125. 
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 In summary, these reports collectively show that 3-substitued indoles can be used 

as nucleophiles in addition/cyclization cascades that can efficiently build complex 

polycyclic structures. 208,217,220 Under acidic and Lewis acidic conditions, or if the indole 

nitrogen atom is substituted prior to the reaction, the resulting iminium ion is prone to 

capture by nucleophiles.207,208,213,215,217,218 For example, carbamates often serve as 

nucleophiles in this fashion to form pyrroloindoline scaffolds. 207,214,215 With careful choice 

of conditions, the indolenine can be isolated and reacted with exogenous nucleophiles to 

form diverse 2,3,3-trisubstituted indole scaffolds. 209,210 

4.3.3 Conjugate Addition/Cyclization Strategy for the Total Synthesis of 
Arboridinine 

Since the anionic conjugate addition/cyclization cascade sequence reported by 

Markó represented the closest literature precedent for the transformation we needed,218 we 

set out to attempt a conjugate addition/cyclization cascade utilizing a tryptamine derivative 

4.126 and enone 4.64 under basic conditions. We also envisioned the possibility of using 

the known a,b-epoxyketone 3.127 as the electrophile to install the necessary a-

hydroxyketone moiety without the need for a separate oxidation step (eq. 4.23). 
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amine side chain to prevent side reactions where the amine might act as a nucleophile into 

the enone (eq. 4.24).   

 

 

 

Although a pendant carbamate nitrogen had been shown in the literature to act as a 

nucleophile and add into the intermediate iminium ion when this reaction was conducted 

under acidic and Lewis acidic conditions, 207,214,215 we speculated that since the imine would 

be less reactive than the iminium ion this would be less likely to occur (eq. 4.25). Rather, 

we believed that the enolate would be able to capture the imine as had been observed by 

Markó. 218,219 

 

 

4.3.4 Attempted Conjugate Additions 

To commence this version of the synthesis, tryptamine (4.73) was protected with 

Boc anhydride to give 4.145 in 82% yield (eq. 4.26).221 
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We first screened a variety of bases, however no reaction was observed between 

Boc-tryptamine (4.145) and enone 4.64 (eq. 4.27). Conditions identical to those reported 

by Markó returned the unreacted starting materials. We then tried gradually increasing the 

equivalents of KOtBu, but only the starting materials were isolated from the reaction 

mixture.  It was noted that on treatment of 4.145 with lithium bases, the lithium salt of the 

indole anion simply precipitated. Elevating the temperature with either KH or KOtBu as 

the base resulted in consumption of the enone by TLC; however, only the returned boc-

tryptamine was isolated following workup. We thought that the consumption of the enone 

could have been due to a polymerization of the enone, but no indication of the formation 

of this product was observed by 1H NMR or LCMS.  

 

 

 

 We next screened a variety of solvents in an attempt to induce a reaction. 

Unfortunately, only returned starting material was observed (Equation 4.28).  
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 We then decided to switch from a Boc-protected amine to a Cbz-protected amine, 

as a CBz group would allow us to explore acidic conditions under which the Boc group 

would be unstable. Cbz-protection of 4.73 afforded 4.147 in 72% yield (eq. 4.29). 

Treatment of 4.147 with LiHMDS also resulted in precipitation, while use of potassium 

bases gave no reaction.  

  

 

 

 We then attempted to enhance the nucleophilicity of the indole ring. For example,  

Lin et al. reported that addition of triethylborane facilitates the alkylation of 2,3-

disubstituted indoles to form quaternary indolenines (eq. 4.30). They proposed that the 
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coordination of the triethylborane to the indole nitrogen aom enhances the p-

nucleophilicity of the resulting anion and drives alkylation to the 3-position.  

 

 

 

Unfortunately, when we subjected indoles 4.145 and 4.147 to these conditions with 

enone 4.64, no reaction was observed (eq. 4.31). 

 

 

 

 We next decided to explore using an a,b-epoxyketone as an electrophile. Oxidation 

of 4.64 with tert-butyl hydroperoxide and KF/alumina provided epoxyketone 4.156 in 78% 

yield (Equation 4.32).222 Unfortunately, the epoxyketone was completely unreactive toward 

4.145 and 4.147 under a variety of conditions (eq. 4.33) 
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Following our inability to unite tryptamine derivatives with either enone 4.64 or 

epoxyketone 4.156, we speculated two reasons for the failures: either 4.64 and 4.156 were 

not sufficiently electrophilic to react with the indole anion under the reaction conditions, 

or the indole anion was not being formed. Although the the pKa value of indole (~21) is 

lower than that of a typical secondary carbamate (~24), the presence of an inductively 

donating alkyl group at the 3 position of the indole ring should increase the pKa of the 

indole such that the pKa values could be comparable. If the carbamate nitrogen is 

deprototonated first, then subsequent deprotonation of the indole would not occur due to 

formation of an unstable dianion. Nearly all of the analogous addition/cyclization reactions 

in the literature utilized tertiary carbamates. The cyclization reported by Zhang et al. 

involved a secondary carbamate; however, this was conducted under acidic conditions.217 

We knew that this would not be an option in our case since under acidic conditions, the 

carbamate nitrogen atom would close down on the intermediate iminium ion and form the 

corresponding pyrroloindoline as has been shown previously in other systems. 207,214,215  

We then considered an indole-3-glyoxamide as a nucleophile in order to eliminate 

the problem of potential competing deprotonations. The electron-withdrawing carbonyl 

group at the C3-position of the indole ring should increase the acidity of the indole nitrogen 

N
H

4.145: R = Boc
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NHR

O

O

4.156
conditions

NH

O

H

RHN

4.157: R = Boc
4.158 : R = Cbz

OH

conditions:
KH

KHMDS
KOtBu

AcOH (4.135 only)
TFA (4.135 only)

THF, rt to reflux
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atom. Furthermore, use of a glyoxamide substituent at C3 would open up the possibility of 

exploring acidic conditions, as the ketoamide should not be able to act as a nucleophile and 

add into the intermediate iminium ion in the way that carbamates do to form 

pyrrloloindolines (see section 4.3.1). We sought to use the N,N-dibenzyl glyoxamide 4.159 

for this purpose (eq. 4.31). 

 

 

 

 Indole derivative 4.56, which was prepared previously by treatment of indole (4.55) 

with oxalyl chloride (see Scheme 4.3), was treated with dibenzyl amine to give 4.159 in 

75% yield (eq. 4.32).  

 

  

 

 Indole 4.159 was then subjected to reactions with 4.64 analogous to those of the 

tryptamine derivatives 4.145 and 4.147 (Table 4.9). Use of KH or KOtBu as the base 

returned starting materials in both THF and MeCN, as did using several other solvents. 

However, the combination of KHMDS in THF led to the formation of the conjugate 
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addition adduct 1.160 in 48% yield. After optimization, we found that 1.2 equivalents of 

KHMDS and five equivalents of 4.64 generated 4.160 in 70% yield. 

Table 4.8: Attempted Michael addition/cyclization reaction of 4.159 and 4.64. 

 

 

 With this exciting result in hand, we sought to identify methods to close the 

cyclohexanone ring and form the tricyclic compound 4.161 (Table 4.9). We first attempted 

a L-proline-catalyzed ring closure similar to that reported by Cheng, 209 but these conditions 

returned starting material, even after multiple days of heating. Treatment of 4.160 with 

pyrrolidine surprisingly led to a 92:8 mixture of starting material and indole 4.159 after 24 

h, presumable from a retro-Michael reaction. Addition of TFA shut down this degradation 

pathway, but cyclization of 4.160 was not observed. Use of a stronger base, such as KOtBu 
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completely consumed 4.160, but again only the reto-Michael reaction was observed. 

Apparently, equilibration of the enolates eventually funneled the reaction to the enolate 

that undergoes a retro-Michael reaction. We then tried to use a stronger base, hoping that 

there would be a kinetic preference for the a-proton of the ethyl group that would lead to 

ring closure. We were disappointed to find that using LiTMP as the base, we obtained a 

1:1 mixture of returned 4.160 and 4.159. This suggested to us that there is no kinetic 

preference for the site of deprotonation. 

Table 4.9: Attempted cyclization reaction of 4.160 (basic conditions).  

 

 

 Based on the results obtained with LiTMP as the base, we speculated that the imine 

of 4.160 was not sufficiently reactive for ring closure to occur under basic conditions, so 

we examined reaction acidic conditions (eq. 4.33). Treatment of 4.160 with AcOH only 

returned starting material. Stronger acids such as TFA, HCl, or, as well as switching to 

toluene to achieve higher reaction temperatures all failed to induce a reaction. 

.  
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4.4 SUMMARY 

Several concise, seven step syntheses of the pentacyclic indole alkaloid (±)-

arboridinine were designed. The first approach featured the novel Diels-Alder 

cycloaddition of an indole-3-glyoxamide and a diene to form a key tricyclic intermediate, 

from which the final two rings would be installed via a double Mannich reaction. This 

approach was chosen because the stereospecific nature of the Diels-Alder reaction would 

allow for construction of three of the four stereocenters in a single step. We investigated a 

variety of conventional heating and microwave conditions were investigated to induce a 

cycloaddition, but unfortunately no reaction was observed, showcasing the difficulty to 

induce normal-demand Diels Alder reactions of indoles under normal pressure. Changing 

the protecting group on the indole nitrogen atom in order to make the dienophile more 

electrophilic and swapping the original diene 4.65 for the more electron-rich Danishefsky’s 

diene (4.37) also failed to induce a reaction.  

We investigated the possibility of inducing a conjugate addition/cyclization 

cascade to convert carbamates 4.145 and 4.147 into tricyclic indolines 4.157 and 4.158, 

respectively. When no reaction was observed, the carbamates were replaced with indole-

3-glyoxamides in order to increase the acidity of the indole proton prevent any issues with 

competing deprotonation of the carbamate. Upon reacting the N,N-dibenzyl glyoxamide 

4.159 with enone 4.64, the conjugate addition product 4.160 was isolated in 70% yield. 

NH

O

H

O
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4.161
Conditions:

AcOH
TFA

H2SO4
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Piperidine/TFA (1:1, 2:1, 1:2)
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O
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4.160

conditions

(4.33) 
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This represents the first report of an indole-3-glyoxamide as a nucleophile in a Michael 

addition. We found that the resulting 3,3-disubstituted indolenine was unreactive to ring 

closure under acidic conditions, and under basic conditions, a retro-Michael reaction was 

observed, to return the indole glyoxamide 4.159. Without a straightforward method to 

remove this carbonyl group while preserving the integrity of other sensitive functionalities 

on the molecule, alternative strategies for formation of the key tricyclic intermediate need 

to be explored.  

4.5 FUTURE DIRECTIONS 

The conjugate addition product 4.160 proved to be remarkably stable to acid and 

labile under basic conditions. We speculated that this retro-Michael reaction would be 

difficult to stop with a carbonyl group at the C3 position of the indolenine, as the resonance-

stability of the anion of 4.159 facilitates departure in the retro-Michael reaction (eq. 4.34).  

 

 

 

We felt that removal of the ketoamide group should stop this reaction; however, 

reductive conditions would also reduce the imine and the ketone as well. The number of 

protecting group manipulations and redox transformations required to preserve other 

functionalities while removing these carbonyl groups made this an unattractive prospect 

for us in terms of overall step count of the synthesis.  

Given the very limited success of the conjugate addition/cyclization strategy with 

an indole-3-glyoxamide, we could then explore such a cascade with an unsubstituted indole 
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and install the ethylamine unit in a later step. The Lewis acid-catalyzed conjugate addition 

of indole (4.54) into enone 4.64 is known to proceed with good yield to give indole 4.162 

(Scheme 4.11).223 Unfortunately, this approach would generate a racemic mixture of 

indoles 4.162, although exploration of chiral Lewis acids may provide some 

enantioselectivity. Rawal has reported a dearomative allylation of 3-substituted and 2,3-

disubstituted indoles to give quaternary indolenines.224 Use of this methodology could 

convert 4.162 to the 3,3-disubstituted indolenine 4.164. From this compound, conversion 

to the silyl enol ether, followed by ozonolysis of the olefin, reductive amination, and 

oxidation to the a-silyloxyketone would give tricyclic compound 4.14, the planned 

substrate for the double Mannich reaction.  

 

 

Scheme 4.11: Alternate conjugate/addition cyclization strategy to reach 4.14. 

In the case of the indole-3-glyoxamide we used previously, the ketone at the C3-

position of the indole ring increases the acidity of the indole proton, which we believed to 

help facilitate the reaction under relatively mild conditions. However, this also worked to 

our disadvantage when we attempted the ring closure, as this resonance stabilization of the 
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anion between the indole nitrogen and the ketone makes this a suitable leaving group 

during the retro-Michael reaction. We speculate that without the additional electron 

withdrawing group at the C3 position of the indole ring, this retro-Michael reaction would 

be less likely to occur.  Obtaining the relative stereochemistry of the adjacent stereocenters 

could be a major challenge in this synthesis, although a screen of chiral phosphine ligands 

could improve diastereoselectivity.   
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Chapter 5. Experimental Procedures 

5.1 EXPRESSION AND PURIFICATION OF HCV NS3 PROTEASE 

Expression of HCV NS3 Protease: BL21 (DE3) cells (Invitrogen) were 

transformed with the pET-29b vector containing the gene of the HCV NS3NS4A “sc 

protease”155 inserted. Cells were plated on L. B. agar containing 0.030 g/L kanamycin and 

incubated overnight at 37 °C. A 30 mL L. B. culture containing 0.030 g/L kanamycin was 

then inoculated with a single colony and allowed to grow in a shaker at 150 rpm overnight 

at 37 °C. A 1 L L. B. culture containing 0.030 g/L kanamycin was inoculated with the 30 

mL culture and allowed to grow in a shaker at 125 rpm at 37 °C until the O.D.l600 reached 

0.6-0.9. The cultures were removed from the incubator, adjusted to 50 µM Zn(OAc)2, and 

allowed to stand on ice for 30 min. The cultures were adjusted to 1 mM IPTG and 

expression was allowed to proceed overnight at 18 °C. Upon removal from the incubator 

cultures were centrifuged at 5,000 G for 20 min at 4 °C. The supernatant was discarded 

and cell pellets were stored at –78 °C until purification. 

Purification of HCV NS3 Protease: One pellet (representing ~450 mL of bacteria 

broth) was suspended n 5 mL lysis buffer (25 mM Na2PO4, 10% (w/v) glycerol, 0.5% 

CHAPS, 100 mM NaCl, 2 mM TCEP, pH 7.5) and processed by passing the material 

through a French press (500 PSI, high pressure) twice. The resulting lysate was centrifuged 

at 10,000 G for 30 min at 4 °C. The supernatant was then loaded onto a 5 mL HiTrap 

Sepharose SP-HP column (GE Healthcare) and equilibrated with buffer A (50 mM Na2PO4, 

5% (w/v) glycerol, pH 7.5). The column was then washed (3 mL/min) with buffer A until 

the O.D.l280 returned to baseline. The concentration of buffer B (buffer A + 1 M NaCl) was 

increased to 20% over a 70 mL volume. The concentration of buffer B was then increased 

to 30% over an additional 50 mL and 2 mL fractions were collected. The column was 

cleaned by raising the concentration of buffer B to 100% until the baseline was re-
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established, followed by equilibration in 20% EtOH for a minimum of 30 min prior to 

storage. The fractions containing protein were combined, concentrated to a volume < 30 

mL, and loaded onto a 5 mL HiTrap Hepatin column (GE Healthcare) equilibrated in buffer 

A. The column was washed with 10% buffer B (3 mL/min) until the O.D.l280 returned to 

baseline. The concentration of buffer B was increased to 30% over a 30 mL volume. The 

concentration of buffer B was then increased to 35% over an additional 90 mL volume and 

2 mL fractions were collected. The column was cleaned by raising the concentration of 

buffer B to 100% until baseline was re-established, followed by equilibration in 20% EtOH 

for a minimum of 30 min prior to storage. The fractions containing protein were combined 

and dialyzed overnight (2 x 3 L) into the ITC buffer (50 mM HEPES, 3% (w/v) DMSO, 

pH 7.5) using 1,000 MWCO dialysis tubing. Upon removal from dialysis, protein solutions 

were stored at 4 °C until use. Approximately 250 mL dialysis buffer was saved and used 

to prepare the ligand solutions and to load the ITC reference cell. The protein was kept as 

a stock solution (~50 – 70 µM) at 4 °C and diluted as needed. 

5.2 ISOTHERMAL TITRATION CALORIMETRY (ITC) METHODS 

5.2.1 Ligand Preparation 

Upon purification by reverse-phase HPLC, fractions containing ligand were frozen 

in liquid N2 and lyophilized for 24 h. Samples were dissolved in Millipore H2O (10 mL), 

frozen in liquid N2 and lyophilized for 24 h. Once all solvent was removed, samples were 

again then dissolved in Millipore H2O (10 mL), frozen in liquid N2, and lyophilized for an 

additional 24 h. Samples were then dissolved in Millipore H2O (5 mL) and HPLC-grade 

MeCN (10 mL), and lyophilized for a minimum of 24 h. Samples were removed from the 

lyophilizer, pulverized manually to break up solids, and subjected to an additional 6 h on the 

lyophilizer. 
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5.2.2 ITC Protocol35,225 

The MicroCalTMsample cell was soaked with CONTRADTM(5% solution) at 35 °C 

overnight, whereupon the cell was washed with MeOH (5 x 2.5 mL), Millipore H2O (5 x 

2.5 mL), filtered ITC buffer (50 mM HEPES, 3% (w/v) DMSO, pH 7.5, obtained from the 

final round of dialysis, 5 x 2.5 mL), and protein solution in ITC buffer (1 x 0.5 mL). The 

protein solution was removed and replaced with a fresh 2.5 mL of protein solution in ITC 

buffer. The reference cell was washed with MeOH (5 x 2.5 mL), Millipore H2O (5 x 2.5 

mL), and filtered ITC buffer (50 mM HEPES, 3% (w/v) DMSO, pH 7.5, obtained from the 

final round of dialysis, 5 x 2.5 mL) before being filled with fresh ITC buffer. The same 

reference solution was used for each batch of protein. The injection apparatus was cleaned 

by thorough rinsing alternating between MeOH and Millipore H2O before being dried by 

passing a stream of argon through the pipette. 

Approximately 1 mL of ligand solution was prepared in the ITC buffer (50 mM 

HEPES, 3% (w/v) DMSO, pH 7.5, obtained from the final round of dialysis). Ligand 

concentrations were calculated from a Beer’s Law determination using the experimentally 

determined molar extinction coefficient and lmax (Table 2.x). 

Both the ligand and protein solutions were degassed under reduced pressure for a 

minimum of 10 min. The protein solution transferred into the instrument cell. The ligand 

solution was loaded in a 250 µL injection syringe. An initial injection of 2 µL followed by 

34 injections of 8 µL ligand solution into a solution of HCV NS3 were performed with a 

time delay of 220 sec per injection. Injections were performed until the final ratio of ligand 

to protein was between 2.5 and 3.0. The protein was diluted to ca. 0.050-0.070 mM and 

the ligand solutions were 0.400 mM – 0.500 mM to ensure that the Wiseman coefficient 

(c) was within the acceptable range of 10 < c < 1000. 
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Raw data were integrated, background heats for injecting ligand into buffer were 

subtracted (by subtracting the heat of the final injection from all injections), and MicroCal 

graphing software (version 7.0) was used to determine the thermodynamic parameters n 

(number of binding sites), Ka and DH°. 

5.2.3 Determination of Error (Prepared by Dr. John H. Clements) 

Error from ITC measurements is random. That is, the sign of that error (+/-) is 

unknown. In such cases, it is customary to square any relations in which that error is 

employed in an effort to deal with absolute magnitude. Consider a function f in terms of 

the variables x, y, and z. That is, f(x,y,z). Infinitesimal changes in any of these variables 

produce changes in the function as a whole according to the following relation: 

 

∂f=	
∂f
∂x ∂x	+	

∂f
∂y ∂y	+	

∂f
∂z ∂z 

 

If variations in x, y, and z are small but not infinitesimal, yet the values of the partial 

derivatives involved do not change considerably over the range of the variations, then we 

may write: 

 

∆f=	
∆f
∆x ∆x	+	

∆f
∆y ∆y	+	

∆f
∆z ∆z 

 

Given that we must take into account the absolute magnitude of the variations, 

which themselves can be positive or negative, we must square both sides of the expression 

(5.2): 

 

(5.1) 

(5.2) 
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∆f2	≅ 
∆f
∆x

2

∆x2 + 
∆f
∆y

2

∆y2 + 
∆f
∆z

2

∆z2+ cross terms  

In the above expression, the cross terms will be the terms that contain products such 

as this one: DxDy. For truly random errors, the average values of Dx and Dy are zero. As 

such, terms containing products of random errors tend toward zero and can be ignored such 

that expression (5.3) becomes: 

 

∆f2	≅ 
∆f
∆x

2

∆x2 + 
∆f
∆y

2

∆y2 + 
∆f
∆z

2

∆z2 

 

Viewing Dx, Dy, and Dz as the errors in x, y, and z, respectively, and Df as the total 

error in f, equation (5.4) may be used to determine the nature of error propagation in our 

experiments.  

Error in concentration of a solute given errors in weight of solute and solution 

volume: 

 

c = 
W

MW
 x 

1
V

 

 

where c, W, and MW are molar concentration of solute, weight of solute, and volume of 

solution, respectively. Given c is a function of W and V, the error in c is given as follows: 

 

∆c2 ≅ 
∂c
∂W

2

∆W2 +  
∂c
∂V

2

∆V2 

 

Hence, 

(5.3) 

(5.4) 

(5.5) 

(5.6) 
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∆c  ≅ 
∂c
∂W

2

∆W2 +  
∂c
∂V

2

∆V2

?
@

 

 

For cases in which concentrations were determined via application of a previously 

determined extinction coefficient, we will need to obtain the error in that extinction 

coefficient, which is equal to the error in the slope of a plot of optical density at the 

wavelength in question vs. concentration (as determined by weight and volume 

measurements). The error obtained from the slope of a line resulting from liner-regression 

analysis; Dm, is given as: 

 

∆m2	=	
n dii

(n	-	2)(n xi2- xii
2

i

2

 

 

where n is the number of observations, xi is the ith observation of the x value, and di is the 

residual of the ith observation defined as di = yi – (mxi + b) where m and b are the slope 

and intercept from linear regression analysis, respectively. 

 Given the Beer-Lambert Law: 

 

A=abc 

 

in which A, a, and b are the optical density at a specific wavelength, molar extinction 

coefficient, and cell path length, respectively. This gives the error in concentration as: 

 

∆c2=	 A ln a 2∆a2+	
1
a

2

∆A2 

(5.7) 

(5.8) 

(5.10) 

(5.9) 
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 Recognizing that Da = Dm as given in equation (5.8), equation (5.10) becomes: 

 

∆c2=	 A ln a 2∆m2+	
1
m

2

∆A2 

 From Whitesides et al.,226 Dc » DH. In other words, the error in the measurement 

of the change in enthalpy is almost entirely the result of error in the concentration of the 

titrant (ligand). Thus: 

 

DH ≅ A ln a 2∆m2+ 
1
m

2

∆A2

1
2

 

 

for cases in which ligand concentration was determined by a previously measured 

extinction coefficient, or: 

 

DH ≅ 
1
V

 x 
1

MW

2

∆w2+ 
W

MW

2

∆V2

1
2

 

  

The error propagation through our other thermodynamic parameters is given below. 

 

∆G°= -RTlnKa 

 

 The error in DG°, D(DG°), can be expressed as follows: 

 

∆ ∆G° 2 ≅ 
∂ ∆G°
∂𝐾I

2

∆𝐾I2 +  
∂ ∆G°
∂T

2

∆T2 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

(5.15) 
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 Given that: 

 
∂ ∆G°
∂Ka

=-
RT
Ka

; 
∂ ∆G°
∂T

2

= -RlnKa 

 

∆ ∆G° 2 ≅ 
RT
Ka

2

∆K 2+ RlnKa
2 ∆T 2 

 

 Equation (5.17) is appropriate for calculating the propagation of error in the 

determination of DG°. Although it won’t be shown here, it can easily be seen that the 

resulting error has units of energy mol-1 as it should. 

 Propagation of error in DS° can be shown similarly: 

 

DS° = 
DH° - DG° 

T
 

 

∆ ∆S° 2 ≅ 
∂ ∆S°

∂ D ∆H°

2

∆ ∆H° 2  +  
∂ ∆S°

∂ D ∆H°

2

∆ ∆G° 2 +	
∂ ∆S°
∂T

2

∆T2 

 

 *** Note *** 

 

 Equation (5.19) is only valid for cases in which each variable is independent. Since 

DG° depends on T, this equation is not valid. Instead, DG° must be expanded as such: 

 

 

DS°	=	
DH°	-	DG°	

T =	
DH°	-	RTlnKa	

T =	
DH°
T +RlnKa 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

(5.20) 
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 Representing DS° in this manner, the error in DS°; D(DS°), becomes: 

 

∆ ∆S° 2 ≅ 
∂ ∆S°
∂(∆H)°

2

∆ ∆H° 2  +  
∂ ∆S°
∂Ka

2

∆Ka
2+ 

∂ ∆S°
∂T

2

∆T2 

Given that: 

 
∂ ∆S°
∂(∆H)°

= 
1
T

; 
∂ ∆S°
∂Ka

= 
R
Ka

; 
∂ ∆S°
∂T

= -
∆H°
T2  

 

Substituting equation (5.22) into (5.21): 

 

∆ ∆S° 2 = 
∂ ∆H° 2

T2   +  
R
Ka

2

∆Ka
2+ 

∆H°
T2

2

∆T2 

 

Again, it can be shown that the units of D(DS°), are energy mol-1 temp -1, as they 

should be.  

If taking averages of data, they too propagate error. Consider two measurements; 

M1 and M2, which have been taken and are to be averaged to obtain a final reportable value. 

The average of these; <M>; is: 

 

<M> = 
1
2

M1+M2  

 

The error in <M>; D(<M>), is: 

 

∆ <M> 2 =
∂<M>
∂M1

2

∆M1
2  +  

∂<M>
∂M2

2

∆M2
2 

(5.21) 

(5.22) 

(5.23) 

(5.24) 

(5.25) 
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∂<M>
∂M1

= 
∂<M>
∂M2

= 
1
2
 

 

Substituting equation (5.26) into (5.25): 

 

∆ <M> 2 = 
1
4
∆M1

2+ ∆M2
2  

 

In more general terms: 

∆ <M> 2 = 
1

N2 ∆MN
2

N

1

 

 

Where N is the number of data points being averaged, and DMN refers to the error 

in each data point. 

5.3 ORGANIC SYNTHESIS 

5.3.1 General 

Solvents and reagents were reagent grade and were used without purification unless 

otherwise noted. Methanol (MeOH) and N,N,-dimethylformamide (DMF) were dried by 

filtration through two columns of activated molecular sieves prior to use. Tetrahydrofuran 

(THF) and diethyl ether (Et2O) were passed through two columns of activated neutral 

alumina prior to use. Toluene (PhMe) was dried by passage through a column of activated 

neutral alumina followed by passage through a column of Q5 reactant. N-methyl-2-

pyrrolidone (NMP), diisopropylamine (iPr2NH), and tert-butyldimethylsilyl chloride 

(TBSCl) were distilled over CaH2 prior to use. Grignard reagents were titrated with 

menthol using 1,10-phenanthroline as an indicator.227 All reactions were performed under 

(5.26) 

(5.27) 

(5.28) 
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an atmosphere of argon or nitrogen. Removal of solvent under reduced pressure was 

performed using a rotary evaporator. UV/vis absorbance measurements were determined 

using a Beckman Coulter DU Series 700 UV/vis scanning spectrophotometer. Microwave 

reactions were run in a sealed reaction vessel using a CEM Discover microwave. Thin layer 

chromatography (TLC) was performed on glass-backed pre-coated silica gel plates (0.25 

mm thick with 60 F254 indicator) and was visualized using one or both of the following 

methods: UV light (254 nm) and staining with p-anisaldehyde (PAA) or KMnO4. Flash 

chromatography was performed using glass columns and SiliaFlashâ F60 silica gel 

(Silicycle, 40-63 µM, 60 Å). Reverse-phase high performance liquid chromatography (RP 

HPLC) was conducted using a binary solvent system, where solvent A was 0.1% aqueous 

TFA and solvent B was 0.1% TFA in MeCN, with a Phenomenex Gemini C18 column (10 

µM particle size, 300 Å pore size), 250 mm x 21.2 mm diameter (flow rate of 10 mL/min) 

being used for preparative work. Melting points were determined using a Thomas-Hoover 

Uni-melt capillary melting point apparatus and are uncorrected. Infrared (IR) spectra were 

obtained with a Nicolet IR 100 FT-IR spectrometer in CH2Cl2 on sodium chloride plates. 

Band positions are given in reciprocal centimeters (cm-1). Proton nuclear magnetic 

resonance (1H NMR) spectra were obtained on a 400 MHz spectrometer as a solution in 

CDCl3 unless otherwise indicated. Chemical shifts are reported in parts per million (ppm) 

downfield from tetramethylsilane (TMS) (d 0.00) and referenced relative to the 7.24 ppm 

resonance of CDCl3, the 7.15 ppm resonance of C6D6, the center of the 3.31 ppm quintet 

resonance of CD3OD, or the center of the 2.49 ppm quintet resonance of DMSO-d6. Carbon 

nuclear magnetic resonance (13C NMR) spectra were obtained using the above-mentioned 

instrument operating at 100 MHz and chemical shifts are reported in ppm relative to the 

center line of the multiplet for deuterium solvent peaks (d 77.0 for CDCl3, d 49.0 for 

CD3OD, d 39.5 for DMSO-d6, d 128.6 for C6D6). Coupling constants (J) are reported in Hz 
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and the splitting abbreviations used are: s, singlet; d, doublet; t, triplet; q, quartet; dd, 

doublet of doublets; ddd, doublet of doublet of doublets; m, multiplet; comp, overlapping 

multiplets of magnetically non-equivalent protons; br, broad. 

5.3.2 Compounds 

 
General procedure for the preparation of substituted 4-methoxyquinolines. 

Preparation of 3.18-3.20. Sodium metal (675 mg, 29 mmol) was added portionwise to 

MeOH (12 mL) and stirred until dissolved. To the solution was added 4-chloroquinoline 

(2 mmol), and the mixture was heated under reflux for 1 h. The mixture was cooled to room 

temperature, whereupon saturated NH4Cl (10 mL) was added. The mixture was extracted 

with CHCl3 (3 x 15 mL), and the combined organic layers were washed with brine (15 

mL), dried (MgSO4), and concentrated under reduced pressure. 

 

4-Methoxy-2-phenylquinoline (3.15) (rmw_01_84). The resulting yellow oil was 

purified by flash chromatography eluting with EtOAc/hexanes (1:5) to give 122 mg (50%) 

of 3.15 as a white solid (mp = 81-83 °C). 1H NMR (40 MHz, C6D6) d 8.36-8.38 (m, 1 H), 

8.31-833 (comp, 2 H), 8.27-8.29 (dd, J = 6.4, 0.8 Hz, 1 H), 7.40-7.42 (ddd, J = 6.8, 5.2, 1.2 

Hz, 1 H), 7.32-7.36 (comp, 2 H), 7.20-7.24 (comp, 2 H), 6.83 (s, 1 H), 3.27 (s, 3 H); 13C 

NMR (100 MHz, C6D6) d 162.9, 158.4, 150.0, 140.8, 131.0, 130.0, 129.4, 128.8, 128.3, 
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128.1, 127.9, 125.5, 121.8, 120.9, 97.7, 54.8. HRMS (ESI) m/z 236.1073 [C16H13NO 

(M+H) requires 236.1070]. 

NMR Assignments. 1H NMR (400 MHz, C6D6) d 8.36-8.38 (m, 1 H, C5-H), 8.31-

833 (comp, 2 H, C12-H), 8.27-8.29 (dd, J = 6.4, 0.8 Hz, 1 H, C8-H), 7.40-7.42 (ddd, J = 

6.8, 5.2, 1.2 Hz, 1 H, C6-H), 7.32-7.36 (comp, 2 H, C13-H), 7.20-7.24 (comp, 2 H, C7-H, 

C14-H), 6.83 (s, 1 H, C2-H), 3.27 (s, 3 H, C10-H); 13C NMR (100 MHz, C6D6) d 162.9 

(C3), 158.4 (C1), 150.0 (C9), 140.8 (C11), 131.0 (C5), 130.0 (C6), 129.4 (C14), 128.8 

(C13), 128.3 (C13), 128.1 (C12), 127.9 (C12), 125.5 (C7), 121.8 (C8), 120.9 (C4), 97.7 

(C2), 54.8 (C10). 

 

4,7-Dimethoxyquinoline (3.16). (rmw_01_112). The resulting yellow oil was 

washed with hexane to give 300 mg (54%) of 3.16 as an off-white solid. (mp = 81-83 °C). 

1H NMR (400 MHz, C6D6) d 8.71 (d, J = 5.1 Hz, 1 H), 8.16 (d, J = 9.4 Hz, 1 H), 7.64 (d, J 

= 2.7 Hz, 1 H), 7.16 (dd, J = 9.0, 2.4 Hz, 1 H), 5.98 (d, J = 5.1 Hz, 1 H), 3.31 (s, 3 H), 3.20 

(s, 3 H). 13C NMR (100 MHz, C6D6) d 162.2, 161.4, 152.2, 152.0, 123.2, 118.6, 116.4, 

108.2, 98.9, 54.8; HRMS (ESI) m/z 190.0867 [C11H11NO2 (M+H) requires 190.0863]. 

NMR Assignments. 1H NMR (400 MHz, C6D6) d 8.71 (d, J = 5.1 Hz, 1 H, C1-H), 

8.16 (d, J = 9.4 Hz, 1 H, C5-H), 7.64 (d, J = 2.7 Hz, 1 H, C8-H), 7.16 (dd, J = 9.0, 2.4 Hz, 

1 H, C6-H), 5.98 (d, J = 5.1 Hz, 1 H, C2-H), 3.31 (s, 3 H, C10-H), 3.20 (s, 3 H, C-11-H). 
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13C NMR (100 MHz, C6D6) d 162.2 (C3), 161.4 (C7), 152.2 (C9), 152.0 (C1), 123.2 (C5), 

118.6 (C6), 116.4 (C4), 108.2 (C8), 98.9 (C2), 54.8 (C10/C11). 

 

4,7-Dimethoxy-2-phenylquinoline (3.17). (rmw_01_111). The resulting yellow 

oil was recrystallized from hexanes to give 300 mg (54%) of 3.17 as an off-white solid. 

(mp = 75-77 °C). 1H NMR (400 MHz, C6D6) d 8.34-8.38 (comp, 2 H), 8.17 (d, J = 9.0 Hz, 

1 H), 7.68 (d, J = 2.7 Hz, 1 H), 7.35-7.39 (comp, 2 H), 7.24-7.28 (m, 1 H), 7.17 (dd, J = 

9.0, 2.4 Hz, 1 H), 6.79 (s, 1 H), 3.38 (s, 3 H), 3.29 (s, 3 H). 13C NMR (100 MHz, C6D6) d 

163.0, 161.7, 158.9, 152.0, 141.1, 129.0, 128.5, 127.6, 123.1, 118.4, 115.2, 108.5, 96.3, 

54.9, 54.8; HRMS (ESI) m/z 266.1177 [C17H15NO2 (M+H) requires 266.1176]. 

NMR Assignments. 1H NMR (400 MHz, C6D6) d 8.34-8.38 (comp, 2 H C13-H), 

8.17 (d, J = 9.0 Hz, 1 H, C5-H), 7.68 (d, J = 2.7 Hz, 1 H, C8-H), 7.35-7.39 (comp, 2 H, 

C14-H), 7.24-7.28 (m, 1 H, C15-H), 7.17 (dd, J = 9.0, 2.4 Hz, 1 H, C6-H), 6.79 (s, 1 H, 

C2-H), 3.38 (s, 3 H, C11-H), 3.29 (s, 3 H, C10-H). 13C NMR (100 MHz, C6D6) d 163.0 

(C7), 161.7 (C3), 158.9 (C1), 152.0 (C9), 141.1 (C12), 129.0 (C15), 128.5 (C14), 127.6 

(C13), 123.1 (C5), 118.4 (C6), 115.2 (C4), 108.5 (C8), 96.3 (C2), 54.9 (C11), 54.8 (C10). 
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2-Phenylpyridin-4(1H)-one (3.37) (rmw_02_43). Prepared according to the 

method of Soni et al.165 The crude oil was purified by flash chromatography eluting with 

CH2Cl2: MeOH (9:1) to give 71% of 3.37 as a tan solid. 1H NMR (600 MHz, CDCl3) d 

6.31 (dd, J = 2.3, 7.0 Hz, 1 H), 6.55 (d, J = 1.9 Hz, 1 H), 7.36 (comp, 3 H), 7.58-7.57 

(comp, 2 H), 7.65 (d, J = 7.0 Hz, 1 H); 13C NMR (150 MHz, CDCl3) d 178.8, 151.1, 139.7, 

134.1, 130.2, 129.0, 126.9, 115.6, 114.7; HRMS (CI) m/z 171.0680 [C11H9NO (M+) 

requires 170.0684], 172.0764 [C11H10NO (M+H) requires 172.0762]. 

 NMR Assignments. 1H NMR (600 MHz, CDCl3) d 6.31 (dd, J = 2.3, 7.0 Hz, 1 H, 

C2-H), 6.55 (d, J = 1.9 Hz, 1 H, C4-H), 7.36 (comp, 3 H, C8-H, C9-H), 7.58-7.57 (comp, 

2 H C7-H), 7.65 (d, J = 7.0 Hz, 1 H, C3-H); 13C NMR (150 MHz, CDCl3) d 178.8 (C3), 

151.1 (C5), 139.7 (C1), 134.1 (C6), 130.2 (C9), 129.0 (C8), 126.9 (C7), 115.6 (C2), 114.7 

(C4). 

 

General procedure for displacement of the tripeptide brosylate. Preparation of 3.29-

3.32 and 3.44-3.45. The tripeptide brosylate 3.27 (100 mg, 0.15 mmol) was dissolved in 

NMP (2 mL). The hydroxyquinoline (0.22 mmol) and Cs2CO3 (95 mh, 0.29 mmol) were 

added, and the mixture was heated at 70 °C until the brosylate was consumed by TLC (2-

4 h). The mixture was cooled to room temperature and poured into EtOAc (10 mL). The 

N
H

O

1

2
3

4

5
6

7
8

97
83.37



 190 

mixture was washed with H2O (3 x 10 mL), saturated NaHCO3 (2 x 10 mL), 1 N NaOH (1 

x 10 mL), H2O (2 x 10 mL), and brine (1 x 10 mL). The organic layer was dried over 

MgSO4, filtered, and concentrated under reduced pressure. The crude residue was purified 

by flash chromatography eluting with CH2Cl2: MeOH (9:1). 

 

 

Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-(quinolin-4-yloxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylate (3.29) (rmw_02_28). Prepared according to the 

general procedure to give 74% of 3.29 as a colorless oil.  1H NMR (400 MHz, CD3OD) d 

8.71 (d, J = 5.4 Hz, 1 H), 8.24 (d, J = 8.1 Hz, 1 H), 7.94 (d, J = 8.4 Hz, 1 H), 7.77-7.72 (m, 

1 H), 7.50 (t, J = 7.6 Hz, 1 H), 7.07 (d, J = 5.5 Hz, 1 H), 5.80-5.71 (m, 1 H), 5.46 (br, 1 H), 

5.28-5.23 (m, 1 H), 5.10-5.07 (m, 1 H), 4.63-4.56 (m, 2 H), 4.21 (s, 1 H), 4.05 (dd, J = 

11.9, 3.2 Hz, 1 H), 3.71-3.63 (m, 3 H), 2.74-2.66 (m, 1 H), 2.45-2.37 (m, 1 H), 2.26-2.16 

(m, 1 H), 1.73-1.69 (m, 1 H), 1.45-1.39 (m, 3 H), 1.27-1.22, comp, 9 H), 1.09 (s, 9 H).  

NMR Assignments. 1H NMR (400 MHz, CD3OD) d 8.71 (d, J = 5.4 Hz, 1 H, C27-

H), 8.24 (d, J = 8.1 Hz, 1 H, C25-H), 7.94 (d, J = 8.4 Hz, 1 H, C22-H), 7.77-7.72 (m, 1 H, 

C24-H), 7.50 (t, J = 7.6 Hz, 1 H, C23-H), 7.07 (d, J = 5.5 Hz, 1 H, C28-H), 5.80-5.71 (m, 

N
H

O

N
H
N

O

O

N

3.29

O

O

O

O

1
1

1
2 3 4

5

6
6

6

7

8 9

10

11 12
13

14 15

16 17

18
19

2021
22

23

24

25
26 27

28



 191 

1 H, C16-H), 5.46 (br, 1 H, C9-H), 5.28-5.23 (m, 1 H, C17-H), 5.10-5.07 (m, 1 H, C17-H), 

4.63-4.56 (comp, 2 H, C8-H, C11-H), 4.21 (s, 1 H, C4-H), 4.05 (dd, J = 11.9, 3.2 Hz, 1 H, 

C8-H), 3.71-3.63 (comp, 3 H, C19-H), 2.74-2.66 (m, 1 H, C10-H), 2.45-2.37 (m, 1 H, C14-

H), 2.26-2.16 (m, 1 H, C10-H), 1.73-1.69 (m, 1 H, C15-H), 1.45-1.39 (m, 3 H, C15-H), 

1.27-1.22, comp, 9 H, C1-H), 1.09 (s, 9 H, C6-H). 

 

Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-((2-phenylquinolin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylate (3.30) (rmw_01_119). Prepared according to the 

general procedure to give 99% of 3.29 as a colorless oil. 1H NMR (400 MHz, CD3OD ) d 

8.40 (d, J = 8.0 Hz, 1 H), 8.18 (d, J = 8.1 Hz, 1 H), 8.10-8.08 (comp, 2 H), 8.05-8.02 (m, 

1 H), 7.76-7.69 (comp, 5 H), 5.87-5.80 (comp, 2 H), 5.26 (dd, J = 1.5 Hz, 17.0 Hz, 1 H), 

5.08 (dd, J = 2.5 Hz, 10.0 Hz, 1 H), 4.71-4.67 (comp, 2 H), 4.18 (s, 1 H), 4.09 (dd, J = 3.1 

Hz, 12.2 Hz, 1 H), 3.68 (s, 3 H), 2.82-2.78 (m, 1 H), 2.63-2.55 (m, 1 H), 2.22-2.13 (m, 1 

H), 1.71-1.68 (m, 1 H), 1.46-1.42 (comp, 3 H, 1.15 (s 9 H), 1.09 (s, 9 H).  

NMR Assignments. 1H NMR (400 MHz, CD3OD ) d 8.40 (d, J = 8.0 Hz, 1 H, C25-

H), 8.18 (d, J = 8.1 Hz, 1 H, C22-H), 8.10-8.08 (comp, 2 H, C30-H), 8.05-8.02 (m, 1 H, 
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C23-H), 7.76-7.69 (comp, 5 H, C31-H, C32-H, C24-H, C28-H), 5.87-5.80 (comp, 2 H), 

5.26 (dd, J = 1.5 Hz, 17.0 Hz, 1 H, C17-H), 5.08 (dd, J = 2.5 Hz, 10.0 Hz, 1 H, C17-H), 

4.71-4.67 (comp, 2 H, C8-H, C11-H), 4.18 (s, 1 H, C4-H), 4.09 (dd, J = 3.1 Hz, 12.2 Hz, 

1 H, C8-H), 3.68 (s, 3 H, C19-H), 2.82-2.78 (m, 1 H, C10-H), 2.63-2.55 (m, 1 H, C10-H), 

2.22-2.13 (m, 1 H, C14-H), 1.71-1.68 (m, 1 H, C14-H), 1.46-1.42 (comp, 3 H, C15-H), 

1.15 (s 9 H, C1-H), 1.09 (s, 9 H, C6-H). 

 

 

Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-((7-methoxyquinolin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylate (3.31) (rmw_01_120). Prepared according to the 

general procedure to give 90% of 3.31 as a colorless oil. 1H NMR (500 MHz, CD3OD) d 

8.60 (d, J = 5.5 Hz, 1 H), 8.10 (d, J = 9.0 Hz, 1 H), 7.26 (d, J = 2.4 Hz, 1 H), 7.09 (dd, J = 

2.3, 9.0 Hz, 1 H), 6.90 (d, J = 5.5 Hz, 1 H), 5.79-570 (m, 1 H), 5.41 (br, 1 H), 5.25 (dd, J 

= 1.57, 17.22 Hz, 1 H), 5.09 (dd, J = 1.57, 10.17 Hz, 1 H), 4.61-4.50 (comp, 2 H), 4.20 (s, 

1 H), 4.02 (dd, J = 3.5, 12.1 Hz, 1 H), 3.92 (s, 3 H), 3.66 (s, 3 H), 2.68-2.63 (m, 1 H), 2.24-

2.14 (m, 1 H), 1.74 (dd, J = 5.5, 8.2 Hz, 1 H), 1.46-1.40 (comp, 2 H), 1.26 (s, 9 H), 1.04 (s, 

9 H). 13C NMR (125 MHz, CD3OD) d 174.6, 173.3, 172.0, 163.1, 161.9, 157.9, 152.1, 
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151.5, 135.1, 124.7, 119.8, 118.0, 117.5, 106.5, 101.8, 80.3, 78.4, 67.0, 60.9, 56.0, 55.1, 

52.8, 40.9, 35.6, 35.0, 28.9, 28.7, 28.5, 26.9.  

NMR Assignments. 1H NMR (500 MHz, CD3OD) d 8.60 (d, J = 5.5 Hz, 1 H, C28-

H), 8.10 (d, J = 9.0 Hz, 1 H, C22-H), 7.26 (d, J = 2.4 Hz, 1 H, C26-H), 7.09 (dd, J = 2.3, 

9.0 Hz, 1 H, C23-H), 6.90 (d, J = 5.5 Hz, 1 H, C29-H), 5.79-570 (m, 1 H, C16-H), 5.41 

(br, 1 H, C9-H), 5.25 (dd, J = 1.57, 17.22 Hz, 1 H, C17-H), 5.09 (dd, J = 1.57, 10.17 Hz, 1 

H, C17-H), 4.61-4.50 (comp, 2 H, C8-H, C11-H), 4.20 (s, 1 H, C4-H), 4.02 (dd, J = 3.5, 

12.1 Hz, 1 H, C8-H), 3.92 (s, 3 H, C25-H), 3.66 (s, 3 H, C19-H), 2.68-2.63 (m, 1 H, C10-

H), 2.24-2.14 (m, 1 H, C10-H), 1.74 (dd, J = 5.5, 8.2 Hz, 1 H, C15-H), 1.46-1.40 (comp, 2 

H, C14-H, C15-H), 1.26 (s, 9 H, C1-H), 1.04 (s, 9 H, C6-H). 13C NMR (125 MHz, CD3OD) 

d 174.6 (C18), 173.3 (C7), 172.0 (C12), 163.1 (C24), 161.9 (C20), 157.9 (C3), 152.1 (C27), 

151.5 (C28), 135.1 (C16), 124.7 (C22), 119.8 (C23), 118.0 (C21), 117.5 (C17), 106.5 

(C26), 101.8 (C29), 80.3 (C9), 78.4 (C2), 67.0 (C11), 60.9 (C4), 56.0 (C25), 55.1 (C8), 

52.8 (C19), 40.9 (C13), 35.6 (C10), 35.0 (C5), 28.9 (C14), 28.7 (C15), 28.5 (C1), 26.9 

(C6). 
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Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-((7-methoxy-2-phenylquinolin-4-yl)oxy)pyrrolidine-2-

carboxamido)-2-vinylcyclopropane-1-carboxylate (3.32) (rmw_01_211). Prepared 

according to the general procedure to give 90% of 3.32 as a colorless oil. 1H NMR (500 

MHz, CD3OD) d 8.05-8.02 (comp, 3 H), 7.53-7.47 (comp, 3 H), 7.35 (d, J = 2.1 Hz, 1 H), 

7.17 (s, 1 H), 7.02 (dd, J = 2.2 Hz, 9.0 Hz, 1 H), 5.77-5.70 (m, 1 H), 5.47 (br, 1 H), 5.24 

(dd, J = 1.0 Hz, 17.2 Hz, 1 H), 5.07 (dd, J = 1.7 Hz, 10.2 Hz, 1 H), 4.61-4.57 (m, 1 H), 

4.50 (d, J = 11.7 Hz, 1 H), 4.22 (s, 1 H), 4.04-4.01 (m, 1 H), 3.92 (s, 3 H), 3.63 (s, 3 H), 

2.67-2.63 (m, 1 H), 2.41-2.36 (m, 1 H), 2.22-2.16 (m, 1 H), 1.73 (dd, J = 5.5, 8.2 Hz, 1 H), 

1.44-1.38 (comp, 3 H), 1.27 (s, 9 H), 1.03 (s, 9 H); 13C NMR (125 MHz, CD3OD) d 174.2, 

173.2, 172.0, 163.5, 161.7, 159.2, 157.1, 152.0, 151.5, 141.2, 136.2, 129.2, 128.0, 127.3, 

124.7, 118.3, 117.9, 108.8,  96.0, 80.2, 79.0, 67.0, 60.6, 56.0, 55.3, 52.6, 41.2, 35.5, 35.3, 

28.6, 27.8, 28.5, 26.4. 

NMR Assignments. 1H NMR (500 MHz, CD3OD) d 8.505-8.02 (comp, 3 H, C22-

H, C31-H), 7.53-7.47 (comp, 3 H, C32-H, C33-H), 7.35 (d, J = 2.1 Hz, 1 H, C26-H), 7.17 

(s, 1 H, C29-H), 7.02 (dd, J = 2.2 Hz, 9.0 Hz, 1 H, C23-H), 5.77-5.70 (m, 1 H, C16-H), 
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5.47 (br, 1 H, C9-H), 5.24 (dd, J = 1.0 Hz, 17.2 Hz, 1 H, C17-H), 5.07 (dd, J = 1.7 Hz, 10.2 

Hz, 1 H, C17-H), 4.61-4.57 (m, 1 H, C10-H), 4.50 (d, J = 11.7 Hz, 1 H, C11-H), 4.22 (s, 1 

H, C4-H), 4.04-4.01 (m, 1 H, C8-H), 3.92 (s, 3 H, C25-H), 3.63 (s, 3 H C19-H), 2.67-2.63 

(m, 1 H, C10-H), 2.41-2.36 (m, 1 H, C14-H), 2.22-2.16 (m, 1 H, C10-H), 1.73 (dd, J = 5.5, 

8.2 Hz, 1 H, C15-H), 1.44-1.38 (comp, 3 H, C15-H), 1.27 (s, 9 H, C1-H), 1.03 (s, 9 H, C6-

H); 13C NMR (125 MHz, CD3OD) d 174.2 (C18), 173.2 (C7), 172.0 (C12), 163.5 (C24), 

161.7 (C20), 159.2 (C28), 157.4 (C3), 152.0 (C27), 141.2 (C30), 136.2 (C16), 129.2 (C33), 

128.0 (C32), 127.3 (C31), 124.1 (C22), 118.3 (C23), 117.9 (C17), 108.5 (C26), 108.8 

(C26), 96.0 (C29) 80.2 (C9), 79.0 (C2), 67.0 (C11), 60.6 (C4), 55.4 (C25), 55.3 (C8), 52.6 

(C19), 41.2 (C13), 35.5 (C10), 35.3 (C5), 28.6 (C14), 27.8 (C15), 28.5 (C1), 26.4 (C6). 

 

 

Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-(pyridin-4-yloxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylate (3.44) (rmw_02_46). Prepared according to the 

general procedure to give 95% of 3.44 as a colorless oil.  1H NMR (400 MHz, CD3OD) d 

8.38-8.32 (comp, 2 H), 7.01-6.97 (comp, 2 H), 5.80-5.70 (m, 1 H), 5.32-5.23 (comp, 2 H), 

5.10-5.05 (m, 1 H), 4.57-4.48 (m, 1 H), 4.29-4.23 (m, 1 H), 4.19 (m, 1 H), 4.00-3.93 (m, 1 
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H), 3.71-3.63 (comp, 3 H), 2.56-2.47 (m, 1 H), 2.36-2.28 (m, 1 H), 2.25-2.17 (m, 1 H), 

1.71 (dt, J = 8.4, 3.4 Hz, 1 H), 1.43 (q, J = 9.6 Hz, 2 H), 1.31-1.27 (comp, 9 H), 1.07-0.85 

(comp, 9 H). 

NMR Assignments. 1H NMR (400 MHz, CD3OD) d 8.38-8.32 (comp, 2 H, C22-

H), 7.01-6.97 (comp, 2 H, C21-H), 5.80-5.70 (m, 1 H, C16-H), 5.32-5.23 (comp, 2 H, C9-

H, C17-H), 5.10-5.05 (m, 1 H, C17-H), 4.57-4.48 (m, 1 H, C11-H), 4.29-4.23 (m, 1 H, C8-

H), 4.19 (m, 1 H), C4-H, 4.00-3.93 (m, 1 H, C8-H), 3.71-3.63 (comp, 3 H, C19-H), 2.56-

2.47 (m, 1 H, C10-H), 2.36-2.28 (m, 1 H, C10-H), 2.25-2.17 (m, 1 H, C14-H), 1.71 (dt, J 

= 8.4, 3.4 Hz, 1 H, C15-H), 1.43 (q, J = 9.6 Hz, 2 H, C15-H), 1.31-1.27 (comp, 9 H, C1-

H), 1.07-0.85 (comp, 9 H, C6-H). 

 

Methyl (1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-((2-phenylpyridin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylate (3.45) (rmw_02_46). Prepared according to the 

general procedure to give 99% of 3.45 as a colorless oil.  1H NMR (400 MHz, CD3OD) d 

8.44 (d, J = 5.7, 2.5 Hz, 1 H), 7.90-7.88 (comp, 2 H), 7.49-7.41 (comp, 3 H), 7.32 (dd, J = 

9.2, 2.0 Hz, 1 H), 6.96 (dd, J = 5.6, 2.0 Hz, 1 H), 5.80-5.71 (m, 1 H), 5.34 (br, 1 H), 5.28-
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5.23 (m, 1 H), 5.08 (dt, J = 10.2, 2.5 Hz, 1 H), 4.56 (t, J = 8.5 Hz, 1 H), 4.32 (d, J = 11.7 

Hz, 1 H), 4.22-4.19 (m, 1 H), 4.00 (dd, J = 11.8, 3.1 Hz, 1 H), 3.67-3.64 (comp, 3 H), 2.54 

(dd, J = 13.8, 7.6 Hz, 1 H), 2.39-2.30 (m, 1 H), 2.24-2.17 (m, 1 H), 1.71 (dt, J = 8.3, 4.2 

Hz, 1 H), 1.45-1.40 (comp, 3 H), 1.34-1.24 (comp, 9 H), 1.02 (d, J = 25.6 Hz, 9 H). 

NMR Assignments.  1H NMR (400 MHz, CD3OD) d 8.44 (d, J = 5.7, 2.5 Hz, 1 H, 

C22-H), 7.90-7.88 (comp, 2 H, C26-H), 7.49-7.41 (comp, 3 H, C27-H, C28-H), 7.32 (dd, 

J = 9.2, 2.0 Hz, 1 H, C24-H), 6.96 (dd, J = 5.6, 2.0 Hz, 1 H, C21-H), 5.80-5.71 (m, 1 H, 

C16-H), 5.34 (br, 1 H, C9-H), 5.28-5.23 (m, 1 H, C17-H), 5.08 (dt, J = 10.2, 2.5 Hz, 1 H, 

C17-H), 4.56 (t, J = 8.5 Hz, 1 H, C11-H), 4.32 (d, J = 11.7 Hz, 1 H, C8-H), 4.22-4.19 (m, 

1 H, C4-H), 4.00 (dd, J = 11.8, 3.1 Hz, 1 H, C8-H), 3.67-3.64 (comp, 3 H, C19-H), 2.54 

(dd, J = 13.8, 7.6 Hz, 1 H, C10-H), 2.39-2.30 (m, 1 H, C10-H), 2.24-2.17 (m, 1 H, C14-

H), 1.71 (dt, J = 8.3, 4.2 Hz, 1 H, C15-H), 1.45-1.40 (comp, 3 H, C15-H), 1.34-1.24 (comp, 

9 H, C1-H), 1.02 (d, J = 25.6 Hz, 9 H, C6-H). 

 

General procedure for hydrolysis of the tripeptide esters. Preparation of 3.1-3.6. The 

tripeptide ester was dissolved in THF/MeOH (2:1) (3 mL) and 2 N NaOH (0.5 mL) was 

added. The mixture was stirred at room temperature overnight and concentrated to dryness. 

The residue was dissolved in EtOAc/H2O and adjusted to pH ~ 5 by addition of 1 N citric 

acid. The mixture was extracted with EtOAc (5 x 15 mL), washed with brine, dried 

(MgSO4), filtered, and concentrated. Crude material was purified by RP HPLC with a 

gradient of 10% B to 100% B over 18 min. 
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(1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-(pyridin-4-yloxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylic acid (3.1) (rmw_02_29). Prepared according to the 

general procedure to yield 80% of 3.1 as a white powder. 1H NMR (600 MHz, CD3OD) d 

8.55 (br, 2 H), 7.35 (br, 2 H), 5.86-5.79 (m, 1 H), 5.09-5.06 (m, 1 H), 4.55 (t, J = 8.7 Hz, 1 

H), 4.34 (d, J = 12.3 Hz, 1 H), 4.12 (s, 1 H), 4.00 (dd, J = 3.6, 12.3 Hz, 1 H), 2.58-2.54 (m, 

1 H), 2.46-2.43 (m, 1 H), 2.21-2.15 (m, 1 H), 1.69-1.67 (m, 1 H), 1.43-1.40 (comp, 3 H), 

1.31 (s, 9 H), 1.01 (s, 9 H); 13C NMR (125 MHz, CD3OD) d 174.3, 173.4, 173.1, 157.9, 

147.1, 135.6, 117.7, 114.3, 80.6, 80.5, 60.7, 60.3, 54.5, 40.7, 36.1, 35.6, 35.2, 28.6, 26.9, 

23.4; HRMS (ESI) m/z 531.2816 [C27H38N4O7 (M+H) requires 531.2813]. 

NMR Assignments. 1H NMR (600 MHz, CD3OD) d 8.55 (br, 2 H, C21-H), 7.35 

(br, 2 H, C20-H), 5.86-5.79 (m, 1 H, C16-H), 5.09-5.06 (m, 1 H, C9-H), 4.55 (t, J = 8.7 

Hz, 1 H, C11-H), 4.34 (d, J = 12.3 Hz, 1 H, C8-H), 4.12 (s, 1 H, C4-H), 4.00 (dd, J = 3.6, 

12.3 Hz, 1 H, C8-H), 2.58-2.54 (m, 1 H, C10-H), 2.46-2.43 (m, 1 H, C10-H), 2.21-2.15 

(m, 1 H, C14-H), 1.69-1.67 (m, 1 H, C15-H), 1.43-1.40 (comp, 3 H, C15-H), 1.31 (s, 9 H, 

C6-H), 1.01 (s, 9 H, C1-H); 13C NMR (125 MHz, CD3OD) d 174.3 (C18), 173.4 (C7), 173.1 

(C12), 157.9 (C3), 147.1 (C19), 135.6 (C16), 117.7 (C17), 114.3 (C20), 80.6 (C2), 80.5 
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(C9), 60.7 (C4), 60.3 (C11), 54.5 (C8), 40.7 (C13), 36.1 (C5), 35.6 (C10), 35.2 (C14), 28.6 

(C1), 26.9 (C6), 23.4 (C15). 

 

(1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-((2-phenylpyridin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylic acid (3.2) (rmw_02_45). Prepared according to the 

general procedure to yield 74% of 3.2 as a white powder. 1H NMR (600 MHz, CD3OD) d 

8.58 (d, J = 6.7 Hz, 1 H), 7.90-7.87 (comp, 3 H), 7.69 (d, J = 2.4 Hz, 1 H), 7.64-7.61 (comp, 

2 H), 7.40 (dd, J = 2.1, 6.6 Hz, 1 H), 5.86-5.80 (m, 1 H), 5.54 (br, 1 H), 5.27-5.23 (m, 1 

H), 5.09-5.05 (m, 1 H), 4.59 (t, J = 8.9 Hz, 1 H), 4.42 (d, J = 12.2 Hz, 1 H), 4.13 (s, 1 H), 

4.02 (dd, J = 3.3, 12.2 Hz, 1 H), 2.64-2.60 (m, 1 H), 2.50-2.46 (m, 1 H), 2.21-2.15 (m, 1 

H), 1.70-1.65 (m, 1 H), 1.45-1.41 (comp, 3 H), 1.26 (s, 9 H), 1.01 (s, 9 H); 13C NMR (125 

MHz, CD3OD) d 174.3, 173.4, 173.2, 157.9, 146.7, 146.1, 135.6, 132.8, 130.6, 128.9, 

117.7, 112.6, 80.5, 80.2, 60.7, 60.3, 54.6, 40.7, 36.1, 35.7, 35.2, 38.6, 26.9, 23.4; HRMS 

(ESI) m/z 607.3116 [C33H42N4O7 (M+H) requires 607.3126]. 

NMR Assignments. 1H NMR (600 MHz, CD3OD) d 8.58 (d, J = 6.7 Hz, 1 H, C21-

H), 7.90-7.87 (comp, 3 H, C25-H), 7.69 (d, J = 2.4 Hz, 1 H, C22-H), 7.64-7.61 (comp, 2 
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H, C26-H, C27-H), 7.40 (dd, J = 2.1, 6.6 Hz, 1 H, C20-H), 5.86-5.80 (m, 1 H, C16-H), 

5.54 (br, 1 H, C9-H, 5.27-5.23 (m, 1 H, C17-H), 5.09-5.05 (m, 1 H, C17-H), 4.59 (t, J = 

8.9 Hz, 1 H, C11-H), 4.42 (d, J = 12.2 Hz, 1 H, C8-H), 4.13 (s, 1 H, C4-H), 4.02 (dd, J = 

3.3, 12.2 Hz, 1 H, C8-H), 2.64-2.60 (m, 1 H, C10-H), 2.50-2.46 (m, 1 H, C10-H), 2.21-

2.15 (m, 1 H, C14-H), 1.70-1.65 (m, 1 H, C15-H), 1.45-1.41 (comp, 3 H, C15-H), 1.26 (s, 

9 H, C1-H), 1.01 (s, 9 H, C6-H); 13C NMR (125 MHz, CD3OD) d 174.3 (C18), 173.4 (C7), 

173.2 (C12), 157.9 (C3), 146.7 (C19), 146.1 (C21), 135.6 (C16), 132.8 (C23), 130.6 (C26, 

C27), 128.9 (C25), 117.7 (C17), 112.6 (C20), 80.5 (C2), 80.2 (C9), 60.7 (C4), 60.3 (C11), 

54.6 (C8), 40.7 (C13), 36.1 (C5), 35.7 (C10), 35.2 (C14), 38.6 (C1), 26.9 (C6), 23.4 (C5). 

 

 

(1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

dimethylbutanoyl)-4-(quinolin-4-yloxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylic acid (3.3) (rmw_02_30). Prepared according to the 

general procedure to yield 77% of 3.3 as a white powder. 1H NMR (400 MHz, C6D6) d 8.98 

(d, J = 6.3 Hz, 1 H), 8.45 (d, J = 8.5 Hz, 1 H), 8.07-8.02 (comp, 2 H), 7.78-7.75 (m, 1 H), 

7.49 (d, J = 6.6 Hz, 1 H), 5.87-5.80 (m, 1 H), 5.68 (br, 1 H), 5.27-5.24 (m, 1 H), 5.10-5.07 
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(m, 1 H), 4.68-4.65 (comp, 2 H), 4.11 (s, 1 H), 4.07 (dd, J = 3.2, 12.2 Hz, 1 H), 2.78-2.74 

(m, 1 H), 2.59-2.53 (m, 1 H), 2.21-2.16 (m, 1 H), 1.70-1.67 (m, 1 H). 1.45-1.42 (comp, 3 

H), 1.14 (s, 9 H), 1.04 (s, 9 H).;13C NMR (125 MHz, CD3OD) d 174.2, 173.6, 173.4, 167.5, 

158.0, 148.4, 142.4, 135.6, 135.5, 129.6, 124.6, 122.8, 122.7, 117.8, 104.1, 81.2, 80.3, 61.1, 

60.3, 54.7, 40.7, 36.7, 35.6, 35.3, 28.9, 28.5, 26.9; HRMS (ESI) m/z 581.2971 [C31H40N4O7 

(M+H) requires 581.2970]. 

NMR Assignments. 1H NMR (400 MHz, C6D6) d 8.98 (d, J = 6.3 Hz, 1 H, C26-

H), 8.45 (d, J = 8.5 Hz, 1 H, C24-H), 8.07-8.02 (comp, 2 H, C21-H, C22-H), 7.78-7.75 (m, 

1 H, C23-H), 7.49 (d, J = 6.6 Hz, 1 H, C27-H), 5.87-5.80 (m, 1 H, C16-H), 5.68 (br, 1 H, 

C9-H), 5.27-5.24 (m, 1 H, C17-H), 5.10-5.07 (m, 1 H, C17-H), 4.68-4.65 (comp, 2 H, C8-

H, C11-H), 4.11 (s, 1 H, C4-H), 4.07 (dd, J = 3.2, 12.2 Hz, 1 H, C8-H), 2.78-2.74 (m, 1 H, 

C10-H), 2.59-2.53 (m, 1 H, C10-H), 2.21-2.16 (m, 1 H, C14-H), 1.70-1.67 (m, 1 H, C15-

H). 1.45-1.42 (comp, 3 H, C15-H), 1.14 (s, 9 H, C1-H), 1.04 (s, 9 H, C6-H); 13C NMR (125 

MHz, CD3OD) d 174.2 (C18), 173.6 (C7), 173.4 (C12), 167.5 (C19), 158.0 (C3), 148.4 

(C19), 142.4 (C25), 135.6 (C22), 135.5 (C16), 129.6 (C23), 124.6 (C24), 122.8 (C21), 

122.7 (C20), 117.8 (C17), 104.1 (C27), 81.2 (C2), 80.3 (C9), 61.1 (C4), 60.3 (C11), 54.7 

(C8), 40.7 (C13), 36.7 (C5), 35.6 (C10), 35.3 (C14), 28.9 (C15), 28.5 (C1), 26.9 (C6). 
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(1R,2R)-1-((2S,4R)-1-((S)-2-((tert-butoxycarbonyl)amino)-3,3-

Dimethylbutanoyl)-4-((2-phenylquinolin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-

vinylcyclopropane-1-carboxylic acid (3.4) (rmw_02_34). Prepared according to the 

general procedure to yield 71% of 3.4 as a white powder. 1H NMR (400 MHz, CD3OD ) d 

8.43 (d, J = 8.3 Hz, 1 H), 8.16 (d, J = 8.5 Hz, 1 H), 8.10-8.08 (m, 2 H), 8.05-8.02 (m, 1 H), 

7.76-7.69 (comp, 5 H), 5.87-5.80 (comp, 2 H), 5.26 (dd, J = 1.5 Hz, 17.2 Hz, 1 H), 5.08 

(dd, J = 2.2 Hz, 10.4 Hz, 1 H), 4.71-4.67 (comp, 2 H), 4.15 (s, 1 H), 4.09 (dd, J = 3.1 Hz, 

12.2 Hz, 1 H), 2.82-2.78 (m, 1 H), 2.60-2.54 (m, 1 H), 2.22-2.17 (m, 1 H), 1.71-1.68 (m, 1 

H), 1.46-1.42 (comp, 3 H), 1.16 (s 9 H), 1.04 (s, 9 H); HRMS (ESI) m/z 655.3131 

[C37H44N4O7 (M-H) requires 655.3137]. 

NMR Assignments. 1H NMR (400 MHz, CD3OD ) d 8.43 (d, J = 8.3 Hz, 1 H, C24-

H), 8.16 (d, J = 8.5 Hz, 1 H, C21-H), 8.10-8.08 (m, 2 H, C30-H), 8.05-8.02 (m, 1 H, C22-

H), 7.76-7.69 (comp, 5 H, C23-H, C31-H, C32-H), 5.87-5.80 (comp, 2 H, C16-H, C9-H), 

5.26 (dd, J = 1.5 Hz, 17.2 Hz, 1 H, C17-H), 5.08 (dd, J = 2.2 Hz, 10.4 Hz, 1 H, C17-H), 

4.71-4.67 (comp, 2 H, C8-H, C11-H), 4.15 (s, 1 H, C4-H, C4-H), 4.09 (dd, J = 3.1 Hz, 12.2 

Hz, 1 H, C8-H), 2.82-2.78 (m, 1 H, C10-H), 2.60-2.54 (m, 1 H, C10-H), 2.22-2.17 (m, 1 
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H, C14-H), 1.71-1.68 (m, 1 H, C14-H), 1.46-1.42 (comp, 3 H, C15-H), 1.16 (s 9 H, C1-H), 

1.04 (s, 9 H, C6-H). 

 

tert-Butyl (2S,4R)-2-(((1R,2S)-1-(methoxycarbonyl)-2-vinylcyclopropyl)carbamoyl)-

4-((2-phenylquinolin-4-yl)oxy)pyrrolidine-1-carboxylate (3.52) (rmw_02_108). 

Dipeptide brosylate 3.51 (589 mg, 1.02 mmol), was dissolved in 10 mL NMP. 

Hydroxyquinoline 3.23 (340 mg, 1.5 mmol) and Cs2CO3 (590 mg, 2.04 mmol) were added, 

and the mixture was heated at 70 °C until the brosylate was consumed by TLC (2 h). The 

mixture was cooled to room temperature and poured into EtOAc (30 mL). The mixture was 

washed with H2O (3 x 20 mL), saturated NaHCO3 (2 x 20 mL), 1 N NaOH (1 x 20 mL), 

H2O (2 x 20 mL), and brine (1 x 20 mL). The organic layer was dried over MgSO4, filtered, 

and concentrated under reduced pressure. The crude residue was purified by flash 

chromatography eluting with CH2Cl2: MeOH (9:1) to give 550 mg (96%) of 3.52 as an off-

white solid. 1H NMR (400 MHz, CD3OD) d 8.65 (d, J = 8.2 Hz, 1 H), 8.10-8.09 (comp, 2 

H), 8.06 (d, J = 8.5 Hz,1 H), 7.79-7.76 (m 1 H), 7.58-7.50 (comp, 4 H), 7.41 (s, 1 H), 5.78 

(dt, J = 9.1 Hz, 17.5 Hz, 1 H), 5.53 (br, 1 H), 5.33 (d, J = 17.2 Hz, 1 H), 5.14 (t, J = 10.2 

Hz, 1 H), 4.49-4.45 (m, 1 H), 4.02-3.95 (comp, 2 H), 3.69 (s, 3 H), 2.80-2.76 (m, 1 H), 
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2.50-2.46 (m, 1 H), 2.23 (q, J = 8.86, 1 H), 2.16 1.47 (s, 9 H). 13C NMR (100 MHz, CD3OD) 

d 174.7, 170.7, 170.4, 160.6, 159.4, 155.0, 154.7, 148.9, 139.7, 133.7, 130.3, 129.3, 127.8, 

127.6, 125.6, 121.3, 120.4, 116.9, 100.1, 80.7, 80.5, 59.2, 58.9, 52.2, 39.5, 35.3, 29.2, 27.2, 

26.9. 

 NMR Assignments. 1H NMR (400 MHz, CD3OD) d 8.65 (d, J = 8.2 Hz, 1 H, C21-

H), 8.10-8.09 (comp, 2 H, C26-H), 8.06 (d, J = 8.5 Hz, 1 H, C18-H), 7.79-7.76 (m 1 H, 

C19-H), 7.58-7.50 (comp, 4 H, C27-H, C28-H, C20-H), 7.41 (s, 1 H, C24-H), 5.78 (dt, J = 

9.1 Hz, 17.5 Hz, 1 H, C12-H), 5.53 (br, 1 H, C5-H), 5.33 (d, J = 17.2 Hz, 1 H, C13-H), 

5.14 (t, J = 10.2 Hz, 1 H, C7-H), 4.49-4.45 (m, 1 H, C4-H), 4.02-3.95 (comp, 2 H, C4-H, 

C6-H), 3.69 (s, 3 H, C15-H), 2.80-2.76 (m, 1 H, C6-H), 2.50-2.46 (m, 1 H, C10-H), 2.23 

(q, J = 8.86, 1 H, C10-H), 2.16 (comp, 2 H, C11-H), 1.47 (s, 9 H, C1-H). 13C NMR (100 

MHz, CD3OD) d 174.7 (C14), 170.7 (C16), 170.4 (C8), 160.6 (C16), 159.4 (C3), 155.0 

(C23), 154.7 (C25), 148.9 (C22), 139.7 (C19), 133.7 (C12), 130.3 (C20), 129.3 (C27), 

127.8 (C28), 127.6 (C26), 125.6 (C21), 121.3 (C18), 120.4 (C17), 116.9 (C13), 100.1 

(C24), 80.7 (C2), 80.5 (C5), 59.2 (C7), 58.9 (C4), 52.2 (C15), 39.5 (C9), 35.3 (C6), 29.2 

(C1), 27.2 (C11), 26.9 (C10). 

 



 205 

 

Methyl (1R,2S)-1-((2S,4R)-4-((2-phenylquinolin-4-yl)oxy)pyrrolidine-2-

carboxamido)-2-vinylcyclopropane-1-carboxylate (3.53) (rmw_02_109).  Boc-

protected dipeptide 3.52 (550 mg, 0.98 mmol) was dissolved in neat TFA (5 mL) and stirred 

at room temperature until al starting material was consumed by TLC (~ 1 h). The mixture 

was concentrated under reduced pressure to half-volume and the concentrated mixture was 

neutralized with saturated NaHCO3. The solution was extracted with CH2Cl2 (5 x 30 mL), 

dried (MgSO4), filtered, and concentrated under reduced pressure to give 435 mg (93%) of 

3.52 as an off-white solid that was used without further purification. 1H NMR (400 MHz, 

CD3OD) d; 8.27 (d, J = 8.2 Hz, 1 H), 8.07-8.00 (comp, 3 H), 7.72 (m, 1 H), 7.53-7.46 

(comp, 4 H), 7.21 (s, 1 H), 5.85-5.76 (m, 1 H), 5.43 (d, J = 17.1 Hz, 1 H), 5.28 (br, 1 H), 

5.20 (d, J = 10.4 Hz, 1 H), 4.16-4.07 (comp, 2 H), 3.69 (s, 3 H), 3.37-3.33 (comp, 2 H), 

2.75-2.71 (m, 1 H), 2.51-2.40 (comp, 2 H), 2.15-2.11 (comp, 2 H). 

NMR Assignments. 1H NMR (400 MHz, CD3OD) d; 8.27 (d, J = 8.2 Hz, 1 H, C18-

H), 8.07-8.00 (comp, 3 H, C22-H, C15-H), 7.72 (m, 1 H, C16-H), 7.53-7.46 (comp, 4 H, 

C23-H, C24-H, C17-H), 7.21 (s, 1 H, C21-H), 5.85-5.76 (m, 1 H, C9-H), 5.43 (d, J = 17.1 
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Hz, 1 H, C10-H), 5.28 (br, 1 H, C2-H), 5.20 (d, J = 10.4 Hz, 1 H, C10-H), 4.16-4.07 (comp, 

2 H, C1-H), 3.69 (s, 3 H, C12-H), 3.37-3.33 (comp, 2 H, C6-H), 2.75-2.71 (m, 1 H, C4-H), 

2.51-2.40 (comp, 2 H, C7-H), 2.15-2.11 (comp, 2 H, C8-H). 

General procedure for hydrolysis of the tripeptide esters. Preparation of 3.46-3.49. 

The tripeptide ester was dissolved in THF/MeOH (2:1) (3 mL) and 2 N NaOH (0.5 mL) 

was added. The mixture was stirred at room temperature overnight and concentrated to 

dryness. The residue was dissolved in EtOAc/H2O and adjusted to pH ~ 5 by addition of 1 

N citric acid. The mixture was extracted with EtOAc (5 x 15 mL), washed with brine, dried 

(MgSO4), filtered, and concentrated. Crude material was purified by RP HPLC with a 

gradient of 10% B to 100% B over 18 min. 

 

(1R,2S)-1-((2S,4R)-1-((tert-Butoxycarbonyl)glycyl)-4-((2-phenylquinolin-4-

yl)oxy)pyrrolidine-2-carboxamido)-2-vinylcyclopropane-1-carboxylic acid (3.47) 

(rmw_02_120). Prepared according to the general procedure to yield 60% of 3.47 as a 

white powder. The crude material was purified by preparative RP HPLC with a gradient of 

5% B to 95% B over 18 min. 1H NMR (600 MHz, CD3OD) d 8.45 (d, J = 8.2 Hz, 1 H), 

8.21-8.19 (m, 1 H), 8.10-8.07 (comp, 3 H), 7.85-7.82 (m, 1 H), 7.77-7.72 (comp, 4 H), 
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5.87-5.78 (comp, 2 H), 5.32-5.30 (m, 1 H), 5.12-5.09 (m, 1 H), 4.64 (t, J = 8.2 Hz, 1 H), 

4.26 (d, J = 12.3 Hz, 1 H), 4.20 (dd, J = 3.8 Hz, 12.2 Hz, 1 H), 3.99-3.96 (m, 1 H), 3.80 (d, 

J = 16.9 Hz, 1 H), 2.85-2.80 (m, 1 H), 2.61-2.55 (m, 1 H), 2.29-2.25 (m, 1 H), 1.49-1.44 

(comp, 2 H), 1.38 (s, 9 H); 13C NMR (150 MHz, CD3OD) d 174.4, 173.6, 173.4, 171.2, 

159.1, 158.6, 135.8, 135.7, 134.0, 133.8, 130.7, 130.0, 129.7, 127.7, 124.5, 121.6, 117.8, 

103.4, 81.0, 80.7, 60.7, 53.1, 43.8, 40.7, 35.8, 34.8, 28.6, 28.4; HRMS (ESI) m/z 601.2649 

[C33H36N4O7 (M+H) requires 601.2657]. 

NMR Assignments. 1H NMR (600 MHz, CD3OD) d 8.45 (d, J = 8.2 Hz, 1 H, C22-

H), 8.21-8.19 (m, 1 H, C20-H), 8.10-8.07 (comp, 3 H, C19-H, C27-H), 7.85-7.82 (m, 1 H, 

C21-H), 7.77-7.72 (comp, 4 H, C25-H, C28-H, C29-H), 5.87-5.78 (comp, 2 H, C14-H, C7-

H), 5.32-5.30 (m, 1 H, C15-H), 5.12-5.09 (m, 1 H, C15-H), 4.64 (t, J = 8.2 Hz, 1 H, C9-

H), 4.26 (d, J = 12.3 Hz, 1 H, C6-H), 4.20 (dd, J = 3.8 Hz, 12.2 Hz, 1 H, C6-H), 3.99-3.96 

(m, 1 H, C8-H), 3.80 (d, J = 16.9 Hz, 1 H, C8-H), 2.85-2.80 (m, 1 H, C4-H), 2.61-2.55 (m, 

1 H, C4-H), 2.29-2.25 (m, 1 H, C12-H), 1.49-1.44 (comp, 2 H, C13-H), 1.38 (s, 9 H, C1-

H); 13C NMR (150 MHz, CD3OD) d 174.4 (C16), 173.6 (C5), 173.4 (C10), 171.2 (C17), 

159.1 (C3), 158.6 (C24), 135.8 (C23), 135.7 (C14), 134.0 (C26), 133.8 (C19), 130.7 (C20), 

130.0 (C29), 129.7 (C28), 127.7 (C27), 124.5 (C21), 121.6 (C22), 117.8 (C15), 103.4 

(C25), 81.0 (C2), 80.7 (C7), 60.7 (C9), 53.1 (C6), 43.8 (C4), 40.7 (C11), 35.8 (C8), 34.8 

(C12), 28.6 (C1), 28.4 (C13). 
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(1R,2S)-1-((2S,4R)-1-((tert-Butoxycarbonyl)-L-alanyl)-4-((2-phenylquinolin-4-

yl)oxy)pyrrolidine-2-carboxamido)-2-vinylcyclopropane-1-carboxylic acid (3.48) 

(rmw_02_121). Prepared according to the general procedure to yield 88% of 3.48 as a 

white powder. The crude material was purified by preparative RP HPLC with a gradient of 

5% B to 95% B over 18 min. 1H NMR (600 MHz, CD3OD) d 8.48 (d, J = 8.3 Hz 1 H), 

8.19-8.17 (m, 1 H), 8.09-8.04 (comp, 2 H), 7.80-7.78 (m, 1 H), 7.75-7.70 (comp, 5 H), 

5.86-5.79 (comp, 2 H), 5.30 (dd, J = 2.4 Hz, 17.2 Hz, 1 H), 5.10 (dd, J = 2.3 Hz, 10.4 Hz, 

1 H), 4.70-4.66 (comp, 2 H), 4.35 (q, J = 6.9 Hz, 1 H), 4.11 (dd, J = 3.5 Hz, 12.3 Hz, 1 H), 

2.85-2.81 (m, 1 H), 2.59-2.55 (m, 1 H), 2.21 (q, J = 8.8 Hz, 1 H), 1.73-1.69 (m, 1 H), 1.44-

1.41 (comp, 2.48 H), 1.31-1.26 (comp, 3.27 H), 1.20 (s, 6 H);  13C NMR (150 MHz, 

CD3OD) d 175.3, 174.3, 173.4, 171.0, 159.2, 157.7, 135.6, 133.6, 130.6, 129.9, 124.7, 

122.4, 121.7, 117.8, 103.4, 81.1, 80.2, 60.4, 53.7, 40.7, 35.7, 34.9, 35.7, 34.9, 30.7, 28.7, 

28.5, 23.3, 17.0; HRMS (ESI) m/z 615.2807 [C33H36N4O7 (M+H) requires 615.2813]. 

NMR Assignments. 1H NMR (600 MHz, CD3OD) d 8.48 (d, J = 8.3 Hz, 1 H, C23-

H), 8.19-8.17 (m, 1 H, C20-H), 8.09-8.04 (comp, 2 H, C28-H), 7.80-7.78 (m, 1 H, C21-H), 

7.75-7.70 (comp, 5 H, C22-H, C26-H, C29-H, C30-H), 5.86-5.79 (comp, 2 H, C15-H, C8-
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H), 5.30 (dd, J = 2.4 Hz, 17.2 Hz, 1 H, C16-H), 5.10 (dd, J = 2.3 Hz, 10.4 Hz, 1 H, C16-

H), 4.70-4.66 (comp, 2 H, C7-H, C10-H), 4.35 (q, J = 6.9 Hz, 1 H, C4-H), 4.11 (dd, J = 

3.5 Hz, 12.3 Hz, 1 H, C7-H), 2.85-2.81 (m, 1 H, C9-H), 2.59-2.55 (m, 1 H, C9-H), 2.21 (q, 

J = 8.8 Hz, 1 H, C13-H), 1.73-1.69 (m, 1 H, C14-H), 1.44-1.41 (comp, 3 H, C5-H), 1.31-

1.26 (comp, 3 H, C14-H), 1.20 (s, 9 H, C1-H);   

 

(1R,2S)-1-((2S,4R)-1-((S)-2-((tert-Butoxycarbonyl)amino)butanoyl)-4-((2-

phenylquinolin-4-yl)oxy)pyrrolidine-2-carboxamido)-2-vinylcyclopropane-1-

carboxylic acid (3.49) (rmw_02_122). Prepared according to the general procedure to 

yield 90% of 3.49 as a white powder. The crude material was purified by preparative RP 

HPLC with a gradient of 5% B to 95% B over 18 min. 1H NMR (600 MHz, CD3OD) d 8.45 

(d, J = 8.0 Hz, 1 H), 8.16 (d, J = 8.5 Hz, 1 H), 8.09-8.08 (comp, 2 H), 8.04-8.01 (m, 1 H), 

7.77-7.74 (m, 1 H), 7.73-7.66 (comp, 4 H), 5.86-5.80 (comp, 2 H), 5.28 (dd, J = 1.8 Hz, 

17.2 Hz, 1 H), 5.10 (dd, J = 1.8 Hz, 10.3 Hz, 1 H), 4.72-4.68 (comp, 2 H), 4.18 (t, J = 7.2 

Hz, 1 H), 4.12-4.09 (dd, J = 3.4 Hz, 12.3 Hz, 1 H), 2.84-2.80 (m, 1 H), 2.59-2.54 (m, 1 H), 

2.22 (q, J = 8.8 Hz, 1 H), 1.77-1.73 (m, 1 H), 1.71-1.69 (m, 1 H), 1.65-1.58 (m, 1 H), 1.46-

1.42 (comp, 2.85 H), 1.18 (s, 9 H), 0.98 (t, J = 7.4 Hz, 3 H); 13C NMR (150 MHz, CD3OD) 
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d 174.6, 174.3, 173.4, 159.4, 157.9, 135.6, 135.2, 133.3, 130.6, 129.9, 129.3, 124.5, 121.7, 

117.8, 103.3, 80.9, 80.2, 60.4, 55.5, 53.9,, 38.0, 35.8, 35.0, 32.9, 32.9, 28.7, 28.4, 25.7, 

23.3, 10.6; HRMS (ESI) m/z 615.2807 [C33H36N4O7 (M+H) requires 615.2813]. 

 

(1R,2S)-1-((2S,4R)-1-((tert-butoxycarbonyl)-L-valyl)-4-((2-phenylquinolin-4-

yl)oxy)pyrrolidine-2-carboxamido)-2-vinylcyclopropane-1-carboxylic acid (3.50) 

(rmw_02_123). Prepared according to the general procedure to yield 85% of 3.50 as a 

white powder. The crude material was purified by preparative RP HPLC with a gradient of 

5% B to 95% B over 18 min. 1H NMR (600 MHz, CD3OD) d 8.45 (d, J = 7.9 Hz, 1 H), 

8.17 (d, J = 8.4 Hz, 1 H), 8.09-8.08 (comp, 2 H), 8.07-8.04 (m, 1 H), 7.79-7.77 (m, 1 H), 

7.74-7.69 (comp, 4 H), 5.86-5.80 (comp, 2 H), 5.27 (dd, J = 2.4 Hz, 16.9 Hz, 1 H), 5.09 

(dd, J = 1.8 Hz, 10.3 Hz, 1 H), 4.80 (d, J = 11.5 Hz, 1 H), 4.70-4.68 (m, 1 H), 4.12 (dd, J 

= 3.4 Hz, 12.3 Hz, 1 H), 3.96 (d, J = 9 Hz, 1 H), 2.85-2.80 (m, 1 H), 2.59-2.55 (m, 1 H), 

2.24-2.19 (q, J = 8.8 Hz, 1 H), 2.00-1.95 (m, 1 H), 1.70 (dd, J = 5.2 Hz, 8.0 Hz, 1 H), 1.47-

1.44 (m, 1 H?), 1.12 (s, 9 H), 1.00 (d, J = 6.7 Hz, 3 H), 0.97 (d, J = 6.7 Hz, 3 H); 13C NMR 

(150 MHz, CD3OD) d  174.3, 174.3, 173.5, 160.7, 159.3, 158.0, 135.6, 133.6, 130.7, 130.0, 

129.9, 129.5, 124.6, 121.7, 117.8, 103.5, 81.3, 80.1, 60.4, 59.9, 54.1, 43.8, 40.7, 35.9, 35.2, 
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31.6, 28.7, 28.5, 28.3, 23.3, 19.7, 19.5, 19.2; HRMS (ESI) m/z 643.3117 [C36H42N4O7 

(M+H) requires 643.3126]. 

 

 

N,N-Dimethyl-2-oxo-2-(1-tosyl-1H-indol-3-yl)acetamide (4.58) (rmw_03_257). 

Indole glyoxamide 4.57 (200 mg, 0.92 mmol) was dissolved in 5 mL DMF and cooled to 

0 °C. NaH (55 mg, 1.39 mmol) was added and the mixture was stirred at 0 °C for 30 min. 

TsCl (264 mg, 1.38 mmol) was added and the mixture was allowed to warm to room 

temperature with stirring overnight. The solution was quenched with 2 N HCl (10 mL), 

extracted with EtOAc (3 x 20 mL), dried over MgSO4, filtered, and concentrated under 

reduced pressure. The crude residue was purified by flash chromatography eluting with 2:1 

hexanes/EtOAc to give 171 mg (50%) of 4.58 as a white solid. 1H NMR (400 MHz, DMSO-

d6) d 8.55 (s, 1 H), 8.17 (d, J = 7.7 Hz, 1 H), 8.08 (d, J = 8.4 Hz, 2 H), 7.99 (d, J = 8.7 Hz, 

1 H), 7.51-7.42 (comp, 4 H), 3.04 (s, 3 H), 2.94 (s, 3 H), 235 (s, 3 H).  13C NMR (125 MHz, 

DMSO-d6) d 187.6, 166.1, 147.2, 136.5, 134.5, 133.6, 131.1, 128.0, 126.8, 125.8, 122.4, 

117.3, 113.8, 37.2, 34.3, 21.6. HRMS (ESI) m/z 393.0880 [C19H18N2O4 (M+Na) requires 

393.0879]. 
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NMR Assignments. 1H NMR (400 MHz, DMSO-d6) d 8.55 (s, 1 H, C13-H), 8.17 

(d, J = 7.7 Hz, 1 H, C10-H), 8.08 (d, J = 8.4 Hz, 2 H, C4-H, C8-H, C9-H), 7.99 (d, J = 8.7 

Hz, 1 H, C7-H), 7.51-7.42 (comp, 4 H, C3-H, ), 3.04 (s, 3 H, C16-H), 2.94 (s, 3 H, C16-

H), 235 (s, 3 H, C1-H).  13C NMR (125 MHz, DMSO-d6) d 187.6 (C14), 166.1 (C15), 147.2 

(C5), 136.5 (C13), 134.5 (C6), 133.6 (C2), 131.1 (C3), 128.0 (C4), 126.8 (C8), 125.8 (C9), 

122.4 (C10), 117.3 (C12), 113.8 (C7), 37.2 (C16), 34.3 (C16), 21.6 (C1). 

 

N,N-Dimethyl-2-(1-((4-nitrophenyl)sulfonyl)-1H-indol-3-yl)-2-oxoacetamide 

(4.59) (rmw_04_23) Indole glyoxamide 4.57 (1.00 g, 4.62 mmol) was dissolved in 20 mL 

CH2Cl2. DMAP (28 mg, 0.23 mmol) and DIPEA (1.19g, 9.24 mmol) were added and the 

mixture was stirred at room temperature overnight. The mixture was washed with bring (3 

x 30 mL), dried over MgSO4, filtered, and concentrated under reduced pressure. The crude 

residue was purified by flash chromatography eluting with a gradient of 3:1 Hex/EtOAc to 

100% EtOAc to give 1.42g (77%) of 4.59 as a yellow solid. 1H NMR (400 MHz, DMSO-

d6) d 8.64 (s, 1 H), 8.51-8.47 (comp, 2 H), 8.44-8.41 (comp, 2 H), 8.18 (d, J = 7.8 Hz, 1 

H), 8.04 (d, J = 8.3 Hz, 1 H), 7.55-7.45 (comp, 2 H), 3.05 (s, 3 H), 2.95 (s, 3 H). 13C NMR 

(125 MHz, DMSO-d6) d 187.6, 165.9, 151.8, 141.3, 136.5, 134.5, 129.7, 127.2, 126.9, 
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126.2, 125.9, 122.6, 118.0, 113.7, 37.2, 34.3. HRMS (ESI) m/z 424.0574 [C18H15N3O6 

(M+Na) requires 424.0574]. 

NMR Assignments. 1H NMR (400 MHz, DMSO-d6) d 8.64 (s, 1 H, C12-H), 8.51-

8.47 (comp, 2 H, C2-H), 8.44-8.41 (comp, 2 H, C3-H), 8.18 (d, J = 7.8 Hz, 1 H, C6-H), 

8.04 (d, J = 8.3 Hz, 1 H, C9-H), 7.55-7.45 (comp, 2 H, C7-H, C8-H), 3.05 (s, 3 H, C15-H), 

2.95 (s, 3 H, C15-H). 13C NMR (125 MHz, DMSO-d6) d 187.6 (C13), 165.9 (C14), 151.8 

(C1), 141.3 (C4), 136.5 (C12), 134.5 (C5), 129.7 (C2), 127.2 (C8), 126.9 (C10), 126.2 

(C7), 125.9 (C3), 122.6 (C6), 118.0 (C11), 113.7 (C9), 37.2 (C15), 34.3 (C15). 

 

tert-Butyl 3-(2-(dimethylamino)-2-oxoacetyl)-1H-indole-1-carboxylate (4.60) 

(rmw_03_272). Indole glyoxamide 4.57 (100 mg, 0.46 mmol) was dissolved in 3 mL 

CH2Cl2. DMAP (2.8 mg, 0.023 mmol) and Et3N (84 mg, 0.83 mmol) was added and the 

mixture was cooled to 0 °C. Boc2O (121 mg, 0.46 mmol) was added dropwise and the 

mixture was allowed to warm to room temperature over 72 h with stirring. The mixture 

was diluted with saturated NaHCO3 (5 mL) and CH2Cl2 (10 mL). The layers were separated 

and the aqueous layer was extracted with CH2Cl2 (2 x 10 mL). The organic layers were 

combined, dried over MgSO4, filtered, and concentrated under reduced pressure to give 

N

O N

O

O
O

1 1

1
2

3

4
5

6

7

8
9 10

11

12
13

14
14

4.60



 214 

120 mg (82%) of 4.60 as a yellow solid. The crude material was used without further 

purification. 1H NMR (500 MHz, CDCl3) d 8.28 (d, J = 6.8 Hz, 1 H), 8.25 (s, 1 H), 8.09 

(d, J = 8.2 Hz, 1 H), 7.37-7.30 (comp, 2 H), 3.05 (s, 3 H), 2.99 (s, 3 H), 1.63 (s, 9 H). 13C 

NMR (125 MHz, CDCl3) d 186.9, 166.6, 148.8, 135.9, 135.7, 126.9, 125.9, 124.8, 122.3, 

116.9, 115.2, 85.6, 37.4, 34.5, 28.0. HRMS (ESI) m/z 339.1321 [C17H20N2O4 (M+Na) 

requires 339.1315]. 

NMR Assignments. 1H NMR (500 MHz, CDCl3) d 8.28 (d, J = 6.8 Hz, 1 H, C5-

H), 8.25 (s, 1 H, C11-H), 8.09 (d, J = 8.2 Hz, 1 H, C8-H), 7.37-7.30 (comp, 2 H, C6-H, 

C7-H), 3.05 (s, 3 H, C14-H), 2.99 (s, 3 H, C14-H), 1.63 (s, 9 H, C1-H). 13C NMR (125 

MHz, CDCl3) d 186.9 (C12), 166.6 (C13), 148.8 (C3), 135.9 (C11), 135.7, 126.9, 125.9 

(C7), 124.8 (C6), 122.3 (C5), 116.9, 115.2 (C8), 85.6, 37.4 (C14), 34.5 (C14), 28.0 (C1). 

 

 

N,N-Dimethyl-2-oxo-2-(1-((trifluoromethyl)sulfonyl)-1H-indol-3-

yl)acetamide (4.61) (rmw_xx_xx) 1H NMR (400 MHz, DMSO-d6) d 8.56 (s, 1 H), 8.31 

(d, J = 8.0 Hz, 1 H), 7.91 (d, J = 8.1 Hz, 1 H), 7.61 (ddd, J = 14.2, 7.8, 4.1 Hz, 2 H), 7.25-

7.12 (comp, 3 H), 3.02 (s, 3 H), 2.98 (s, 3 H). 13C NMR (125 MHz, DMSO-d6) d 187.4, 
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165.5, 136.8, 135.5, 128.1, 127.2, 127.1, 123.0, 120.3, 118.0, 113.8, 37.2, 34.4. HRMS 

(ESI) m/z 371.0284 [C13H11F3 N2O4 (M+Na) requires 371.0284]. 

 NMR Assignments. 1H NMR (400 MHz, DMSO-d6) d 8.56 (s, 1 H, C9-H), 8.31 

(d, J = 8.0 Hz, 1 H, C3-H), 7.91 (d, J = 8.1 Hz, 1 H C6-H), 7.61 (ddd, J = 14.2, 7.8, 4.1 

Hz, 2 H, C4-H, C5-H), 3.02 (s, 3 H, C12-H), 2.98 (s, 3 H, C12-H). 13C NMR (125 MHz, 

DMSO-d6) d 187.4 (C10), 165.5 (C11), 136.8 (C9), 135.5 (C2), 128.1 (C5), 127.2 (C4), 

127.1 (C7), 123.0 (C3), 120.3 (C7), 118.0 (C1), 113.8 (C8), 37.2 (C12), 34.4 (C12). 

 

 

N,N-Dibenzyl-2-oxo-2-(3-(4-oxohexan-2-yl)-3H-indol-3-yl)acetamide (4.160) 

(rmw_04_141). 1H NMR (400 MHz, DMSO-d6) d 8.34 (d, J = 8.1 Hz, 1 H), 7.96 (s, 1 H), 

7.46 (dd, J = 6.9 Hz, 1.6 Hz, 1 H), 7.42-7.25 (comp, 12 H), 5.16-5.07 (m, 1 H),  4.62 (s, 2 

H), 4.45 (s, 2 H), 3.02 (dd, J = 17.3, 5.3 Hz, 1 H), 2.90 (dd, J = 17.3, 7.8 Hz, 1 H), 2.45-

2.31 (comp, 2 H), 2.04, 1.60 (d, J = 6.8 Hz, 3 H), 1.02 (t, J = 7.2 Hz, 3 H); 208.8, 184.9, 

168.4, 137.0, 136.4, 135.0, 128.7, 127.2, 126.9, 126.0, 125.6,  122.6, 114.6,  60.2, 50.4, 

48.6, 48.3, 46.2, 36.7, 20.6, 7.5; HRMS (ESI) m/z 527.1727 [C32H28N2O3 (M+K) requires 

527.1732]. 
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 NMR Assignments. 1H NMR (400 MHz, DMSO-d6) d 8.34 (d, J = 8.1 Hz, 1 H, 

C3-H), 7.96 (s, 1 H, C1-H), 7.49-7.43 (m, 1 H, C6-H), 7.42-7.25 (comp, 12 H, C13-H, 

C14-H, C15-H, C4-H, C5-H), 5.16-5.07 (m, 1 H, C16-H), 4.62 (s, 2 H, C11-H), 4.45 (s, 2 

H, C11-H), 3.02 (dd, J = 17.3, 5.3 Hz, 1 H, C18-H), 2.90 (dd, J = 17.3, 7.8 Hz, 1 H, C18-

H), 2.45-2.31 (comp, 2 H, C20-H), 1.60 (d, J = 6.8 Hz, 3 H, C17-H), 1.02 (t, J = 7.2 Hz, 3 

H, C21-H); 13C NMR (100 MHz, DMSO-d6) d 208.8 (C19), 184.9 (C9), 168.4 (C10), 137.0 

(C2), 136.4 (C12), 135.0 (C1), 128.7 (C14), 127.2 (C13), 126.9 (C7), 126.0 (C15), 125.6 

(C4),  122.6 (C3), 114.6 (C6), 60.2 (C8), 50.4 (C11), 48.6 (C18), 48.3 (C16), 46.2 (C11), 

36.7 (C20), 20.6 (C17), 7.5 (C21). 
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Chapter 6. Appendix 

6.1 DETERMINATION OF EXTINCTION COEFFICIENTS 

General Procedure: EtOH was filtered by passing through a 0.22 µm syringe filter 

prior to use. Blank samples were prepared using filtered EtOH. Dry samples (~ 1.5-2 mg) 

were weighed into oven-dried 10 mL volumetric flasks and diluted to the mark with EtOH. 

Solutions were capped and mixed for 3-5 min with sonication as necessary to ensure 

complete dissolution, then passed through a 0.22 µm syringe filter before absorbance 

measurements were collected. Three independent solutions of different concentrations 

were prepared and diluted as necessary until absorbance measurements at lmax fell within 

the acceptable Beer’s Law range (0.000 < ODlmax < 1.000). The cuvette was rinsed twice 

with the blank solution and dried prior to each measurement. 

UV absorbance for each sample was measured from 200 nm – 500 nm, with 

recorded absorbance measurements every 0.5 nm. The longest wavelength in the spectrum 

for which a local maximum was observed for the sample was taken as lmax. Absorbance 

measurements at 500 nm and 400 nm were also noted for corrections regarding baseline 

absorbance and light scattering, respectively. Absorbance at lmax was corrected according 

to Equation 5.1. 

𝐴NOIP,RSTT = 𝐴OIP − 𝐴UVV −	
𝜆OIP
400

Y

	×	 𝐴YVV − 𝐴UVV  

  

(6.1) 
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6.2 UV/VIS SPECTRA 

 

 
 

Figure 6.1: UV Spectrum of ligand 3.1. 
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Figure 6.2a: UV Spectrum of ligand 3.2. 

 

Figure 6.2b: Beer’s Law standard curve for ligand 3.2. 
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Figure 6.3a: UV Spectrum of ligand 3.3. 

 

Figure 6.3b: Beer’s Law standard curve for ligand 3.3. 
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Figure 6.4a: UV Spectrum of ligand 3.4. 

 

Figure 6.5b: Beer’s Law standard curve for ligand 3.5. 
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Figure 6.5a: UV Spectrum of ligand 3.5. 
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Figure 6.5b: Beer’s Law standard curve for ligand 3.5. 

 

 

Figure 6.6a: UV Spectrum of ligand 3.6. 
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Figure 6.6b: Beer’s Law standard curve for ligand 3.6. 

 

 

Figure 6.7a: UV Spectrum of 3.10. 

 

Figure 6.7b: Beer’s Law standard curve for 3.10 in EtOH. 
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Figure 6.8a: UV Spectrum of 3.10 in 10% AcOH/EtOH. 

 

Figure 6.8b: Beer’s Law standard curve for 3.10 in 10% AcOH/EtOH. 
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Figure 6.9a: UV Spectrum of 3.11 in EtOH. 

 

Figure 6.9b: Beer’s Law standard curve for 3.11 in EtOH. 
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Figure 6.10a: UV Spectrum of 3.11 in 10% AcOH/EtOH. 

 

Figure 6.10b: Beer’s Law standard curve for 3.11 in 10% AcOH/EtOH. 
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Figure 6.11a: UV Spectrum of 3.12 in EtOH. 

 

Figure 6.11b: Beer’s Law standard curve for 3.12 in EtOH. 
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Figure 6.12a: UV Spectrum of 3.12 in 10% AcOH/EtOH. 

 

Figure 6.12b: Beer’s Law standard curve for 3.12 in 10% AcOH/EtOH. 
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6.3 ISOTHERMAL TITRATION CALORIMETRY DATA AND REPRESENTATIVE TRACES 
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–TDS° = –5.25 kcal mol-1 
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Ka = 9.87 x 104 M-1 

DG° = –6.81 kcal mol-1 

DH° = –1.42 kcal mol-1 

–TDS° = –5.39 kcal mol-1 

n = 1.00  
Ka = 6.78 x 104 M-1 

DG° = –6.59 kcal mol-1 

DH° = –1.40 kcal mol-1 

–TDS° = –5.19 kcal mol-1 
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–TDS° = –6.04 kcal mol-1 
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DG° = –9.17 kcal mol-1 

DH° = –5.34 kcal mol-1 

–TDS° = –3.83 kcal mol-

1z 

n = 0.92 
Ka = 5.02 x 106 M-1 

DG° = –9.14 kcal mol-1 

DH° = –5.39 kcal mol-1 

–TDS° = –3.75 kcal mol-1 
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n = 0.98 
Ka = 9.99 x 106 M-1 

DG° = –9.55 kcal mol-1 

DH° = –2.72 kcal mol-1 

–TDS° = –6.83 kcal mol-1 

n = 1.05 
Ka = 1.01 x 107 M-1 

DG° = –9.56 kcal mol-1 

DH° = –2.57 kcal mol-1 

–TDS° = –6.99 kcal mol-1 
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n = 1.17 
Ka = 1.11 x 107 M-1 

DG° = –9.61 kcal mol-1 

DH° = –2.52 kcal mol-1 

–TDS° = –7.09 kcal mol-1 

n = 1.11 
Ka = 1.01 x 107 M-1 

DG° = –9.58 kcal mol-1 

DH° = –2.62 kcal mol-1 

–TDS° = –6.96 kcal mol-1 
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n = 1.03 
Ka = 5.47 x 106 M-1 

DG° = –9.19 kcal mol-1 

DH° = –8.52 kcal mol-1 

–TDS° = –0.67 kcal mol-1 

n = 1.00 
Ka = 1.66 x 107 M-1 

DG° = –9.85 kcal mol1 

DH° = –8.19 kcal mol-1 

–TDS° = –1.66 kcal mol-1 

n = 0.98 
Ka = 5.95 x 106 M-1 

DG° = –9.24 
DH° = –7.81 

–TDS° = –1.43 
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n = 1.02 
Ka = 4.87 x 107 M-1 

DG° = –10.49 kcal mol-1 

DH° = –3.29 kcal mol-1 

–TDS° = –6.50 kcal mol-1 

n = 1.00 
Ka = 5.62 x 107 M-1 

DG° = –10.57 kcal mol-1 

DH° = –3.96 kcal mol-1 

–TDS° = –6.61 kcal mol-1 
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n = 1.00 
Ka = 1.28 x 104 M-1 

DG° = –5.60 
DH° = –1.01 

–TDS° = –4.59 
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n = 0.97 
Ka = 4.62 x 105 M-1 

DG° = –7.73 
DH° = –1.10 

–TDS° = –6.63 
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n = 0.96 
Ka = 9.89 x 105 M-1 

DG° = –8.18 kcal mol-1 

DH° = –1.76 kcal mol-1 

–TDS° = –6.42 kcal mol1 

n = 0.96 
Ka = 1.22 x 106 M-1 

DG° = –8.30 kcal mol-1 

DH° = –1.69 kcal mol-1 

–TDS° = –6.61 kcal mol-1 

n = 0.93 
Ka = 1.12 x 106 M-1 

DG° = –8.25 kcal mol1 

DH° = –1.83 kcal mol-1 

–TDS° = –6.42 kcal mol1 
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n = 0.94 
Ka = 4.06 x 106 M-1 

DG° = –9.02 kcal mol1 

DH° = –2.31 kcal mol-1 

–TDS° = –6.71 kcal mol-1 

n = 0.98 
Ka = 3.84 x 106 M-1 

DG° = –8.98 kcal mol-1 

DH° = –2.16 kcal mol-1 

–TDS° = –6.82 kcal mol-1 

n = 0.98 
Ka = 4.36 x 106 M-1 

DG° = –9.06 kcal mol-1 

DH° = –2.10 kcal mol-1 

–TDS° = –6.96 kcal mol-1 
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