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ABSTRACT

Many previous studies of electric breakdowns in dielectric liquids in point-plane
geometry have examined the relationships among the breakdown structure (or speed),
the electrode geometry (point radius, gap length), and/or voltage. This paper explores
the hypothesis that, for streamers initiating from a point anode, the critical volume
model used for similar geometry in gaseous dielectrics is useful in liquids. The
assumption of the critical volume is shown to be consistent with experimental data.
Specifically, a critical volume of 0.4 — 1.0 pm’ is consistent with the location of streamer
initiation, with the independence of the initiation voltage for the 2" anode mode from
the tip radius for sharp tips, and the measured free paths of electrons in cyclohexane

for the energies of interest.

Index Terms —— Dielectric liquids, cyclohexane, breakdown, mean free path

1 INTRODUCTION

PREVIOUS studies [1-4] of electric breakdown in
dielectric liquids in positive-point point-plane geometry have
shown that the initiation voltage for a prebreakdown streamer
is a function of both tip radius and gap spacing. The initiation
of electrical breakdown under these conditions in an insulating
liquid is expected to be an electron-dominated process.
Fundamentally, the force, F, on an electron of charge, e, is
given by

F =¢eE, ¢}

where E is the electric field. Thus, the energy deposited in the
fluid is proportional to the kinetic energy the electron
accumulates before colliding with a molecule, i.e., ¢E-A ,
where A is the path length over which the electron was
accelerated. If the energy transferred in the collision between
an electron and a molecule is less than the ionization energy
for the molecule, the collision energy can be absorbed as heat,
ultimately leading to localized boiling. For energy transfers
greater than the ionization energy, a streamer can be initiated.
As noted previously [5], the lower energy picture is consistent
with the formation of the 1* anode mode, while the 2™ anode
mode is consistent with more energetic collisions.

The experimental work of Yamashita, Yamazawa, and
Wang [3] and that of Gournay and Lesaint [4] provide good
data to help clarify the role of electron energy on streamer
initiation. Each of these studies was conducted in cyclohexane,
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each used a point-plane electrode system (albeit with some
differences in the geometry), and both obtained consistent
results. Of particular interest in this work is the data showing
that for very sharp tips either a 1% anode mode or a 2™ anode
mode could be the initiating streamer. Moreover, when the
process was initiated by a 1" anode mode, the initiation
voltage increased with increasing tip diameter, a trend
consistent with the change in voltage required to attain the
same maximum electric field. If the process were initiated by a
2" anode streamer, however, the initiation voltage was
independent of the tip radius for small tip radii. This means
that the maximum field was quite different while the streamer
initiation voltage was the same.

The present work shows these results are consistent with an
electron-energy model of the process if one invokes a critical
volume model analogous to the one that has found
applicability in the understanding of the processes in gaseous
breakdown. A confounding factor is that, in liquids, high
Rydberg states have a radius such that electrons in these states
interact with neighboring molecules. This does not occur in
gases at room temperature unless the pressure exceeds about
10° Pa [6]. Thus the electron-molecular interaction is simpler
in these gases.

2 CRITICAL VOLUME

In gaseous breakdown, it has been shown that, for given
geometry and voltage, the probability dP that a first critical
avalanche will be created during time interval dt[6] is given
by
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where dn,/dt is the electron production rate, F, is the

probability that electrons will remain active, and I' is the
volume. The critical volume I', in gases is defined by two

contour lines of constant electric field. The line furthest from
the point electrode is the line at which an electron at that
surface experiences a high enough electric field to initiate
ionization upon collision with an atom or molecule. The
contour nearer the electrode is the surface of maximum field
strength at which an electron does not have adequate distance
to produce an avalanche, because too few collisions are
possible before impacting the anode.
The solution of (2) is given by
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where ¢ is the statistical time lag and ¢,is the time at which
the streamer inception level is exceeded. The fundamental
quantity required for calculating the statistical time lag is the
rate of production of initiatory electrons. The production rate
of effective electrons is given by

R®= |

.
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Key factors for streamer initiation are growth of I', with
applied voltage and dn, / dt .

A different assumption has also been used in dielectric
liquids with a high degree of success. Kupershtokh and
colleagues {7, 8] have postulated that, while the streamer is
propagating, the field in the vicinity of a streamer tip should be
expressed as Ey + 8, where Eq is the electric field strength
necessary for breakdown and ¢ is a fluctuation in the electric
field caused by changes in the local dielectric constant due to
such factors as density fluctuations or molecular excitations.
Using this assumption, they are able to develop a stochastic
model that produces streamer growth patterns that are
consistent with the growth patterns that have been observed in
experiments.

There is no discrepancy between the field fluctuation
assumption and the electro-optical observation that the field
between the streamer and the electrode to which it is
propagating can be modeled assuming the streamer is a
conductor [9]. The experimental observations did not have
sufficient precision to detect small, highly localized
fluctuations in the electric field.

There is a discrepancy, however, between the field
fluctuation model and the critical volume model that embeds
the stochastic behavior in the production of electrons rather
than in electric field variations [10]. While it is likely that the
higher density of a liquid than a gas leads to variations in the
local dielectric constant, there is not sufficient evidence to
determine which stochastic process dominates. As shown in

(3), the production of the necessary electrons to initiate a
streamer is controlled by both the rate of free electron
production and the electric field. They are very difficult
variables to separate experimentally.

This work demonstrates that the critical volume model
provides a framework in which different experimental results
can be reconciled. It does not, however, show which
fundamental process dominates under the conditions tested.
That is still an unresolved question.

3 RESULTS

In both [3] and [4], the variations of initiation voltage with
changes in point diameter were observed for the 1% anode
mode streamers, but a constant initiation voltage was seen if
the initiation was via the 2™ anode mode. To obtain greater
insight into the underlying processes, the electric field
distributions with the geometries from [3, 4] were calculated in
cylindrical coordinates assuming azimuthal symmetry. The
detailed tip configurations used in the two experimental studies
are shown in Figure 1. The critical volume with equifield
surfaces as boundaries was also calculated.

3.1 Case1

The calculated electric field strengths for the geometries in
Figure 1 were compared with the data from [3] in Figure 2. To
verify the result, the computation was repeated using a
boundary element approach. Figure 2 shows the two
computational approaches yield very similar results.
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Figure 1. Analysis configurations of a) [3] and b) [4].
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Figure 2. Electric field distribution from a) [3] and b) calculated for this
work. The consistency suggests that both computational approaches are valid.



An important observation made in [3] is that, for the
geometry used, the calculated electric field distribution along
the axis of symmetry shows a point of nearly constant electric
field strength for all tip radii studied. This point is a few tenths
of a micrometer from the tip. The initial work was done using
a finite element approach [10] for the calculation. This nearly
constant region, however, is shown on a log-log plot.
Therefore, a more precise analysis of the field distribution near
the tip is needed to draw more reliable conclusions.

First of all, let us define a criterion of the electric field, E ,,,
which is the maximum electric field of the 0.5 pum tip radius
case at a voltage of 9.3 kV.

For the geometry of Figure 1a), Figure 3 shows, for various
tip radii, the distance from the tip that the field strength is at
specified percentages of E,,. The sign of the slope for the
electric field strength changes with increasing tip radius
changes between 40% and 50% of E.,. Consequently, the
smallest variation of the electric field strength with tip radius
occurs between 40% and 50% of E,,.. The distance from the
tip is between 0.2 and 0.4 pm, a value consistent with the
calculations summarized in Figure 2. This suggests that there
might be a consistent field for initiation having a size in which
the initiation can be detected optically.

A confounding factor, however, occurs due to the finite rise
time of an applied voltage pulse. Figure 4 shows four
presumed critical volumes, i.e., the inner bounds of the
surfaces of constant electric field. If the outermost line is
assumed to coincide with the critical volume at the peak
voltage for a given geometry, the inner three lines are
boundaries of critical volumes that would be produced (at the
same minimum field strength) during the rise or fall of the
applied voltage pulse.
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Figure 3. The calculated electric field strength as a function of tip radius for
various percentages of Einux with the geometry of Figure 1a). This calculation
shows that for the conditions of the study, the slope of field strength changes
sign between 40% and 50% of Eax.

Figure 4. Contours of constant electric field strength for a point anode near
the tip. While the maximum field strength occurs at the tip, the critical
volume can encompass more of the tip.

One immediate conclusion from this is that if the voltage
were raised on time scales comparable to the production rate
of electrons (or field fluctuation times), initiation of a streamer
could occur at the tip, on the side of the shaft, or both. Figure 5
shows streamers, in several liquids including cyclohexane, not
only at the electrode tips, but also at the side of the electrode
for both positive and negative streamers. The upper eight
frames show negative streamers and the bottom ones, positive
streamers. The streamers from the side are shown in both
cases. The tip radius for this data is 50 um. This experimental
data is consistent with a critical volume for initiation rather
than initiation at maximum field strength.

Figure 5. Streamer initiation. The negative streamers in cyclohexane in the
top row, negative streamers in DC10, hexane, n-hexane, and toluene in the
second row, and positive streamers in n-hexane in the bottom row show that,
as would be predicted from Figure 4, streamers are not limited to the electrode
tip. Since these were taken with a rising voltage waveform, the initiating
volume could be larger than the minimum critical volume.



The variation of the size of the critical volume with changes
in tip radius was calculated for a range of electric field
strengths and the results are shown in Figure 6. The critical
volume increases if the electric field defining it is between
10% and 40% of E.x, and decreases steeply if the field is
greater than 50% of E,, For an electric field of
approximately 50% of E,, the critical volume is between 0.4
and 1.0 um3.
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Figure 6. Critical volume with chosen electric fields in Case 1.

3.2 Case?2

The preceding analysis was done for the electrode geometry
used by Yamashita, et al [3]. To confirm that the conclusions
are not limited to that single experiment, the analysis was also
performed for the experiments of P. Gourney and O. Lesaint
[4]. In this analysis, the boundary element computation was
able to account for both the finite size of the plane electrode
and for the steel tube used as a guard on the point electrode.
Figure 7, which compares the originally published data with
the results of this analysis, shows the analysis is well matched
to the measured data. Gourney and Lesaint presented the
measured breakdown voltage at two different sizes of the plane
electrode and showed that as the plane electrode became
larger, the measured data agreed with an analytical solution for
an infinite plane.

For the configuration of Figure 1b), Figure § shows the
distance from the tip that a given percentage of E,,, occurs for
various tip radii. The sign of slope for the electric field
strength changes between 30% and 40% of E,. Unlike Case
1, the smallest variation of the electric field strength with tip
radius occurs between 30% and 40% of E.,.. The distance
from the tip, however, is between 0.2 and 0.4 pum, a value
consistent with the calculations summarized in Figure 2, and
with the results of Case 1 in Figure 3.
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Figure 7. Initiation voltage with an initiation electric field of 9.8 MV/cm. a)
measurement using a 20 mm diameter plane electrode [4], b) measurement
using a 45 mm plane electrode [4], c¢) theoretical curve from [11], d)
computation with 20 mm plate, and ) computation with 45 mm.

Using the field strength data, the critical volume was
calculated for a range of electric field strengths as shown in
Figure 9. The critical volume increases if the electric field
defining it is between 10% and 30% of E,,,, and decreases
steeply if the field is greater than 40% of E,,,x. From Figure 9,
the constant critical volume is between 0.4 ern3 and 2.0 um3, a
value consistent with Case 1 shown in Figure 6.

From the results of Case 1 and Case 2, the electric fields
related to distances and critical volume, rather than maximum
field strength, are important. Casel and Case 2 are consistent
with each other if the initiation occurs within a critical volume
between 0.4 and 1.0 pm®.
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Figure 8. The calculated electric field strength as a function of tip radius for
various percentages of Byax with the geometry of Figure 1b).
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Figure 9. Critical volume with chosen electric fields in Case 2.

3.3 Electronic Implications

This analysis shows that the assumption of a critical volume
for streamer initiation is consistent with experimental
observations of streamer initiation. It addition, it adds detail to
the observation by Yamashita, et al. [3] that the calculated
region of constant field strength must have some significance
in the breakdown process. A key part of the assumption in the
critical volume model is that an electron created in the volume
has sufficient free path in that volume to gain enough kinetic
energy from the electric field that it can stimulate the
formation of an avalanche.

At the lowest level of consideration, there appears to be
sufficient energy available if it is assumed that the boundary of
the critical volume is more than 0.1 pm from the electrode tip
and the minimum field in the volume is about 7 MV/cm. So,
an electron could gain energy of more than 70 eV by
traversing the critical volume. As the ionization energy of
cyclohexane is between 8.4 and 8.8 eV [14, 15], there would
be adequate energy available for ionization within that volume.

Given that the critical volume is filled with a liquid,
however, it is not just the size of the critical volume, but also
the free path of the electron that determines the energy an
electron can extract from the applied field before a molecular
collision. Therefore, streamer initiation is a more complex
process of an energy gain from the electric field and energy
losses during collisions with the liquid molecules. These
energy loss processes have been studied extensively for
radiation detection [16]. While there is no complete set of
comparison data for cyclohexane, the liquid used in this work,
available information shows that over the range of energies of
interest, the free path, and consequently the thermalization
distance for an electron, is a function of energy.

For thermal electrons, i.e., those with energy of about 0.025
eV, the free path is 0.03 nm [15]. For higher energy electrons
such as those produced by x-rays with no applied field, the

thermalization distance at room temperature is about 6 nm
[17]. Moreover, in hydrocarbons, the majority of the
thermalization distance occurs when the electron has energy of
a few tenths of an eV [6]. As the energy of the electron is
increased significantly, the effective mean free path increases
significantly. Specifically, the effective mean free path for
momentum transfer, i.e., for electrons with energy above a few
tenths of an eV but less than the ionization energy, is 1.5-2.6
nm [18].

The most probable energy loss in solid cyclohexane is in the
range 19-24 eV, and the mean free path for 25 eV electron is
about 14 nm. The values for the solid phases of hydrocarbons
are acceptable approximations for the liquid phase [19].

Because of the complex processes affecting the free path,
and because of the energy dependence, it is impossible to
assign a specific number to a free path that is experienced by a
discharge-initiating electron. Figure 10, however, shows the
distance the free path would need to be for the ionization
energy of 8.4 eV if the discharge were to initiate near the low
field boundary of the critical volume for the data in [3, 4]. This
shows that the free path for ionization would need to be in the
single digit nanometer range, which appears to be consistent
with the published data on free paths, although no data exists
for exactly the situation observed here. With that caveat, this
analysis appears to be consistent with the following
explanation of the data:

1. If an electron is created in what will be the critical
volume during or immediately prior to the initiation
of the voltage pulse, the electron can achieve
sufficient energy for momentum transfer. This
produces the 1% anode mode consistent with
published data [3, 4].

2. 1If the electron is produced in the critical volume after
the voltage is established, the 2™ anode mode is
produced as there is sufficient energy gained by the
electron for an electron avalanche to occur.

Finally, it is likely that the maximum free path, rather than
the mean free path, is responsible for breakdown initiation. If
this is true, the occurrence of the maximum free path links this
work with the fluctuation model [20] and the percolation
approach [21].
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Figure 10. The free path required for an electron to achieve ionization
energy in cyclohexane as a function of the tip radius with the percentage of
the peak field as a parameter. The calculations in (a) were for the geometry in
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4 CONCLUSION

The assumption of a critical volume in which an anode
discharge is initiated is well established in gaseous breakdown
where free paths and interaction cross sections are well known.
If one applies the same model to anode initiated electrical
breakdown in cyclohexane, one obtains a result that is
consistent with the location of the initiation along the point
electrode, is consistent with the measured variation of the
initiation voltage with electrode radius for the 1* anode mode,
is consistent with the constancy of the initiation voltage for the
2" anode mode, and is consistent with the free path of
electrons in cyclohexane for the energies of interest. These
results show that this may be a useful model for anode
streamer initiation, particularly as the work in fluctuation
dynamics and percolation become more refined.
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