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In recent decades, the internet of things (IoT) has been sprout, re-

sulting from the improvement of the circuit design and manufacturing tech-

niques. Moreover, the emerging of 5G technologies further enhances its growth.

Autonomous wireless sensors and their networks have been one of the most

prevailing and important research topics for the past decades. Although re-

searchers have been pushing the state-of-the-art of sensor readout to have

higher and higher power and area efficiency, the results turn out to be insuffi-

cient to meet the modern requirements, especially considering the number of

sensors is dramatically growing and a large portion of them are battery-less

devices. Thus, maintaining a high resolution and low noise while achieving

a high power and area efficiency has been one of the major challenges for

sensor readout circuit designs in recent years. This thesis proposes several

novel power- and area-saving techniques for the fundamental building blocks:
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1) the inverter-stacking technique; and 2) the tail-less inverter-stacking tech-

nique for LNA; 3) the CT-SAR-assisted two-step SAR ADC with kT/C noise

attenuated.

The first work presents a highly power-efficient amplifier. By stacking

inverters and splitting the capacitor feedback network, the proposed amplifier

achieves 6-time current reuse, thereby significantly boosting the transconduc-

tance and lowering noise but without increasing the current consumption. A

novel biasing scheme is devised to ensure robust operation under 1 V supply.

A prototype in 180 nm CMOS has 5.5 µVrms noise within 10 kHz BW while

consuming only 0.25 µW power, leading to a noise efficiency factor (NEF) of

1.07, which is the best among reported amplifiers.

The second work presents a low-noise capacitively-coupled instrumenta-

tion amplifier, featuring the better-than-bipolar power efficiency. The tail-less

structure removes the tail current source, reducing the supply voltage to be

0.6 V, and thus significantly reducing the power consumption. Compared with

other recently reported front-end amplifiers, it achieves the best trade-off be-

tween power consumption and input-referred noise (IRN). AC-coupling and

current mode biased are employed to enhance its PVT robustness.f In addi-

tion, several other design techniques are used, including AC coupling with op-

timized gain allocation-based ripple reduction, CM-pre-filtering based CMRR

enhancement. The prototype fabricated in 180-nm CMOS process achieved

an integrated input-referred rms noise of 1.38 µVrms within an 8-kHz band-

width. With one global 0.6-V supply voltage, the prototype consumes 2.7-µW

x



of total power, leading to a PEF of 0.96. The peak CMRR and PSRR are mea-

sured to be 84 dB and 78 dB, respectively, which validates the performance

enhancement techniques with the pseudo-differential input stage.

The third work presents a two-step analog-to-digital converter (ADC)

that operates its 1st-stage successive approximation register (SAR) ADC in the

continuous-time (CT) domain. It avoids the front-end sample-and-hold (S/H)

circuit and its associated sampling noise. Hence, the proposed ADC allows

the input capacitor size to be substantially reduced without incurring large

sampling noise penalty. With input AC coupling, the 1st-stage CT SAR can

simultaneously perform input tracking and SAR quantization. Its conversion

error is minimized by accelerating the SAR speed and providing redundancy. A

floating inverter-based (FIB) dynamic amplifier (DA) is used as the inter-stage

amplifier and acts as a low-pass filter for the 1st-stage residue. To verify the

proposed techniques, a 13-bit prototype ADC is built in 40nm CMOS process.

Its input capacitor is only 120 fF, which is over 20 times smaller than what

would be needed in a classic Nyquist ADC with the S/H circuit. Operating

at 2 MS/s, it achieves 72-dB SNDR at the Nyquist rate while consuming only

25 µW of power and 0.01 mm2 of area.
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Chapter 1

Introduction

1.1 Ubiquitous Sensing

Recent decades have witnessed the significant advances of the internet

of things (IoTs). With the developments of the CMOS integrated circuit design

and manufacturing techniques, as well as the emerging of 5G technology, IoTs

becomes one of the hottest topics in both academia and industry. The IoT

is the network of physical devices, vehicles, home appliances, and other items

embedded with electronics, software, sensors, actuators, and network connec-

tivity which enables these objectives to connect and exchange data [1, 2].

The radio connection can be Bluetooth low-energy (BLE), Wi-Fi, cel-

lular, or any other wireless standard. The majority of today’s devices are

powered by a battery, either a 3-V coin-cell or a rechargeable battery. These

batteries usually do not contain enough energy to supply the IoT devices for

their entire lifetime, so they must be replaced or recharged on a regular basis.

That might be acceptable today with only a few devices per person, but with

the expected fast growth of the IoT, this will not be rational anymore in the

near future. There are several techniques, including reducing the power con-

sumption of IoT devices in orders of magnitude and using alternative power

1



sources to deliver power.

Autonomous wireless sensor node networks have been a prevailing re-

search topic during the past few years. A wide range of promising applications

could be realized based on these networks in areas like health care, security,

logistic and so on. Advances in power efficient and area efficient circuit design

techniques have drawn a huge amount of interests in biomedical applications.

As the interface between the biomedical sensors and digital processors, the

analog front-end is one of the most critical building blocks for the complicated

biomedical systems. The main challenges come from the biomedical signal

properties. The signal amplitude of most the biomedical signals, including

ECG, EEG, EMG, and PPG, etc., are in the range of tens of µV to sev-

eral mV, which poses very stringent noise requirement. Therefore, low-noise

and low-power analog front-ends are badly required to extract high-resolution

biomedical signals.

In recent decades, the internet of things (IoT) has been sprout, which

results from the improvement of the circuit design and manufacturing tech-

niques. Moreover, the emerging of 5G technologies further enhance its growth.

Autonomous wireless sensors and their networks have been one of the most

prevailing and important research topics for the past decades. Although re-

searchers have been pushing the state-of-the-art of sensor readout to have

higher and higher power and area efficiency, the results turn out to be insuffi-

cient to meet the modern requirements, especially considering the number of

sensors is dramatically growing and a large portion of them are battery-less

2



devices. Thus, maintaining a high resolution and low noise while achieving a

high power and area efficiency has been one of the major challenges for sensor

readout circuit designs in recent years.

1.2 Prior Architectures

LNALNASensors InformationADCADCLNASensors InformationADC

Sensors Processors

RadiosRadios

Sensors Processors

Radios

Sensors Processors

Radios

LNASensors InformationADC

Sensors Processors

Radios

Figure 1.1: Internet of Things Devices and sensor interface circuits.

Fig. 1.1 shows the traditional block diagram for the sensor front-end

system. In such a traditional configuration, an instrumentation amplifier (IA)

is usually connected to the sensor to pick the signal up. Given sufficient

amplification and filtering, the signal will be sent into the analog-to-digital

converter, and converted into digital format. All the following digital signal

processing will be performed based on the digital representation of the signals.
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Signals will vary depending on the environment where the sensor is

used and the type of signal it is. Usually, the raw signals from the sensor is

weak and signal quality is poor. Taking the biomedical signals as examples,

Table I presents the signal amplitude and their frequency band of all kinds

of different biomedical signals. Most of the bio-signals are all in the range

of µV and usually have very strong common-mode (CM) interference (e.g.,

strong 60-Hz AC coupling through the power grid). All these signal properties

pose stringent requirements for the LNAs, and make it the bottleneck of the

systems. Generally speaking, the LNA should have a large common-mode re-

jection ratio (CMRR) to tolerate the large CM interference accompanying the

weak signal. Additionally, it should have ultra-low noise, so that the signal can

be clearly picked out with the existence of the large background noise. Among

all kinds of noise, 1/f noise is the most critical one, which can be the dominant

noise source if not designed well. Furthermore, the property of the electrode

should also be taken into consideration. Large offset due to the electrode itself

and large artifacts due to either motion or other environment influences are

two of the main performance killers in most biomedical applications. These

two interference can be too large for the system to handle and saturate the

systems, if no design techniques are applied. Last but not the least, there are

also other sources of interference from the supply. Thus, a high power supply

rejection ratio (PSRR) is also important for a real implementation. To simul-

taneously meet all the requirements, while maintaining a good power efficiency

is not an trivial task. Therefore, it is important to look for a way to design a

4



power-efficient LNA, by making full use of the signal property.

Another important and power hungry building block is the analog-to-

digital converter (ADC). The ADC is an electronic integrated circuit that

transforms a signal from analog to digital form. Since most real-world signals

are analog, ADC is an essential components, not only in IoT sensor inter-

faces, but also in various of modern electronic devices to provide a bridge

between the analog world of transducers and the digital world of signal pro-

cessing and data handling. In different systems, the optimum choice of an

ADC depends on the target applications. However, with the development of

design techniques and the available CMOS technologies, successive approxi-

mation register (SAR) ADCs have been the ADC type, which achieves the

best power efficiency. To achieve a good performance, a front-end S/H cir-

cuit is usually required to provide an unchanged sampled signal version for

the following analog signal processing operations (e.g., quantization, subtrac-

tion, and amplification). However, the use of the front-end S/H brings an

unwanted sampling noise, which poses a fundamental SNR limit for the ADC.

This sampling noise is typically suppressed passively by increasing the capaci-

tor size [3–15]. For example, the total differential sampling capacitors need to

be greater than 2.1 pF to achieve a sampling noise limited SNR of 80 dB with

a 2.5-V peak-to-peak differential signal swing, and it has to be quadrupled for

every 1-bit increase in the resolution.

Additionally, it should be noted that an entire ADC system consists not

only the ADC core itself, but also the peripheral circuits. Achieving the ultra-
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high power efficiency for the core ADC itself is not sufficient to guarantee the

system-level power efficiency, especially in the topic of the SAR ADC design.

Both the input drivers and reference buffers are power hungry and becoming

the power consumption bottleneck of the entire system. Their power con-

sumption can be one order of magnitude higher than the ADC core. Since the

power consumption of both the ADC core and the peripheral buffering circuits

scale with the capacitive digital-to-analog converter (CADC), it is important

to look for a way to design a high-resolution SAR ADC, with relatively small

CDAC, and therefore achieve high power and area efficiency in both ADC level

and system level.

1.3 Overview of the Proposed Techniques

This thesis proposes several novel power and area saving techniques

for the fundamental building blocks: 1) the inverter-stacking technique; and

2) the tail-less inverter-stacking technique for LNA; 3) the CT-SAR-assisted

two-step SAR ADC with kT/C noise attenuated.

The first work presents a highly power-efficient amplifier. By stacking

inverters and splitting the capacitor feedback network, the proposed amplifier

achieves 6-time current reuse, thereby significantly boosting the transconduc-

tance and lowering noise but without increasing the current consumption. A

novel biasing scheme is devised to ensure robust operation under 1 V supply.

A prototype in 180 nm CMOS has 5.5 µVrms noise within 10 kHz BW while

consuming only 0.25 µW power, leading to a noise efficiency factor (NEF) of

6



1.07, which is the best among reported amplifiers.

The second work presents a low-noise capacitively-coupled instrumen-

tation amplifier, featuring the better-than-bipolar power efficiency. The tail-

less structure removes the tail current source, reducing the supply voltage to

be 0.6 V, and thus significantly reducing the power consumption. Compared

with other recently reported front-end amplifier, it achieves the best trade-off

between power consumption and input referred noise. AC-coupling and cur-

rent mode biased are employed to enhance its PVT robustness. In addition,

several other design techniques are used, including AC coupling with opti-

mized gain allocation-based ripple reduction, CM-pre-filtering based CMRR

enhancement. The prototype fabricated in 180-nm CMOS process achieved

an integrated input referred rms noise of 1.38 µVrms within an 8-kHz band-

width. With one global 0.6-V supply voltage, the prototype consumes 2.7-µW

of total power, leading to a PEF of 0.96. The peak CMRR and PSRR are mea-

sured to be 84 dB and 78 dB, respectively, which validates the performance

enhancement techniques with the pseudo-differential input stage.

The third work presents a two-step analog-to-digital converter (ADC)

that operates its 1st-stage successive approximation register (SAR) ADC in the

continuous time (CT) domain. It avoids the front-end sample-and-hold (S/H)

circuit and its associated sampling noise. Hence, the proposed ADC allows

the input capacitor size to be substantially reduced without incurring large

sampling noise penalty. With input AC coupling, the 1st-stage CT SAR can

simultaneously perform input tracking and SAR quantization. Its conversion
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error is minimized by accelerating the SAR speed and providing redundancy. A

floating inverter-based (FIB) dynamic amplifier (DA) is used as the inter-stage

amplifier and acts as a low-pass filter for the 1st-stage residue. To verify the

proposed techniques, a 13-bit prototype ADC is built in 40nm CMOS process.

Its input capacitor is only 120 fF, which is over 20 times smaller than what

would be needed in a classic Nyquist ADC with the S/H circuit. Operating

at 2 MS/s, it achieves 72-dB SNDR at the Nyquist rate while consuming only

25 µW of power and 0.01 mm2 of area.

1.4 Organization

Three prototypes were taped-out to validate the proposed techniques.

Chapter 2 introduces the basic design challenges of low-noise amplifier. It

also describes the very first the inverter-stacking amplifier technique and the

prototype in 180-nm CMOS process. Chapter 3 presents a more advanced

the tail-less inverter-stacking amplifier prototype in 180-nm CMOS process.

This work is based on the original design principle, but enables the low-supply

voltage operation capability. Chapter 4 introduces the kT/C noise-free ADC

architecture, and its implementations in 40-nm CMOS process to attain a

power and area efficient ADC.
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Chapter 2

Review of Biomedical Sensing Front-End

Circuits

2.1 Low-Noise Amplifiers

The overall noise of a sensor read-out circuit is typically dominated by

the front-end amplifier. For a given amplifier topology, there exists a funda-

mental trade-off between noise and power. Thus, to suppress the noise below a

certain target, it is necessary to consume a sufficiently large amount of power.

In addition, the amplifier power does not decrease with technology scaling, as

it is noise limited rather than technology limited. As a result, for low-noise

sensor applications, the front-end amplifier usually takes up a significant por-

tion of the overall system power budget [16], [17], [18], [19]. Therefore, it is

highly desirable to develop design techniques that can relax this tight noise

and power tradeoff. Reducing amplifier power while keeping the same noise

level is crucial for a wide range of power and energy constrained applications.

For example, in the Internet-of-Things (IoT) era, to ensure a long lifetime

without battery replacement, the power of the amplifier in the sensor node

needs to be ultralow [20], [21]. Similarly, biomedical implants have a stringent

requirement on the amplifier power due to limited battery size as well as safety

concerns regarding heat dissipation [22], [23], [24], [25]. A more power-efficient
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front-end amplifier is always desired.

2.2 Analog-to-Digital Converters

As another power hungry building block, reducing the power consump-

tion of ADCs is also important and necessary. The stringent power budget,

and impulse mode operation capability make the successive approximation

register (SAR) ADC a perfect candidate. Due to its highly digital operation,

switching-intensive nature, the SAR ADC is a very scaling friendly archi-

tecture, which favors scaled technology that provides faster device speed, as

well less parasitic, and thus be pushed to high resolution applications (>13

bit). State-of-the-art high resolution SAR ADCs can have very good power-

efficiency (<20 fJ/conv-step). The main reason of performance limitation is

the large CDAC. There are two aspects that prevent the CDAC shrinking.

a) mismatch between capacitor units. b) fundamental kT/C sampling noise.

There are lots of techniques dealing with the mismatch in high-resolution SAR

ADCs, including foreground calibration, split ADC calibration, averaging in

time. The former issue is solvable with all these proposed talented techniques,

nevertheless the later is usually the fundamental lower boundary of the DAC

size. Traditionally, larger sampling capacitor is used to suppress thermal noise.

The price of 4X capacitor size needs to pay, for one extra bit, which increases

the power consumption from both input driver and reference buffer. As an ex-

ample, for a conventional 80-dB SNR, a 4-pF sampling capacitor is required,

which trades power and area to meet noise specification. The target here is to
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design a more area-/power-efficient SAR ADC.
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Chapter 3

Inverter Stacking Technique: First Prototypes

3.1 Introduction

1 The overall noise of a sensor read-out circuit is typically dominated

by the front-end amplifier. For a given amplifier topology, there exists a fun-

damental trade-off between noise and power. Thus, to suppress the noise

below a certain target, it is necessary to consume a sufficiently large amount

of power. In addition, the amplifier power does not decrease with technology

scaling, as it is noise limited rather than technology limited. As a result, for

low-noise sensor applications, the front-end amplifier usually takes up a sig-

nificant portion of the overall system power budget [16–19, 26]. Therefore, it

is highly desirable to develop design techniques that can relax this tight noise

and power tradeoff. Reducing amplifier power while keeping the same noise

level is crucial for a wide range of power and energy constrained applications.

For example, in the Internet-of-Things (IoT) era, to ensure a long lifetime

without battery replacement, the power of the amplifier in the sensor node

needs to be ultralow [20, 21]. Similarly, biomedical implants have a stringent

1This work was first presented in VLSI symposium 2017 [35]. This work was done by the
first author Linxiao Shen, and all the technical discussions with the co-authors are highly
appreciated.
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requirement on the amplifier power due to limited battery size as well as safety

concerns regarding heat dissipation [22–24,27].

There have been many excellent research works in the past that aim

to mitigate the amplifier noise-power tradeoff [20, 21, 28–34]. Essentially, the

goal is to decrease the product of power and noise for an amplifier. Thus, for

the same noise, the amplifier power can be reduced; or for the same power,

the amplifier noise can be minimized. These two scenarios are directly inter-

changeable. The central idea is to boost the overall amplifier transconductance

gm but without increasing the bias current ID. The classic design technique is

to bias the input transistors in weak inversion to maximize their gm/ID [34].

To further increase gm, a PMOS input pair can be stacked on top of an NMOS

input pair to form an inverter based input stage, so that the overall amplifier

gm is doubled but without requiring any extra bias current (it is shared by both

NMOS and PMOS input pairs) [29,33]. The challenge for the scheme of [29] is

that it requires multiple power supplies and has to deal with the common-mode

rejection ratio (CMRR) and power supply rejection ratio (PSRR) degradation

due to its pseudo-differential input pair. The work of [33] not only achieves

2-time current reuse, but also operates the amplifier first-stage under a low

voltage of 0.2 V, thereby further reducing the amplifier power; however, it also

needs extra DC-DC converters for multiple power supplies, which increase the

hardware complexity and incur additional area and power costs. The orthog-

onal current reuse technique of [31] boosts the level of current reuse, allowing

N -time current reuse among N -channel inputs, but it has 2N number of out-
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put branches to combine, leading to increased complexity and power of the

peripheral circuits, and thus, loss in the overall amplifier power efficiency. In

addition, it can only be applied for applications with multi-channel inputs like

neural recording. Recently, by using AC coupling and multi-chopper, the work

of [32] realizes 6-time current reuse for a single-channel input. It also reduces

the number of current summing branches to 2N/2 by using both NMOS and

PMOS pairs, but it still does not eliminate the exponential dependence. It ob-

tained the previously best measured noise-power tradeoff, but this is achieved

in open loop. When placing this amplifier in a practical closed-loop configura-

tion to ensure an accurate gain and high linearity, its power efficiency would

inevitably degrade due to intrinsically increased input referred noise, especially

considering the parasitic capacitance at the virtual ground nodes. Moreover, it

needs complicated demodulation and a 4th-order filter to attenuate the ripple,

which increases the overall complexity and requires additional power and area.

This chapter presents a novel power efficient amplifier. By vertically

stacking N inverters, it achieves 2N -time current reuse for a single-channel

input. Unlike [31] and [32], it has only N output current branches to combine,

thus, turning the prior exponential dependence into a mild linear dependence.

As a result, it reduces the power of the peripheral circuits and boosts the over-

all amplifier power efficiency. The proposed amplifier fits well in a closed-loop

capacitive feedback configuration. The required AC coupling to the multiple

amplifier input nodes can be realized by splitting the input and feedback ca-

pacitors into multiple paths. As a result, it does not require any additional
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hardware which would incur extra cost in chip power and area. To minimize

the requirement on the power supply voltage, the tail current sources between

stacked inverters are eliminated but without sacrificing CMRR and PSRR. A

replica circuit ensures that input pairs with tight coupling are robustly biased

against process, voltage, and temperature (PVT) variations. Two prototype

amplifiers are implemented in 180 nm CMOS process [35]. The stack-2 version

achieves a measured noise efficiency factor (NEF) of 1.26 in closed-loop un-

der the supply voltage of 0.9 V. The stack-3 version achieves an NEF of 1.07

under the supply voltage of 1 V. To the best of the authors’ knowledge, this

NEF is the best among all measured amplifiers so far. The second best NEF

achieved by a closed-loop amplifier is 1.64, which translates to over 2.3-time

more power consumption compared to the proposed amplifier assuming the

same noise performance.

This chapter is organized as follows. Section II reviews classic low-

power design techniques and the core concept of current reuse. Section III

presents the proposed inverter stacking amplifier focusing on the stack-2 con-

figuration. Section IV presents the stack-3 version. Section V shows the de-

tailed circuit implementation. Measurement results are shown in Section VI.

The conclusion is in Section VII.

3.2 Low-Noise Amplifier Design: Challenges

Fig. 3.1(a) shows the schematic of a basic fully-differential common-

source amplifier. Its input referred thermal noise power spectral density (PSD)
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can be calculated as:

NPSD =
8kTγ

gm1

(1 +
gm2

gm1

) (3.1)

where k is the Boltzmann constant, γ is the noise model parameter. The power

consumption is given by:

P = VDD · Itot (3.2)

where VDD denotes the supply voltage, Itot denotes the total current consump-

tion. Thus, its power and noise product is given by:

P ·NPSD = 8kTγ · VDD ·
Itot
gm1

(1 +
gm2

gm1

) (3.3)

Vb2

VDD

Vin Vip

Vb1

Vout

M1a M1b

M2a M2b

M4

M3

Vb2

VDD

Vin Vip

Vb1

Vout

M1a M1b

M2a M2b

M4

M3

Vb2

VDD

Vout

Vb1

M2a M2b

M1a M1b

M3

Vin Vip

Vb2

VDD

Vout

Vb1

M2a M2b

M1a M1b

M3

Vin Vip

(a) (b)

Vb2

VDD

Vin Vip

Vb1

Vout

M1a M1b

M2a M2b

M4

M3

Vb2

VDD

Vout

Vb1

M2a M2b

M1a M1b

M3

Vin Vip

(a) (b)

Figure 3.1: (a) Fully differential common source amplifier. (b) inverter-based
amplifier.
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To achieve a higher power efficiency and minimize this power-noise

product, classic design techniques include: 1) bias the input transistors in

weak inversion to maximize gm/ID [34]; 2) bias the load transistors in strong

inversion to decrease its gm/ID and thus reduce gm2/gm1 [36]. Sometimes

if VDD is tunable, people also try to lower it as much as possible to reduce

power [33,37], but there is usually restriction due to signal swing requirement

and system level consideration.

To characterize the power or noise efficiency of an amplifier, researchers

have come up with a figure-of-merit called noise efficiency factor (NEF), which

is given by [38]:

NEF = vni,rms

√
2

π
· Itot
VT · 4kT ·BW

(3.4)

where vni,rms is the input referred rms noise of the amplifier in a given band-

width BW, and VT is the thermal voltage given by kT/q. Differently from

(4.3), the NEF of (4.4) is defined as a unitless ratio and easy to compare. It

essentially normalizes the power and noise product of a given amplifier against

that of a single bipolar transistor. NEF is usually greater than 1 for a typical

MOSFET amplifier because: 1) gm/ID of a MOSFET is smaller than that of a

bipolar transistor; 2) MOSFET produces much larger 1/f noise; 3) a practical

amplifier always has other devices that contribute noise and consume power.

Assuming the amplifier noise is dominated by thermal noise, the NEF of any

differential amplifier can be simplified to:

NEF =

√
4γ · α · η · q/kT

m · gm/ID
≈
√

4γ · α · η · n
m

(3.5)
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where α is the noise excess factor defined as the total amplifier noise normalized

against the noise from the input transistors (if α = 1, noise from all other

devices is ignored), η is the current excess factor defined as the total amplifier

current divided by the current of the input transistor (if η = 1, all bias current

goes through the input pair), and m is the current reuse times (m = 1 for a

fully differential common-source amplifier of Fig. 3.1(a)). In simplifying (4.5),

we also assume input transistors are biased in the subthreshold region where

q/kT
gm/ID

is equal to the subthreshold slope factor n. As a result, the theoretical

lower bound of the NEF for the amplifier of Fig. 3.1(a) is about 2 assuming

γ = 0.7, α = η = 1, and n = 1.4. For a realistic amplifier assuming the input

pair consumes 80% of the total current (η = 1.25) and contributes 80% of the

total noise (α = 1.25), the practical lower bound of NEF is about 2.5.

To improve the amplifier power efficiency and minimize NEF, the key

idea is to boost gm but without increasing the amplifier current. An effective

way is through current reuse. Fig. 3.1(b) shows an inverter-based amplifier

that reuses its bias current for both NMOS and PMOS input pairs. Assuming

both pairs have the same transconductance, the overall amplifier gm is dou-

bled for the same bias current, leading to 2-time reduction in noise power and

1.4-time reduction in NEF. One tradeoff of using an inverter based amplifier

is reduced output signal swing, but this can be alleviated by adding a second

stage amplifier that follows it [32]. Other tradeoff include: 1) increased re-

quirement on the power supply voltage; 2) increased input capacitance; and 3)

reduced input common-mode range. However, for applications that care most
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about power efficiency, it is worthwhile to pay the price of these.

If we can achieve more times of current reuse (i.e., increasing m), then

gm can be further boosted and NEF can be further reduced. To calculate the

practical limit, we assume α = η = 1.25. 4-time and 6-time current reuse would

reduce the practical NEF lower bound to 1.25 and 1, respectively, indicating

significant power reduction.

The direct way of achieving more times of current reuse is to verti-

cally stack inverter based amplifiers as shown in Fig. 3.2. This way, the

bias current is reused 4 times and thus boosting gm by 4 times. Nonetheless,

directly stacking inverters brings several challenges. First, the required min-

imum power supply voltage, given by 4|Vgs| + 4|Vds|, is larger than a single

inverter based amplifier of Fig. 1(b). Typically, the minimum required |Vds|

for a transistor to have a reasonably large output impedance is 100 mV. For

a transistor with |Vth| of 400 mV, even if it is biased in the deep subthreshold

region with an overdrive voltage of −100 mV, the corresponding |Vgs| is 300

mV, leading to a minimum power supply voltage of 1.6 V. One way to reduce

the supply voltage is to use a native transistor with low |Vth| (e.g., 100 mV).

However, this comes with a price. As shown in Fig. 2, it is easy to derive

that |Vgs1|+ |Vgs2| = |Vds1|+ |Vds2| ≥ 200 mV. Thus, each |Vgs| is greater than

100 mV. This means the overdrive voltage is greater than 0 mV, leading to a

limited current efficiency (gm/ID). Second, there is more than one input node,

and thus, we need a method to couple the amplifier input to all input pairs.

This method is preferred to be simple, low-noise, and low-cost. Third, there
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are multiple output nodes, which also calls for a low-cost way to aggregate

all small-signal currents. In addition, when addressing these challenges, we

cannot sacrifice CMRR, PSRR, as well as PVT robustness.

3.3 Proposed Inverter-Stacking Techniques

This paper presents a novel power efficient amplifier. By vertically

stacking N inverters, it achieves 2N -time current reuse for a single-channel

input. Unlike [31] and [32], it has only N output current branches to combine,

thus, turning the prior exponential dependence into a mild linear dependence.

As a result, it reduces the power of the peripheral circuits and boosts the over-

all amplifier power efficiency. The proposed amplifier fits well in a closed-loop

capacitive feedback configuration. The required AC coupling to the multiple

amplifier input nodes can be realized by splitting the input and feedback ca-

pacitors into multiple paths. As a result, it does not require any additional

hardware which would incur extra cost in chip power and area. To minimize

the requirement on the power supply voltage, the tail current sources between

stacked inverters are eliminated but without sacrificing CMRR and PSRR. A

replica circuit ensures that input pairs with tight coupling are robustly biased

against process, voltage, and temperature (PVT) variations. Two prototype

amplifiers are implemented in 180 nm CMOS process [35], [39]. The stack-2

version achieves a measured noise efficiency factor (NEF) of 1.26 in closed-loop

under the supply voltage of 0.9 V. The stack-3 version achieves an NEF of 1.07

under the supply voltage of 1 V. To the best of the authors’ knowledge, this
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NEF is the best among all measured amplifiers so far. The second best NEF

achieved by a closed-loop amplifier is 1.64, which translates to over 2.3-time

more power consumption compared to the proposed amplifier assuming the

same noise performance.

3.4 Proposed Inverter Stacking Amplifier:
Stack-2 Version

3.4.1 Core Schematic of Proposed Inverter Stacking Amplifier

The core schematic of the proposed fully-differential stack-2 inverter

stacking amplifier is shown in Fig. 3.3. There are several changes when com-

paring to the natural stacking topology. First, the 4 input pairs are separated.

As will be shown later, the input signal is AC coupled to all 4 input nodes.

This way, the input pairs can be biased at different voltage levels. Second,

the two current source transistors between the stacked inverters are removed.

These modifications allow a significant reduction of the minimally required

power supply voltage to 6Vov. Third, four common-gate transistors (M5a/M5b

and M6a/M6b) are added to aggregate the small-signal currents from all input

pairs.
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3.4.2 Small-Signal Gain, Input-Referred Noise, Offset, CMRR, and
PSRR Analyses

Let us first analyze the small-signal behavior of the proposed amplifier.

It is simple to derive that the total amplifier transconductance gmt is:

gmt =
gm
ID
· (2ID + 2ID · 0.9) ≈ 4gm (3.6)

where ID is the bias current for the input transistor. In deriving (3.6), we

assume all input transistors have similar gm/ID and the intrinsic gain (gmro)

for all transistors is much greater than 1. The same assumption is made for

all later derivations. For M2/M3, their currents are 90% of the amplifier bias

current. The remaining 10% current flows through the cascode transistors

(M5/M6).

In differential mode (DM) operation, the node Vmid serves as the virtual

ground, and thus the amplifier output impedance rot is given by:

rot =
(
gm5ro5(ro1//ro2)

)
//
(
gm6ro6(ro3//ro4)

)
(3.7)

where gmi is the transconductance of transistor Mi, and roi is the small-signal

output resistance of transistor Mi. Thus, we can derive the amplifier open-loop

DM gain ADM :

ADM ≡ gmtrot ≈ g2
mr

2
o (3.8)

This shows its DM gain is the square of the transistor intrinsic gain,

which is comparable to that of a telescopic or folded cascode amplifier. In

fact, the proposed amplifier can be viewed as a hybridization of a telescopic
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amplifier and a folded cascode amplifier. If we only consider the lower NMOS

input pair (M1a/M1b) and assume all other input pairs are connected to DC

biases, then its overall structure behaves the same as a telescopic amplifier. By

contrast, if we only look at the lower PMOS input pair (M2a/M2b), its input

and output relationship is identical to that of a folded cascode amplifier. The

same analogy applies for the upper NMOS and PMOS pairs (M3a/M3b and

M4a/M4b).

Assuming the input transistors dominate the overall amplifier noise,

the overall input referred thermal noise can be derived as:

NPSD,th =
8kTγ · (gm1 + gm2 + gm3 + gm4)

(gm1 + gm2 + gm3 + gm4)2
≈ 2kTγ

gm
(3.9)

It is clear that the noise PSD is reduced by 4 times due to gm increase.

The input referred 1/f noise PSD of the proposed amplifier can be

derived as:

NPSD,1/f =
Kf

Cox · 4WL
· 1

f
(3.10)

where Kf is a process-dependent parameter, W and L are the transistor width

and length, respectively. In the proposed amplifier, the 1/f noise is suppressed

by increasing the input transistor size, so that the in-band noise is dominated

by the thermal noise.

The overall input referred offset Vos,in can be derived as:

Vos,in =

4∑
i=1

gmiVosi

gm1 + gm2 + gm3 + gm4

≈

4∑
i=1

Vosi

4
(3.11)
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Assuming the offset voltages Vosi all have the same distribution with the stan-

dard deviation of σos, then the overall input referred offset standard deviation

σos,in can be derived as:

σos,in =
σos
2

(3.12)

This reduction in the input referred offset results from the increased total input

transistor size.

For CMRR calculation, we apply a common-mode (CM) input and

derive the DM output in the presence of mismatch, as shown in Fig. 3.4.

Based on definition [40], the CMRR can be calculated as:

CMRR ≡ ADM

ACM−DM

≈ 2gmro
∆Vth

nkT/q

(3.13)

where ACM−DM denotes the CM-to-DM gain. To simplify (3.13), we have

assume all transistors have the same gm and ro, and the threshold voltage

mismatch ∆Vth between different input pairs has the same distribution. The

result of (3.13) is comparable to that of a telescopic amplifier, indicating that

stacking inverters but without current source isolation of the natural stacking

topology does not degrade CMRR. This result may seem counter intuitive. The

node Vmid is a low-impedance node with all source connections. At first glance,

this would lead to large CM voltage gains for the upper NMOS (M3a/M3b) and

lower PMOS (M2a/M2b) input pairs. However, a careful examination shows

Vmid tracks the input CM voltage variation. Thus, from CM analysis point of

view, Vmid is effectively AC short with the CM input, creating a large output

resistance (either looking up or looking down at Vmid) that degenerates both

24



middle input pairs. Similarly, PSRR can be derived in the same way as CMRR,

and the result is given by:

PSRR ≡ ADM

AVDD−DM

≈ 2gmro
∆Vth

nkT/q

(3.14)

where AVDD−DM denotes the voltage gain from VDD to the differential output.

This result is also comparable to that of a telescopic amplifier.

3.4.3 Bias Voltage Generation

To minimize the supply voltage requirement, the DC bias voltages for

all 4 input pairs in Fig. 3.3 are different. The lower NMOS (M1a/M1b) and

upper PMOS (M4a/M4b) pairs are relatively simple to bias, as a small deviation

from ideal bias voltage has minimal influence on the overall amplifier operation.

Nevertheless, with the removal of middle current sources (M6 and M7) in the

natural stacking topology, the bias voltages for the lower PMOS (M2a/M2b)

and upper NMOS (M3a/M3b) need to be generated very carefully, because

their difference directly sets (|Vgs2| + |Vgs3|) and the bias current. In order

to ensure the PVT robustness, a replica based bias circuit is developed as

shown in Fig. 3.5. It ensures M2-M3 are all biased at the target current level

with the right gate voltages. A negative feedback loop also ensures that Vmid

stays at the intended voltage Vref = VDD/2. The replica-based bias branch

and CMFB circuit are given in Fig. 3.6. M10 is used to bias the PMOS

(M2a and M2b) in the bottom inverter, and M11 is used to bias the NMOS

(M3a and M3b) on the top inverter. M5 and M6 are cascode transistors, which

provide low impedance nodes at the drain side of M1/M2 and M3/M4. Thus,
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the mismatch-induced current difference between the bias (M10 and M11) and

input transistors (M2 and M3) will flow into the common gate transistors.

10% of the amplifier bias current is allocated to the common gate (cascode)

transistors (M5a/M5b and M6a/M6b). Resistor dividers are used to generate

voltages to bias the cascode transistors. The bias voltages are copied to the

main amplifier using pseudo-resistors that achieve high resistance with a small

chip area [24]. Common-mode feedback is also implemented with a pseudo-

resistor based voltage averager.

3.4.4 Closed-loop Configuration with Split Capacitor Feedback

Fig. 3.7 shows the block diagram of the capacitive-feedback amplifier

using the proposed inverter stacking amplifier of Fig. 3.3. The required AC

coupling can be realized by splitting the input and feedback capacitors into 4

pieces [29]. Although there are multiple feedback paths, the overall behavior

of this amplifier is the same as a classic capacitive-feedback amplifier whose

closed-loop gain Acl is set by the capacitor ratio:

Acl ≈
CS

CF

(3.15)

A feedback pseudo-resistorRF connects the output with the input pairM1a/M1b.

This DC feedback greatly reduces the output referred offset, which would satu-

rate the amplifier if not addressed. Note that although this feedback is formed

at only one input pair, it addresses the offsets from all input pairs. Using the

model of Fig. 3.8, we can derive the overall output referred offset Vos,out in
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(3.16), and its standard deviation σos,out in (3.17):

Vos,out =

4∑
i=1

gmiVosi

gm1

(3.16)

σos,out = 2 · σos (3.17)

Comparing with (3.12), (3.17) shows that the closed-loop output re-

ferred offset σos,out is only four times of the open-loop input referred offset

σos,in. This shows that the amplifier output would not be saturated by the

offset. In such a multi-input closed-loop amplifier configuration, one path of

DC feedback loop is sufficient to prevent the output from saturation. An ad-

ditional benefit of having this resistor feedback is that it removes the need to

generate a separate DC bias for M1a/M1b.

To analyze the total noise, let us examine the block diagram shown

in Fig. 3.9, where CPS, CPF , and CPOTA represent the parasitic capacitance

of CS, CF , and the OTA input capacitance, respectively. We can derive the

overall input referred noise PSD of the closed-loop amplifier:

NPSD ≈
2kTγ

gm
· (1 +

1

|Acl|
)2(1 +

CP

CS + CF

)2 (3.18)

where CP = CPS +CPF +CPOTA. Comparing (3.18) and (3.9), it is clear that

the input referred noise naturally degrades going from open-loop to closed-

loop, which is a common phenomenon in any closed-loop amplifier [41]. To

minimize the degradation, it is preferred to enlarge the closed-loop gain Acl
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and minimize the parasitic capacitance CP . For example, for a closed-loop

amplifier with gain of 20 and 20% parasitic capacitance, the PSD is increased

by 50%, leading to an enlarged NEF by 23%.

3.5 Proposed Inverter Stacking Amplifier:
Stack-3 Version

The proposed amplifier can be generalized to the stack-3 version as

shown in Fig. 3.10. Three inverter-based input stages are stacked vertically

and share the same bias current. Three common-gate branches are used to

aggregate the signal-signal current from all 6 input pairs. Therefore, the over-

all transconductance of this amplifier is 6gm. This topology can be further

expanded out to stack-N version. The general approach of embedding the

proposed inverter stacking amplifier inside a capacitive feedback loop is shown

in Fig. 3.11. Similar to Fig. 3.7, capacitors CS and CF are split up and reused

as AC coupling capacitors. For the open-loop and closed-loop small-signal

gain, noise, offset, CMRR, and PSRR, they can be derived following the same

method as explained in Section 4.3. For brevity, we leave them out here.

Compared to the stack-2 version, the merit of the stack-3 version is

increased gm, leading to a better NEF. However, the price is increased re-

quirement on the power supply voltage (8|Vds|) and reduced output signal

swing. The complexity of the bias and output current summation circuits

also increase, leading to increased power consumption of the peripheral cir-

cuits. Thus, the benefit of stacking more layers of inverters diminishes as the
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number of layers increases. For practical applications, the optimum stacking

number is likely to be either 2 or 3.

3.6 Circuit Implementation

Both the proposed stack-2 and stack-3 amplifiers are implemented in

180 nm CMOS process. The intended application is action potential recording

with the signal bandwidth from 250 Hz to 10 kHz and the signal amplitude

up to 1 mV [30]. The dimension of the transistors in the amplifier cores

are summarized in Table I and Table II. Large transistor widths and lengths

are chosen to boost the transistor intrinsic gain, reduce the offset, as well as

suppress the 1/f noise corner to be below 250 Hz. All transistors operate

in subthreshold region to boost the current efficiency gm/ID. The current of

the amplifier core is 220 nA. The common-gate transistors used for current

summation are biased at 20 nA. The output common-mode is set to VDD/2

using the classic resistor-averaging common-mode feedback circuit.

Table 3.1: Devices Geometry of Stack-2 Amplifier.
Device W/L(µm) Device W/L(µm)
M1a/M1b 23/5 M5a/M5b 1.9/4
M2a/M2b 11/4 M6a/M6b 0.6/4
M3a/M3b 40/4 M7 14/4
M4a/M4b 10/4 M8 10/4

The open-loop gain of the amplifier is designed to be 76 dB. CS and CF

are chosen to be 8 pF and 400 fF, respectively, leading to the nominal closed-

loop gain of 26 dB. The SPICE simulated closed-loop NEF for the stack-2 and
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Table 3.2: Devices Geometry of Stack-3 Amplifier.
Device W/L(µm) Device W/L(µm)
M1a/M1b 12/5 M6a/M6b 10/4
M2a/M2b 12/4 M7a/M7b 6/0.8
M3a/M3b 36/4 M8a/M8b 1/4
M4a/M4b 11/5 M9a/M9b 2/4
M5a/M5b 50/4 M10a/M105b 1/4

stack-3 versions are 1.26 and 1.07, respectively. Fig. 3.12 shows the simulated

NEF across different process corners. This consistent result is enabled by the

robust replica-based bias circuit of Fig. 3.5.

The capacitors CS and CF are implemented using MoM capacitors. As

shown in Fig. 3.9 and analyzed in (3.18), their parasitic capacitances facing the

amplifier virtual ground node degrade the noise performance. To minimize this

parasitic capacitance, a poly-silicon layer is inserted below the MoM capacitor.

It connects with the capacitor side that faces away from the virtual ground.

Although the parasitic capacitance from this plate to the substrate increases,

it significantly reduces the parasitic capacitance of the other virtual-ground

connecting plate by isolating it from the substrate. Parasitic extraction results

show that this layout technique reduces the parasitic capacitance by 50% and

improves the NEF by 17%.

3.7 Measurement Results

The die photos of the prototype amplifiers are shown Fig. 3.13. The

amplifier core areas for stack-2 and stack-3 versions are 0.01 and 0.02 mm2,
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respectively. The total closed-loop amplifier areas for stack-2 and stack-3

versions are 0.22 and 0.29 mm2, respectively, mainly dominated by capacitors.

The supply voltage for the stack-2 and stack-3 versions are 0.9 and 1.0

V, respectively. Their measured power consumptions are 226 and 246 nW,

respectively. Their measured frequency responses are shown in Fig. 3.14. The

flat-band gains are 25.4 and 25.6 dB, respectively over the frequency range of

4 Hz to 10 kHz. Fig. 3.15 plots the measured input referred noise. The 1/f

noise corner is about 300 Hz. The total integrated rms input referred noise over

the signal bandwidth (250 Hz to 10 kHz) is 6.7 µV and 5.6 µV, respectively.

These results translate to the NEF of 1.26 and 1.07 for the stack-2 and stack-3

versions. The measured closed-loop CMRR and PSRR are 82 dB and 81 dB

for the stack-2 version, and 84 dB and 76 dB for the stack-3 version.

3.8 Comparison to Other LNA works

Fig. 3.16 shows the measured NEF over the temperature range from

0 to 60◦C for both stack-2 and stack-3 prototypes. The NEF variations are

within 15%. Figs. 3.17 and 3.18 show the measured NEF at different supply

voltages for stack-2 and stack-3 versions, respectively. Both achieve consistent

NEF results. For the stack-2 version, the measured NEF maintains at 1.26 for

supply voltage beyond 0.9 V; while for the stack-3 version, the NEF maintains

at 1.07 for supply voltage beyond 1 V.

Table III summarizes the performance of the prototype amplifiers and

compares them with latest closed-loop amplifier works with comparable spec-
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ifications. To emphasize the power efficiency of the proposed amplifier, Fig.

3.19 plots the reported measured NEF results of latest amplifiers. The dotted

lines indicate the equivalent NEF value. It can be seen that the proposed work

establishes a new tradeoff between the noise and power, and pushes the NEF

boundary to a new level.

3.9 Summary

This chapter presented a novel power-efficient inverter-stacking ampli-

fier. It achieves 6-time current reuse under 1 V supply and obtains the best

NEF among all reported amplifiers to authors’ best knowledge. By splitting

feedback capacitors, the required input AC coupling is realized without extra

hardware cost. A simple replica-based biasing circuit is devised that ensures

the robust operation across PVT variations. It is well suited to be used as

the front-end amplifier for various applications that have stringent power or

energy requirement, such as biomedical implants and wireless sensors.
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Table 3.3: Performance Summary and Comparison with State-of-the-art LNAs
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Figure 3.16: Measured NEF versus temperature.
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Chapter 4

Inverter Stacking Technique: Second

Prototypes

4.1 Introduction

1 Autonomous wireless sensor networks have been a prevailing research

topic during the past few years. The large demand for low-voltage, high-

power-efficiency portable electronic devices, such as biomedical sensor readout,

industrial monitoring devices, and etc, provide the impetus for more research

towards proposing better system architecture and more power efficient building

blocks.

Conventionally, the LNIAs consume large power to meet the stringent

noise requirements, and this amount of power cannot be scaled in advanced

technology nodes, as digital circuits do. By contrast, the other two major

power-hungry blocks, digital processing cores and RF transmission blocks,

can be power-scaled with design techniques. The former can be duty cycled or

waken up only when necessary, while the latter can transmit only the processed

data, instead of the raw data, with the edge computing techniques to reduce

1This work was first presented in VLSI symposium 2019 [70]. This work was done by the
first author Linxiao Shen, and all the technical discussions with the co-authors are highly
appreciated.
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Figure 4.1: Closed-loop amplifier PEF survey.

the data-rate, and thus saving great amount of power. However, in all these

scenarios, the LNIAs still need to be always on, and it is increasingly becoming

the performance bottleneck, especially for the low power applications. For any

LNIAs, the fundamental trade-offs exist among power, noise, and bandwidth.

Considering the bandwidth being naturally extended to tens of kHz, which

covers most biomedical and audio signals, the target for designers concentrates

on minimizing the power consumption over the interested signal bandwidth.

There have been many excellent research works in the past aiming at

mitigating the amplifier. The core idea is to boost the input transconductance,

while not increasing power consumption. Current reuse is one of the most

promising solutions. [31] realized mutli-time current by utilizing the orthogo-
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nality of current in different stacking layers. This technique, however, requires

exponentially growing hardware complexity for more-time current reuse. In

addition, this technique can be only used in multi-channel applications. [32]

realized the multi-time current reuse with frequency division. By using differ-

ent chopping frequency, the signal is first up-modulated to different frequency

bands, and then amplified with the prior orthogonal current reuse ladder. Nev-

ertheless, the technique still relies on the expensive exponentially growing pe-

ripheral circuity. The inverter-stacking technique of [39], however, streamlined

the peripheral circuity and thus exhibits a linear dependence on the current

reuse time (versus the exponential dependence of orthogonal current reuse),

greatly enhancing power efficiency. It obtained the previously best measured

noise-power trade-off, but this technique sacrifices the output swing. Recently,

the squeezed-inverter-based amplifier of [42] presents the technique of operat-

ing an inverter under 0.2-V supply voltage. This work starts a new angle of

achieving better power efficiency with low-voltage operation. However, the ro-

bust mutli-supplies operation requires additional power management circuity,

and thus increases the circuit complexity and power consumption. As shown

in Fig. 4.1, a clear frontier of PEF with these techniques is bounded at 1,

which is the power efficiency of a single bi-polar OTA. However, higher power

efficiency is always desired.

This work presents a low-noise chopper instrumentation amplifier (LN-

CIA), that achieves a power efficiency factor (PEF) of 0.96 with a tail-less

inverter-stacking input stage, followed by a low-common-mode(CM)-gain sec-
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ond stage, and a linear class-AB output stage. Majority current is allocated

to the first stage to suppress the input referred noise. Four-time current

reuse is achieved by vertically stacking two inverter-based input amplifiers,

significantly reducing the required power consumption. To compensate the

common mode rejection ratio (CMRR) degradation from the tail-less struc-

ture, techniques including CM pre-filtering, and inverter stacking technique

are employed to suppress the CM-DM conversion from the input pairs: CM

pre-filtering loop is used to improve the CMRR by reducing the amplitude

of CM interference at the outside two pairs, while the middle two pairs are

source degenerated by high impedance due to the nature of the inverter stack-

ing structure. Globally, chopping technique is employed to up-modulate the

CM to differential-mode (DM) interference. Moreover, closed loop configura-

tion improves the CMRR with its high loop gain, which is enhanced with the

cascaded three-stage topology. The class-AB output stage is designed to have

high output swing and good drive-ability, while still keeping the static current

consumption low. Dominant pole naturally exists at the output of the last

stage, stabilizing the whole three-stage closed-loop amplifier. All the three

stages are connected via AC coupling to block any dc offset. Chopping ripple

is suppressed by the filtering effect of the passive AC coupling capacitor before

the de-chopper.

A prototype amplifier equipped with the proposed architectures was

fabricated in 180-nm process. The Measured integrated noise power within

8-kHz bandwidth (BW) is 1.38-µVrms, with 2.7-µW total power consumption,
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leading to a PEF of 0.96. The peak CMRR and PSRR are measured to be

84 dB and 78.8 dB, respectively, which validates the performance enhancing

techniques.

Section 4.2 presents the structure of the proposed tail-less inverter

stacking input stage and its trade-offs. Section 4.3 describes the global dominant-

pole compensated three-stage architecture. In Section 4.4, some design details,

including CMRR enhancement and ripple reduction techniques are discussed.

Section 4.5 presents the measured results, and Section 4.7 concludes this paper.

4.2 Proposed Chopping Tail-less Inverter Stacking In-
put stage

4.2.1 Concept

Inverter-stacking topology to boost current efficiency was first intro-

duced in [39]. By reusing the bias current through all the vertically stacked

input differential pairs, the input transconductance is significantly boosted

without much power overhead. However, the heavily stacked structure lim-

its the minimally allowable supply voltage, making it difficult to operate at

low supply voltage. For four-time current reuse, a supply voltage of at least

6Vov is required, which translates to 0.9 V with a reasonable overdrive voltage

requirement.

To address this issue, we adopt the tail-less inverter-stacking topology –

Conceptually depicted in Fig. 4.2, which circumvents the aforementioned limi-

tations by realizing the inverter-stacking structure in pseudo-differential mode.
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Figure 4.2: Tail-less inverter-stacking input stage signal path.

For the sake of simplicity, Fig. 4.2 shows the signal path of the single-ended

half-circuit of the pseudo-differential inverter-stacking input stage. The input

pairs are split into four vertically stacked smaller pieces, each receiving the

same input signal via AC coupling capacitor Cs. The input is capacitively-

coupled through input capacitor Cs to all the four differential input nodes,

achieving four-time current reuse. Instead of using the common-gate transis-

tors to sum up the signal current, the output is summed up capacitively as

well. With output passively summed up, the current efficiency gets boosted.

In the absence of the tail current sources, only N transistors are stacked for

N -time current reuse, greatly improving the supply voltage usage.
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Comparison with prior works shows the advantage of using the pro-

posed tail-less inverter stacking input stage. Although in [42], squeezing the

supply voltage of its first stage to 0.2 V requires many additional peripheral

circuits, including the DC-DC converter to generate the separate supply, the

negative voltage generator to support the complicated bias method. All these

requirements counteract the benefit from lowering supply voltage. In contract,

for the tail-less inverter stacking input stage, the whole amplifier operates un-

der a global supply voltage, while streamlining the peripheral biasing circuits.

Thus, it can significantly reduce the circuit complexity to enhance the global

power efficiency factor.

4.2.2 Biasing network

An important function of the tail current source is to set the bias cur-

rent. Alternative methods are needed to provide robust current bias. As

shown in Fig. 4.3, input differential pairs are categorized into two groups: the

middle two pairs, whose gate voltages are strongly coupled; and the other two

outside pairs (M1 and M4). To minimize the supply-voltage requirement, the

four input pairs are separately biased. The bias voltage for the middle two

pairs need special considerations, since it consists of Vgs2 and Vgs3, and directly

sets the DC bias current. To ensure PVT robustness, replica-based bias [39] is

employed as shown in Fig. 4.3(a). The two back-to-back current mirrors are

used to set the desired bias current though the middle two differential pairs.

The bias current in the main branch can be accurately set simply with the
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current mirror ratio. In this way, the PVT variance in threshold voltage can

be well tracked through the replica. In addition, the negative feedback loop

regulates the voltage of the internal node B to be around VCM = VDD/2.

It is also critical to balance the current from the top PMOS (M4) and

bottom NMOS (M1) to the middle current pairs (M2/M3). The input stage

can be viewed as vertically stacked inverter-based amplifiers, which share the

same bias current. Both amplifiers need to be biased to make sure the current

from PMOS tracks the NMOS, and thus the output voltage can be set at

desired voltage level. So negative feedback loops (CM-pre-filtering loops) are

implemented to regulates the output voltage level, which are shown in Fig.

4.3(b) and Fig. 4.3(c). The output voltage is compared with reference voltage

and the low frequency part of the amplified voltage difference is fed back to

the adjust the DC bias voltage of the outside differential pairs (M1/M4). In

such way, the DC current in M1 and M4 tracks the current set by the middle

pairs, and no further common-mode feedback (CMFB) circuity is needed.

4.2.3 Signal gain, input referred noise

The total amplifier transconductance gmt can be derived as:

gmt = 2gmn + 2gmp ≈ 4gm (4.1)

In deriving (4.1), we assume all input pairs have similar gm, and gm · ro � 1.

Unless otherwise noted, the same assumptions are made for all later deriva-

tions.
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In differential mode (DM) operation, the internal node B serves as the

virtual ground. Thus, the top and bottom inverter-based amplifier can be

de-coupled and analyzed individually. The top amplifier can be be simplified

as shown in Fig. 3, where the NMOS (MN) is biased through the replica

branch and the PMOS (MP ) is biased through the feedback loop. The bottom

amplifier is the same, but with mirrored NMOS and PMOS. Signal gain can

be derived by superposition, and the signal path from NMOS and PMOS are

shown in Fig. 3(a) and (b), respectively. The transfer function from MN to

its output can be derived as:

vo
vin

= − 1 + sCsRf

(1 + sCsRf ) · 1
ron//rop

· gmn + gmp

gmn
· Af

(4.2)

The transfer function from MP to its output can be derived as:

vo
vip

= − sCsRf · gmp · (ron//rop)
1 + Af · gmp · (ron//rop) + sCsRf

(4.3)

The transfer functions show high pass property, mainly due to the ex-

istence of the CM pre-filtering loops. With the pseudo-differential structure,

the low-frequency portion from both the DM signals and CM interference will

be filtered. This special property will be utilized to enhance the CMRR per-

formance, when combing with chopping technique, which differentiates CM

and DM signal paths. The detail will be in Section 4.4.

By combining all the signal gain from the four paths, the overall pass-

band gain can be written as

vo
vi

= −(gmn + gmp) · (ron//rop)/2 ≈ gm · ro/2 (4.4)
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This shows that its DM gain is close to single transistor intrinsic gain, while

requiring supply voltage same as the cascode topology.

The input referred thermal noise from the input pairs can be derived

as

NPSD,th =
8kTγ · (gm1 + gm2 + gm3 + gm4)

(gm1 + gm2 + gm3 + gm4)2

≈ 1

4
· 8kTγ

gm

(4.5)

The overall thermal noise is proven to be reduced to one quarter.

4.2.4 Trade-off discussion

There are several potential limitations of the proposed tail-less inverter-

stacking input stage. First, as it stacks four transistors, there is no more room

for the cascode devices in low-voltage applications. As analyzed above, the in-

put stage gain is only about the transistor intrinsic gain. With the scaling down

of devices sizes and supply voltages, single-stage cascode or telescopic amplifier

are not suitable anymore. A low-power, frequency-compensated multi-stage

amplifier is necessity. Second, the pseudo-differential topology of M1 and M4

does not provide any CM source degeneration, and therefore the input stage

behaves poorly on the CM-DM conversion if it faces directly with the CM

interference. Additional CMRR enhancement techniques are required.
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4.3 Three-stage dominant-pole compensated amplifier

Although inverter-stacking topology achieves high power efficiency, it

worsens the trade-off between supply voltage and gain. Inverters are stacked

vertically, occupying too much headroom, which is not compatible with the

cascode structure for low supply designs. In the meanwhile, boosting gain

through cascode is also against the spec of output swing in the output stage.

To address the dilemma, we resort to the cascading topology, where a three-

stage OTA is designed. With appropriate gain and bias distribution among

amplifier stages, each stage can be individually optimized and consequently

the power-noise trade-off is mitigated. By cascading three stages, the overall

gain can also be boosted.

The overall block diagram of the proposed chopper amplifier is shown

in Fig. 4.5. Globally, chopping is employed to reduce the offset and flicker

noise in the first two stages. The offset and flicker noise from the last stage

can be greatly attenuated when input referred.

As mentioned earlier, the core of the first stage (gm1) employs the tail-

less inverter stacking topology. Replica-based bias branch and CM pre-filtering

loop (gmf ) provide PVT robust biasing. Its outputs are capacitively summed

up and AC-coupled to the second stage (gm2).

The schematic of second stage and third stage are shown in Fig. 4.6

and Fig. 4.7, respectively. Positive feedback-based negative load is applied to

the second stage to boost its signal gain. The positive load is intentionally
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made weaker than the negative load. Another benefit of the structure is to

save additional CM DC bias branch, due to its CM low impedance property.

A class-AB output stage (gm3) is used to ensure large output swing. AC

coupling is used to connect the two stages. The NMOS pair is current-mode

biased to set the DC bias current as desired. The CMFB is applied to bias the

PMOS pair, so that the bias current in PMOS can track that in NMOS. The

schematic of the OTA in the CMFB is shown in the Fig. 4.7(b), where the

differential output is averaged out by a pair of pseudo resistor and capacitor.

To connect the three-stage amplifier into closed-loop configuration, sta-

bility is another concern. Dominate-pole compensation fits well in this low

noise application by making use of its power allocations. To suppress the

thermal noise, the first stage consumes most of the power, and thus exhibits

a relatively low output impedance, leading to a high-frequency non-dominant

pole. In contract, the class-AB output stage can be designed to be low power,

and therefore stabilize the overall closed-loop configuration with its high out-

put impedance. In the meanwhile, the output swing can be greatly extended,

while still keeping the benefit of the high power efficiency from the inverter-

stacking topology.

4.4 Design details and discussions

4.4.1 CMRR enhancement

Fig. 4.8 shows the block diagram of the single-ended half-circuit of

the differential three-stage OTA. The input chopper up-modulates the signal,
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while leaving the CM interference at its original frequency band. Due to the

capacitive network, the signal and the fedback output are attenuated naturally

and the transfer functions can be written as:

FF =
CS

CS + Cgg1 + CF + CP

(4.6)

FB =
CF

CS + Cgg1 + CF + CP

(4.7)

where CP1 is the sum of the parasitic capacitance from both CS and CF . After

the DM virtual ground node, the DM and CM paths diverge and the gain is de-

coupled into CM-DM gain (Ac−d and DM-DM gain (Ad). These are modelled

as constant across interested frequency band for the sake of simplicity. Here,

the CM loop gain is considered to be zero, due to the fully differential second

stage with positive feedback load. Therefore, only DM signal components can

be fedback.

The CM interference is converted into DM with the Ac−d, and then

passes through the feedback network to the DM virtual ground node. Due to

the property of the negative feedback, the CM-DM conversed interference will

be partially cancelled out and CMRR can be improved. The overall closed-loop

CM-DM conversion gain Ac−d,cl can be simply derived as:

Ac−d,cl =
Ac−d

Ad · CF

CS

(4.8)

It should be noted that the closed-loop structure only is not sufficient for

reasonable CMRR with the tail-less inverter-stacking input stage. To improve
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CMRR, we also need to reduce the open-loop CM-DM conversion gain Ac−d

in the first place, which can be written as:

Ac−d = (Ac−d,1 × Ad,2 + Ac,1 × Ac−d,2)× Ad,3 (4.9)

To compensate the degradation from the tail-less inverter-stacking structure,

two techniques are used to individually improve the CM-DM conversion hap-

pened in different input differential pairs.

On the one hand, it is obvious that the outside two differential pairs

(M1 and M4) lose the source degeneration when the circuit goes with the

tail-less structure. The block diagram of the two pairs and CM pre-filtering

bias loop is shown in Fig. 4.9(a). The input transconductance and feedback

OTA are notated as gm1 and Af . The input is coupled to the transistor gate

capacitively, and its DC bias level is set with the feedback. With chopping,

the CM and DM paths are de-coupled and only the CM of Vin is attenuated by

the high-pass loop, while the up-modulated DM signal passes through in the

its pass-band. Therefore the corner frequency should be set neither too low to

mitigate the CM filtering effect, nor too high to attenuate the up-modulated

signal. With conventional open-loop passive RC network, the high-pass corner

is set as

fo =
1

2π · CS ·RF

(4.10)

However, to achieve a reasonable attenuation for 50/60-Hz interference, a 100-

Hz corner frequency is desired, which translates to a too large RC time constant

(τ = 15.9mS), which is too expensive to implement on chip. By contrast,
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the CM pre-filtering loop extends the corner frequency. The increased time

constant makes the use of pseudo-resistor possible, which is the economic and

feasible method to achieve a large on-chip resistor.

On the other hand, the middle two differential pairs (M2 and M3) still

have the source degeneration, although it might counter-intuitive at the initial

thought. The schematic of the CM half-circuit of the input stage is shown in

Fig. 4.8(a). The input to M1 and M4 is grounded. The CM interference is

capacitively coupled to the transistor gates of M2 and M3. At node B, the

current flowing out of the M3 should be equal to the current into M2, and thus

the source node voltage should track the CM interference at the gate to keep

both Vgs unchanged. This property creates a high impedance for both the M2

and M3, no matter if the overall circuit is pseudo- or fully-differential. The

small signal model is also shown in Fig. 4.8(b). The transfer function from

CM interference to the node B can be simply derived as

HCM−B =
gmro

1 + gmro
(4.11)

This high impedance degenerates both the middle pairs and enhance the

CMRR performance.

Another source of CM-DM interference comes from the down conversion

from the interference close to the chopping frequency. Careful layout and

the closed-loop configuration helps to reduce the conversion to make sure the

performance.
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4.4.2 Offset and ripple reduction

Based on the behavior of the offset, the offset from the first two stages

shows as ripple at the chopping frequency, while the offset from the last

stage as offset. There is always concerns on how to reduce offsets and chop-

ping ripples for the closed-loop chopping structure. Unlike the conventional

capacitively-feedback structure, where DC feedback path is blocked, the chop-

ping de-couples the closed-loop. The offset from the last stage is up-modulated

and forms a closed loop. However, the first two stages still do not have DC

feedback.

Conventionally, ripple reduction loop [43] is required. The basic idea is

to form an additional DC loop to suppress the DC offset. Instead, we chose

to isolate the three stages and deal with the offset individually. The overall

block diagram is shown in Fig. 4.10. All the three stages are connected via

AC coupling network. The offset in the first two stages is only amplified by

its own stage, and then blocked by the AC coupling capacitor. In order not to

saturate the output, the first two stages are designed to have relatively lower

gain (around 26 dB for each), while the last stage to have a gain of over 32 dB.

With this configuration, the signal amplitude in the first two stage outputs

are all small enough, thus allowing enough headroom for the amplified offset.

In contrast, the offset in the last stage is suppressed by the negative feedback

loop: any output offset will be up-modulated to pass through the capacitive

feedback network and thus can be significantly attenuated by the high loop

gain.
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4.5 Measurement Results

The proposed three-stage chopper tail-less inverter-stacking amplifier is

implemented in a 0.18 µm CMOS process. The tail-less inverter-stacking input

stage, the second stage amplifier, the current-mode biased class-AB output

stage, the choppers. and the capacitive networks are shown on the die photo

(Fig. 4.11). The circuit chip core occupies an area of 0.14 mm2, mainly

dominated by capacitors. The input and feedback capacitor are 4 pF and 20

fF, respectively.

The measured AC frequency response, the CM-DM conversion, and the

the supply-DM conversion are shown in the blue, red, and yellow lines in Fig.

4.12, respectively. By sweeping the frequency of the test tone, the whole spec-

trum transfer function is plot. The small signal flat-band gain was measured

to be 46 dB, over the -3-dB bandwidth from DC to 8 kHz. To measure the

CM-DM and supply-DM conversion gain, the differential inputs to the LNIA

are shorted together. The CM-DM conversion gain was measured by divid-

ing the converted DM interference from the CM interference input amplitude,

as shown in red. Moreover, the supply-DM conversion is also measured by

measuring the transfer function from the supply to the output terminals. The

CMRR and PSRR are measured to be over 84 dB and 78 dB, respectively, at

low frequency band, including the 50/60 Hz interference.

One global supply voltage of 0.6 V is used and its overall measured

power consumption is 2.7 µW . Fig. 4.13 plots the measured input referred

noise, mainly determined by thermal noise. The chopping effectively reduces
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the flicker noise corner to sub-10 Hz. The total integrated rms input referred

noise over the signal band (DC to 8 kHz) is 1.38 µV . These results translate

to a PEF of 0.96.

Fig. 4.14 shows the measured total harmonic distortion (THD) at dif-

ferent amplitudes. The amplifier exhibits a 0.7% THD at 400 Hz and 50%

full-scale output amplitude.

4.6 Comparison to Other LNA works

To verify the robustness against temperature and supply voltage vari-

ations, the testing chips are also measured in the sweeping temperature and

supply environment. The IRN, total current consumption, and PEF are three

specifications used to characterize the performance. Fig. 4.15 shows temper-

ature sweeping measurement from -20 to 80◦C for the prototype. Above 0◦C,

the current consumption and IRN is nearly constant due to the robust current-

mode biasing scheme in the circuit. The IRN and PEF began to degrade as

expected, when the prototype chips are pushed to below -0◦C. The main reason

is that the replica-based biasing branch minimally requires 4Vov + 2Vth. When

the threshold voltage increases in low temperature, the PMOS on top and

NMOS on bottom are pushed into linear region and therefore the bias current

decreases, as shown in measurement results. However, the overall PEF vari-

ation is still within 20%, in such a wide temperature range. Fig. 4.16 shows

the supply-voltage sweeping measurement results. Similar to the temperature

sweeping results, the performance is constant with a over-0.55-V supply volt-
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age. Same as the analysis in the temperature sweeping, the reason for the

degradation also comes from the replica-based biasing branch. Overall, the

prototype achieves reasonably consistent PEF performance.

Table 4.1 summarizes the performance of the prototype amplifier and

compares it with the state-of-the-art closed-loop amplifier works with compa-

rable specifications. With the proposed tail-less inverter-stacking technique,

this paper presents a below-1 PEF with silicon and sets a new frontier between

the noise and power.

4.7 Conclusion

This paper presents a novel low-noise instrumentation amplifier with

high power efficiency. The measurement results demonstrate the feasibility

of operating OTAs with a high power efficiency under a globally low supply

voltage. The design trade-offs between supply voltage, power, noise, gain,

linearity, and output swing are carefully addressed with chopping, tail-less

inverter-stacking input stage, dominant-pole compensated three-stage struc-

ture, and high-swing class-AB output stage. Moreover, CM-pre-filtering bi-

asing loop, and the high-impedance source degeneration naturally coming

with the inverter-stacking structure enhance the CMRR performance. In all,

the proposed LNCIA shows consistent, better-than-bipolar PEF performance

across a wide temperature and supply voltage range. It can be a perfect fit

to the various applications where low-supply and high power efficiency are

desired.

69



(b)

VREF2

V-

VBN

VDDVDD

RF

M4

VREF2

V-

VBN

VDDVDD

RF

M4

(b)

VREF2

V-

VBN

VDDVDD

RF

M4

(c)

V-

VBP

VREF1

VDD

M1

RF

V-

VBP

VREF1

VDD

M1

RF

(c)

V-

VBP

VREF1

VDD

M1

RF

(a)

VCM

AbAbAb

Af2Af2

Af1Af1

VB

Af2Af2

Af1Af1

VB3

VB2

VB3

VB2

VDD

RF RF

RF RF

CS/4 CS/4

CS/4 CS/4

RB1

RB1

RB1

RB1

VREF2 VREF2

VREF1 VREF1

M4a M4b

M3a M3b

M2a M2b

M1a M1b

VBN

IREF

MB1

MB2

Off-chip

On-chip

VCM

Ab

Af2

Af1

VB

Af2

Af1

VB3

VB2

VB3

VB2

VDD

RF RF

RF RF

CS/4 CS/4

CS/4 CS/4

RB1

RB1

RB1

RB1

VREF2 VREF2

VREF1 VREF1

M4a M4b

M3a M3b

M2a M2b

M1a M1b

VBN

IREF

MB1

MB2

Off-chip

On-chip

(a)

VCM

Ab

Af2

Af1

VB

Af2

Af1

VB3

VB2

VB3

VB2

VDD

RF RF

RF RF

CS/4 CS/4

CS/4 CS/4

RB1

RB1

RB1

RB1

VREF2 VREF2

VREF1 VREF1

M4a M4b

M3a M3b

M2a M2b

M1a M1b

VBN

IREF

MB1

MB2

Off-chip

On-chip

(b)

VREF2

V-

VBN

VDDVDD

RF

M4

(c)

V-

VBP

VREF1

VDD

M1

RF

(a)

VCM

Ab

Af2

Af1

VB

Af2

Af1

VB3

VB2

VB3

VB2

VDD

RF RF

RF RF

CS/4 CS/4

CS/4 CS/4

RB1

RB1

RB1

RB1

VREF2 VREF2

VREF1 VREF1

M4a M4b

M3a M3b

M2a M2b

M1a M1b

VBN

IREF

MB1

MB2

Off-chip

On-chip

(b)

VREF2

V-

VBN

VDDVDD

RF

M4

(c)

V-

VBP

VREF1

VDD

M1

RF

(a)

VCM

Ab

Af2

Af1

VB

Af2

Af1

VB3

VB2

VB3

VB2

VDD

RF RF

RF RF

CS/4 CS/4

CS/4 CS/4

RB1

RB1

RB1

RB1

VREF2 VREF2

VREF1 VREF1

M4a M4b

M3a M3b

M2a M2b

M1a M1b

VBN

IREF

MB1

MB2

Off-chip

On-chip
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Figure 4.14: Measured OTA THD at different input amplitudes.
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Table 4.1: Performance Summary and Comparison with State-of-the-art LNAs
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Figure 4.15: Measured performances versus temperature.
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Figure 4.16: Measured performances versus supply voltage.
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Chapter 5

CT-SAR-assisted kT/C noise-free Nyquist

ADC Design: Third Prototype

5.1 Introduction

1 A discrete-time (DT) ADC has a front-end S/H circuit. Fig. 5.1(a)

shows an example of a classic two-step SAR ADC with the front-end sampler.

The benefit of having a front-end S/H circuit is that it converts a continuous-

time (CT) input into a DT signal that stays unchanged between samples, which

simplifies the following analog signal processing operations (e.g., quantization,

subtraction, and amplification). Nevertheless, the use of the front-end S/H

brings an unwanted sampling noise, which poses a fundamental SNR limit for

the ADC. This sampling noise is typically suppressed passively by increasing

the capacitor size [3–15]. For example, the total differential sampling capaci-

tors need to be greater than 2.1 pF to achieve a sampling noise limited SNR

of 80 dB with a 2.5-V peak-to-peak differential signal swing, and it has to

be quadrupled for every 1-bit increase in the resolution. Such a large input

capacitor makes it difficult to design the S/H circuit, and leads to increased

ADC power and area. Moreover, as indicated in Fig. 5.1(a), a large input

1This work was first presented in ISSCC 2019 [52]. This work was done by the first
author Linxiao Shen and thanks much for all the co-authors’ technical discussion.
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Figure 5.1: (a) Conventional DT two-step SAR ADC; (b) Proposed CT-SAR-
assisted two-step SAR ADC.

capacitor poses critical challenges for both the ADC buffer and the reference

buffer. To meet the stringent linearity requirement of high-resolution ADCs,

these buffers consume a significant amount of power, which can be comparable

or even higher than the ADC itself. Thus, it is highly desirable to look for a

way to break this tight trade-off between the sampling noise and the capac-

itor size, so that a small input capacitor can be used but without incurring

significant noise penalty.
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5.2 Low-Noise Amplifier Design: Challenges

The core idea explored by this work is to remove the front-end S/H

circuit and operate the first stage of the two-step ADC in the CT domain [44,

45]. Fig. 5.1(b) shows the basic architecture of the proposed ADC. In the 1st-

stage CT SAR, the in-band thermal noise due to the switch resistance is much

smaller than kT/C, as its sampling-free CT operation prevents wide-band noise

folding, which otherwise would be the dominant contributor to the sampling

noise. The inter-stage amplifier also processes the 1st-stage conversion residue

in CT, and acts as a low-pass filter that suppresses the out-of-band thermal

noise from the switch resistors. Consequently, the 1st-stage capacitor size

is not bounded by the kT/C limit and can be significantly reduced. Unlike

the classic two-step ADC, the sampling operation is moved to the 2nd stage,

as shown in Fig. 5.1(b). Although the 2nd stage still suffers from its own

sampling noise, this noise is substantially suppressed by the inter-stage gain

when input referred, thus permitting the use of a small capacitor in the 2nd

stage too. Overall, the use of the S/H-free CT 1st-stage breaks the link between

the sampling noise and the capacitor size, making it possible to design high-

resolution Nyquist-rate ADCs with small capacitors.

Although removing the S/H circuit brings the benefit of suppressed

sampling noise, it can cause the 1st-stage conversion residue to go out of bound.

Fig. 5.2(a) shows a simplified model of the two-step ADC. Di represents the

digital output code of the ith stage. eqi represents the quantization noise

added of the ith stage. eamp represents the noise of the inter-stage amplifier.
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The input signal Vin goes through two different paths in the 1st stage. In the

upper fast path, the signal directly goes to the inter-stage amplifier. In the

lower slow path, the signal goes through the sub-ADC, the sub-DAC, and the

analog subtractor. All of these analog signal processing steps introduce extra

delays, which are lumped into a single block τ . In a classic two-step ADC

with the S/H circuit, this path delay mismatch is not an issue because the

sampled input does not change. However, for the S/H free CT 1st-stage, this

delay mismatch can cause output signals from the two paths to be misaligned,

resulting in a much larger conversion residue and potentially saturating the

inter-stage amplifier and the 2nd-stage ADC.

5.3 Low-Noise Amplifier Design: Architectures

5.3.1 Inverter-Based Architectures

One way to address this delay mismatch problem is to insert a negative

delay (−τ) block in the slow path to cancel the positive delay [44], as shown in

Fig. 5.2(b). Even though a pure negative delay is non-causal and unpractical,

a negative delay within the signal band can be realized by using an analog

prediction filter. However, it requires power-hungry wide-band op-amps to

provide full-signal-band prediction. Moreover, to satisfy causality, the ana-

log prediction filter introduces positive delay for out-of-band high-frequency

signals. This increases the delay mismatch between the two paths, causing

the 1st-stage conversion residue to increase for out-of-band signals. Hence,

to keep the 1st-stage conversion residue within the allowable range, the anti-
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aliasing filter needs to provide stronger attenuation for out-of-band signals,

which makes its design more challenging. Another approach to tackle the de-

lay mismatch issue is to insert a positive delay block in the fast path [45], as

shown in Fig. 5.2(c). This positive delay can be realized by using an LC lattice

filter. This approach is fully passive and power efficient. Nevertheless, since it

relies on delay matching, it requires careful tuning to compensate for process

and temperature variations. Furthermore, while it works well for high-speed

GHz operations, it is not well suited for low-to-medium speed applications

(e.g., sensors), as the required long delay could result in large LC values and

excessive chip area. In addition, it is non-trivial to design the filter to avoid

amplitude attenuation or phase modulation.

5.3.2 Orthognal Current-reuse Architectures

This work seeks to address the delay mismatch problem in a different

way. In a conventional two-step ADC, the slow quantization path consists

of a multi-bit flash, a multi-bit DAC, and an analog subtractor, whose total

aggregated delay tends to be relatively large. By contrast, the proposed ADC

uses a CT-SAR based 1st-stage, as shown in Fig. 5.2(d). Since each SAR

cycle contains only a single-bit comparison, a single-bit DAC, and a built-in

subtraction operation, its delay is much shorter. eq1,i represents the quantiza-

tion noise added during the ith iteration. Even though a multi-bit quantization

(e.g., 7-bit) requires multiple SAR cycles, their delays do not accumulate. This

is because the CT-SAR operates on the CT input. Every SAR cycle sees its
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Figure 5.2: Block diagrams of CT pipeline ADC with (a) delay mismatch; (b)
negative delay added to the slow path; (c) positive delay added to the fast path;
and (d) proposed CT-SAR with shortened delay and built-in redundancy.

new instantaneous input. To further reduce the delay, the CT SAR adopts

asynchronous clocking [46] and dynamic logic [47, 48]. As the input moves
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during the CT SAR operation, the prior SAR comparator decisions can be no

longer correct. To tackle this problem, sufficient redundancy is prepared in

each bit such that the CT SAR can still tightly track the input. Once the

CT-SAR finishes, the conversion residue is readily available. Thus, it allows

the dynamic amplifier to be triggered immediately, minimizing delay. With

these techniques applied, the overall delay mismatch can be made very short.

Hence, no prediction filter or LC lattice filter is needed in this work, leading

to lower design complexity, as well as reduced chip area and power. In addi-

tion, different from prior CT pipelined ADCs [44, 45] that use input resistor

and current-source DAC, this work uses input capacitor and capacitive DAC.

Capacitors are noise-free and do not consume static current. As a result, the

proposed ADC is more efficient from both noise and power perspectives.

To verify the proposed techniques, a 13-bit prototype ADC is built

in 40nm CMOS process. Its input capacitor is only 120 fF, which is over

20 times smaller than what would be needed in a classic DT two-step ADC.

The inter-stage amplifier in this work adopts a floating inverter based (FIB)

dynamic amplifier (DA) topology. Comparing to classic static amplifiers, the

proposed FIB DA is low-power and low-noise. Comparing to the integrator

based DA [9, 49–51], it provides higher gain and stronger rejection to the

input common-mode variations. Operating at 2 MS/s, the ADC achieves 72-

dB SNDR across the Nyquist band while consuming only 25 µW of power and

0.01 mm2 of area.

This paper is an extension of [52] and is organized as follows. Section
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5.4 presents the operation principle of the proposed ADC. Section 5.5 presents

the implementation details of the prototype ADC. The measurement results

are in Section 5.7. Finally, Section 5.9 draws the conclusion.
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Figure 5.3: Architectural block diagram of (a) the proposed CT-SAR-assisted
two-step SAR ADC; (b) 1-st stage CT-SAR ADC; and (c) example waveforms
for key nodes.
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Figure 5.4: Input and DAC output example waveform for (a) conventional
DT-SAR ADC; (b) large Eslope for CT-SAR ADC by simply removing S/H
circuits; (c) recovered residue voltage with accelerated SAR conversion; (d)
recovered residue voltage with built-in redundancy.
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5.4 Proposed Two-Step ADC with 1st-Stage CT-SAR

5.4.1 Topology overview

Fig. 5.3(a) shows the block diagram of the proposed CT-SAR assisted

two-step ADC. Its 1st stage works in the CT domain while the 2nd stage works

in the DT domain. The 1st stage CT SAR performs a CT approximation of

the input and produces a CT residue. The inter-stage amplifier amplifies the

residue and also filters out the wide-band thermal noise due to its low-pass

response. The sampler comes after the amplifier and converts the signal into

the DT domain for the 2nd-stage DT SAR. As mentioned earlier, even though

this sampler produces sampling noise, since it is after the inter-stage gain

block, this noise is greatly attenuated when input referred. The final ADC

output is the weighted sum of digital outputs from the 1st-stage CT SAR and

the 2nd-stage DT DAR.

In a classic DT SAR, a single capacitor array is used for both input

sampling and SAR DAC in a time-duplex manner. The benefits are fewer

number of capacitors and no signal attenuation. However, this scheme only

works for the DT SAR with the S/H circuit. To realize the CT SAR and

ensure simultaneous input tracking and SAR conversion, the input capacitor

and the SAR DAC have to be separated, as shown in Fig. 5.3(b). The cost

is more capacitors and an attenuation factor of β ≡ CIN/CT from Vin to Vres,

where CT represents all the capacitance at Vres, including CIN , CDAC , and the

parasitic capacitance (including the input capacitance of the comparator and

the amplifier). The signal attenuation results in an increased noise contribution
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from the inter-stage amplifier. Thanks to the reduced 1st-stage sampling noise,

the inter-stage amplifier can produce more noise, while keeping the total ADC

input referred noise unchanged. As a result, the increase in the amplifier power

is not significant. Overall, this cost is worthwhile as the sampling noise can be

greatly suppressed and the capacitor size can be substantially reduced, which

can lead to not only significant area savings for the ADC core itself but also

potential power savings for the input and reference buffers. The detailed noise

analysis is given in Appendix 5.6.

As shown in Fig. 5.3(c), the CT SAR performs a CT approximation

for the input. The residue Vres, which is the difference between the input

and the SAR DAC output, is updated during every SAR cycle. Since the

comparator always sees the CT input, the delays from different SAR cycles do

not accumulate, as long as the CT SAR can accurately track Vin. The final

CT SAR conversion result D1 corresponds to the instantaneous ADC input at

the time of the LSB comparison, rather than the MSB comparison. Once the

CT SAR finishes, the residue Vres is readily available at the comparator input,

and thus, the inter-stage amplifier can be triggered immediately. This helps

ensure the close match between Vin and D1. Any extra delay can cause the

increase of Vres due to the variation in Vin(t).

Unlike prior CT pipeline works that use input resistive coupling and a

current-source DAC (IDAC) [44, 45], this work uses input capacitive coupling

and a capacitor DAC (CDAC). It eliminates the noise from the input resistor

and the IDAC. It also removes the static power from the IDAC. Yet, the trade-
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off is that capacitive coupling blocks DC signals. A pseudo-resistor RB is used

to provide the DC bias for the comparator input [53, 54]. RB and the capaci-

tors form a high-pass filter that blocks the low-frequency input. The proposed

capacitively-coupled two-step ADC can be used for a wide range of applica-

tions where the information does not reside at DC, such as audio, biological,

and communication signals by setting the proper pass band frequencies.

5.4.2 CT SAR conversion error and mitigation

Unlike a DT SAR, the input varies with time during one CT SAR

conversion process, which can cause extra conversion error. To illustrate this

key difference, Fig. 5.4(a) shows the case for a conventional DT SAR. The

DAC output is compared to a sampled input, which does not change during

the SAR conversion. As a result, the sampled input can be precisely converted

regardless of how different the real-time input deviates from the sampled one.

The conversion error is limited only by the quantization step, if we ignore

other circuit non-idealities (e.g., capacitor mismatch, comparator noise, DAC

settling error, etc). The S/H circuit essentially isolates the CT input from the

SAR conversion process.

By contrast, without the S/H, the CT SAR is fully exposed to the CT

input, whose variation can cause large error as the SAR conversion process no

longer has a consistent convergence target. Fig. 5.4(b) shows an example that

a rising input signal happens to be slightly below the decision threshold of

the MSB comparison. The comparator outputs a ‘0’, and directs the following
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binary searches to be below the MSB decision threshold. However, the input

actually rises above the MSB threshold as time goes by. As a result, the DAC

output would fail to track the time-varying input, leading to a large conversion

error. Qualitatively speaking, the conversion residue Vres (i.e., the conversion

error in the 1st stage) can be considered as having two components:

Vres = Eq + Eslope (5.1)

where Eq represents the quantization error, which is the same as in the DT

SAR. Eslope represents the additional error caused by the input variation, which

is unique in the CT SAR. Eslope happens when the CT input crosses a particu-

lar decision threshold and moves in the opposite direction with the subsequent

binary search. Assuming the DAC has no redundancy, and such threshold

crossing happens at the (N − k + 1)-th comparison (N is the total number of

SAR comparisons), Eslope can be approximated by the input signal variation

from the (N − k + 1)-th comparison to the end of the LSB comparison:

Eslope ≈ |∆Vin| ≤ k · TSAR · A · 2π · fin (5.2)

where TSAR represents a single SAR cycle time, A and fin are the input signal

amplitude and frequency, respectively. The worst case Eslope happens at the

MSB decision with k = N , as Vin has the longest time to drift away from

the critical decision threshold. To minimize Eslope, it is preferred to reduce

N , but this would reduce the CT SAR resolution, leading to increased Eq.

An effective way to reduce Eslope is to reduce TSAR, as shown in Fig. 5.4(c).

95



5 6 7 8 9 10
N

30

35

40

45

50

55

60

65

S
N

R
 (

d
B

)

DT SAR

TSAR = 250 ps

TSAR = 500 ps

TSAR = 1 ns

DT SAR

TSAR = 250 ps

TSAR = 500 ps

TSAR = 1 ns

5 6 7 8 9 10
N

30

35

40

45

50

55

60

65

S
N

R
 (

d
B

)

DT SAR

TSAR = 250 ps

TSAR = 500 ps

TSAR = 1 ns

Figure 5.5: SNR versus TSAR and number of conversion cycles (N).

To this end, dynamic logic [4, 7] and asynchronous clocking [46] can be used.

CMOS scaling also helps as it naturally decreases TSAR.

Fig. 5.5 plots the simulated SNR versus N for the CT SAR, assuming

a full-swing 1-MHz input. Here the SNR is defined as the signal power divided

by the power of the conversion residue Vres at the end of the LSB compari-

son. When N is small, SNR is limited by Eq. As N increases, Eq decreases

exponentially, and the SNR starts to be limited by Eslope. When N is very

large, the SNR decreases because Eslope increases with N as indicated in Eq.

(5.2). Shortening TSAR can reduce Eslope and increase SNR, but it increases

the design complexity and the power consumption. Finally, the technology

eventually places a lower bound for TSAR. For example, in the 40nm CMOS

process, TSAR is limited to about 200 ps. A more advanced process is required
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to further reduce TSAR.

To further suppress Eslope, redundancy can be added in the SAR DAC

[55–57]. The intuition is that the input signal variation can be considered as

incorrect conversion results in the prior MSB decisions. Hence, as long as the

added redundancy is larger than Eslope specified in Eq. (5.2), the DAC output

can still catch up and track the time-varying input, as shown in Fig. 5.4(d).

As shown in Eq. (5.2), Eslope is larger for the MSB bits and smaller

for the LSB bits. Thus, more redundancy should be allocated for the MSB

bit (k = N), while less redundancy is needed for the LSB bit (k = 1). The

optimal way to arrange the redundancy should follow Eq. (5.2). Thus, we can

derive that the CDAC bit weight {Wk} should be assigned in the following

way to support a Nyquist-rate input:

Wk =


1, for k = 1
k−1∑
i=1

Wi − 2B−1 · k · TSAR · 2π · fin,Nyq for k > 1
(5.3)

where B represents the effective number of bit of the CDAC. To simplify real

implementation, the actual weight value can be rounded to its nearest integer.

To visualize the benefit of redundancy, Fig. 5.6 plots the SNR degra-

dation versus input signal frequency assuming TSAR = 500 ps, the ADC sam-

pling rate fs = 2 MHz, and B = 7. The SNR degradation refers to the SNR

difference between the CT SAR and its corresponding DT SAR. Without re-

dundancy, there is appreciable SNR degradation as the input signal frequency

increases. By contrast, with redundancy embedded, almost no SNR degra-
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Figure 5.6: Comparison with SNR degradation with/without redundancy.

dation is achieved over the entire Nyquist band, clearly demonstrating the

benefit of adding redundancy.

This work uses both TSAR minimization techniques and redundancy to

reduce the CT SAR error, so that Vres can be made comparable to that of a

DT SAR. As a result, this work obviates the need for the analog prediction

filter or LC lattice filter, reducing chip area, power, and design complexity.

5.4.3 Inter-stage amplifier operation with a time-varying Vres

As shown in Fig. 5.3, another key difference between the proposed

ADC and the conventional DT two-step ADC is that the inter-stage ampli-
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fier in this work observes a continuously varying residue rather than a fixed

DC-like residue. Thus, one question may arise that whether the inter-stage

amplifier can work properly with a time-varying Vres, especially when a dy-

namic amplifier (DA) is adopted to reduce power and noise.

To analyze the operation of a DA in the presence of a time-varying

input, let us consider a simplified circuit model shown in Fig. 5.7(a). During

the reset phase, the output CL is short to a common-mode voltage. During

the amplification phase, the DA works as a transconductor gm that integrates

the input onto CL with the fixed time window Tint. Mathematically speaking,

the DA output Vout is given by:

Vout[n] =

∫ nT0+Tint

nT0

gm · Vin(t)

CL

· dt

=
gm
CL

· Vin(t) ~ h(t)|t=nT0+Tint
(5.4)

where Vout(n) is the output after the n-th integration, T0 is the total time pe-

riod consisting of both the reset and the integration phases [see Fig. 5.7(b)].

As shown in the right hand side of Eq. (5.4), this integration process is equiv-

alent to a convolution with a window function h(t) [see Fig. 5.7(c)], and then

sampled at t = nT0. Thus, the overall transfer function of DA is equivalent to

a sinc function:

H(ω) =
gm · Tint
CL

· sinc(ω · Tint
2

) · ejω·
Tint
2 (5.5)

Fig. 5.7(d) plots an example magnitude response with Tint = 2.5 ns and

a nominal DC gain of 30 dB. Within the signal bandwidth of 1 MHz, the
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DA works like a normal amplifier with a fixed gain. At out-of-band high

frequencies, the DA has a low-pass response due to its integration behavior.

As a result, it can provide an inherent mild 1st-order anti-aliasing capability.

This low-pass response also filters out the wide-band thermal noise before the

DA, leading to the significantly reduced sampling kT/C noise from the 1st

stage. Fig. 5.7(e) also shows a simplified time domain view of the DA with a

ramp-like input. The DA is equivalent to amplify a sampled middle point (or

the time-average point) of the input. From this viewpoint, we can see that the

DA operation with a time-varying input can be mapped to a sampled input

case.

5.5 Prototype ADC Implementation

Fig. 5.8(a) shows the schematic of the prototype 2-MS/s ADC designed

in 40nm CMOS process. For simplicity, only the single-ended configuration is

shown, but the real implementation is fully differential. In the first stage, the

target effective number of bits B is chosen to be 7 to minimize the amplitude of

Vres and relax the linearity requirement of the inter-stage amplifier. Its total

number of comparisons N is set to 10 to allocate sufficient redundancy to

tolerate input signal variation and capacitor mismatch. The unit capacitor C

is 1 fF. A bridge capacitor is used to implement lower LSB capacitors without

using even smaller unit capacitors. The input capacitor and the total CDAC

capacitor are set to 60 fF and 68 fF, respectively, to balance the tradeoff among

the ADC input signal swing, the attenuation factor, the chip area, and the
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ADC input and reference buffer requirement. The raw matching of these small

capacitors cannot meet the requirement of the target 13-bit resolution. Thus,

a one-time foreground capacitor mismatch calibration is applied as in [46,58].

The size of the pseudo-resistor RB is chosen such that the high-pass corner

frequency is around 50 Hz.

Considering the 40nm process, design complexity, and power consump-

tion, TSAR is set to 500 ps. The dynamic logic used to shorten TSAR is shown

in Fig. 5.8(b) [48]. Fig. 5.8(c) shows the ADC timing diagram. The 1st-stage

CT-SAR is triggered at the rising edge of the system clock CLKSY S and runs

asynchronously for 10 cycles. In total, the 1st-stage SAR takes about 5 ns

to finish. Even though this is much faster than the Nyquist rate, its power

increase is rather mild. In the 40-nm CMOS process, to meet this speed re-

quirement, the transistor sizes for the logic gate and the comparator can still

be kept small. As a result, the increase in the comparator power and SAR logic

power are insignificant. The DA is triggered by the falling edge of CLKSY S

and it takes up 2.5 ns to achieve a gain of 32. Note that TSAR may change due

to process, voltage, and temperature (PVT) variation. If there is a large time

difference between the end of 1st-stage SAR cycles and the DA start time (i.e.,

the falling edge of CLKSY S), it would result in increased 1st-stage conversion

residue amplitude. To address this issue, TSAR is adjusted via tunable delay

cells in the foreground to minimize this time difference.

With the aforementioned ADC configuration, Fig. 5.9 shows the sim-

ulated amplitude of the equivalent amplified Vres by the DA as a function of
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both the input signal frequency and amplitude. The prototype ADC can sup-

port an input signal frequency covering the whole Nyquist bandwidth with a

peak-to-peak signal swing of 2.5V without appreciable increase in Vres. For

a smaller input amplitude of 20% full swing, the proposed CT-SAR can tol-

erate up to 2.5fs of input signal frequency. Vres increases when both input

amplitude and frequency are large, but this situation can be prevented by a

low-pass anti-aliasing filter before the ADC. Ensuring a small Vres of around 20

mV peak-to-peak significantly relaxes the linearity requirement of the inter-

stage amplifier, which permits the use of an open-loop DA to replace the

conventional closed-loop static amplifier to reduce power and noise.

The schematic of the proposed floating inverter-based (FIB) DA is

shown in Fig. 5.10(a). It uses a inverter-based CMOS input stage to dou-

ble the transconductance compared to a conventional DA with a single NMOS

or PMOS input pair [9, 49–51]. A cross-coupled inverter is inserted at the

output to provide positive feedback to boost the DA voltage gain [59,60]. The

amplifier is powered by a 3.2-pF battery capacitor CB, which is re-charged to

VDD and GND during the DA reset phase. The battery capacitor CB isolates

the DA operation from the power supplies VDD and GND during the amplifi-

cation phase, and thus, provides stronger rejection to the input common-mode

(CM) voltage variations. Moreover, unlike a conventional DA whose output

CM voltage is typically not well controlled and sensitive to process, voltage,

and temperature (PVT) variations, the proposed FIB DA ensures a constant

output CM voltage, owing to the use of the floating battery capacitor. It in-
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herently guarantees that the NMOS pair current must match the PMOS pair

current, and thus, the output CM current has to be zero. This obviates the

need for an explicit output CM feedback loop [61]. Having a stable output CM

voltage allows a wide output signal swing and a large amplifier gain. CN of

30 fF serves as the internal integration capacitor to reduce the DA bandwidth

and its input referred noise. In a conventional DA, each NMOS or PMOS

pair would have its own integration capacitor. By contrast, this work shares

a single CN between NMOS and PMOS pairs. This cuts down the capacitor

size by 4 times (i.e., a single CN rather than two 2CNs). In the reset phase,

CN is connected to VDD and GND.

The timing diagram and waveforms for key circuit nodes are plotted

in Fig. 5.10(b). At the falling edge of CLKSY S, φ1 goes high and the DA is

turned on. The DA output voltages Vo+ and Vo− start to depart from each

other due to DA input integration. After certain time, the voltage across CN

becomes high enough to enable the cross-coupled inverter, which then leads

to the exponential growth of Vo+ and Vo− due to the positive feedback. Note

that although an output differential mode voltage is developed, the output

CM voltage remains nearly unchanged, which is ensured by using the battery

capacitor CB to power the DA, as explained earlier. As time goes by, CB loses

charge and its top-plate voltage VCB
starts to drop below VDD. As a result,

the transistor MT starts to turn on and charge up CT . Once the CT voltage

VCT
reaches the logical threshold of the NOR gate, φ1 goes low, which ends

the amplification phase. Note that the DA amplification time depends on how
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fast MT charges CT , and thus, can change with PVT variations. In this work,

to keep the DA gain constant, the DA time is off-chip foreground calibrated

by tuning the back-gate voltage of MT using VTIMER as in [59]. Background

calibration can also be done as in [60].

Unlike the simple DA in Section 5.4.3 that always works in the linear

integration phase, the proposed FIB DA has two operation phases: a linear

integration phase and a positive-feedback regeneration phase. The time of the

integration phase and the DA bandwidth are primarily set by the value of the

integration capacitor CN . The total time that the DA is on is set by CB, MT ,

and CT . Adjusting them mainly changes the time that the DA spends in the

regeneration phase. More detailed discussions can be also found in [60,62].

Also different from the simple DA in Section 5.4.3, the corresponding

h(t) of the proposed FIB DA is not constant but time varying, as shown in

Fig. 5.11(a). Nevertheless, the slight time dependence of h(t) only mildly

changes the equivalent transfer function of the proposed DA. Comparing to

Fig. 5.11(b) and Fig. 5.7(d), the only difference is the removal of deep notches.

The in-band flatness and the out-of-band −20 dB/dec-low-pass behavior are

maintained.

5.6 Noise Analysis of the Proposed ADC

The noise models for the conventional DT-SAR ADC and the proposed

CT-SAR ADC are shown in Fig. 5.12(a) and (b), respectively. For simplicity

of purpose, we only consider the 1st-stage sampling noise esam1 , the inter-
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stage amplifier noise eamp, and the 2nd-stage noise e2 (including the 2nd-stage

sampling noise, the quantization noise, and the comparator noise).

For the DT-SAR ADC of Fig. 5.12(a), the total input referred noise

etot,DT can be derived as:

etot,DT = esam1,DT + eamp +
e2

GDT

=
kT

CDAC

+ eamp +
e2

GDT

(5.6)

where GDT represents the inter-stage gain in the DT case, CDAC represents

the total CDAC capacitance.

For the CT-SAR ADC of Fig. 5.12(b), the total input-referred noise

etot,CT can be derived as:

etot,CT = esam1,CT +
CT

CDAC

· (eamp +
e2

GCT

)

= 4kTReq ·BWDA +
CT

CDAC

· (eamp +
e2

GCT

) (5.7)

where CT represents the total capacitance at the 1st-stage comparator input

node, GCT represents the inter-stage gain in the CT case, BWDA represents the

DA bandwidth, and Req represents the equivalent resistance of the 1st-stage

CT input sampling network.

For a fair comparison, we assume that both the CT and DT ADCs have

the same nominal resolution (i.e., the quantization noise). Thus, it is easy to

derive that GDT = GCT · CT

CDAC
. Plugging it in (5.7) and rearranging (5.7), we
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have:

etot,CT =
BWDA

1/(ReqCDAC)
· kT

CDAC

+
CT

CDAC

· eamp +
e2

GDT

(5.8)

Comparing (5.6) and (5.8), there are two differences. First, the 1st-

stage sampling noise is greatly attenuated in the proposed CT-SAR topol-

ogy. In the conventional DT-SAR ADC, with the noise power spectral density

(PSD) being 4kTReq and the noise BW being 1/(ReqCDAC), the 1st-stage sam-

pling noise is kT/CDAC . By contrast, in the CT-SAR ADC, the sampling noise

PSD and BW are de-coupled. The effective noise BW is not 1/(ReqCDAC), but

BWDA. The sampling noise reduction ratio is BWDA/[1/(ReqCDAC)], which is

the ratio of the DA BW over the 1st-stage sampling network BW. By having a

small CDAC (e.g., 60 fF) and a small Req, the 1st-stage sampling network BW

can be made much larger than the DA BW, leading to the 1st-stage sampling

noise much smaller than kT/CDAC . Second, the CT operation with the capac-

itive input network comes with a penalty of input signal attenuation, which

results in the increased inter-stage amplifier noise by the factor of CT/CDAC .

To avoid high power consumption of the inter-stage amplifier, the overall ADC

noise budgeting is optimized in this design. Since the 1st-stage sampling noise

is reduced, a larger portion of noise budget can be assigned to the inter-stage

amplifier, which lowers its power consumption. Overall, the proposed CT-SAR

technique can be used to reduce the 1st-stage capacitor sizes and the core ADC

area without causing large sampling noise penalty. Moreover, with the signifi-

cantly reduced 1st-stage capacitor sizes, the performance requirements of the
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Table 5.1: Noise Budgeting of the Proposed CT-SAR ADC
Simulation

results
Measurement

results
Quantization noise 76.8 µV N/A

DA noise 171.1 µV N/A
1st-stage noise 82.8 µV N/A
2nd-stage noise 42.5 µV N/A

Total noise 209.4 µV 215.7 µV

ADC driver and the reference buffer can be relaxed, which can lead to power

saving on the system level.

Table 5.1 shows the input referred noise breakdown of the prototype

ADC. The measurement result matches well with the simulation result.

5.7 Measurement Results

Fig. 5.13 shows the die photo of the prototype ADC in a 40-nm LP-

CMOS process. The ADC core area is 0.01 mm2. The supply voltage used by

the 1st-stage CT SAR and the DA is set to 1.1 V to enhance the operation

speed and support a wide input signal swing. The 2nd-stage DT SAR uses a

supply voltage of 0.7 V to reduce the power consumption. At the sampling rate

of 2 MS/s, the ADC consumes in total 25.2 µW of power, where the 1st-stage

CT SAR, the DA, and the 2nd-stage DT SAR consume 7.1 µW , 12.2 µW

and 5.9 µW , respectively. Inside the 1st-stage CT SAR, the comparator, the

digital circuits, and the DAC consume 2.4 µW , 3 µW and 1.7 µW , respectively.

Inside the 2nd-stage DT SAR, the comparator, the digital circuits, and the

DAC consume 1.9 µW , 1.9 µW and 2.1 µW , respectively.
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Fig. 5.14(a) and (b) show the measured spectrum with a low-frequency

signal and a near Nyquist-rate input signal, respectively. With a full-swing

input at 100 kHz, the measured SNDR and SFDR are 73.5 and 87.8 dB,

respectively. With a 0-dBFS near Nyquist-rate input of 950 kHz, the measured

SNDR and SFDR are 71.7 and 80.1 dB, respectively. As mentioned in Section

5.5, foreground calibration is performed for both the 1st- and the 2nd-stage

capacitor mismatches, without which the SNDR and SFDR would be limited

to 60 dB and 65.4 dB, respectively. The gain and the offset of the DA, and

the offset of the 1st-stage comparator are also calibrated. In addition, the 1st-

stage SAR logic delay is calibrated to minimize the time difference between

the end of 1st-stage SAR cycles and the DA starting edge.

Fig. 5.15 shows the measured SNDR and SFDR versus the input fre-

quency. Fig. 5.16 shows the input amplitude sweep. The measured dynamic

range is 73.6 dB. These measurement results show that the prototype works

properly as a Nyquist-rate ADC over various input amplitude and frequency

settings.

5.8 Comparison to Other LNA works

Table I provides the performance summary and compares it with other

state-of-the-arts. The input capacitor of this work is orders of magnitude

smaller than others with similar SNDR, which is made possible by the CT

front-end with sampling noise suppression. Its chip area of 0.01 mm2 is also sig-

nificantly smaller than others, due to the reduced capacitor size. The Walden
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and Schreier figure-of-merits (FoM) with the Nyquist frequency input are 3.9

fJ/conversion-step and 177.8 dB, respectively, and are in line with the state-

of-the-arts.

5.9 Summary

This chapter presented a two-step ADC architecture with a 1st-stage

CT SAR. By removing the S/H circuit, the proposed ADC breaks the seem-

ingly fundamental tradeoff between the input capacitor size and the sampling

noise. The CT SAR conversion error is minimized by adding redundancy and

accelerating the SAR speed. With the substantial reduction in the input ca-

pacitor size, it is envisioned that the power, area, and design complexity of

the ADC driver and the reference buffer can be relaxed, leading to significant

benefits on the system level.
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Figure 5.7: (a) DA schematic; (b) timing diagram; (c) window function h(t);
(d) DA response H(ω); (e) equivalent time-domain amplified signal point.
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Figure 5.8: Proposed CT-SAR-assisted two-step ADC: (a) top-level schematic;
(b) dynamic SAR logic; (c) timing diagram.

111



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

/ff in s/ff in s

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

/ff in s

100

200

300

400

M
a
x
. 
V

re
s
 (

m
V

p
p
)

In
p
u
t 

a
m

p
lit

u
d
e
 (

V
p

p
)

0

1

1.5

2

2.5

0.5

0

Allowed 

residue range

Figure 5.9: Maximum residue voltage max(Vres) as a function of input signal
frequency and amplitude.

112



φ
1

C
L

K
s
y
s

V
O

-
V

O
+

V
-

φ
2

φ
2

C
B

φ
1

φ
1

C
N

V
D

DC
T

φ
1

D
y
n

a
m

ic
 

a
m

p
lifie

r 

c
o
re

T
im

in
g
 

c
o
n

tro
lle

r φ
2

V
-

V
+ V
+

C
N

V
D

D

V
T

IM
E

R

V
c
m

M
T

(a
)

(b
)

V
o
+

V
o
-

V
c
m

tim
e

V
D

D

V
N

R
,T

tim
e

φ
1

C
L

K
S

Y
S

φ
2

φ
1

C
L

K
S

Y
S

φ
2

φ
1

V
c

B

V
c

T

T
o
 2

n
d s

ta
g
e

 

C
D

A
C

φ
2

φ
2

φ
1

φ
1

φ
2

φ
2

φ
1

φ
1

φ
2

In
te

g
ra

tio
n

 

P
h

a
s
e

R
e

g
e

n
e

ra
tio

n
 

P
h

a
s
e

φ
1

C
L

K
s
y
s

V
O

-
V

O
+

V
-

φ
2

φ
2

C
B

φ
1

φ
1

C
N

V
D

DC
T

φ
1

D
y
n

a
m

ic
 

a
m

p
lifie

r 

c
o
re

T
im

in
g
 

c
o
n

tro
lle

r φ
2

V
-

V
+ V
+

C
N

V
D

D

V
T

IM
E

R

V
c
m

M
T

(a
)

(b
)

V
o
+

V
o
-

V
c
m

tim
e

V
D

D

V
N

R
,T

tim
e

φ
1

C
L

K
S

Y
S

φ
2

φ
1

V
c

B

V
c

T

T
o
 2

n
d s

ta
g
e

 

C
D

A
C

φ
2

φ
2

φ
1

φ
1

φ
2

φ
2

φ
1

φ
1

φ
2

In
te

g
ra

tio
n

 

P
h

a
s
e

R
e

g
e

n
e

ra
tio

n
 

P
h

a
s
e

Figure 5.10: Proposed floating inverter based (FIB) dynamic amplifier (DA):
(a) schematic; (b) timing diagram and waveforms for key circuit nodes.
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Figure 5.11: Proposed FIB-DA: (a) simulated gm(t); (b) frequency response.
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Figure 5.14: Measured spectrum with (a) 100-kHz and (b) 950-kHz input.
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Table 5.2: Performance Summary and Comparison with State-of-the-art ADCs
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Chapter 6

Conclusion and Future Directions

6.1 Conclusion

This thesis mainly presents two techniques to improve the performance

of front-end low-noise amplifiers and SAR ADCs. One is the inverter-stacking

technique, which utilized the un-used headroom and can be used to improve

the current use efficiency and the overall power efficiency of the LNAs. The

other is kT/C noise attenuation technique, which can effectively de-couple

the sampling noise and the sampling capacitor size. Thus, it can significantly

improve both the power- and area- efficiency. To validate the effectiveness of

these two techniques, three chips have been fabricated.

Chapter 3 discusses the inverter-stacking technique for the LNA de-

sign. This chapter presented a novel power-efficient inverter-stacking ampli-

fier. It achieves 6-time current reuse under 1 V supply and obtains the best

NEF among all reported amplifiers to authors’ best knowledge. By splitting

feedback capacitors, the required input AC coupling is realized without extra

hardware cost. A simple replica-based biasing circuit is devised that ensures

the robust operation across PVT variations. It is well suited to be used as

the front-end amplifier for various applications that have stringent power or
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energy requirement, such as biomedical implants and wireless sensors.

Chapter 4 discusses the implementation of a better design for the

inverter-stacking amplifier design. This chapter presented a novel low-noise in-

strumentation amplifier with high power efficiency. The measurement results

demonstrate the feasibility of operating OTAs with a high power efficiency

under a globally low supply voltage. The design trade-offs between supply

voltage, power, noise, gain, linearity, and output swing are carefully addressed

with chopping, tail-less inverter-stacking input stage, dominant-pole compen-

sated three-stage structure, and high-swing class-AB output stage. Moreover,

CM-pre-filtering biasing loop, and the high-impedance source degeneration

naturally coming with the inverter-stacking structure enhance the CMRR per-

formance. In all, the proposed LNCIA shows consistent, better-than-bipolar

PEF performance across a wide temperature and supply voltage range. It can

be a perfect fit to the various applications where low-supply and high power

efficiency are desired.

Chapter 5 introduces a novel kT/C noise reduction technique for SAR

ADC. This chapter presented a two-step ADC architecture with a 1st-stage

CT SAR. By removing the S/H circuit, the proposed ADC breaks the seem-

ingly fundamental tradeoff between the input capacitor size and the sampling

noise. The CT SAR conversion error is minimized by adding redundancy and

accelerating the SAR speed. With the substantial reduction in the input ca-

pacitor size, it is envisioned that the power, area, and design complexity of

the ADC driver and the reference buffer can be relaxed, leading to significant
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benefits on the system level.

6.2 Future Directions

There are three main future directions following this these: refining

of the techniques themselves, applying the core ideas to other circuits and

systems, and expanding the design scope.

The first direction is refine the techniques to further improve the block-

level power efficiency. The proposed inverter-stacking technique improves the

power and current efficiency for LNAs. Nevertheless, there are several other

properties (e.g., high output impedance), which should also be taken into

consideration when applied into a real products or in real-life measurement.

The proposed CT-SAR-assisted kT/C noise reduction technique effectively de-

couples the sampling noise and the sampling capacitor size, which allows the

use of small sampling capacitance for high-resolution Nyquist design. The pro-

totype has demonstrate the effectiveness of the proposed techniques. However,

there is still a large space to further improve the design. For instance, the use

of 1st-stage high speed CT-SAR ultimately limits the bandwidth. It is desired

to look for the optimal parameter design or even better ADC architecture to

extend the bandwidth.

The second direction is to apply the core ideas to some other circuits

and systems. There are several other attractive properties of both inverter-

stacking technique and CT-SAR ADC. For the inverter-stacking technique,

the core idea can be concluded as more current reuse. Now the reuse happens
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only within the block, however, one of the possible extension can be current

reuse among different LNAs in different channels or among different blocks.

The potential benefit can be higher area efficiency and system-level current

efficiency. For the CT-SAR ADC, one of the benefit that was not fully explored

is that it delayed the sampling instance till the LSB cycle. This means the

signal tracking is almost real-time, and leads to a much-smaller delay. This can

be useful when it is applied as a quantizer in CT DSM, which could potential

avoid the use of ELD compensation, leading to much easier circuit architecture

and less design effort.

The last direction is to expand the design scope. It is always exciting

to design a system for real-life measurement. Therefore, we should not only

focus on the core building blocks. Instead, the co-design of the core blocks

and their peripheral circuits can lead to higher-level power and area efficiency.

For instance, we need to investigate the development of the ADC input buffers

and the reference buffers, together with the ADC, since every ADC could have

different requirements on the buffers, including the concerns on bandwidth,

duty cycle, etc.
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My Appendix #2

B.1 The First Section
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