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The two-dimensional electronic systems (2DESs) have kept surprising physicists

for the last few decades. Examples include the integer and fractional quantum Hall

effects, cuprate superconductivity, and graphene. This thesis is intended to develop

suitable theoretical tools which can be generalized to study new types of 2DESs

with strong correlation feature.

The first part of this thesis describes the investigation of heterostructures

made by Mott insulators. This work is mostly motivated by the significant improve-

ment of techniques for layer-by-layer growth of transition metal oxides in the last

few years. We construct a toy model based on generalized Hubbard model com-

plemented with long-ranged Coulomb interaction, and we study it by Hartree-Fock
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theory, dynamical mean-field theory, and Thomas-Fermi theory. We argue that

interesting 2D strongly correlated electronic systems can be created in such het-

erostructures under several conditions. Since these 2D systems are formed entirely

due to the gap generated by electron-electron interaction, they are not addiabat-

ically connected to a noninteracting electron states. This feature makes these 2D

systems distinguish from the ones created in semiconductor heterostructures, and

they may be potential systems having non-Fermi liquid behaviors.

The second part of this thesis is devoted to the study of collective excitations

in high-temperature superconductors. One important achievement in this work is

to develop a time-dependent mean-field theory for t−U −J −V model, an effective

low energy model for cuprates. The time-dependent mean-field theory is proven to

be identical to the generalized random-phase approximation (GRPA) which includes

both the bubble and ladder diagrams. We propose that the famous 41 meV mag-

netic resonance mode observed in the inelastic neutron scattering measurements is

a collective mode arising from a conjugation relation, which has been overlooked in

previous work, between the antiferromagnetic fluctuation and the phase fluctuation

of the d-wave superconducting order parameter near momentum (π, π). Further-

more, we find that this collective mode signals the strength of the antiferromagnetic

fluctuations which are responsible for the suppression of the superfluid density in

the underdoped cuprates even at zero temperature. Finally, we perform a complete

analysis on an effective model with parameters fitted by experimental data of Bi2212

within the GRPA scheme and conclude that the short-range antiferromagnetic inter-

actions which are a remnant of the parent Mott-insulator are more likely the pairing

mechanism of the High-Tc cuprates.
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Chapter 1

Introduction to Transition

Metal Oxides

1.1 Cubic perovskite

In the systems studied in the condensed matter physics, there are always many de-

grees of freedom involved. One can imagine that in the solid electrons interact not

only with each others but also with the cations and anions. The most fascinating

feature of such many body systems is that the electrons may have the collective

behaviors, behaviors not showing up in a single electron, as they interact quantum

mechanically. In particular, the transition metal oxides have been one of best plat-

forms for discoveries of novel collective modes, and the well-known examples include

Mott insulating state, ferromagnetism and antiferromagnetism, Colossal Magnetore-

sistance, high-temperature superconductors, and so on.

What are so unique about the transition metal oxides? The name has al-

ready revealed answers, transition metals and oxygens. As taught in the quantum

mechanics course, we know that the electrons of a transition metal element fill up to

3d orbitals. In the atomic limit, the d orbitals have five-fold degeneracy and Hund’s

1



rule tells us how electrons occupy these d orbitals. This five-fold degeneracy, how-

ever, does not exist in most transition metal oxides because the transition metal ions

are usually surrounded by oxygen and other spectator ions which are necessary for

stabilizing the crystal structures. Oxygen ions, acting as electron acceptors, usually

manifest themselves as O2−, while other spectator ions, acting as electron donors,

carry postive valence charge in general. Consequently, these charged ions provide

additional electric potentials which break the five-fold degeneracy of the d orbitals

in the transition metal oxides.

Obviously how the d-orbital degeneracy is reduced depends critically on the

crystal structures. Before discussing the crystal structures, let’s discuss about the

appropriate representations for d orbitals first. Instead of using the spherical har-

monic functions Y l=2
m , it is more convenient to use the following combinations for

the five d orbitals[1]:

dxy ∝ −i
(

Y 2
2 − Y 2

−2

)

dyz ∝
(

Y 2
1 + Y 2

−1

)

dzx ∝ i
(

Y 2
1 − Y 2

−1

)

dx2−y2 ∝
(

Y 2
2 + Y 2

−2

)

d3z2−r2 ∝ Y 2
0

(1.1)

The advantage of this representation is that these five eigen-functions are all real

functions and their meanings in the real space become very clear. As seen in the

Fig. 1.3 in Ref[1], the eigen-functions dx2−y2 and d3z2−r2 are much more densed

along the x, y axes and z axis respectively, while dαβ (αβ = xy, yz, zx) are mostly

populated on the α− β plane but around the lines tilted from the α, β axes by 45◦.

In literature, it is common to classify dx2−y2 and d3z2−r2 as eg orbital and three dαβ

as t2g orbital.

Now let’s consider the most common structure of the transition metal oxides,
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the perovskite structure. The simplest perovskite structure might be the cubic

perovskite, and we will consider mostly this structure in this thesis. Its basic formula

is AMO3 where M is a transition metal element and A is a spectator element which

is usually a group II or III element. Because in the unit cell M is surrounded

by six O2− located along all three axis directions, the Coulomb interactions due

to O2− ions cause energies of electrons on eg orbitals much higher than those on

t2g orbitals. The energy difference between eg and t2g orbitals can be as high as

3eV in typical perovskites[1]. The two-fold degeneracy of eg orbitals and the three-

fold degeneracy of t2g orbitals can be further broken if the crystal structure has

some lattice distortion, for example, elongation of the crystal structure along a

certain axis usually results in lowering band energies for orbitals associated with

that axis. Typical exampes of the materials with cubic perovskite structure are

SrTiO3, LaTiO3, YTiO3, CaVO3, SrVO3, etc.

Although the further breaking of degeneracy depends crucially on material

details, the splitting between the eg and t2g bands is very robust and very often

seen in the transition metal oxides with perovskite structures, which allows us to

use some simplified models to study the physical properties we are interested in.

In many cases, we can actually consider a model with single d band, due to the

breaking of d orbital degeneracies, to explore a variety of important physics in the

transition metal oxides. In the next section, we will briefly discuss the simplified

model we will use in this thesis.

1.2 Hubbard model

For the transition metal oxides, the most important model might be the Hubbard

model first proposed in 1963[5]. The Hubbard model can be easily generalized to

multiband models, but here we only discuss the single band model for a qualitative

understanding. There are only two terms in the Hubbard model, and both terms

3



are purely electronic. The t term describes the hopping between nearest-neighbor

sites, which is the largest part of the kinetic energy. The U term represents the

energy cost of putting two electrons on the same lattice site due to the Coulomb

interaction, and these two electrons can only have anti-parallel spins because of the

Pauli exclusion principle. The resulting Hubbard Hamiltonian is:

H = −
∑

〈i,j〉,σ

ti,j

[

c†i,σcj,σ + c.c
]

+ U
∑

i

ni↑ ni↓, (1.2)

where 〈i, j〉 means that i, j are nearest-neighbor.

It is instructive to look at two solvable limits of this model. On the one hand,

the Hubbard model becomes a usual tight-binding model for U = 0. Therefore in

the limit of U/t → 0, the Hubbard model describes a metal and the U term seems

to only have the effect of renormalizing the band structures. On the other hand, for

t = 0 the Hubbard model describes isolated atoms on a cubic lattice in which the

energy gap appears naturally (because it costs an energy of U to put two electrons

on the same atom). Therefore it is expected that in the limit of U/t → ∞ the band

structures will split into two bands, usually refered as upper and lower Hubbard

bands, separated by a gap with the size of U .

Apparently the Hubbard model in these two limits gives very different physics.

This indicates that unusual properties would occur in the Hubbard model with a

moderate ratio of U/t, which is just the case for the transition metal oxides. The

conduction electrons in the transition metal oxides are the d-electrons which usually

have very narrow bandwidth (thus small t) due to the character of d orbitals. This

narrow width of the conduction band leads to the large ratio of U/t in the transition

metal oxides. For instance, the typical values of U/t could be order of 10 for the

simple cubic perovskite AMO3. Consequently, the role of electronic correlations

becomes dominating in determining the ground state of the solid.

One important feature of the Hubbard model is the Mott insulating state
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occuring at the half-filling, i.e. one electron per site. Unlike the usual band insulating

state formed by fully occupied conduction bands, the Mott insulating state results

from the strong short-range Coulomb interactions even though the conduction bands

are not fully occupied. In other words, there is an energy gap dynamically generated

by local interactions. It is not surprising that whether or not the solid is Mott

insulator depends critically on the value of U/t and also on other details of the solid.

A good example is the family of cubic perovskite in which LaTiO3 and YTiO3 are

Mott insulators but CaVO3 and SrVO3 are not, despite these four materials have

similiar lattice structures.

Another important feature of the Hubbard model is its connection to the

magnetically ordered ground states such as ferromagnetic (FM) and antiferromag-

netic (AFM) states. Qualitatively the appearance of these magnetically ordered

ground states can be understood by the delicate balance of the kinetic energy gain

and interaction energy cost. In the FM state, the doubly-occupied states which cost

interaction energy U are completely eliminated due to the Pauli exclusion princi-

ple but the nearest-neighbor hopping which favors the kinetic energy gain is also

strongly suppressed as the half-filling is approached. On the other hand, AFM state

allows the nearest-neighbor hopping even at the half-filling and the doubly-occupied

states are also efficiently avoided by the arrangement of staggered spins. As a re-

sult, usually it is seen in the phase diagram of the Hubbard model that AFM state

is favored near the half-filling and FM state is favored away from the half-filling.

This AFM/FM phase diagram can also be understood by the Goodenough-Kanamori

rule[2]. To see this, let’s first discuss the origin of the spin interaction in the Hubbard

model. Although the Hubbard model does not invovle any spin operators in its orig-

inal form given in Eq. 1.2, the spin interaction arises through higher order virtual

hopping processes, known as superexchange processes, between the nearest-neighbor

sites. Goodenough-Kanamori rule states that the superexchange spin interaction is
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antiferromagnetic if the two orbitals involved in the virtual hopping processes are

both half-filled, and is ferromagnetic if they are half-filled and full or half-filled and

empty[2, 3]. For the single band Hubbard model we have discussed above, the trend

of the magnetic orderings is consistent with Goodenough-Kanamori rule since more

and more empty (or full) sites will appear as the electron density is getiing away

from the half-filling.

It is emphasized that all the above discussions are qualitative and the ex-

act phase diagram of the Hubbard model is still not available so far. Besides the

magnetic ordering, the Hubbard model is also found to have instabilities toward the

charge density wave states which are connected to the stripe phase observed in the

LSCO[4]. In this thesis, we mainly focus on the magnetically ordered and para-

magnetic states because these states are more commonly seen in most transition

metal oxides. We will explore these magnetically ordered states by the standard

Hartree-Fock theory, and the paramagnetic state will be studied by the dynamical

mean-field theory which will be formulated in Chapter 2.
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Chapter 2

Dynamical Mean-Field Theory

2.1 Introduction

The dynamical mean-field theory (DMFT) has become an important approach to

study the strongly correlated systems. The central idea of the DMFT is that by the

spatial fluctuations neglected completely, the Hubbard model can be mapped into

a solvable model, the Anderson quantum impurity model. With this mapping, the

temporal fluctuations are completely included, and the mapping becomes exact in

an non-trivial limit of spatial dimension going to infinity. In this chapter, we will

summarize the formalism of the DMFT in details.

Let’s start with the partition function in coherent-state path integral formal-

ism for the Hubbard model:

Z =

∫

∏

i

D[c∗iσ ]D[ciσ] e−S

S =

∫ β

0
dτ







∑

i,σ

c∗iσ(∂τ − µ)ci,σ + H[c∗iσ , ciσ]







(2.1)

where {c∗iσ , ciσ} are Grassmann variables. The first step of DMFT is to find an

effective action Seff such that only the degree of freedom at a single site o is left in
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the functional intergral:

Z =

∫

D[c∗oσ ]D[coσ] e−Seff (2.2)

If we are only interested in the solution with full crystal translational symmetry, the

choice of this single site does not affect the final results.

The on-site Green’s function for the original Hubbard model (defined as

G(iωn)) can be calculated from Eq. 2.2:

G(τ − τ ′) = −〈Tc0(τ)c†0(τ
′)〉Seff

G(iωn) =

∫ β

0
dτG(τ)eiωnτ

(2.3)

Alternatively, we may also calculate G(iωn) by:

G(iωn) =
1

V

∑

k

1

iωn + µ − ǫk − Σ(k, iωn)
(2.4)

where ǫk is the free (U=0) band energy of Hubbard model and Σ(k, iωn) is the self

energy. These two different ways to calculate the same quantity G(iωn) are the key

part of the closed self-consistent equations for DMFT, which we will see in the next

section.

Consequently the main question is how to find Seff . It is actually not possible

to derive a general form for Seff , except in one non-trivial limit. It has been

proven[6] (see Appendix A) that in the limit of d → ∞, where d is the dimension of

the system, Seff can be mapped exactly into the Anderson impurity model as:

Seff = −
∫ β

0
dτdτ ′

∑

σ

c†0σ(τ)G−1
0 (τ − τ ′) c0σ + U

∫ β

0
dτ n0↑(τ)n0↓(τ) (2.5)

Furthermore, in this limit the self-energy does not depend on k at all and there
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exists a relation:

G−1
0 (iωn) − G−1(iωn) = Σ(iωn) (2.6)

The above equation builds a connection between the effective theory given

in Eq. 2.5 and the original Hubbard model. Furthermore, this relation leads to a

closed set of self-consistent relations, which is exact in the d → ∞ limit.

One of the most important success of DMFT is to explain the Mott transition

without any magnetic order. This success is a consequence of the fact that although

DMFT ignores the spatial dependence, it keeps the dependence on frequency of the

Green’s function. As a result, the local quantum (or temporal) fluctuations have

been completely included in the self-consistent equations. Since the Mott insulating

state results from the suppression of density of state near the Fermi surface due to

the strong local quantum fluctuations, DMFT captures this feature correctly and

therefore can give an adequate description for Mott transition even without any

magnetic order. In next section, we will discuss the iteration procedure of DMFT.

2.2 Iteration procedure

Eqs. 2.3, 2.4, and 2.6 form a set of closed self-consistent relation. In general, the

iteration procedure to solve the DMFT equations is:

1. Give an initial value of self-energy Σi.

2. Compute G through Eq. 2.4 with Σi.

3. Compute G0 through Eq. 2.6 with Σi and G.

4. Use the G0 obtained in previous step to calculate the new on-site Green’s

function Gnew through Eq. 2.3.

5. Generate the new self-energy Σnew using Eq. 2.6 with G0 and Gnew.
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6. Repeat until |Σi − Σnew| → 0.

In this procedure, the most difficult part is the step 4, which is a problem

of quantum impurity model. Several numerical techniques have been proposed to

solve the quantum impurity model. Two most commonly used methods are the

quantum Monte Carlo algorithm and the exact diagonalization method. Although

both methods have been applied to study properties of the Hubbard model quite

successfully, they both cost a large amount of computation time even just for a 2D

single band Hubbard model. As a result, these two methods are not appropriate

for cases in which systems with multilayers may be involved. In this dissertation

we adopt the newest one, two-site method, proposed by Potthoff[7], which is argued

to be computationally inexpensive and reproduces remarkably the scaling of the

quasi-particle weight and lower Hubbard band near the Mott transition up to a

satisfactory accuracy.

2.3 Two-site method

The two-site method can be considered as the simplest version of the exact diago-

nalization method. In the exact diagonalization method, in order to generate the

necessary self-energy term, some bath sites coupled to the impurity site are put into

the quantum impurity model. Usually eight to ten bath sites are required to achieve

an acceptable accuracy of the self-energy in the whole frequency range for a 2D sin-

gle band Hubbard model. However, it requires a very heavy computation to solve

the iteration equations, and actually an accurate self-energy in the whole frequency

range is not required in many cases. For example, as far as the Mott transition is

concerned, we only need to know how the self-energy at low frequency changes with

U/t. Therefore an impurity model which can capture the physics at low frequency

accurately is well enough for the study of Mott transition. This is just the central

idea of the two-site method proposed by Potthoff[7]. This method has been used to
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study the LaTiO3/SrTiO3 by Okamoto et. al.[15].

To begin with the general formalism of exact diagonalization method, let’s

consider the impurity model consisting of one impurity and ns bath sites. It leads

to a Hamiltonian of:

Himp =
∑

σ

(ǫo −µ)c†oσcoσ + Uno↑no↓ +

ns
∑

σ,l=1

(ǫl −µ) a†lσalσ + Vl(c
†
oσalσ + H.c.) (2.7)

where coσ is the same annihilation operator used in previous section assocaited

with the impurity degree of freedom. {alσ} are annihilation operators of ns non-

interacting media coupling only to the impurity site. Integrating out {alσ} can

reproduce the effection action in Eq. 2.5 if the parameters {ǫl, Vl} are determined

through the self-consistent equations. From comparing Eqs. 2.5 and 2.7, it is found

that ǫo = 0. We keep this term just to make the Hamiltonian look more familiar to

us, and it can be set to be zero at any time we like. It is then straightforward to

integrate out the degrees of freedom of the bath sites to give the following term in

the action:

−
∑

l

V 2
l

∫ β

0
dτ dτ ′Gbath,l(τ − τ ′)c∗oσ(τ)coσ(τ ′)

=
−1

β3

∑

ωn,Ωm,Ξp

∑

l

V 2
l

∫ β

0
dτ dτ ′Gbath,l(iωn)c∗oσ(iΩm)coσ(iΞp) e−iωn(τ−τ ′)eiΩmτe−iΞpτ ′

=
−1

β

∑

ωn

∑

l

V 2
l Gbath,l(iωn)c∗oσ(iωn)coσ(iωn)

(2.8)

Substituting

Gbath,l(iωn) =
1

iωn + µ − ǫl
, (2.9)

we obtain G−1
0 (iωn) in the effective action given in Eq. 2.5:

G−1
0 (iωn) = iωn + µ − ǫo − ∆(iωn) (2.10)
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where ∆(iωn) is the hybridization function defined as:

∆(iωn) ≡
ns
∑

l=1,σ

V 2
l

iωn + µ − ǫl
(2.11)

In principle, the self-consistent DMFT should be fulfilled rigorously in the limit of

ns → ∞. However, this will lead to a very complex many-body problem and thus

cost a lot of computation time. The spirit of two-site method is to choose ns = 1

so that the Himp contains only two sites, one impurity and one bath sites, hence

this Himp can be solved exactly and quickly. Besides, in this case we have only two

parameters ǫc, Vc to fit and we can replace the origial self-consistent relations by

fitting the behaviors of on-site Green’s function in two limits: ω → 0 and ω → ∞.

As a result, the self-consistent solutions from this simplified two-site model can yield

correct behavior in ω → 0 and ω → ∞ limits, which are just cases we mostly get

interested.

The hybridization function then becomes:

∆(iωn) =
V 2

c

iωn + µ − ǫc
(2.12)

where Vc, ǫc are two real numbers. Substituting the above equation into Eq. 2.10,

we have:

G0(iωn) =
1

iωn + µ − ǫo − V 2
c

iωn+µ−ǫc

(2.13)

We will consider the zero temperature case from now on. The major change is

replacing iωn by ω in the above Green’s functions. We also put ǫo = 0 from now on.

Therefore the inverse of the free impurity Green’s function is:

G−1
0 (ω) = ω + µ − V 2

c

ω + µ − ǫc
(2.14)

The interacting impurity Green’s function can be calculated exactly by Lehmann
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representation:

Gimp
σ (ω) =

∑

m

|〈g|coσ |m〉|2
ω + Eg − Em + iδ

+
|〈m|coσ |g〉|2

ω + Em − Eg − iδ
(2.15)

where |g〉 is the ground state of the impurity Hamiltonian given in Eq. 2.7 with

ns = 1 and {|m〉} is the set of the eigenstates of the impurity Hamiltonian. The

Hamiltonian can be expressed by a basis: {|no↑, no↓, nc↑, nc↓〉} with noσ,cσ = 0, 1.

Therefore the Hamiltonian can be expressed by a 16 × 16 matrix, which can be

diagonalized numerically exact. With this notation, the self-energy Σ(ω) can be

obtained by subtracting Eq. 2.15 from Eq. 2.13

Now we have two parameters (ǫc, Vc) to be determined by the self-consistent

equations. For this two-site model this can be done by fitting the high- and low

frequency limits of the Green’s function[7]. The first one is:

nimp = n (2.16)

where nimp = no↑ + no↓ which can be computed from the exact solution of Himp. n

is the total particle number computed from the Green’s function if self-energy Σ(ω)

is known:

Gσ(ω) =
1

V

∑

k

1

ω + µ − Σσ(ω) − ǫkσ

n = − 1

π

∫ 0

−∞
dω
∑

σ

ImGσ(ω + i0+)
(2.17)

where ǫkσ is the single-particle band of the original model, which is 2t(cos(kx) +

cos(ky)) for single-band 2-d Hubbard model. The full DMFT requires the self-

consistency of Gimp
σ (ω) = Gσ(ω), and Eq. 2.16 satisfies it up to an integration. The

meaning of it is to guarantee the correct behavior of the G(ω) at high-ω limit.

The other self-consistent equation is obtained by fitting the low energy be-

havior ω → 0. By carefully expanding the self-energy in powers of ω, Potthoff
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derived the following equation:

V 2
c = z M

(0)
2 , (2.18)

where

z =

(

1 − dΣ(0)

dω

)−1

(2.19)

is the quasi-particle weight, and

M
(0)
2 =

∑

j 6=i

t2i,j, (2.20)

where ti,j is the hopping integral from i to j. With Eqs. 2.16 and 2.18, the self-

consistent equations for DMFT can be solved and the results are accurate in both

low and high frequency limits.

Using the same spirit, the two-site method can be generalized to the multi-

band Hubbard model. There will be a two-site impurity model for each band, and

the self-consistent equations will become

nr
imp = nr

V r 2
c =

∑

r′,i′

zr
(

tr,r
′

i,i′

)2 (2.21)

where r is the band index and tr,r
′

i,i′ is the hopping integral between rth band on

site i and r′th band on site i′. The detailed derivation can be found in Potthoff’s

original paper[7], and we will use this generalized formalism in our calculations for

Mott insulator heterostructures discussed in Chapters 5 and 6.
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Chapter 3

Time-Dependent Mean-Field

Theory

In this chapter, we will summarize the time-dependent mean-field theory (TDMFT)

which handles the quantum fluctuations around the mean-field states obtained by

the standard Hartree-Fock theory. The main advantage of the TDMFT is that

it is formally equivalent to the generalized random phase approximation (GRPA)

including both bubble and ladder diagrams, hence it is suitable for systems in which

both the direct and exchange interactions are important.

3.1 Linear Response Theory

The standard Hartree-Fock theory, also known as mean-field theory, allows us to

decouple the two-body interactions into effective one-body potentials characterized

by a set of order parameters which are constant in time. The resulting mean-

field Hamiltonian is usually simple because only few non-zero order parameters are

required at the mean-field level. This simplification no longer exists in the TDHFT.

For TDHFT, every effective potential is assumed to fluctuate in time around its
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mean-field value. To be specific, for any particle-hole or particle-particle channels

Ô (for exmaple, Ô = c†i cj , c
†
i c

†
j , etc.), the effective potential is:

〈Ô〉 = 〈Ô〉MF + δ〈Ô〉(t) (3.1)

where 〈Ô〉MF is the expectation value of the operator Ô evaluated in the mean-field

state. Therefore, the effective Hamiltonian becomes:

H = HMF + Hfluc(t) (3.2)

where HMF is just the standard mean-field Hamiltonian. Since Hfluc(t) is small by

construction, we can take HMF as the ’unperturbed’ Hamiltonian and then apply

the time-dependent perturbation theory to treat Hfluc(t).

If an external perturbation Hext(t) is applied, the total potential which the

quasiparticles will respond to is: H ′(t) = Hext(t) + Hfluc(t). Using the linear

response theory, we can compute the change in element of density matrix δ〈ρab〉 by:

δ〈ρab(t)〉 =
i

~

∫ ∞

−∞
dt′θ(t − t′) 〈[H ′(t′), ρab(t)]〉MF . (3.3)

Fourier transforming to the frequency-momentum space (ω, ~q) and expressing the

density matrix in the quasiparticle basis (i.e. the eigen-states of HMF ), we finally

arrive at

(ωÎ − M̂)ρ̄(~q, ω) = Hext, (3.4)

where ρ̄ is a column representing the change in the quasiparticle density matrix.

Due to the translational invariance, the excitation momentum ~q is a good quantum

number, and the excitation energies {ωi} for a given ~q are the eigenvalues of M̂

whose elements as well as Hext are evaluated from the commutator appearing in

Eq. 3.3. Diagonalizing the matrix M̂ gives the same results of performing the
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bubble and ladder sums in GRPA perturbation theory[11, 12], and the proof will be

given in the end of this chapter.

It would be more convenient to order ρ̄(~q, ω) such that M̂ can be written as

M̂ = η̂Â where Â is a hermitian matrix and

η̂ =





Î 0

0 −Î



 . (3.5)

This special structure of M̂ echoes that used in the Bogoliubov theory for interacting

boson system, which indicates that the excitations are actually bosonic. Accordingly,

we can borrow results from the Bogoliubov theory to calculate several physical

properties, for example, the correlation energy.

3.2 Correlation energy

To compute the correlation energy, it is much easier to see from the viewpoint of an

interacting boson system. If we approximate every element of the density matrix as

a bosonic creation (annihilation) operator b†µ(bµ), we can write Hfluc as:

Hfluc =
∑

µ,ν

Bµ,νb
†
µbν +

(

Dµ,νb†µb†ν + h.c.
)

, (3.6)

or in a matrix form of

Hfluc =
1

2
β̄†Âβ̄ − 1

2

∑

n

Bn,n. (3.7)

β̄ ≡ (b1, b2, .., b
†
1, b

†
2, ...), and Â is the hermitian matrix defined as:

Â =





B̂ D̂

D̂ B̂



 , (3.8)
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and related to M̂ used in the last section through M̂ = η̂Â. Applying the gen-

eralized Bogoliubov transformation, Hfluc can be diagonalized by ᾱ ≡ (a1, a2, ..)

with corresponding eigenvalues (ω1, ω2, ..) where {ωn} here contain only the postive

eigenvalues of M̂ . In terms of new eigen vectors, we have the diagonalized Hfluc:

Hfluc =
∑

n

ωna†nan +
1

2

[

∑

n

ωn − Bn,n

]

(3.9)

Therefore, the correlation energy at zero temperature is:

Ecor =
1

2

∑

n

ωn − Bn,n (3.10)

3.3 Response Functions

Besides the correlation energy, we can also compute response functions once the

change in density matrix δ〈ρ̄q〉 is known. In this section we derive the numerical

formalism to calculate the response functions within the TDHFT.

The ’generalized’ response function can be defined as:

χÔ,K̂(~q, ω) = i

∫

dteiωtθ(t)〈[Ô~q(t), K̂−~q(0)]〉MF . (3.11)

The physical meaning of the response function is the change in the expectation value

of observable Ô in the ground state of HMF with the small external potential K̂

applied to the system. If both Ô and K̂ are single-particle potentials, we can then

define the columns C̄Ô and C̄K̂ such that

Ô = (C̄Ô)†ρ̄(~q, ω) , K̂ = (C̄K̂)†ρ̄(~q, ω). (3.12)
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Consequently Eq. 3.11 becomes

χÔ,K̂(~q, ω) = (C̄Ô)†(ωÎ − M̂)−1η̂C̄K̂ , (3.13)

where M̂ and η̂ are the same matrices given in Chapter 3.2.

Since (ωÎ − M̂) and M̂ have the same eigenvectors, we could introduce T̂

being a matrix such that:
(

T̂−1M̂T̂
)

ij
= ωiδij (3.14)

where {ωi} is the set of collective mode energies including both positive and negative

ones. Then we have:

(

T̂−1(ωÎ − M̂)T̂
)

ij
= (ω − ωi)δij (3.15)

It leads to:
(

T̂−1(ωÎ − M̂)−1T̂
)

ij
=

δij

(ω − ωi)
(3.16)

So finally it is straightforward to express the response function as:

χÔ,K̂(~q, ω) = (C̄Ô)†(~q)(ωÎ − M̂)−1η̂C̄K̂(~q)

= (C̄Ô)†(~q)T̂ T̂−1(ωÎ − M̂)−1T̂ T̂−1η̂C̄K̂(~q)

=
∑

i

W i(~q)

ω − ωi

W i(~q) =

(

∑

α

((C̄Ô)†(~q))αT̂α,i

)





∑

β

T̂−1
iβ η̂ββ(C̄K̂(~q))β





(3.17)

With this formalism, most response functions can be obtained as long as the diag-

onalization of M̂ can be done.
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3.4 Relationship to the generalized random phase ap-

proximation

The equivalence relationship between the TDMFT and the GRPA can be proved

by comparing the response functions obtained from both approaches. The proof

described in this section closely follows the one given by Joglekar and MacDonald[12]

Let’s start with the diagrammatic approach. Assume that {αn} are the

eigenstates of HMF and n includes all the label indices such as band index, momen-

tum, spin, etc. Then the ’non-interacting’ quasiparticle response functions can be

expressed as:

χijkl
0 (iωn) =

1

β

∫ β

0
dτeiωnτ 〈Tτα†

i (τ)αj(τ)α†
k(0)αl(0)〉

=

[

nF (Ek − µ) − nF (Ei − µ)

iωn − ǫph
ki

]

δilδjk

≡ Dikδilδjk

(3.18)

where ωn = 2πn/β is the bosonic Matsubara frequency, ǫph
ki = Ek − Ei is the

quasiparticle particle-hole energy, and {En} are the quasiparticle energies of HMF .

Summing the ladder and bubble diagrams plotted in the Fig. 3.1 produces the

GRPA response function. The diagrams on the top of the Fig. 3.1 represents the

response function χladder summing over all ladder diagrams connected by exchange

interaction V ex, and it gives:

χladder(iωn) = D(iωn) [1 − V exD(iωn)]−1 (3.19)

Note that in this notation, all the response functions and the interactions are ex-

pressed in the matrix form whose basis is the quasiparticle density matrix ρab the

same as that used in previous sections.

The GRPA response function can then be obtained by summing the bubble
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Figure 3.1: Diagramatic representation of the GRPA response function. V ex is the
exchange interaction while V d is the direct interaction. This figure is a reproduction
of Fig. 1 given in Phys. Rev. B 64, 155315 (2001).

diagrams with the ladder diagrams included. To do this summation, we can simply

replace the χ0 by χladder and the interaction line by the direct interaction V d, which

are described by the diagrams on the bottom of the Fig. 3.1. Consequently, the

GRPA response function becomes:

χGRPA(iωn) = χladder(iωn)
[

1 + V d χladder(iωn)
]−1

(3.20)

After doing some algebra, we finally have:

χGRPA(iωn) = D(iωn)
[

1 + D(iωn)(V d − V ex)
]−1

(3.21)

The excitation energies are identified with the poles of χGRPA(iωn), which are the

zeros of
[

1 + D(iωn)(V d − V ex)
]

and D−1(iωn). While the zeros of D−1(iωn) are the

quasiparticle particle-hole energies constituting the particle-hole continuum, those of
[

1 + D(iωn)(V d − V ex)
]

are the collective excitations which are responsible for the

peaks observaed in various experiments. The zero-temperature response functions

can be obtained by the analytic continuation iωn → ω + iδ, and then after carefully

evaluating the Eq. 3.3, it can be easily found that ωÎ − M̂ in the TDMFT can be
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expressed as:

ωÎ − M̂ =
[

(ω − ǫph)Î
] [

1 + D(ω)(V d − V ex)
]

. (3.22)

Therefore the eigenvalues of the matrix M̂ are just the zeros of
[

1 + D(iωn)(V d − V ex)
]

and D−1(iωn), and consequently we can conclude that the TDMFT is identical to

the GRPA calculation with both bubble and ladders diagrams summed.

Technically the TDMFT can be considered as the matrix representation of

the GRPA, and there are several advantages of using the TDMFT. Since in principle

we can obtain the matrix M̂ for any interactions, we can perform the GRPA calcu-

lations accurately by simply doing the diagonalization of M̂ . Therefore the TDMFT

is very powerful to treat the systems with complicated interactions. Besides, the

TDMFT can be done with respect to any mean-field states, and this flexibility allows

us to study the quantum fluctuations around any ordered states in which we are

interested. In Chapters 8 and 9, we will use the TDMFT to investigate the collective

modes observed in the inelastic neutron scattering measurements, and we will see

that performing the GRPA calculations accurately provides new understanding of

the High-Tc superconductors.
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Chapter 4

Recent Progress of Transtion

Metal Oxide Heterostructures

4.1 LaTiO3/SrTiO3 Superlattice

Partly motivated by the rich physics that the semiconductor heterostructures have

brought to us, recently intensive attentions have been paid to the physics of transi-

tion metal oxide heterostructures from both theoretical and experimental points of

view[13]. In the last decade, remarkable improvements in the techniques of growing

thin films and heterostructures with the transition metal oxides have opened doors to

several new fields of study. For example, one important question for theory is how

the strong electron-electron correlations influence the electronic states in systems

with a reduced space coordination, such as thin films, surfaces, heterojunctions, etc.

Among these developments, the superlattice of LaTiO3/SrTiO3 first fabri-

cated by Ohtomo et. al.[14] is an important milestone in this field. Both materials

are insulators, despite LaTiO3 is a Mott insulator while SrTiO3 is a band insulator.

With an atomically precise technique of the layer by layer growth, Ohtomo et. al.

demonstrated that the superlattice with n layers of LaTiO3 and m layers of SrTiO3
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exhibits a significant metallic behavior near the interface which can be engineered

by the number of LaTiO3 layers n. This finding shed a light on new possibilities of

creating novel two-dimensional electronic (2DES) systems other than the one found

in the semiconductor heterojunctions.

It was then quickly realized by Okamoto and Millis[15] that this new finding

can be understood as an electronic surface reconstruction, reminiscent of the purely

electronic[16] reconstructions imposed by space-charge physics on systems with polar

surface terminations[17]. A simple way to understand this is given as following.

Let’s first consider the number of electrons on the d-bands in both bulk materials;

LaTiO3 has average number of d electorns nd = 1 (denoted as d1 material) while

SrTiO3 has nd = 0 (denoted as d0 material). With these configurations, it would

been thought naively that the electrons would spread out on the d bands in both

materials after the superlattice was made. This, in fact, does not happen because

the LaO layers provide the additional positive background charges while the SrO

layers are mostly neutral layers. Consequently, the electrons tend to be trapped

in the LaTiO3 materials, resulting a profile of charge denstiy being almost 1 deep

inside the LaTiO3 and almost 0 in the SrTiO3. If the quality the interface is good,

the charge density must change smoothly. Therefore it will be expected that the

d-bands on the layers near the interface are only partially occupied corresponding

to a crossover from d1 to d0, and these partially filled d-bands are the origin of the

metallic behaviors observed by Ohtomo et. al.

All the above mentioned physics can be demonstrated by a simple toy model

containing Hubbard model plus the long ranged Coulomb interaction, although first

principle calculations showed[18] that some additional details like orbital degeneracy

and lattice distortion may have some influences on the physical properties of the

interface states. Nevertheless, this series of study suggests that the simple toy model

can correctly capture the trend of the charge distribution in the transition metal
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oxide heterostructures, and we will follow this spirit to investigate more possibilities

of the heterostructures.

4.2 LaAlO3/SrTiO3 Superlattice

The apparent electronic interface reconstruction (EIR) discovered[19, 20, 21] at the

heterojunction between the band insulators LaAlO3 and SrTiO3 is unique in com-

plex oxide interface studies and does not have an analog in semiconductor hetero-

junction systems. The reconstruction is forced by the polarity difference between

LaAlO3 and SrTiO3. Polarity discontinuities are normally weaker at semiconduc-

tor heterojunctions and, when present, the electric fields to which they give rise are

usually screened by relaxation of atoms near the interface[31]. In complex transition

metal oxides, however, it was discovered[16, 20] that the polarity discontinuity field

can be screened electronically by transferring electrons between surface and inter-

face layers, changing the valence of transition metal ions in these layers. Electrons

dodge the polar catastrophe[20] without essential atomic assistance, resulting in an

interfacial reconstruction mostly from the electronic degrees of freedom.

However, there is still some uncertainty about the role of oxygen vacan-

cies in the measured conductivity. For example, it has been proposed that the

oxygen vacancies are responsible for the insulating behavior observed at the p-

type interface[22] and might be the source of the carrier density at the n-type

interface[23, 24]. Besides, the groundstate of the interfacial system at the low tem-

perature has also attracted many attentions. Transport measurements[25] indicated

the possible occurence of superconductivity at the interface with the superconduct-

ing transition temperature of ≈ 200 millikelvin, though there are still debates on

whether or not this superconductivity originates from the two-dimensional electron

gas at the interface. Another interesting issue is whether this interface has magnetic

orderings. A recent first principle calculation[26] showed that the Ti+3 atoms at the
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interface have a non-zero magnetic moment, suggesting the interface is magnetic. It

is noted that there is still no experimental support of the existence of magnetism

at the LaAlO3/SrTiO3 interface partly due to lacking of appropriate probes for the

interface magnetism.

Despite difficulties in reducing the oxygen vacancy and finding reliable meth-

ods to probe the properties of interface system, the progress in the layer-by-layer

growth sheds a light on engineering of the transition metal oxides. For example,

it has been shown[21] that such an interface can be tuned between metallic and

insulating states by relatively modest electric fields, suggesting the possibility of

novel electronic devices. In the following two chapters, we will demonstrate the our

proposals for creating novel two-dimensional systems from transition metal oxide

heterostructures.
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Chapter 5

Modulation Doping near Mott

Insulator Heterojuctions

Parts of this chapter have been published on Physical Review B 74, 075106 (2006).

5.1 Introduction

We consider in this chapter the modulation doping near an interface between two-

different Mott insulators, a MIMI heterojunction. This idea is mainly motivated by

making an analog of the semiconductor heterostructures, and therefore we aim at

seeking for possibilities of finding new types of two-dimensional systems with the

transition metal oxides.

The model system that we have in mind is sketched in Fig. [ 5.1]. Most

classes of transition metal compounds are either ternary or quaternary, with addi-

tional spectator atoms that donate electrons to hybridized transition metal-oxygen

orbitals near the Fermi energy. These systems can be doped by replacing the specta-

tor atoms by atoms with a different valence. Modulation doping of a MIMI hetero-

juntion is achieved by doping the larger gap material at a spectator atom location
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that is removed from the heterojucntion. The extra electrons then enter the upper

Hubbard band of the lower gap Mott insulator, creating a two-dimensional doped

Mott insulator that is trapped near the heterojunction by space charge electric

fields. The spatial separation between dopants and the carriers that reside in the

upper or lower Hubbard bands should give rise to strongly correlated metals that

are relatively free from disorder due to chemical doping, and are two-dimensional

in character. These systems are illustrated schematically in Fig.[ 5.2]. We study

these systems using both HFT and DMFT as in previous studies, and also demon-

strate that a generalized Thomas-Fermi theory (TFT) can be employed to capture

key qualitative physics of strongly-correlated heterostructures in a very direct way.

TFT yields accurate results for charge-density profiles and for the critical doping δc

associated with the onset of parallel conduction. We conclude that both the doping

fraction δD and the distance between the heterojunction and the doping layer play

a role in the competition that occurs between different magnetically ordered states.

In the next section we describe the single-band Hubbard model used in this

study to address modulation-doped Mott-insulator heterojunction properties. In

Section III we discuss results obtained for the electronic properties of this model

using HFT, TFT, and DMFT. In section IV we discuss materials which might be

suitable for modulation doping of Mott insulator heterojunctions. Finally in Section

V we summarize our findings and speculate on the potential of modulation doped

Mott insulators.

5.2 Model Hamiltonian

The model system we focus on for the modulation doping is sketched in Fig. 5.1. The

heterostructure is composed of two different 3d1 perovskites, AMO3 and A′M ′O3,

where both A and A’ are group III elements and M and M ′ are group IV elements

which have nominal 3d1 electronic structure in this structure. Since the total number
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Figure 5.1: Schematic representation of the heterostructure studied for the mod-
ulation doping. We choose the x − y plane as the interface plane and z as the
layer-by-layer growth direction. The symbol D (white circle) denotes a dopant layer
containing a fraction δD of dopant atoms with a valence larger than or smaller than
the A (black circle) and A′ (shaded circle) atoms. Our calculations are performed
for a finite thickness film with N layers of transition metal M atoms (black dots)
on each side of the heterostructure. In the one-band Hubbard model electrons hop
between M sites only and are influenced by the space-charge field caused by the
spatial separation between the dopant atoms and carriers in the upper Hubbard
band.
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of electrons per unit cell is odd, compounds of this type must be Mott-type when

they are insulators, unless translational symmetries are broken. Modulation doping

is achieved by replacing some of the A atoms in the larger gap insulator by elements

with a different valence. We assume electron doping for convenience, although

the hole doping case is completely equivalent, apart from (important!) materials

specific details which we don’t attempt to model in this qualitative study. If we

assume that a fraction δD of the A atoms in a single layer of the larger gap material

is replaced by donor atoms then the sum over all M atom layers of the upper

Hubbard band fractional occupancy must be δD in order to accommodate the extra

electrons. When modulation doping is successful the added electrons reside in the

lower gap material, placing them some distance from the ionized donor atoms and

reducing the importance of the chemical disorder normally associated with doping.

For this qualitative study we use a single-band Hubbard model that ignores

any orbital degeneracies that might be present. Modulation-doping depends criti-

cally on the long-range Coulomb interactions so these must be realistically repre-

sented in the model. Our model Hamiltonian includes hopping, short-range repul-

sion, and long-range Coulomb interaction terms H = Ht + HU + HCoul, where

Ht = −t
∑

<i,j>,σ

(d†iσdjσ + h.c.),

HU =
∑

i

U(zi) n̂i↑n̂i↓,

HCoul =
1

2

∑

i6=j,σ,σ′

e2 n̂iσn̂jσ′

ǫ|~Ri − ~Rj|
−
∑

i,j,σ,I

ZIe
2 n̂iσ

ǫ|~Ri − ~RI
j |

,

(5.1)

ZI = 1 for I = A,A′ and (1 + δD) for I = D. Note that we do not account for

randomness in the dopant layer. The index i denotes the position of a transition

metal ion (M) so that ~Ri = a(ni,mi, zi) and ~RA
i = a(ni + 1/2,mi + 1/2, zi +

1/2) respectively in a perovskite unit cell with lattice constant a. For the sake of

definiteness, we ignore the possibility of a d-band offset between the two materials,
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Figure 5.2: Modulation doping properties of different Mott-insulator Mott-insulator
(MIMI) heterojunction classes. The figure illustrates the local electronic spectral
function near the interface both before (left) and after (right) modulation doping.
The upper Hubbard band spectral weight (yellow) is plotted with shading while
the lower Hubbard band (red) is solid. Mott-Hubbard band bending near the in-
terface is due to the electrostatic potential induced by the spatial separation of
dopants and carriers. The discontinuity in bands at the interface is determined by
atomic scale physics particular to an individual MIMI heterojunction. In analogy
with semiconductor heterostructure terminology we define the following classes of
MIMI heterojunctions: (a) Type I: The Hubbard gap of the smaller gap material is
completely inside that of larger gap material. Both electrons and holes can then be
trapped near the heterojunction, depending on doping.(b) Type II: The top of the
lower Hubbard band or the bottom of the upper Hubbard band of the larger-gap
material lies inside the Hubbard gap of the smaller-gap material. Only one sign
of carrier can be trapped near the heterojunction in this case. (c) Type III: The
top of the lower Hubbard band or the bottom of the upper Hubbard band of the
larger-gap material lies in the opposite band of the smaller-gap material. In this
case charge transfer across the heterojunction occurs even in the absence of doping.
Experimental determination of how a particular MIMI heterojunction system fits
in this classification scheme is a key element of its characterization. Here we study
only Type I MIMI heterojunctions.
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although these will certainly occur in practice. Given this assumption, a Type-I

MIMI heterojunction will occur whenever the Hubbard U parameter is large enough

to produce insulating behavior in both materials. We consider a system with a finite

number 2N of layers labeled sequentially from left to right and define U(zi) = U1 for

zi = 1 to N and U2 for zi = N to 2N with U1 > U2 so that the larger gap material

is on the left. We treat the Coulomb part of the interactions in a mean-field Hartree

approximation. Since Coulomb potentials in the absence of doping are implicitly

included in the model band Hamiltonian, in evaluating this potential we include

only the extra charges in the dopant layer and charges due to occupancy of lower

or upper Hubbard bands. To be specific, the reference background has charge per

atom equal to −1 for each M site and +1 for each A, A′, and D site. As a result,

the mean-field long-ranged Coulomb interaction is:

Heff
Coul =

∑

i6=j,σ

e2(ρj − 1)n̂iσ

ǫ|~Ri − ~Rj|
−
∑

i,j,σ

δDe2n̂iσ

ǫ|~Ri − ~RD
j |

(5.2)

where ρj =
∑

σ〈n̂jσ〉 is the electron density on site j.

5.3 Hartree-Fock theory

Following the formalism of HFT, the strong on-site Coulomb interactions is treated

by replacing

n̂i↑n̂i↓ →
∑

σ

〈n̂i,−σ〉n̂iσ. (5.3)

As noted[15] previously there are typically a number of self-consistent solutions of

the HF equations, corresponding to a number of local minima of the Hartree-Fock

energy functional. The various minima usually are distinguished by different types

of magnetic order. Our philosophy in examining several different solutions without

strong emphasis on their relative HF energies is that different types of order will
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occur near different interfaces but neither the single-band Hubbard model nor any of

the electronic structure approximations we consider (or indeed any known electronic

structure approximation) is sufficiently reliable to confidently select between them.

Indeed phase transitions between Mott insulator states with magnetic order and

paramagnetic metallic phases, corresponding to magnetic and non-magnetic extrema

of the Hartree-Fock energy functional, are often first order. (We will however make

some conclusions of a more qualitative nature concerning trends and tendencies

related to modulation doping.) As explained more fully below, we find that the HFT

electron density distribution near a MIMI heterostructure is sensitive mainly to the

relative orientations of electron spins on neighbouring metal sites on adjacent layers.

Consequently, we present results only for usual bipartite antiferromagnetic (AFM)

and ferromagnetic (FM) states, which in this respect cover the two possibilities.

These two ordered states are metastable in both undoped and modulation doped

regimes for the range of parameters we have studied.

The results of our HFT calculations are summarized in Fig. 5.3. We have

chosen typical parameters for a one-band Hubbard model of perovskite transition

metal oxides, taking U1/t = 24, U2/t = 15, and Uc = e2/ǫat = 0.8.[15, 27] We can

see from Fig. 5.3 that the modulation doping effect occurs for both AFM and FM

states, although the details of the electron density distributions are quite different in

the two cases. Short-range correlations therefore appear to play a relatively strong

role in determining the charge distribution near MIMI heterostructures, in contrast

to the MIBI heterojunction case in which they play[15] a relatively minor role. The

upper Hubbard band electrons are noticeably more confined to the interface in the

AFM state case and spread further into the smaller-U layer in the FM state case.

This difference in density-distribution follows from a corresponding difference in the

compromise between band-energy minimization and interaction energy minimization

in the two-cases. The ferromagnetic state which has all spins parallel maximizes the
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hopping amplitudes between sites, doing a better job of minimizing band energy at

a cost in interaction energy. The bandwidth of the mean-field quasiparticle states

is ∼ t for FM states and ∼ t2/U for AFM states. Increased doping should favor

FM states over AFM states, at least within HF theory. From a real-space point of

view, doping frustrates the staggered moment order of the AFM state more strongly

than it frustrates the FM order because of the nearest-neighbor hopping term Ht.

In other words, doping favors the FM state over the AFM state.

The doped electrons have a strong tendency to accumulate nearly completely

in one layer in the AFM state case. Larger setback distances for the dopant layer

should result in larger space-charge fields at the heterojunction and less opportunity

for electrons to spread out away from the interface, robbing the ferromagnetic state

of the extra stability that it gains from the third dimension. We expect therefore

that for a given doping level δD, antiferromagnetism will be favored by a larger set-

back distance for the dopants. A larger setback distance also favors the development

of parallel conduction channel. These trends can be seen in the ground-state phase

diagram plotted in Fig. 5.4. In summary, modulation doping in MIMI heterostruc-

tures may make it possible not only to create weakly-disordered low-dimensional

strongly correlated electron systems, but also to engineer the compromises that

occur in these systems between different types of magnetic order.

We note in Fig. 5.3 that for the FM state, a parallel conduction channel

starts to appear adjacent to the doping layer at δD = 0.375. For the parameters

we have chosen modulation doping successfully places the carriers in a more remote

layer up to this doping level.
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Figure 5.3: Electron density distributions from HFT for (a) AFM and (b) FM states
as a function of δD. The parameters used are U1/t = 24, U2/t = 15, Uc = 0.8, and
N = 5. z is the layer index for M site so that U(z) = U1 for z = 1 − 5 and U2 for
z = 6 − 10. The dopant layer is at zD = 3.5.
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Figure 5.4: Ground state (T = 0) HFT phase diagram vs. doping concentration δD

and setback distance (zN+1 − zD). AFM-NP denotes the antiferromagnetic state
without a parallel conduction channel, and FM-NP (FM-P) denotes the ferromag-
netic state without (with) a parallel conduction channel. Larger setback distances
favor antiferromagnetism over ferromagnetism and strengthen the tendency toward
development a of parallel conduction channel.
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5.4 Thomas-Fermi theory

The HFT results can be understood using a Hubbard-model version of Thomas-

Fermi theory. The TF equation for this system are:

µ(ρ(z)) + vH(z) = const (5.4)

where µ(ρ) is the chemical potential at density ρ without long-ranged Coulomb

interaction and vH(z) is the electrostatic potential for zth layer obtained from the

charge density by solving the Poisson equation. In principle, µ(ρ) should be obtained

from the exact solution of the three-dimensional Hubbard model. This input is

unfortunately still unavailable. Instead, we can use HFT to obtain µ(ρ). In this

way we have separate versions of the TF equations for AFM, FM, and PM states.

As for vH(z), in the continuum limit each layer can be approximated by a 2-d

uniformly-charged plane so that we have:

vH(z)

2πUc
= δD|z − zD| −

∑

z′ 6=z

(ρ(z′) − 1)|z − z′| (5.5)

where zD is the layer index for of the dopant layer and z′ is summed over all electronic

layers. Fig. 5.5 shows results calculated using this TFT for the same parameters

as used in Fig. 5.3. The total electron density distributions are almost identical

to those obtained from the full microscopic HFT. We do note that the parallel

conduction channel in the FM state appears at lower doping in TF theory than in

the microscopic theory.

The local-density approximation for correlations implicit in the Thomas-

Fermi theory is obviously least reliable in judging the relative chemical potentials for

adding carriers to spatially separate layers. The discrepancy also occurs partly be-

cause the long-ranged Coulomb interaction was evaluated using a three-dimensional
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Figure 5.5: Total electron density distributions from TF theory for (a) AFM and
(b) FM states with the same parameters as used in Fig 5.3. The results are close to
those in Fig. 5.3, except for differences in the critical doping δc at which modulation
doping starts to fail.
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Figure 5.6: Chemical potential µ versus electron density ρ for AFM, FM and PM
HFT states of the one band Hubbard model with U/t = 24. The jumps at ρ = 1 for
AFM and FM states signal the opening of charge gap. The exact chemical potential
is likely intermediate between the AFM and FM HFT values.

lattice version in the microscopic HFT whereas a continuum approximation for the

layers was used in the TFT calculations. We expect that the TFT model is too

simplified to determine the critical doping for parallel conduction δc accurately for

any particular heterojunction, but it may be used to analyze trends.

The most important consequence of strong local interactions in the Hubbard

model is the emergence of a jump in the chemical potential when the electron density

per site crosses from less than one to more than one. As illustrated in Fig. 5.6, the

opening of the Hubbard gap is accompanied by slower dependence of the chemical

potential on density just above and just below ρ(z) = 1, i.e. by an increase in

the thermodynamic density of states within the Hubbard bands. To capture these

features we approximate the chemical potential in the upper Hubbard band near

ρ(z) = 1, by µ(ρ(z)) ∼ Ec(U(z))+(ρ(z)−1)/D(U(z)), where Ec(U) is the bottom of

the upper Hubbard band, and D(U) is the thermodynamic density of states averaged

over the energy range of interest near the bottom of the band. This notation is
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chosen to emphasize similarities to semiconductor heterojunction physics. Using

this result in each layer we find that

δc ∼
Ec(U1) − Ec(U2)

4πUc(zN+1 − zD)
+ O

[(

1

D(U1,2)

)]

(5.6)

where zN+1 is the index of the first metal layer on the small U side of the hetero-

junction. This simple and approximate expression emphasizes that δc increases with

Ec(U1)−Ec(U2), decreases with Uc and, as in the semiconductor case, decreases with

the donor layer set-back distance. From HFT we estimate that Ec(U) ≈ U for AFM

states while Ec(U) ≈ U − 6t for FM states. In both cases Ec(U1) − Ec(U2) is ap-

proximately U1−U2. As illustrated in Fig. 5.6, D tends to be larger for AFM states

than for FM states. The precise form of the thermodynamic density of states near

the band edge in any particular approximation can only be determined numerically.

This simple expression does not fully capture the difference between AFM and FM

states, but it does capture some simple but important properties. More effective

modulation doping will occur materials combinations with larger U difference, and

smaller Uc (i.e. larger dielectric constant ǫ) values. Additionally, because of stronger

tendency to confine electrons in one layer in AFM state, δc is larger in AFM than in

FM states in general. These features are confirmed by our numerical calculations.

TFT is successful because the dominating energy scales are the electrostatic

energy and the correlation energy arising from local correlations. The ground state

electron density distribution is a result of competition between these two energy

scales, which is accurately captured by the TF approximation.

5.5 Dynamical mean-field theory

As discussed in Chapter 2, HFT provides a particularly poor description of param-

agnetic (PM) strongly correlated states because it is unable to capture correlated
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quantum fluctuations. In the limit of large U it is clear that the thermodynamic

properties (µ(ρ) for example) of a paramagnetic state are much more similar to

those of ordered states than suggested by Hartree-Fock theory. To obtain a better

description of paramagnetic modulation-doped electron systems, we appeal to the

two-site dynamical mean-field-theory[10] discussed in Chapter 2. Following the gen-

eral framework of DMFT and the notation used by Okamoto et al.[15], the electron

Green’s function for each in-plane momentum ~k‖ can be written as:

G(z, z′, ~k‖;ω) =
[

ω + µ − Ht − Heff
Coul − Σ(z, z′, ω)

]−1
(5.7)

where Heff
Coul is given in Eq. 5.2. The self energy Σ(z, z′, ω) = δz,z′Σ(z, ω) is obtained

by solving a two-site quantum impurity model for each layer and satisfying a set

of self-consistency equations[10, 15]. We note that the two-site method predicts

that the critical value of U for the metal-insulator transition of a 3-d single band

Hubbard model[28] to be U c ≈ 14.7. The U1 and U2 values we have chosen are both

larger than U c so that both perovskites are Mott insulators in the two-site method.

Fig. 5.7 compares the results from DMFT and HFT for paramagnetic states. These

results demonstrate that modulation doping is possible without magnetic order in

DMFT. The failure of HFT in this respect is a well understood consequence of the

importance of on-site correlation effects for MIMI heterostructure properties, and

of the failure of HFT to capture these correlations.

In Fig. 5.8 we plot DMFT layer-dependent electronic spectral functions

A(z, ω) = −(1/π)

∫

[d~k‖/(2π)2] Im G(z, z,~k‖;ω + i0+). (5.8)

Only the layer closest to the interface on the smaller-U side (z = 6 in the figure)

develops finite spectral weight near the Fermi surface upon doping. The appearance

of a peak in the spectral function near the Fermi energy in layers close to the interface
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Figure 5.7: Total electron density distributions for the PM state calculated by (a)
DMFT and (b) HFT. The DMFT results exhibit a modulation doping effect while
those of HFT do not, implying that modulation doping near a MIMI heterojunc-
tion does not occur without on-site correlations. Note that Figure (b) can also be
reproduced accurately by TF equation with the HFT µ(ρ) of the PM state.
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is reminiscent of the findings of Okamoto et al.[15] for a MIBI heterojunction, who

refer to this tendency as electronic surface reconstruction. The robustness of this

phenomenon beyond the two-site method is not certain at present, nevertheless it is

intriguing that it occurs in two quite different heterojunction systems. This finding

has a natural interpretation in DMFT. In Eq. 5.7, µ − Heff
Coul(z) acts like ”layer-

resolved chemical potential,” which determines the total electron density in layer z.

For each layer one must solve a separate quasi two-dimensional quantum impurity

model whose solution shows insulating (metallic) behavior for electron density close

to (away from) 1. The self-consistency equations ensure that all solutions are related.

Consequently, DMFT generally predicts that a layers with electron density away

from 1 (layer 6 in the present calculation) is metallic.

5.6 Discussions

All the results presented here suggest that it is possible to create a novel two-

dimensional system using the modulation doping near the Mott-insulator hetero-

junctions. Because such a two-dimensional system inherits the feature of strongly

correlation and its properties can be engineered by choosing appropriate value for

the dopant density and the setback distances of the doping layers, this may be an

ideal system to realize the doped Mott insulators. As for the possible material com-

binations that might exhibit the MIMI modulation doping, RMO3 materials (R:

Rare earth) appear to be an attractive possibility because of their relative simplic-

ity. It has been shown that YMO3 has stronger electronic correlation than LaMO3

because of the smaller tolerance[29] factor f . Therefore YMO3/LaMO3 heterostruc-

ture appear to be a good candidate for realizing modulation doping. In particular

LaTiO3 and YTiO3 are both Mott insulators with distorted perovskite structures

(GdFeO3 type) having gaps ≈ 0.2 eV and ≈ 1 eV respectively[30]. They might be

used to realize a modulation doped heterostructure if YTiO3 could be doped. We
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Figure 5.8: Local spectral functions for each layer calculated from DMFT for δD =
0.0625 (solid line) and 0.3125 (dotted line). Only the layer closest to the interface
on the smaller-U side (z = 6) becomes metallic upon doping.
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emphasize that at present we do not know how the t2g d-bands are aligned at a het-

erojunction between these two materials. Indeed, aside from the band-lineup issue,

it is importnat to recognize that the simple model considered in this work is not

sufficiently rich to capture all aspects of the interface physics that can be relavant to

modulation doping and to magnetic order in the interface layer. For example orbital

degeneracy plays a key role in the magnetic state of bulk YTiO3 and in all liklihood

would also play a role in determining the magnetic state of any two-dimensional

matallic layer at the interface.

Although our one-band model is intended to qualitatively describe 3d1 sys-

tems with cubic perovskite structure, some of our results should be generalizable.

As emphasized above, the modulation doping effect is a consequence of Coulomb

space-charge fields and on-site correlations. We therefore do not expect that perfect

affinity to the ideal perovskite structure to be of key importance. Other RMO3 type

Mott insulators with R=rare earth or alkaline earth and M =Mn,Cr might also be

good candidates, although there will certainly be additional complications because

of the larger d-valence that are not addressed at all in this work. Building up more

realistic models for potential building block materials is an important challenge for

theory.

Despite these additional complications of modeling the transition metal ox-

ides, the simple toy model used in this chapter is still able to capture some im-

portant physics. Therefore it is interesting to think whether other types of MIMI

heterostructures are possible based on this framework. In the next chapter we will

stduy another MIMI heterostructure in which a similiar two-dimensional system

can also created. This type of MIMI heterostructure echoes the LaAlO3/SrTiO3

in which the polar catastrophe makes the reconstructions of surface and interface

states occur[19, 20, 21]. We will show that the similiar physics can also be applied

to the MIMI heterostructure. A wise combination of these different types of MIMI
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heterostructures can help us explore more possibilities of novel two-dimensional sys-

tems.
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Chapter 6

Electronic Interface

Reconstruction at

Polar-Nonpolar Heterojunctions

Parts of this chapter have been published on Physical Review B 76, 075339 (2007).

6.1 Introduction

In this chapter we examine the electronic interface reconstruction (EIR) at a het-

erostructure between model polar and nonpolar Mott insulators, motivated by the

LaAlO3/SrTiO3 superlattice described in Chapter 4. We will use the same theoreti-

cal approaches introduced in the study of the modulation doping effect presented in

the last chapter, and we find that a minimum number of polar layers is required to

induce an EIR because of strong local correlations, whereas the number of nonpolar

layers does not play an essential role in determining the electron distribution.
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6.2 Model Hamiltonian

Fig. 6.1 illustrates the model heterostructure we investigate in this chapter. We

consider a thin film composed of Np polar perovskite Mott insulator layers (AMO3)

and N −Np nonpolar perovskite Mott insulator layers (A′M ′O3), where A (A′) is a

group III (II) element with a valence of +3 (+2) in the AO(A′O′) layer. M (M ′) is

a group IV (V ) element which is a 3d1 Mott insulator because of strong local repul-

sion among the d-orbitals. In this study we disregard the interesting complications

associated with orbital degeneracy and do not account directly for hybridization

between the transition metal and oxygen ions. We therefore use a single band Hub-

bard model to describe the d valence electrons. Long-ranged Coulomb interactions

are described realistically by accounting for charges at the oxygen sites and on the

A, A′, and M , and M ′ ions. The resulting model Hamiltonian is:

H = Hd + HU + HCoul

Hd =
∑

iσ

ǫd(zi) d†iσdiσ −
∑

<i,j>σ

tij(d
†
iσdjσ + h.c.)

HU =
∑

i

U(zi) n̂i↑n̂i↓

HCoul =
1

2

∑

i6=j,σ,σ′

e2 n̂iσn̂jσ′

ǫ|~Ri − ~Rj|

−
∑

i,σ

∑

j(jz≤Np)

ZAe2 n̂iσ

ǫ|~Ri − ~RA
j |

−
∑

i,σ

∑

j(jz>Np)

e2 n̂iσ

ǫ|~Ri − ~Rj|

(6.1)

where i labels a metal site and (grouping coplanar oxygen and A cation charges)

ZA = 1 in the present case. The d-orbital hopping term is expressed in Eq.(6.1)

as a sum over links; most of our calculations have been performed for a model

with nearest-neighbor hopping. Second nearest-neighbor hopping has little influ-

ence on our main results, but will impact the 2DSCES Fermi surfaces as discussed

below. The sizes and alignments of the gaps in the two 3d1 Mott insulators are
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Figure 6.1: Schematic illustration of our model for a thin film containing a polar-
nonpolar Mott insulator heterostructure. The model consists of Np layers of a polar
Mott insulator perovskite (AMO3) and N −Np layers of a nonpolar Mott insulator
perovskite (A′M ′O3). The ẑ direction is chosen to be the layer-by-layer growth
direction and the charge density is assumed to be uniform in each x− y plane. The
symbol A represents a group III element with nominal valence +3 in the AO layer
while the symbol A′ represents a group II element with nominal valence +2 in the
A′O plane. The AO layer therefore has a surface charge density of +1 per A atom
while the A′O layer is neutral. The symbols M and M ′ represent transition metal
ions in group IV and V respectively. Both M and M ′ have 3d1 configuration before
the electronic interface reconstruction (EIR).
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fixed by the interaction and site energy parameters: U(zi) = UP and ǫd(zi) = ǫd1

for the polar layers and U(zi) = UNP and ǫd(zi) = ǫd2 for the nonpolar layers. In

an ideal cubic perovskite unit cell with lattice constant a, ~Ri = a(ni,mi, zi) and

~RA,A′

i = a(ni + 1/2,mi + 1/2, zi + 1/2) respectively. The third term in HCoul ac-

counts for a net effective charge per M ′ atom in the M ′O2 plane; this charge is the

sum of the oxygen ion charges and the +5 charge of the M ′ ion when in a d0 con-

figuration. In this work we have neglected the uneven distribution of charge within

each layer. In this calculation we for the most part assume that ǫd is constant, but

emphasize that the difference between d-orbital energies on opposite sides of the

heterojunction can be an important parameter. As in case of semiconductors, band

lineups play a key role in determining heterojunction properties and are likely to be

difficult to estimate with sufficient precision. Accurate values will most likely have

to be determined experimentally for each heterojunction system considered. The

requirement of overall electrical neutrality in the thin film implies that the d orbital

occupancy, averaged over the thin film ρ̄, satisfies ρ̄ = 1.

Throughout this study we use the Hartree approximation for the long-ranged

Coulomb interaction and neglect the corresponding exchange term, since our goals

in studying this toy model are purely qualitative. The self-consistently determined

Hartree mean-field Hamiltonian is

Heff
Coul =

∑

i6=j,σ

e2(ρj − f)n̂iσ

ǫ|~Ri − ~Rj|
−
∑

i,σ

∑

j(jz≤Np)

ZAe2n̂iσ

ǫ|~Ri − ~RA
j |

(6.2)

where ρj =
∑

σ〈n̂jσ〉 is the electron density on site j, f = 0 for jz ≤ Np, and f = 1

for jz > Np. In the continuum limit, Heff
Coul becomes:

Heff
Coul

2π Uc
=
∑

iσ





∑

zA

|iz − zA| −
∑

z′ 6=z

(ρ(z′) − f)|z′ − iz|



 n̂iσ (6.3)
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where Uc = e2/ǫa.

6.3 Hartree-Fock theory

In HFT the Hubbard U term is replaced by its mean-field counterpart as the ones

used in Chapter 5, and again there are almost always a number of distinct self-

consistent solutions of the HF equations, corresponding to various local-minima

and saddle-points of the HF energy functional. In the same spirit, here we present

results for solutions with G-type antiferromagnetic (AFM) order, or (π, π, π) spin

order, and ferromagnetic (FM) order. These solutions are representative of ordered

states which occur frequently in complex transition metal oxides and are often global

minima of the HF energy functional. The philosophy of following this procedure is

that HFT can neither reliably judge the competition between different types of

order, nor predict whether or not long-range order succumbs to fluctuations. The

results nevertheless very often provides a reasonable description of local correlations

in the strongly correlated regime.

Our HFT results for Np = 2 and Np = 5 are summarized in Fig. 6.2. For the

calculations reported here, the total layer number N = 10 and typical values were

chosen for the interaction parameters. (UP /t = UNP /t = 20 and Uc/t = 0.8.)[15]

For both AFM and FM states EIR occurs only for the model thin film with the

larger value of Np. This feature is a result of the competition between the polar

catastrophe[20] and strong local correlations. Although the polarity discontinuity at

the interface favors a transfer of electrons from the outmost surface to the interface,

this charge rearrangement is opposed by the Mott-Hubbard gap. It is instructive to

consider space-charge induced band bending diagrams like the cartoon illustration

of Fig. 6.3 which contrasts the Np = 2 and Np = 5 cases. For Np = 2, the bending

of the upper and lower Hubbard bands is not large enough to force the chemical

potential µ at the heterojunction outside the gap region. When more polar layers
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Figure 6.2: Electron charge distributions for AFM and FM Hartree-Fock states with
UP /t = UNP /t = 20, Uc/t = 0.8, and ǫd constant for (a) Np = 2 and (b) Np = 5
cases. The total number of layers is N = 10. EIR occurs only in the model thin film
with the larger number of polar layers. Confinement of the 2DSCES is stronger in
the AFM state solution because of its stronger local correlations.
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Figure 6.3: Cartoon illustration of band bending for (a) Np = 2 (b) Np = 5. The
support of the upper Hubbard band’s spectral weight is indicated by yellow shading
while the support of the lower Hubbard band’s spectral weight is indicated by solid
red. These illustrations reflect the spectral weight only at the M and M ′ transition
metal sites of M(M ′)O2 layers with the end point on the polar side of the interface
at the last MO2 layer and the starting point on the nonpolar side of the interface at
the first M ′O2 layer. Since the last MO2 and the first M ′O2 layers are separated by
a AO layer, the electrostatic potential reaches its minimum at the first M ′O2 layer.
(The electrostatic potential is of course continuous along the growth direction, as
required by the Poisson equation.) (a) µ lies in the gap region and no EIR occurs.
(b) µ crosses the lower Hubbard band on the polar side and upper Hubbard band
on the nonpolar side, indicating the appearance of EIR. If the top layer of the
polar material was a positively charged AO layer rather than a negatively charged
MO2 layer, the charge transfer would occur from the lower Hubbard band near the
heterojunction to the upper Hubbard band near the surface.

are grown, µ eventually crosses the lower Hubbard band of the outermost polar layer

and the upper Hubbard band of the nonpolar layer nearest the interface, forcing the

occurrence of an EIR. If the top layer of the polar material was a positively charged

AO layer rather than a negatively charged MO2 layer, the charge transfer would

occur from the lower Hubbard band near the heterojunction to the upper Hubbard

band near the surface.

An analogous competition has already been discussed and studied experi-

mentally in LaAlO3/SrTiO3 heterostructures [21]. In that case the energy which

competes with the polar catastrophe is the energy difference between the top of oxy-

gen p-bands in nonpolar SrTiO3 and the bottom of aluminum d bands in LaAlO3,

instead of the correlation gap in the example studied here. Since it always costs
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the gap energy to add more electrons on any layer of the heterostructure, electrons

accumulate initially near the interface to gain the most electrostatic energy, even-

tually spreading out through the heterostructure to minimize kinetic energy cost.

Quantum confinement of the 2DSCES associated with EIR is stronger for states

with stronger on-site correlations because the kinetic energy is then a smaller com-

ponent of the overall energy budget. This is the reason that in Fig. 6.2(b) electrons

are more confined to the interface in the AFM state than in the FM state. (The

FM state has larger bandwidths and smaller correlation gaps, at least within HFT.)

Based on the discussion above, we expect that for fixed UP and UNP , the minimum

number of polar layers required to achieve reconstruction Nm
p will be smaller when

Uc is larger. Nm
p will also tend to decrease when the Hubbard gap is reduced in

either layer; in Fig. 6.4 we illustrate the dependence on UNP when UP is fixed. Note

that a smaller value of UNP favors ferromagnetic HF states.

A more microscopic view of EIR is provided in Fig.6.5 where we illustrate the

electronic structure of the AFM solution of the Hartree-Fock equations for a thin

film with Np = 5. The parameters used to construct this illustration are the same

as those used for the Np = 5 case in Fig.6.2(b). The N = 10 thin film has 20 two-

fold spin-degenerate 2D bands because of the reduced translational symmetry of the

AFM state, and charge neutrality requires that 10 bands be occupied. In Fig. 6.5(a)

we can identify 10 relatively widely spaced bands which correspond at high energies

to the upper Hubbard band and at low energies to the lower Hubbard band in the

polar material. The bands are widely spaced because of the average electric field

in the polar material; for the same reason these bands are quite highly localized in

individual atomic layers. The two groups of more narrowly spaced bands correspond

respectively to the upper Hubbard band and the lower Hubbard band of the non-

polar material. Because the space-charge electric fields are much either almost fully

or at least partially screened out in the non-polar material by charge accumulation
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Figure 6.4: Ground-state phase diagram (a) vs. Np and Uc/t for UP = UNP = 20
and (b) vs. Np and UNP for UP = 20 and Uc/t = 0.8. The total number of layers
is fixed at N = 10. (a) For fixed UP and UNP , EIR occurs for a smaller number
of polar layers if Uc is larger. Note that the FM states always have higher ground-
state energy than AFM states in these parameter regions. (b) For fixed UP and
Uc, EIR requires more number of polar layers when UNP is larger. As indicated
here, a smaller UNP also favors FM states over AFM states in Hartree-Fock theory.
For both (a) and (b) the phase boundary for the occurrence of EIR is accurately
reproduced by the Thomas-Fermi approximation, Eq.6.7.
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Figure 6.5: Electronic structure of the Np = 5 AFM state whose charge distribu-
tion was illustrated in Fig.6.2(b). This plot was calculated with a non-zero second
nearest-neighbor hopping parameter t′/t = −0.15. Energies are measured from the
chemical potential of the thin film. (a) All 20 2D bands along high symmetry lines
of the AFM Brillouin zone. (b) Crossing between the polar material surface layer
lower Hubbard band and the five non-polar material upper Hubbard band layers.
The space charge physics implies that these six bands will be close to the chem-
ical potential. Note that only two bands are partially occupied. (c) Dependence
of the total band occupancy on position in the Brillouin-zone on a color scale with
occupancy 18 in red, 20 in green, and 22 and in blue.
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at the interface, the bands are closely spaced and the corresponding eigenstates

contain more inter-layer characters. When EIR occurs there is a weakly avoided

anticrossing between the top-most lower Hubbard band state in the polar material

and the upper Hubbard band states of the non-polar material. This anticrossing is

apparent in Fig.6.5(b) which expands the region of the electronic structure close to

the Fermi energy. In the ground state the polar lower-Hubbard band state is lower

in energy at the Brillouin-zone center but higher in energy toward the Brillouin-zone

edges. (For a model with only nearest-neighbor hopping the lower upper band has

its maximum and the upper Hubbard band has its minimum along the line from

(π, 0) to (0, π).)

For the parameters used in this calculation (with second nearest-neighbor

hopping t′/t = −0.15) the EIR leads to two partially occupied 2D bands illustrated

in Fig. 6.5(c), a nearly full lower-Hubbard band very localized on the surface and

with two inequivalent hole pockets in the AFM Brillouin zone centered on (π/2, π/2)

and (π/2,−π/2) and a nearly empty band concentrated on the first non-polar layer

with an electron pocket centered on (π, 0).

6.4 Thomas-Fermi theory

Layered oxide materials have a natural Thomas-Fermi approximation in which the

total energy is expressed as the sum of the total electrostatic energy and a local-

density-approximation for the band and correlation energies. For layered structures

the contribution to the energy from each atomic layer is approximated by the energy

per layer of an electrically neutral 3D system with the average site occupancy of

that layer. Minimizing this energy with a fixed total density constraint leads to the

following TF equation:

µ(ρ(z)) + vH(z) = µ0 (6.4)
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where vH(z) for this case is.

vH(z)

2π Uc
=
∑

zA

|z − zA| −
∑

z′ 6=z

(ρ(z′) − f)|z′ − z| (6.5)

and µ0 is the overall chemical potential. Following the same approach described in

Chapter 5, we can solve the TF equations for different ordered states using µ(ρ) cal-

culated from HF solutions for the three-dimensional Hubbard model. We confirmed

that TFT very accurately reproduces the results of HFT for the charge distribution

between the layers, as in the case of modulation doping discussed in the last chapter.

One advantage of using this TF equation is that we can derive some key

properties analytically. For example, if we assume that the d-orbitals of polar and

non-polar sides are both described by one-band Hubbard models and that the charge

transfer occurs from a single surface layer to a single interface layer Eq.(6.4) reduces

to

ǫd1 + µP (1 − δn) + 2πUcNp(1 − 2 δn) = ǫd2 + µNP (1 + δn) (6.6)

where the Hubbard model chemical potentials are expressed as function of density

in units of electrons per atom, δn is the charge transfer, and the on-site energies

which are usually set to zero in Hubbard models, restored on each side of the het-

erojunction. Since the left hand side is a monotonically decreasing function of δn

and the right hand side is a monotonically increasing function of δn, this equation

has a solution and EIR will occur if

2πUcNp ≥ [ǫd2 + µNP (1+)] − [ǫd1 + µP (1−)] = EIG (6.7)

i.e. if the electric potential drop across the polar layer exceeds the spatially in-

direct gap EIG between the bottom of the upper Hubbard band in the non-polar

material and the top of the lower Hubbard band in the polar material. Since the
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variation of chemical potential with density is strongly reduced outside of the gap

in strongly correlated material, it follows that the amount of charge transfered once

UcNp exceeds the minimum value is given accurately by

δn ≃ 2πUcNp − EIG

4πUcNp
. (6.8)

As the right hand side of Eq. 6.8 becomes comparable to 0.5 at larger values of Np,

the fundamental assumption of our simple model (namely that the polar catastrophe

is avoided by electronic rather than atomic reconstruction) becomes increasingly

suspect. When EIR occurs it is likely to lead to relatively small 2D Fermi surface

pockets, as illustrated in Fig. 6.5.

6.5 Dynamical mean-field theory

For the paramagnetic states, we adopt the two-site DMFT with the same reasons

discussed in the last chapter. The results for Np = 2 and Np = 5 are presented

in Fig. 6.6 with UP /t = UNP /t = 20 and Uc/t = 0.8. When a paramagnetic

state is described by HFT, charge transfer from the surface to the interface occurs

(incorrectly) even for Np = 2. For Np = 5, the screening of the surface layer electric

field incorrectly begins immediately in the polar material. The DMFT calculations

demonstrate that a larger value of Np is required even if the spin-degree of freedom is

not ordered in the Mott insulators. These results confirm that a minimum thickness

of polar layers is required for EIR when on-site correlations are strong.

6.6 Discussions

From the experimental aspect, one may concern whether the polar-nonpolr MIMI

heterostructures can possibly be made from existing materials. It is indeed not

so easy to determine on purely theoretical grounds which material combinations
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Figure 6.6: Electron distribution calculated by HFT and DMFT for PM state with
(a) Np = 2 and (b) Np = 5. Other parameters are the same as those used in Fig 6.2.
The comparison between HFT and DMFT for PM state demonstrates the role of
on-site correlation in the EIR. The solutions of DMFT show that EIR only occurs
with more polar layers and the confinement is stronger compared to HF solutions.
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could be used to realize the EIR proposed here. In the family of cubic perovskites,

candidate d1 polar materials include LaTiO3 and YTiO3 and possible d1 non-polar

materials include SrVO3 include CaVO3. The band offsets of the various possible

materials combinations ǫd1 − ǫd2 can be estimated from existing electronic structure

calculations. LDA calculations based on Wannier functions[32] indicate that the t2g

bands tend to be higher in energy relative to the oxygen p levels in LaTiO3 and

YTiO3 than in CaVO3 and SrVO3. Assumming that the oxygen p levels are closely

aligned across the heterostructure, we can expect that LaTiO3 and YTiO3 will have

higher d orbital energies than CaVO3 and SrVO3. Another interesting observation

from the LDA calculations is that energy differences between different t2g orbital

associated with distortions of the ideal cubic perovskite structure tend to increase

across the series SrVO3-CaVO3-LaTiO3-YTiO3. These additional features related

to the t2g orbital degree of freedom may bring in new physics which can not be ex-

plored in our single-band thin film model. Moreover, the tendency toward magnetic

ordering may also be influenced by the presence or absence of t2g orbital degeneracy,

which will in turn be influenced by reduced symmetry near the heterojunction. The

same calculations show that CaVO3 and SrVO3 are metallic in the bulk. Lower

coordination and electric fields that reduce inter-layer hopping are likely to tip the

balance toward the insulating state in thin films and especially near heterojunctions,

so these materials are still candidates for realization of the physics studied here.

Although sophisticated first principle calculations can provide some insight

and will help with the construction of realistic phenomenological models, the conse-

quences of orbital degeneracy or near-degeneracy for complex oxide heterojunctions

may depend on subtle issues of many-particle physics. Another aspect not captured

realistically in this qualitative study is the dielectric constant which in general could

be a very complicated function of positions throughout the heterostructures[33]. Ex-

perimental information when available will likely play an essential role in achieving
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a full understanding.

One of the most important effect of the band lineups in our model is its

influence on where the electrons accumulate when EIR occurs. We have shown that

in the case of constant ǫd electron accumulation near the heterojunction appears on

the first M ′O2 layer. This will change if ǫd for the polar materials is low enough so

that the sum of ǫd and electrostatic potential is minimized at the last MO2 layer,

instead of the first M ′O2 layer.

6.7 Remarks on the two-dimensional strongly-correlated

electronic systems - doped Mott insulators?

Two-dimensional (2D) electron systems have been a fertile source of interesting

physics over the past few decades, playing host to the fractional and integer quantum

Hall effects and cuprate superconductivity among other phenomena. The most

widely studied and most thoroughly understood 2D electron systems are those that

occur near semiconductor heterojunctions. In these systems carrier densities and

disorder strengths can be adjusted using modulation doping and the electric field

effect, and high sample quality can be achieved using lattice matched materials and

epitaxial growth techniques. These 2D systems are well described by Fermi liquid

theory, at least at magnetic field B = 0. Rapid recent progress in the epitaxial

growth of complex transition-metal oxides foreshadows the birth of an entirely new

class of 2D electron systems, one in which electronic correlations are strong even at

B = 0 and non-Fermi-liquid behavior is common.

Although we have shown theoretically that it is possible to create novel 2D

systems out of the MIMI heterostructures based on HFT, DMFT, and TFT, the

effective theory to descrbie these 2D systems is still lacking. It would be expected

that the orbital degeneracy, Jahn-Teller effect, and the spin properties due to the
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magnetically ordered phases will all play important roles and couple to each other

in the low energy theory. However, since the heterostructure in general have lower

crystal symmetry, the orbitally ordered state would be more likely to occur at very

low temperature. In this case, the single-band model with the spin degree of freedom

may be appropriate for the 2D system near the heterojunction, and it could be an

ideal candidate for the doped 2D Mott insulators.

Doped Mott insulators typically appear to have exotic properties when the

doping is small and more conventional properties when the doping is large and the

total band filling is well away from one, the value at which local correlations have

maximum importance. In the case of the extremely heavily studied cuprate systems,

for example, this crossover is interrupted, by high-temperature superconductivity.

It is interesting to consider whether or not the two-dimensional electron systems

considered here are Fermi liquids. Whereas bulk doping often leads eventually to a

first order transitions between a doped Mott insulator and a relatively conventional

metal, modulation doping in a single or several layers may make it possible to

realize high-density, low-disorder, two-dimensional exotic metals which carry reflect

the heritage of the three-dimensional Mott insulators from which they emerge. Since

the very existence of these two-dimensional electronic systems depends on gaps that

are entirely due to electron-electron interactions, it is clear that they cannot be

adiabatically connected to non-interacting electron states. On the other hand, in the

HFT description the doped state is a Fermi liquid with well defined quasiparticles.

This approximation neglects quantum fluctuations of the magnetic state however,

and its predictions for quasiparticle properties may not be reliable.

One of the most famous examples of the doped Mott insulators is the high-

Tc cuprate superconductors. Debates on how much the Mott physics influences

the properties of these material are still not fully resolved. In the rest parts of this

thesis, we will investigate the excitation spectrum and superfluid density of the high-
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Tc cuprates. We find that a number of the unusual properties of superconducting

state in underdoped cuprates could be well understood by the weak coupling BCS

theory implemented with the generalized random phase approximation calculations

without the strong-coupling feature of the Mott physics. More detail comparisons of

theories and experiments are required to do the final judgement, and we will expect

the MIMI heterostructures proposed here to be a suitable testing platform.
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Chapter 7

Introduction to Cuprates

7.1 Phase diagram

The fascinating and rich phenomenology of high temperature cuprate superconduc-

tors has been very thoroughly studied over the past 20 years. Although there is sub-

stantial variability in details from material to material, all cuprates exhibit robust

Mott insulator antiferromagnetism when the hole-doping fraction x is very small,

superconductivity which appears when x exceeds a minimum value ∼ 0.1, and a

maximum Tc in optimally doped materials with x ∼ 0.2. In the underdoped regime,

the superconducting transition temperature is limited by phase fluctuations[34, 35,

36, 37], and experiments hint at a wide variety of (typically) short-range correla-

tions associated with competing charge and spin orders. The underdoped regime

poses a fundamental challenge to theory because its electronic properties are not

fully consistent with any of the various well-understood fixed-point behaviors that

often help us classify and predict the properties of complex materials.

The key to understand this universal phase diagram of the high-Tc cuprates is

to find out the doping dependence of the superfluid density ns. The phenomenologi-

cal parameter ρs used to characterize phase-fluctuation stiffness in a superconductor
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is normally expressed in terms of ns by writing ρs = ~
2ns/m

∗, an identification that

is partly justified by BCS mean-field theory. The increase of ρs with x in cuprate

superconductors is therefore readily accounted for by theories in which supercon-

ductivity is due to the condensation of Cooper pairs formed from holes in a doped

Mott insulator first proposed by Anderson in his seminar paper in 1987[38]. This

idea was later extensively elaborated by many authors[39] within the slave-boson

approach. The basic idea of this approach is to rewrite the electron creation oper-

ator as: C†
iσ = bif

†
iσ, where bi is annihilation operator of holon carrying +e charge

but no spin and f †
iσ is the creation operator of spinon carrying spin σ but no charge.

In this framework, the superconductivity is characterized as holons Bose-Einstein

condensed and spinons paired, and the increase of ρs with x can be easily real-

ized because ρs must be limited by the holon condensate which is proportional to

the holon density x. However, theories which start with this view must still ex-

plain the fact that ρs vanishes at a non-zero value of x, and deal with the property

that cuprate superconductivity evolves smoothly from the underdoped regime to an

overdoped regime in which it appears to be explainable in terms of conventional

band-quasiparticle Cooper pair condensation. In addition, the spinons and holons

interact strongly with an emergent gauge field associated with the awkward non-

doubly occupied constraint, and an appropriate approach to handle such a strong

coupling system is still unavailable. Therefore the debates on the physics in the

underdoped region are still not fully settled down, and several alternative schemes

have been proposed in the last decade[40, 41, 42].

7.2 Angle-resolved photoemission spectrum (ARPES)

The history of the photoemission spectrum can be traced back to as early as late

nineteen century when Hertz observed the photoelectric effect[43]. This effect was

later understood by Einstein[44] in his Nobel-prize winning paper as a consequence
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of the particle character of the light, the photons. Later it was realized that this

effect can actually be a good tool to study the electronic structure in the materials if

the energy of the incident photons and the final state of the escaped photoelectrons

can be measured. The angle-resolved photoemission spectrum (ARPES) is just such

spectroscopy which maps out the electronic structure of the materials. This mapping

is achieved by measuring the energies and directions of the escaped photoelectrons

and then applying the conservation laws for energy and momentum to obtain the

initial state of the electrons when in the materials. In the past two decades, the

energy and angle resolutions of ARPES have been improved tremendously, partly

due to the huge interests of the science community on the high-Tc cuprates, and now

ARPES has become one of the majoy tools to reveal the novel electronic structure

of the high-Tc cuprates. A recent review on the APRES data of the high-Tc cuprates

can be found in Ref[45].

The quantum description of the photoemission process allows us to measure

the spectral function A(~k, ω) = −1/πImG(~k, ω) which reveals a lot of information

about the gap structure in the single particle spectrum of the cuprates. One of

the most important discoveries due to ARPES is the observation of the pseudo-

gap, which refers to the gap existing at temperatures between the superconducting

transition temperature Tc and a new characterstic temperature T ∗ increasing as the

doping decrease in the underdoped cuprates. Because early ARPES measurements

suggested that the pseudogap was also d-wave, the same symmetry as the super-

conducting gap of the cuprates, it is naturally expected that the pseudogap is the

precursor of the superconducting gap. This viewpoint is in fact consistent with the

slave-boson theory very well. Since the superconudcting state is characterized by

holon condensate and spinon pairing within the slave-boson theory, the pseudogap

can be understood as the state in which the holons are not condensed due to the

phase fluctuations but the spinons are still paired. In addition, this proposal for the
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pseudogap state can also account for the doping dependence of T ∗ since the strength

of the spinon pairing is naturally enhanced with the increase of the electron density

(thus the decrease of the hole density). This great success in explainging the pseu-

dogap indeed provided a very strong support for the theories viewing the high-Tc

superconductor as a remanant of its parent Mott insulator, although there are still

many difficulties to make some quantitative comparisons with experiments due to

some awkward properties of this kind of theories[39].

However, ARPES has never stopped surprising us. Very recently new ARPES

measurements with further improved resolutions[74, 75] showed evidences for that

the pseudogap is different from the superconducting gap. This finding challenges the

slave-boson view point and arises a new debate on whether the ’two gap’ structure

is universal in the cuprates or not. Nevertheless, while these debates on the two

gap structure are mostly at the temperature around Tc, it is no doubt that at very

low temperature where the superconductivity is overwhelmingly dominant, the gap

measured by ARPES is d-wave and closely associated with the superconductivity.

This is a very important fact for our work, and in Chapter 9 we will explain how

we can use ARPES data to make a realistic model to understand several unusual

properties of the underdoped cuprates.

7.3 Inelastic neutron scattering measurements

In some senses, the inelastic neutron scattering (INS) measurement is pretty much

similiar to ARPES measurement. The difference is that it is the neutron, instead

of photon, incident into the crystal under study. Since the neutron is a chargeless

spin 1/2 particle and much massive compared to electrons, it interacts mostly with

the ions and magnetic moments in the crystal. Therefore, by carefully substracting

the phonon contributions from the scattering cross section, the magnetic structure

of the crystal can be revealed. Since the last decades, the INS measurements has
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provided a number of important information about the spin fluctuations in the

high-Tc cuprates.

Early INS measurements were mostly done on the LSCO family, although it

was later realized that the spin responses seem to be fundmentally different in LSCO

and in other families of the high-Tc cuprates. One unique feature of the LSCO family

is the remarkable suppression of Tc near a magic doping concentration of x = 1
8 . The

INS measurements showed that the spin response has peaks at the incommensurate

momenta ~q0 = (π, π) ± 2δ(π, 0) and 2δ(0, π)[46]. Further analysis found a precise

relation δ = x within a range of x = 0.06 to x = 0.125[47]. A natural explanation for

the incommensurate peak at x = 1
8 is the stripe picture in which the charges form

stripes with a period of 4 lattice constant in the antiferromagnetically-ordered back-

ground. This stripe picture had been discussed in the Hubbard model[4] even before

the INS measurements were done, and was supported by the evidence of static spin

and charge orders found by Tranquada et al.[48] Moreover, the stripe picture can

also explain the anomalous suppression of Tc near x = 1
8 since the charge density

wave states compete with the superconductivity. However, although the stripe pic-

ture is consistent with these two unique features of LSCO, it inevitably predicts that

the LSCO at x = 1
8 is a charge insulator along the direction perpendicular to the

stripes, which is obviously inconsistent with the experiment. This leads to the idea

of fluctuating stripe picture which assumes that the charge stripes are fluctuating

instead of static and is still under intensive study.

While spin response in LSCO family can be explained by fluctuations associ-

ated with the charge and spin density waves, the story for other families of cuprates

seem to be quite different. In YBCO and Bi2212, the main feature of the INS

measurements is the resonance mode (INSR) observed at ~Q ≡ (π, π)[49, 50]. Exper-

imentally the INSR has been found to have several interesting doping dependences.

First, the energy of the INSR is highest at the optimal doping and decreases with
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both underdoping and overdoping, resembling the ’superconducting dome’ in the

famous cuprate phase diagram. For example, an empirical relationship between the

INSR energy Ωres and the superconducting transition temperature Tc is proposed

for Bi2212: Ωres ≈ 5.4kBTc[51]. Second, while the INSR is only observed at tem-

perature below Tc in optimally-doped cuprates, it survives in the pseudogap region

as well in the underdoped region, and fraction of its spectral weight to the total

spin sum rule increase significantly with underdoping[52, 53]. Third, further neu-

tron scattering measurements observed the incommensurate peaks at momentum

near ~Q, appearing as a ’hourglass’ dispersion of the collective excitations. Because

all these features suggest their intimacy to the superconducting properties of the

cuprates, a detail analysis of these INSRs will be helpful to a better understanding

of the cuprates.

It is natural to seek for a theoretical explanation on the INSR by random

phase approximation (RPA) calculation. Many efforts have been made following

this track[54, 55, 56, 57, 58, 59]. A popular interpretation states that the INSR

is an exciton-like spin-triplet excitation in the particle-hole channel[55, 57], which

can be understood as following. The magnetic susceptibility in RPA calculations is

given as:

χ(~q, ω) =
χirr(~q, ω)

1 − J(~q)χirr(~q, ω)
(7.1)

where χirr(~q, ω) is the irreducible part of Feynman diagrams and J(~q) is the bare

coupling constant. It is argued that the ladder diagrams do not produce important

effects in χrr(~q, ω) at energies below the particle-hole continuum[54], and therefore

only the bubble diagrams are taken into account (we will challenge this statement

later). Since summing over the bubble diagrams gives a function having poles at the

energies of particle-hole excitations[55], the imaginary part of the irreducible bubble

Imχirr(~q, ω) is zero unless the frequency exceeds the particle-hole continuum thresh-

old energy Ω0. Therefore Imχirr(~q, ω) behaves like a step function near Ω0, and it

70



follows from the Kramers-Kroenig relations that the real part of the irreducible bub-

ble Reχirr(~q, ω) has a logarithmic divergence at Ω0. Since INS experiment measures

Imχ(~q, ω), the resonance mode at ~q = ~Q is the mode with the resonance frequency

ωres solving 1 − J( ~Q)Reχirr(~Q,ωres) = 0 and Imχirr( ~Q,ωres) = 0 simultaneously.

Consequently, there exists only one solution of Ωres = ~ωres which is always slightly

smaller than Ω0. This explanation is just like a magnetic analog of the exciton

in the semiconductor physics, hence it is sometimes refered as spin exciton in the

literatures.

There is, however, still something unclear about the INSR. First, the earlier

theories based on RPA calculation include the ladder diagrams via putting an ef-

fective reduction parameter α to the coupling constant, and the resonance mode is

interpreted as a collective mode merely in the particle-hole channel. One exception is

the alternative picture proposed by Demler and Zhang[60]. They concluded that the

INSR is an antibonding collective mode in particle-particle channel, namely π resos-

nace, and is observable in the INS measurement due to its coupling to the particle-

hole channel in the superconducting ground state. However, it has been pointed

out that this picture is not consistent with experiments because the predicted reso-

nance energy is shown to be higher than two-particle continuum threshold[61, 62].

Nevertheless, in our viewpoints, since particle-hole and particle-particle channels

could in principle couple to each other due to the particle-hole mixing of Cooper

pairs in the superconducting state, a better treatment of summing both bubble and

ladder diagrams should be employed to study this issue. The importance of ladder

diagrams has been demonstrated in the Hubbard model[63]. A phenomenological

approach has been proposed to include the ladder diagrams by using several fitting

parameters to construct the bare Green’s function and the response function which

are consistent with several experimental measurements, in a hope to include more

effects of the ladder diagrams[64].
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These above mentioned approaches, however, still did not treat the summa-

tion of bubble and ladder diagrams rigorously. We will exploit the time-dependent

mean-field theory (TDMFT) introduced in Chapter 3 to revisit the questions of

the INSR. It will be seen that new interpretation for the INSR and profound new

properties related to the INSR can be discovered after both the bubble and ladder

diagrams are treated properly within the TDMFT.
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Chapter 8

Superfluid Density in

Underdoped Cuprates

Parts of this chapter have been published in Physical Review B 77 214518 (2008).

8.1 Introduction

As described in Chapter 7, there is a hidden inconsistency in choosing theoretical

approaches to descrbie the physical properties of the underdoped cuprates. While

the conventional weak coupling BCS theory is rejected due to its wrong prediction on

doping dependence of the superfluid density, our current understanding of the INSR

is mostly based on the weak coupling RPA schemes. In the following two chapters,

we will show that this inconsistency can be resolved as long as the correlation effects

due to the quantum fluctuations are included within a rigorous GRPA scheme.

Our argument accounts for the correlation energy of a d-wave superconductor in

the presence of incipient antiferromagnetism and is based on the following general
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expression for the phase stiffness of a superconductor:

ρs =
1

A

d2E

dP 2
, (8.1)

where A = L2 is the area of the system, ~P the pairing wavevector, and E is the total

energy including both mean-field and correlation contributions: E = EMF + Ecor.

The derivation of this expression will be given in the next section. We argue that

because of the pairing-wavevector dependence of Ecor, the phase stiffness of a d-

wave superconductors is suppressed when short-range antiferromagnetic correlations

emerge. The relationship between pairing-wavevector and the correlation energy

gained from short-range antiferromagnetism parallels a conjugate relationship[60]

between pairing and antiferromagnetic fluctuations. In this picture of the under-

doped state, the resonant magnetic mode (INSR) observed in inelastic neutron

scattering[49, 50] experiments has a somewhat different interpretation from that

in most earlier theories as discussed in Chapter 7, appearing as a kind of magnetic

plasmon.

8.2 Relationship between superfluid density and the pair-

ing wavevector

The expression for the superfluid density comes from an observation of the Ginzburg-

Landau theory[69]. The microscopic free-energy of the superconducting state with-

out magnetic field has the following form:

F s = Fn +

∫

d~r a|Φ(~r)|2 +
b

2
|Φ(~r)|2 +

1

2m∗
| − i~~∇Φ(~r)|2 + ... (8.2)

where Fn is the free-energy of the normal state without magnetic field and Φ(~r) is

the space-dependent order parameter. For the BCS state with pairing wavevector
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~P , Φ(~r) can be written as:

Φ(~r) =
√

ns ei ~P ·~r (8.3)

where ns is the superfluid density. Substituting the above equation into the free-

energy expression leads to

F s = Fn + A
[

ans + b
2n2

s + ~2 ns

m∗

P 2

2 + ...
]

= Fn + A
[

ans + b
2n2

s + ρs
P 2

2 + ...
]

,

(8.4)

where we have used ρs = ~2ns

m∗ . At zero temperature, F = E so that we have:

ρs =
1

A

d2E

dP 2

∣

∣

∣

n,P=0
. (8.5)

8.3 Effective Hamiltonian

The model we study has on-site repulsive interactions U which drive antiferromag-

netism, near-neighbour spin independent interactions V and Heisenberg interaction

J which drive d-wave superconductivity if V < 0 or J > 0:

H = Ht + HU + HV

Ht = −t
∑

<i,j>,σ

c†iσcjσ + h.c. − t′
∑

<i,j>′,σ

c†iσcjσ + h.c.

HU = U
∑

i

n̂i↑n̂i↓ , HJ = J
∑

<i,j>

Ŝi · Ŝj , HV = V
∑

<i,j>σσ′

n̂iσn̂jσ′

(8.6)

where < i, j > means the nearest neighbor and < i, j >′ means the next nearest

neighbor. In Eq.( 8.6) U , J , V , t and t′ should all be thought of as effective pa-

rameters which apply at the energy scale of pairing. Values for V , t, and t′ can be

estimated from ARPES data, taking the view that the pseudogap can be identified
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appoximately with the mean-field theory gap[45]. Both interaction parameters are

expected to increase with decreasing x, and the d-wave BCS state can be found for

U > 0, V < 0, and J > 0 at the mean-field level in our convention. For demonstra-

tion purpose, the parameters of t′/t = −0.3, U/t = −V/t = 2.0, J/t = 0, x = 0.12

are chosen in this chapter. A more systematical fitting of these parameters for

Bi2212 will be elaborated in Chapter 9.

8.4 d-wave BCS mean-field state

Since we are interested in the superconducting state, we choose HMF describing a

d-wave BCS state with pairing wavevector ~P . The order parameters are:

〈ci↑ci↓〉 = ∆0e
−i ~P ·~Ri

〈ci↑cj↓〉 = ∆αe−i ~P ·(~Ri+
α
2
)

∑

σ

〈c†iσcjσ〉 = χα , 〈c†iσcjσ〉 =
χα

2

~Rj = ~Ri + α,α = x̂, ŷ

(8.7)

where ~P is the pairing wave vector and the d-wave BCS ground state is given by

~P = 0. Then the mean-field Hamiltonian HMF is:

HMF =
∑

~k

ǫ(~k + ~P/2)c†~k+~P/2,↑
c~k+~P/2,↑

+ ǫ(~k − ~P/2)c†
−(~k−~P/2),↓

c
−(~k−~P/2),↓

+Ω(~k)(c
−(~k−~P/2)↓

c~k+~P/2↑
+ h.c)

(8.8)

Ω(~k) = −2V [∆x cos(kx) + ∆y cos(ky)] − U∆0

ǫ(~k) = [(−2t − V χx) cos(kx) + (−2t − V χy) cos(ky)] − 4t′ cos(kx) cos(ky) − µ

(8.9)
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and it is straigtforward to obtain the eigenvalues and eigenvectors of the HMF :

E±(k) = ǫ(~k+~P/2)−ǫ(~k−~P/2)
2 ±

√

(

ǫ(~k+~P/2)+ǫ(~k−~P/2)
2

)2

+ Ω2(k)

c~k+~P/2,↑
= cos θ~k

/2α~k
+ sin θ~k

/2β†
~k

c†
−(~k−~P/2),↓

= sin θ~k
/2α~k

− cos θ~k
/2β†

~k

cos θ~k
=

ǫ(~k + ~P/2) + ǫ(~k − ~P/2)

2

√

(

ǫ(~k+~P/2)+ǫ(~k−~P/2)
2

)2

+ Ω2(~k)

, sin θ~k
=

Ω(~k)
√

(

ǫ(~k+~P/2)+ǫ(~k−~P/2)
2

)2

+ Ω2(~k)

(8.10)

where α~k
is the eigen-vector for E+(~k) and β~k

is that for −E−(~k) and the mean-field

Hamiltonian can be written as:

HMF =
∑

~k

E+(~k)α†
~k
α~k

+ (−E−(~k))β†
~k
β~k

+ (ǫ(~k − ~P/2) + E−(~k)) (8.11)

The ground state has the properties that 〈α†
~k
α~k

〉 = 0(1) if E+(~k) > (<)0 and

〈β†
~k
β~k

〉 = 0(1) if E−(~k) < (>)0. For ~P = 0, 〈α†
~k
α~k

〉 = 〈β†
~k
β~k

〉 = 0. For ~P 6= 0,

however, some quasi-particle states may be occupied in the ground state.

The self-consistent equations for the order parameters are:

∆0 =
1

2N

∑

~k

sin θ~k

[

1 − 〈α†
~k
α~k

〉 − 〈β†
~k
β~k

〉
]

∆α =
1

2N

∑

~k

sin θ~k cos(kα)
[

1 − 〈α†
~k
α~k〉 − 〈β†

~k
β~k〉
]

χα =
1

N

∑

~k

cos(kα + Pα/2)

[

1 + cos θ~k

2
〈α†

~k
α~k

〉 +
1 − cos θ~k

2
(1 − 〈β†

~k
β~k

〉)
]

+ cos(kα − Pα/2)

[

1 − cos θ~k

2
(1 − 〈α†

~k
α~k

〉) +
1 + cos θ~k

2
〈β†

~k
β~k

〉
]

α = x̂, ŷ

(8.12)
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and the chemical potential µ is determined by the doping x:

x = 1 −
∑

~k,σ

〈c†~kσ
c~kσ

〉 =
1

N

∑

~k

cos θ~k

[

1 − 〈α†
~k
α~k

〉 − 〈β†
~k
β~k

〉
]

(8.13)

The zero pairing wavevector BCS state is usually the lowest energy state

within the realistic range of model paramteres. The introduction of the finite pairing

wavevector ~P is only for the purpose of the superfluid density calculation which will

be discussed in the next section. For any other physical properties discussed, we will

only be interested in the ~P = 0 state with pure d-wave solution (i.e. ∆0 = 0,∆x =

−∆y = ∆). The mean-field theory presented here can cover all other non d-wave

states in general, and we have confirmed that the d-wave BCS state with ~P = 0 is

always a solution of the self-consistent equations and usually the lowest energy state

within the realistic range of model paramteres. Therefore we will assume the zero

pairing wavevector d-wave BCS state to be the ground state throughout Chapters

8 and 9.

8.5 Classification of the excitations based on symmetry

considerations

We will apply the time-dependent mean-field theory described in Chapter 3 to treat

the quantum fluctuations. The fluctuation Hamiltonian Hfluc(t) contains terms
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from both on-site and nearest-neighbor interactions:

Hfluc
U (t) = U

∑

i

[

δ〈c†i↑ci↑〉c†i↓ci↓ + δ〈c†i↓ci↓〉c†i↑ci↑ + δ〈c†i↓c
†
i↑〉ci↑ci↓ + δ〈ci↑ci↓〉c†i↓c†i↑

]

−
[

δ〈c†i↑ci↓〉c†i↓ci↑ + δ〈c†i↓ci↑〉c†i↑ci↓

]

Hfluc
V (t) = −V

∑

〈i,j〉σσ′

[

δ〈c†iσcjσ′〉c†jσ′ciσ + δ〈c†jσ′ciσ〉c†iσcjσ′ − δ〈c†iσciσ〉c†jσ′cjσ′ − δ〈c†jσ′cjσ′〉c†iσciσ

]

−
[

δ〈c†jσ′c
†
iσ〉ciσcjσ′ + δ〈ciσcjσ′〉c†jσ′c

†
iσ

]

(8.14)

where δ〈Ô〉 means the fluctuation of 〈Ô〉 around the mean-field state and thus is

a function of time. We don’t write out the time index just for convenience. Since

HMF is taken as the unperturbed Hamiltonian, it is better to Fourier transform

Hfluc(t) to momentum space and replace the creation and annihilation operators

of the electrons by these of the quasi-particles of HMF . It may look messy at the

first sight since there are so many terms coupled to each other. Fortunately, we are

still able to classify those terms into several independent groups from the symmetry

considerations.

The first symmetry we may use is the translational invariance. As mentioned

in Chapter 3, the translational invariance makes the excitation momentum ~q a good

quantum number so that we can reduce the matrix M̂ given in Eq. 3.4 into isolated

blocks characterized by ~q. For the block of momentum ~q, it can be further divided

into two independent groups of ∆Sz = 0 and ∆Sz = ±1 excitations due to the spin

rotational symmetry. To be specific, we can re-group the fluctuations as Hfluc(t) =

79



Hf1(t) + Hf2(t),

Hf1(t) =
1

A

∑

~p,~k,~q,σ

F (~q)
[

δ〈c†~p+~qσ̄ c~pσ̄〉c†~k−~qσ
c~kσ

]

+ G(~k − ~p, ~q)
[

δ〈c†~p+~qσ c~pσ〉c†~k−~qσ
c~kσ

]

+H(~k − ~p)
[

δ〈c†~q−~pσ̄ c†~pσ〉c~kσ
c
~q−~kσ̄

+ h.c.
]

,

Hf2(t) =
1

A

∑

~p,~k,~q,σ

I(~k − ~p)
[

δ〈c†~pσc~p−~qσ̄〉c†~k−~qσ̄
c~kσ

]

+ J(~k − ~p)
[

δ〈c†~q−~pσc†~pσ〉c~kσ
c
~q−~kσ

+ h.c.
]

(8.15)

F (~q) = U +2V [cos(qx)+cos(qy)], G(~k−~p, ~q) = −2V [cos(kx−px−qx)+cos(ky−py−
qy)− cos(qx)− cos(qy)], H(~k− ~p) = U/2+V [cos(kx − px)+ cos(ky − py)], I(~k− ~p) =

[−U − 2V (cos(kx − px) + cos(ky − py))], J(~k − ~p) = V [cos(kx − px) + cos(ky − py)],

σ̄ = −σ, and A = L2 is the area of the system. The group I (Hf1(t)) contains

the ∆Sz = 0 fluctuations while the group II (Hf2(t)) contains the ∆Sz = ±1 ones,

and these two groups can be treated independently. Moreover, since the BCS states

(with or without finite pairing wavevector ~P ) are spin singlet, the spin 1 excitaions

must have three fold degeneracy of which two modes will be found in the group II

and one mode will be found in the group I. These reductions of M̂ into small blocks

greatly simplify the numerical calculations since we can perform the diagonalizations

for each small block independently. In addition, the special structure of three-fold

degeneracy for spin 1 excitations provides a realistic check of the correctness of the

calculations.

Another advantage of this reduction reveals as we come to study the response

functions which can be even reduced further to an integral matrix with finite size, a

trick commonly used in the cuprate study[60, 61]. The reason why we can have this

convenient form of integral matrix is that since we only conisder on-site and nearest-

neighbor interactions, the form factors of the interactions are either constants or

functions of cos(kx − px), cos(ky − py), sin(kx − px), and sin(ky − py), all of which

can be separated into multiples of cos kx cos px, cos kx cos py, cos ky cos py etc. We will
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explain in more details in Chapter 9 as we discuss the response functions calculated

from our theory.

8.6 Correlation contribution to the superfluid density

The expression for the superfluid density given in Eq. 8.5 is best suitable if the

correlation energy can be obtained analytically. This is obviously not our case since

our TDMFT approach to evaluate the correlation can only be done on a finite size

system. Fortunately, because the free-energy F s given in Chapter 8.2 depends only

on the powers of P 2, we can use an alternative expression for the ρs:

ρs =
2

A

dE

d(P 2)

∣

∣

∣

n,P 2=0
≈ 2

A

(

E(~Pmin) − E(0)
)

P 2
min

. (8.16)

where ~Pmin = (2π/L, 0) is the finite pairing wavevector with minimal magnitude and

P 2
min = |~Pmin|2 = 4π2/L2, and L is the system size which is 34 in our calculations.

The above expression is more convenient for numerical calculations since it requires

only one derivative so that many numerical errors can be easily avoided. We will

use it for both the mean-field ρMF and correlation ρcor contributions.

The mean-field energy EMF is obtained by taking the expectation value of the

full Hamiltonian H with respect to the mean-field state, and the correlation energy

Ecor is calculated using the formalism given in Chapter 3. Fig.[ 8.1] illustrates the

wavevector dependence of correlation contributions to ρ. We find that modes near

~q = ~Q soften, making a negative contribution to ρ. As indicated in this figure we also

find that for the model parameters chosen, collective modes at momenta near (0, 0)

have complex energies for both values of ~P . This finding reflects the tendency of

extended Hubbard models, and of real cuprate materials, to longer period density-

wave instabilities[4]. In our picture these ubiquitous instabilities, which seem to

be material specific, do not play an essential role in underdoped-cuprate superfluid
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Figure 8.1: ~q-dependence of ρcor(~q) for model parameters given in the text. ρcor(~q)
is plotted in dimensionless units normalized to average to ρcor/ρMF , which has
the value −1.6 in this case. The GRPA excitation energies in the black area near
~q = (0, 0) are imaginary reflecting longer length scale instabilities[4] of the extended
Hubbard model we use.

density suppression. Since the contributions to ρcor from ~q near zero are very small,

as shown in Fig.[ 8.1], we do not believe that the inability of extended Hubbard

models to describe small ~q excitations reliably influences our main conclusions.

We find that ρcor/ρMF is negative and of order −1 in the underdoped regime

when extended Hubbard model parameters are in the range thought to represent

underdoped cuprates. We conclude that a substantial suppression of the superfluid

density due to the pairing wavevector dependence of the correlation energy occurs

in underdoped cuprates and that it is responsible for the downturn in the critical

temperature. Our weak-coupling theory is of course unable to describe physics very

near the termination of the superconductivity on the underdoped side, although

there is some indirect evidence from experiment[36, 37] (for example from the rel-

atively weak temperature dependence of ρ) that critical fluctuations are important

in a relatively narrow doping range.

Why does the correlation effect give this large suppression of superfluid den-
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sity? Why are the suppressions much stronger near ~q = ~Q? In the next section

we will answer these questions with the context of a Berry phase coupling existing

in the fluctuations of this system. This hidden coupling has been overlooked in

the earlier theories and we will see that it is important to explain several unusual

properties of the INSR and the superfluid density in the underdoped cuprates.

8.7 Qualitative arguement based on Berry phase cou-

pling

In this section we give a qualitative arguement for the suppression of the superfluid

density due to the correlation energy. The basic ideas presented here are independent

of most microscopic details, and most easily described in terms of the properties of

a low-energy effective-field model for the collective fluctuations of a weak-coupling

d-wave superconductor. We construct a quantum action by introducing a set of

states which incorporate the coupled triplet pairing and spin-density fluctuations

on which we focus. |Ψ[φ, V ]〉 is the Fock-space Slater determinant ground state of

the quadratic Hamiltonian

Hfluc = HMF +
∑

iσ

σVi c†iσciσ + ∆m[
∑

iτ

(−)τ [exp(iφi) − 1]c†i↑c
†
i+τ↓ + h.c.]. (8.17)

where ∆m = −2V ∆ in the convention used in previous sections. (For notational

simplicity we have exhibited here only fluctuations with zero spin projection along

the quantization direction.) In Eq.[ 8.17], τ labels the four neighbours of each site on

a two-dimensional square lattice, and (−)τ represents the d-wave variation of mean-

field near-neighbor pair potentials. Using these states as an approximate identity

resolution leads to the following low-energy imaginary-time action for the collective
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variables φi and Vi:

S =

∫ ∞

0
dτ
[

~ 〈Ψ[φ, V ]|∂τ |Ψ[φ, V ]〉 + E[φ, V ]
]

, (8.18)

where E[φ, V ] = 〈Ψ[φ, V ]|H|Ψ[φ, V ]〉 and H is the full microscopic Hamiltonian.

Mean-field theory states are obtained by minimizing E[φ, V ]. The first term in the

action captures a Berry phase coupling between pairing and spin-density fluctuations

on which we now elaborate.

Our proposal is motivated in part by the observation that Berry phase cou-

pling is strong at wavevectors near ~Q = (π/a, π/a). (Demler and Zhang[60] have

demonstrated a closely related conjugate relationship between triplet pair and spin

excitations.) The potentials associated with the two types of fluctuations are:

∂H(fluc)/∂V~k
=

∑

σ,~p

σc†
~p−~k,σ

c~p,σ

∂H(fluc)/∂φ~k
= i

∑

~p

∆~p[c
†

~p−~k,↑
c†~−p,↓

− h.c.]. (8.19)

Pairing phase fluctuations are conjugated to spin-density fluctuations for ~k near

~Q = (π/a, π/a), just as they are conjugated to charge-density fluctuations for ~k

near 0, because the d-wave property ∆~p+ ~Q = −∆~p implies that their commutator is

proportional to the d-wave order parameter.

The Berry phase term can be evaluated explicitly for small fluctuations by

using perturbation theory expressions for the wavefunctions which appear in the

Slater determinant |Ψ[φ, V ]〉:

SBerry =

∫ ∞

0
dτ
∑

~k

C~k
φ
−~k

∂τV~k
, (8.20)
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Figure 8.2: Berry’s curvature C~k vs. ~k for the d-wave mean-field state of a gen-
eralized Hubbard model with parameters given in the text. ∆m = 0.58 in this
case.

where

C~k
= 2

∑

~p

Im
[

〈χ~p,−|∂H
fluc

∂V~k
|χ~p+~k,+〉〈χ~p+~k,+|

∂Hfluc

∂φ
−~k

|χ~p,−〉
]

(E
~p+~k

+ E~p)2
. (8.21)

In Eq.( 8.21) we have made the usual Nambu spin-down particle-hole transformation

of the mean-field Hamiltonian so that it has two eigenstates at each wavevector in

the square lattice Brillouin zone with eigenvalues ±E~p, one (χ~p,−) occupied and one

(χ~p,+) unoccupied. In Fig.[ 8.2] we show Berry curvature values calculated from this

expression as a function of ~k which confirm our expectation that a peak shold occur

near ~k = ~Q.

We now argue that there is competition between the correlation energy gain

due to antiferromagnetic fluctuations and d-wave singlet Cooper pair formation.

Strong evidence for this view is provided by the apparent enhancement[39, 70] of

antiferromagnetic fluctuations in cuprates in vortex cores and in the presence of

external magnetic fields. Changes which weaken superconductivity enhance anti-

ferromagnetism. Here we explore consequences for the dependence of correlation

energy on ~P . In our model the quadratic fluctuation action of a d-wave supercon-
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ductor is

Lfluc =
1

2β

∑

ω,~k

[−2~ω C~k,ω
V (−~k,−ω) φ(~k, ω) + Ksp

~k,ω
|V (~k, ω)|2 + Kφ

~k,ω
|φ(~k, ω)|2 ].

(8.22)

In Eq.[ 8.22], Kφ and Ksp are phase and spin-density stiffnesses. The onset of

antiferromagnetism occurs when Ksp
~Q,ω=0

= 0. Frequency dependence is indicated

in C~k, Ksp
~k

, and Kφ
~k

to recognize the existence of non-adiabatic effects accounted

for below in a GRPA approximation but neglected here. The quadratic fluctuation

action then describes a system with collective modes at energies

Eres
~k

=

√

Ksp
~k

Kφ
~k

C~k

, (8.23)

and a corresponding zero-point energy contribution Ezp =
∑′

k E~k
/2. This adiabatic

theory of the INSR mode is accurate only when Eres
~k

lies well below the particle-hole

continuum; the prime on the wavevector sum above recognizes that this condition

is satisfied only in underdoped samples and only near ~k = ~Q. The fluctuation

correction to ρ is related to the pairing-wavevector dependence of the zero-point

energy. We expect Ksp( ~Q) to decrease with ~P because suppressed pairing favors

antiferromagnetism. The magnitude of this dependence can be estimated roughly

from experiment by associating the magnetic length ℓB at the magnetic field strength

required to induce antiferromagnetism in a cuprate superconductor with the value of

P−1 at which Ksp( ~Q) goes to zero. Taking a typical value for this field ∼ 100Tesla

and assuming that the resonance mode is well defined over the portion of the BZ with

large Berry curvature (say ∼ 10%), gives a negative correlation energy contribution

to the phase stiffness per two-dimensional cuprate layer of ρcor ∼ −0.1nℓ2
B Eres ∼

−Eres ∼ 0.05eV, comparable to the value of ρ inferred from penetration depth

measurements in optimally doped samples. Although this estimate is clearly very
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rough, it does establish that the correlation correction to ρ can be substantial in the

underdoped regime as the GRPA calculations in the last section have shown.

The next important task is to investigate the nature of these resonance

modes. We propose that these resonance modes are just the peaks observed in

the inelastic neutron scattering measurements, i.e. the INSRs. In the next chap-

ter, we will apply our theory to explore the properties of the INSRs in underdoped

Bi2212. The Bi2212 is one of the most heavily studied cuprates so that there already

have a lot of experimental data. Therefore it is a great candidate for demonstrating

the ideas proposed here.
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Chapter 9

Hints from ARPES and INSR

on High-Tc Mechanism - A

Study of Bi2212

Parts of this chapter have been submitted to Physical Review B.

9.1 Introduction

In the last chapter we have shown that the weak coupling BCS theory can account

for the small superfluid density in the underdoped cuprates if the correlation effects

due to the low energy quantum fluctuations are included within the GRPA scheme.

This success is remarkable and motivates us to use the weak coupling theory to

perform a systematical analysis. It is evident from many experiments[45, 71, 72]

that high-Tc superconductors can be described at low energies by a weak coupling

theory with effective interactions between square-lattice quasiparticles that lead

to short-coherence-length d-wave superconductivity. After many years of study,

the source of this effective interaction has still not been established with certainty.
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The d-wave property is naturally associated with near-neighbor interactions, but

these could be spin-independent (V ) and possibly lattice mediated or Heisenberg-

like (J) and possibly antiferromagnetic spin-fluctuation mediated. As shown in

the previous study[60, 54, 55, 61] and in the last chapter, the resonance feature in

inelastic neutron scattering[71], which appears to be generic in cuprates but absent

in conventional superconductors, can be explained if interaction parameters are

chosen so that the system is close to an antiferromagnetic instability, possibly one

driven by strong-on site repulsion U .

In this chapter we attempt to draw conclusions about these interactions

from the numerical arcana of cuprate superconductivity by requiring quantita-

tive consistency between weak-coupling descriptions of neutron and ARPES data

in Bi2Sr2Ca1−xYxCu2O8. From ARPES antinodal gap values we conclude that

3J/2 − 2V ∼ 250meV, while from the ocurrence of the INSR phenomenon we con-

clude that 2J + U ∼ 350meV. The proximity of these two energy scales strongly

suggests that the Heisenberg interaction J dominates and, as we discuss, this in

turn suggests that superconductivity is mediated by short-range antiferromagnetic

interactions which are a remnant of the parent Mott-insulator.

9.2 Effective model and pairing potential for Bi2212

Let’s come back to study the Hamiltonian given in Eq. 8.6 more rigorously. Since

this Hamiltonian mostly describes the energy scale for the pairing potential neces-

sary for the superconductivity, we do not view this phenomenological Hamiltonian

as microscopic, but as what remains after incoherent high-energy electronic fluctua-

tions are integrated out. In view of the Luttinger theorem, the chemical potential µ

is nevertheless fixed by the doping concentration x = 1 −
∑

~k,σ〈c
†
~kσ

c~kσ〉. The effec-

tive interaction parameters U , V , and J are assumed to be at least weakly doping

dependent.
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The order parameter for the d-wave superconducting state is 〈ci↑ci+τ̂↓〉 =

(−)τ∆, where (−)τ = +1 for τ̂ = ±x̂ and −1 for τ̂ = ±ŷ accounting for the d-wave

character. Applying BCS mean-field theory to Eq.( 8.6) leads to a gap function

∆(~k) = Vp∆ (cos kx − cos ky) and to band energies ǫ → ǫ′ which are modified by in-

teractions. Here Vp = 3J/2−2V has contributions from both interactions which can

induce d-wave superconductivity. Mean-field ground state properties are completely

determined by ǫ′(~k) and Vp. The BCS Hamiltonian yields quasiparticles energies

±E(~k) = ±(ǫ′2(~k)+∆2(~k))1/2 which are measured in ARPES experiments. For ǫ′(~k)

we use the experimental Bi2212 normal state quasiparticle band structure[73]. Given

this, the pairing potential Vp of the d-wave superconductivity is fixed by setting the

mean-field maximum gap ∆0 = 2|Vp|∆ equal to ARPES antinodal gap[74, 75]. Ta-

ble 9.1 summarizes Vp values obtained in this way for several underdoped Bi2212

samples. For concreteness we focus our discussion of numerical consistency between

ARPES and INSR on the case of doping x = .144, reserving a discussion of doping

dependence to the end of the paper. For x = .144, Vp ∼ 250meV; the central ques-

tion of cuprate superconductivity is whether this pairing is due to spin-independent

attraction or due to antiferromagnetic spin-dependent effective interactions.

9.3 Competing nature between AFM and SC

The conclusions reached in this chapter depend critically on using the same weak-

coupling Hamiltonian to consistently describe ARPES quasiparticle data and the

INSR feature in neutron scattering experiments. As we explain in more detail be-

low, the emergence of the INSR well below[51] the particle-hole continuum signals

an incipient instability in cuprates, almost certainly the instability toward the an-

tiferromagnetic state. In a weak-coupling GRPA theory the energy cost of static

antiferromagnetic fluctuations Ks is the sum of quasiparticle and interaction energy

contributions. The quasiparticle contribution Ks
qp is a property of the mean-field

90



Table 9.1: Singlet-pairing potential Vp for several underdoped Bi2212 samples. The
doping x is extracted from experimental Tc data, assuming the parabolic relation
proposed by Presland et al.[76].

x Tc (K) Vp (meV) µ (meV)

0.144 92 250 -116.467
0.126 85 256 -111.358
0.11 75 278 -105.584
0.099 65 284 -102.369

state and based on ARPES data is ∼ 400meV. We find below that Ks = Ks
qp−2J−U

and conclude from qualitative and quantitative aspects of the INSR phenomenon

that Ks ≪ Ks
qp; more quantitatively a value close to ∼ 50meV seems likely. It fol-

lows that 2J + U ∼ 350meV. This conclusion is consistent with many experiments

which hint at a close competition[77] between spin and superconducting order in

cuprates. To explain this assessment more completely, it is necessary to describe

the weak-coupling theory of spin and superconducting fluctuations in d-wave super-

conductors in greater detail.

9.4 GRPA theory for the INSR

Because the interactions in our model Hamiltonian are either on-site or nearest-

neighbor, fluctuations at wavevector ~q = ~Q can be expressed in terms of a small

number of coupled channels[60, 61]. Specializing to the Sz = +1 projection of

the triplet fluctuation spectrum, we identify seven operators whose fluctuations are
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influenced by interactions:

Â1 =
1√
N

∑

~p

S+
~p Â2 =

1√
2N

∑

~p

s~pS
+
~p

Â3 =
1

2
√

N

∑

~p

d~p

(

D~p + D̄~p

)

Â4 =
1

2
√

N

∑

~p

d~p

(

D~p − D̄~p

)

Â5 =
1√
2N

∑

~p

d~pS
+
~p Â6 =

1

2
√

N

∑

~p

s~p

(

D~p + D̄~p

)

Â7 =
1

2
√

N

∑

~p

s~p

(

D~p − D̄~p

)

(9.1)

where S+
~p = c†~p↑c~p+ ~Q↓ is a spin-flip operator and D~p = c ~Q−~p↓c~p↓ and D̄~p = c†~Q−~p↑

c†~p↑

are pair annihilation and creation operators. In Eq.( 9.1) s~k
= cos kx + cos ky and

d~k
= cos kx−cos ky are extended-s and d-wave form factors. The two-particle Greens

functions which capture the fluctuations of these operators are:

χ̂ab( ~Q,ω) = −i

∫

dteiωtθ(t)〈[Âa(t), Â
†
b(0)]〉. (9.2)

We focus on the s-wave spin and d-wave pair fields (Â1−4), which decouple from the

d-wave spin and s-wave pair fields (Â5−7) and are responsible for the INSR. Note

that the extended-s spin-flip channel was not included in Refs. [60] and [61] and

the equation for the total spin response therefore involved three rather than four

coupled channels. As we will explain shortly, omission of this channel is a good

approximation.

The GRPA Greens functions can be derived by expanding the Hamiltonian

to quadratic order around the mean-field state and solving the equation-of-motion

for χ̂ab( ~Q,ω). We find that

χ̂−1(~Q,ω) = χ̂−1
qp ( ~Q,ω) − V̂ (9.3)
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where V̂ = diag(−U − 2J, J/2− 2V, V + J/4, V + J/4) is the interaction kernel and

χ̂qp,ab( ~Q,ω) =
1

N

∑

~k

(

fafb

ω − E(~k) − E(~k′)
− (−1)a+bfafb

ω + E(~k) + E(~k′)

)

(9.4)

is the bare mean-field-quasiparticle response function. In Eq.( 9.4) ~k′ = ~Q−~k, the

factor (−1)a+b specifies the simple relationship between quasiparticle pair-creation

and pair-annihilation matrix-elements[61] at ~q = ~Q, and the form factors fa are[61]:

f = (p−(~k,~k′),
s~k√
2
p+(~k,~k′), d~k

l+(~k,~k′), d~k
l−(~k,~k′))

p±(~k,~k′) =

(

u~k
v~k′

± v~k
u~k′

)

√
2

, l±(~k,~k′) =

(

u~k
u~k′

± v~k
v~k′

)

√
2

.

(9.5)

In the GRPA the ω dependence of χ̂−1 comes from the ω-dependence of χ̂−1
qp , which

depends only on the band-structure, on the doping x, and on Vp. Typical numerical

results for χ̂−1
qp (~Q) are summarized in Fig. [ 9.1].

Since the INSR frequency is well below the particle-hole continuum, it is

useful to expand χ̂qp,ab( ~Q,ω) to leading order in ω:

χ̂qp,ab( ~Q,ω) ≈ R0(a, b) − R1(a, b)ω + O(ω2)

R0(a, b) =
∑

~k

−fafb

[

1 + (−1)a+b
]

E(~k) + E(~k′)

R1(a, b) =
∑

~k

fafb

[

1 − (−1)a+b
]

[E(~k) + E(~k′)]2

.

(9.6)

The leading coupling between even and odd a operators is the Berry-phase coupling

which appears at first order in ω; the most important of these is the coupling between

spin (a = 1) and d-wave-pair phase (a = 4), which is similiar to the coupling between

spin density and superconducting order parameter phase fluctuations found in the
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Figure 9.1: χ̂−1
qp,ab(

~Q,ω) for ω < Ω0 where Ω0 is the gap in the quasiparticle-pair exci-

tation spectrum at ~q = ~Q established by d-wave order. For each channel a, the solid,
dotted, dashed, and dash-dotted lines represent respectively χ̂−1

qp,a1, χ̂
−1
qp,a2, χ̂

−1
qp,a3, and

χ̂−1
qp,a4. (Ω0 ≈ 70meV for x=0.144 using the Vp value listed in Table 9.1.)
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last chapter. Even-even and odd-odd fluctuations are coupled in the static limit. χ−1
qp

has a similar low-frequency expansion in which even-even and odd-odd fluctuations

have little frequency-dependence until ω approaches the particle-hole continuum

closely as seen in Fig.[ 9.1]. The even-even and odd-odd elements of −χ−1 ≡ K

specify the energy cost of the corresponding density-fluctuations while the even-odd

elements, approximately linear in frequency, specify how the collective fluctuation

energy is quantized. The even-odd elements satisfy χ−1
qp,ab ≈ ωCab.

9.5 Magnetic plasmon and high-Tc pairing mechanism

The INSR energy Eres solves

det|χ̂−1| = det|χ̂0−1 − V̂ | = 0. (9.7)

To simplify our discussion of Eres we neglect the (a = 2) extended-s spin-density fluc-

tuations which are much stiffer than other fluctuation modes, as shown in Fig.[ 9.1(b)],

and the weak frequency dependence of the fluctuation energy contributions. With

these approximations

Eres ≈
√

KsKφKam − Kφ(Kqp
13 )2

KamC2
14 + KsC2

34 − 2Kqp
13C14C34

∼
√

KsKφ

C14
(9.8)

where Ks = Kqp
11 −U−2J , Kam = Kqp

33 +V +J/4, and Kφ = Kqp
44 +V +J/4 are spin,

π amplitude mode, and π phase mode stiffnesses respectively. Since C14 ∼ 2 and

the experimental value of Eres ∼ 40meV is small compared to Kqp
11 ≈ 400meV and

Kqp
44 ≈ 200meV, it is clear that interactions must substantially reduce the values of

either Ks or Kφ, or both.

To understand the implications of this property more fully we start by dis-

cussing two extreme scenarios. We first assume that d-wave pairing is due entirely

95



Figure 9.2: INSR energy Eres calculated from Eq. 9.7 (solid dots) with U = V = 0
and J = 2

3Vp. The long-dashed line plots the empirical rule Eres = 5.4kBTc. The
triangles, white dots, and the black squares show the doping dependencies of Ω0,
2∆0 calculated from Vp and the large-J model values for Ks.

to the Heisenberg near-neighbor interaction so that J = 2Vp/3 ≈ 180meV. This

choice is already consistent with the INSR experiments, even without invoking an

additional on-site interactions, since it reduces Ks → 40meV and Eres →∼ 50meV,

in agreement with experiment. Near-neighbor Heisenberg interactions are therefore

able to account simultaneously for pairing and for the INSR character. The depen-

dence of the INSR position on doping obtained from the full GRPA theory after

setting J = 2Vp/3 is shown in Fig.[ 9.2]. The good agreement across the full doping

range strongly suggests that J is the only large coupling constant in the low-energy

effective theory, with J ranging from ≈ 166 meV for x=0.144 to ≈ 190 meV for

x=0.099.

What does this suggest about the character of the low-energy quasiparticles?

First of all, the absence of a large repulsion U suggests that strong correlations

between opposite spin-electrons have very substantially reduced the quantum am-

plitudes for double-occupation of the same lattice site. The picture which appears
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appropriate is that of a single-particle Greens function which maintains Luttinger-

theorem quasiparticle peaks near the Fermi energy, but has also developed incoher-

ent lower and upper Hubbard band features in its spectral function. The interaction

J would then seem to be the remanant of the parent Mott insulator’s superexchange

interactions. This picture is similar to the t − J model[39], except that it does not

start from rigid spin-charge separation. Indeed, even the size of the interaction J

is reasonably consistent with antiferromagnetic-state exchange energies in cuprates.

The reduction of the experimental band-width by approximately a factor of two

compared to LDA estimates of bare bandwidths is also consistent with this scenario

for the character of the quasiparticles in the weak-coupling theory. All this is just a

picture and not a theory, of course - but it may suggest a direction for future work.

It is remarkable that a single J can account simultaneously for both the the doping

dependences of the antinodal gap and Eres.

The INSR position can also be accounted for of course by fine-tuning both

U and V at fixed Vp. For example, if we first assume that d-wave pairing is due en-

tirely to attractive spin-independent effective interactions V = −Vp/2 ≈ −130meV.

This value of V results in a small phase stiffness, Kφ ∼ 70meV and would require

that U ∼ 300meV in order to reduce Eres into the experimental range. This is

a weaker correlation scenario in which the effective value of U is still fairly large.

The INSR magnetic plasmon in this case has approximately equal pair-phase and

spin character; in the large J scenario on the other hand the INSR mode has dom-

inant spin character because Ks ≪ Kφ. More plausible is the choice V = −J/4,

commonly used in t − J model calculations and motivated by the theory of the

superexchange mechanism. Compared to the J-only model, this choice shifts J

slightly, from J = 2Vp/3 to Vp/2, resulting in slightly larger Ks and smaller Kφ

without shifting the INSR position significantly.
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9.6 Magnetic plasmon or spin exciton?

Finally we comment briefly on the interpretations of the magnetic plasmon and

the spin exciton for the INSR. The key to distinguish these two interpretations is

to idenfity the role of inter-channel Berry phase coupling, which has often been

neglected in theoretical analyses, in determining the INSR position and character.

When only the spin-channel is included (spin exciton), the equation for the resonance

frequency is Ks(Eres) = 0. Because of the weak energy dependence of Ks
qp below

the particle-hole continuum we see that when coupling is ignored, U + 2J has to

be adjusted to within ∼ 95% of Ks
qp to explain the resonance position, placing the

system even closer to the antiferromagnetic state instability point. For a given

value of the interaction stregth, mode coupling substantially lowers the resonance

frequency. Mode coupling is therefore important in explaining the experimental

relationship between the value of the resonance frequency and the proximity of the

antiferromagnetic state, strongly suggesting that the magnetic plasmon is the better

interpretation for the INSR than spin exciton.
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Chapter 10

Conclusions

In this thesis we have explored several unusual properties of the two-dimensional

systems with strong correlations.

Motivated by the rapid progress of the techniques for the layer-by-layer

growth of the transition metal oxides, we have proposed two possible ways to cre-

ate novel two-dimensional systems near the interfaces of the Mott-insulator-Mott-

insluator (MIMI) heterostructures. In order to capture the effects of the on-site in-

teraction U in strong coupling limit, in particular the Mott gap, we have adopted the

Hartree-Fock theory for the magnetically ordered states and the dynamical mean-

field theory for the paramagnetic states. While in the ferromagnetic state the Mott

gap is corresponding to the gap between the bands of majority and the minority

spins, in the antiferromagnetic state it is the gap produced by the nesting effect in

the Brillouin zone between ~k and ~k + ~Q where ~Q = (π/a, π/a). In the Hartree-

Fock theory, the size of gap is U − 6t for ferromagnetic state and approximately

U for the antiferromagnetic state. For the paramagnetic state, the Hartree-Fock

solutions incorrectly predict the metallic behavior because the only effect of U is to

shift all the bands by a constant. To resolve this problem, the dynamical mean-field

theory which includes all the local fluctuations is exploited. The two-site dynam-
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ical mean-field theory predicts that the Mott transition occurs at U c ≈ 14.7 for a

three-dimensional single-band Hubbard model, which seems to be realistic for the

cubic peroskite Mott insluators AMO3. All these approaches have been described

in details in chapter 2.

The ability to capture the Mott gap in the theoretical approaches is very

important since we intend to propose the ’gap engineering’ for the transition metal

oxides in an analog of the semiconductors. In Chapter 5 the modulation doping in

the MIMI heterostructures is discussed. We find that the modulation doping can

occur in the MIMI heterostructure and the key factors for experimental controls

of the two-dimensional system created near the interface can be estimated by a

Thomas-Fermi theory complemented by the Hartree-Fock theory and the dynami-

cal mean-field theory. In Chapter 6, the same theoretical framework is applied to

another different type of MIMI heterostructure which consists of polar and nonpolar

Mott insulators. We show that the two-dimensional system can be created near the

interface and the surface of the polar material due to a mechanism driven by polar

catastrophe in a similiar way to the LaAlO3/SrTiO3 superlattices. This effect is

unique in the transition metal oxides and does not occur in the semiconductors due

to different characters of the conduction bands; more localized d conduction band

in the transition metal oxides and more extended p conduction band in semiconduc-

tors. We believe that appropriate choices of the materials based on these two ideas

will allow more possibilities for exploring new interesting systems and electronic

devices.

Although we have shown the existence of the new two-dimensional system

in the MIMI heterostructures, the low energy effective theory to describe the two-

dimensional system is still lacking. It is inevitable that many realistic details, like

orbital degeneracy, Jahn-Teller effect, etc. would have non-negligible influences in

the low-energy theory. As we argued in the last section of Chapter 6, since an
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orbital ordering is most likely to occur at the very low temperature, the single-band

Hubbard model may be a reasonable starting point to investigate the interfacial

two-dimensional system. In other word, the two-dimensional system created near

the Mott insulator heterojunction may be an ideal candidate for the doped Mott

insulator which has been intensively studied in the last few decades due to the

high-Tc cuprate superconductors.

We devoted the second part of this thesis to study the resonance modes ob-

served in the inelastic neutron scattering measurements and the superfluid density

of the underdoped high-Tc cuprates. Motivated by the fact that the weak coupling

BCS theory work relatively well in the overdoped region, we have managed to ex-

tend the same weak coupling theory to the underdoped region. We find that the

weak coupling theory can account for various unusual properties in the underdoped

cuprates if the correlation effects due to the quantum fluctuations are treated rig-

orously within the GRPA scheme. While the earlier theories did not imply any

relationship between these two properties, in Chapter 8 we have proposed that they

are closely related to each other via a Berry phase coupling between the spin fluc-

tuation and phase fluctuation of the d-wave superconducting order parameter. In

Chapter 9, we further concluded from our detail analysis on a realistic model for

Bi2212 that the pairing mechanism of high-Tc superconductior is more likely anti-

ferromagnetic fluctuations.

The superconductivity in the cuprates has been widely believed to be the

remanence of its Mott-insulator parent compound. However, there are still debates

on whether the influence of the Mott physics remains robust as the doping is intro-

duced, providing the facts that the parent compound is actually a charge-transfer

type Mott insulator, and that the antiferromagnetic phase, a hallmark of Mott

insulator, vanishes rapidly with the presence of holes. A recent study of optical

conductivity measurements on LSCO suggests the strength of the on-site interac-
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tion is not that strong as required for being a Mott insulator[78]. Our fitted model

for the underdoped Bi2212 also implies that small effective interaction parameters

and standard GRPA calculations on the weaking coupling BCS states are enough

to descrbie a number of physical properties of the underdoped cuprates and none

of these comes from the unusual strong-coupling feature of Mott insulators. Our

work aims at proposing another viewpoint starting from the weak coupling theory

rather than from the strong coupling theory of a doped Mott insulator. It will be

a challenging task to investigate how these theories in two extreme limits merge

at intermediate doping, and the progress will require more detail comparisons of

theories and experiments.
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Appendix A

Derivation of Self-Consistent

Equations of Dynamical

Mean-Field Theory

The derivation here closely followed the one given in Ref.[6]. Equating Eqs. 2.1 and

2.2 leads to:

e−Seff =

∫

∏

i6=o

D[c∗iσ]D[ciσ ] e−S (A.1)
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In order to see what Seff looks like, it is convenient to divide the original action S

in Eq. 2.1 into three terms:

S = So + ∆S + S(o)

So =

∫ β

0
dτ c∗oσ(∂τ − µ)co,σ + U no↑ no↓

∆S = −
∫ β

0
dτ







∑

i,σ

tio (c∗iσco,σ + c.c)







≡
∫ β

0
dτ







∑

i,σ

ηic
∗
iσ + ciση∗i







(A.2)

where ηi ≡ tio coσ and S(o) is the remaing part of the original action without any

terms related to site o. Substituting the above equations into Eq. A.1, we find:

e−Seff−So =

∫

∏

i6=o

D[c∗iσ ]D[ciσ] e−S(o)−∆S (A.3)

It’s clear that the right-hand side is just the generating functions of connected n-

particle Green’s function of the system with action S(o). Using the relation between

the Generating function and the connected n-particle Green’s function[8], Seff can

be written by:

Seff = So +

∞
∑

n=1

∑

i1,j1...in,jn

∫ β

0
dτi1dτj1...dτindτjn η∗i1 ...η

∗
in

×ηj1...ηjnG
(o)
i1...jn

(τi1 ...τin ; τj1...τjn)

(A.4)

where G(o) is the Green’s function of the system without site o. We must try to

relate G(o) to the Green’s function of the original full Hubbard model (denoted as

G). However, there is no general expression for this relation, except in the d → ∞
limit.
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Before discussing the d → ∞ limit, it is essential to find out the propriete

scaling for parameters of the Hamiltonian. As the dimension increases, the U term

is not affected since it is an on-site term. The kinetic term is, however, strongly

affected. It becomes more clear if we write the kinetic term in k space for a d-

dimensional simple cubic lattice:

Hk =
∑

k,σ

ǫk nk,σ

ǫk = −2t
d
∑

j=1

cos kj

(A.5)

The density of states (DOS) is simply:

D(E) =
1

V

∑

k

δ(E − ǫk) (A.6)

It can be seen that for each k-point, ǫk involves a summation over d numbers ranging

from −1 to 1, which can be considered as a random walk. Therefore we can apply

the central-limit theorem[9] to obtain DOS in d → ∞ limit:

D(E) =
1

2t
√

πd
exp[−(E/2t

√
d)2] (A.7)

In order to have a non-trivial result, the DOS must remain finite in d → ∞ limit so

that t must scale as t ∝ t∗/
√

d. This scaling behavior is quite important because it

ensures the scaling of Green’s function Gij is at least ∝ 1/
√

d
|i−j|

. That implies in

d → ∞ limit, many Feymann diagrams will vanish so that only few diagrams need

to be considered.

It has been concluded[6] that the only remaining term in Eq. A.4 in d → ∞
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is n = 1 term. Therefore the effective action reads:

Seff = So +
∑

i,j

∫ β

0
dτi dτj toitojG

(o)
ij (τi, τj) c∗o(τi) co(τj) (A.8)

Substituting the definition of So in Eq. A.2, we can express Seff in the form of

quantum impurity model:

Seff = −
∫ β

0
dτdτ ′

∑

σ

c†0σ(τ)G−1
0 (τ − τ ′) c0σ + U

∫ β

0
dτ n0↑(τ)n0↓(τ) (A.9)

where the free (U = 0) impurity Green’s function is:

G−1
0 (iωn) = iωn + µ −

∑

i,j

toitojG
(o)
ij (iωn) (A.10)

The last job is to relate G(o) to the full Green’s function G. It can be shown[6] in a

general lattice, the relation is:

G
(o)
ij = Gij −

GioGoj

Goo
(A.11)

After Substituting Eq. A.11 into Eq. A.9, we have two summations to perform.

The first one is:
∑

i,j

toitojGij(iωn) (A.12)

For translational-invariant groundstate, the Fourier transform of the Green’s func-

tion and tij can be simply expressed as: Gij = 1/V
∑

k Gk exp[ik(Ri − Rj)] and
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tij = 1/V
∑

k ǫk exp[ik(Ri − Rj)] respectively, so that we have:

∑

i,j

toitojGij(iωn)

=
1

V 3

∑

k,p,q

∑

i,j

ǫk ǫpGq(iωn)eik(Ro−Ri)eip(Ro−Rj)eiq(Ri−Rj)

=
1

V

∑

q

ǫq ǫ−q Gq(iω) =
1

V

∑

q

ǫ2
q

iωn + µ − ǫq − Σ(iωn)

=

∫ ∞

−∞
dǫD(ǫ)

ǫ2

ξ − ǫ

(A.13)

where D(ǫ) is the DOS for original full Hubbard model without U term defined

in Eq. A.6, and ξ is defined as: ξ ≡ iωn + µ − Σ(iωn). Here the self-energy is

independent of momentum due to the locality of the Green’s function in d → ∞
limit.

The remaining summation is:

∑

ij

toitoj Gio(iωn)Goj(iωn)

=

(

∑

i

toi Gio(iωn)

)2

=





1

V 2

∑

k,q

∑

i

ǫk Gq(iωn)eik(Ro−Ri) eiq(Ri−Ro)





2

=

(

1

V

∑

q

ǫ−q Gq(iωn)

)2

=

(
∫ ∞

−∞
dǫD(ǫ)

ǫ

ξ − ǫ

)2

(A.14)

Special attention should be paid to the on-site Green’s function Goo(iωn). It

is the on-site Green’s function for the original full Hubbard model. However, it also

equals to the on-site Green’s function computed in the impurity model in Eq. A.9,

as emphasized in section 2.3.1.

Now we have almost finished the derivation. The last job is to use the
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following two identities:

(1)

∫ ∞

−∞
dǫD(ǫ)

ǫ

ξ − ǫ
=

∫ ∞

−∞
dǫD(ǫ)

(

ξ

ξ − ǫ
− 1

)

= ξ G(iω) − 1

(A.15)

(2)

∫ ∞

−∞
dǫD(ǫ)

ǫ2

ξ − ǫ
=

∫ ∞

−∞
dǫD(ǫ)ǫ

(

ξ

ξ − ǫ
− 1

)

= ξ

∫ ∞

−∞
dǫD(ǫ)

ǫ

ξ − ǫ

= ξ2 G(iωn) − ξ

(A.16)

where
∫

dǫD(ǫ) = 1 and
∫

dǫD(ǫ) ǫ = 0 are used. After several substitutions, we

finally obtain:

G−1
0 (iωn) = iωn + µ −

∑

i,j

toitojG
(o)
ij (iωn)

= iωn + µ −
[

ξ2 G(iωn) − ξ − (ξ G(iωn) − 1)2 /G(iωn)
]

= iωn + µ − ξ + G−1(iωn)

= Σ(iωn) + G−1(iωn)

(A.17)

It leads to the most important equation for DMFT:

G−1
0 (iωn) − G−1(iωn) = Σ(iωn) (A.18)
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