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Dynamical tunneling has been observed in atom optics experiments by two groups, one in Texas using Cesium atoms and the other at NIST using a Bose-Einstein condensate. This tunneling is classically forbidden due to the isolation of the atoms in momentum space. The experimental results are extremely well described by time-periodic Hamiltonians with momentum quantized in units of the atomic recoil. The oscillations observed in these experiments are due to a few Floquet states that were excited by the initial conditions in the experiment. The observed tunneling has a well defined period when only two Floquet states dominate the dynamics. Beat frequencies are observed when three Floquet states dominate. Frequencies which are calculted theoretically match those observed by both experiments. The dynamical origin of the dominant Floquet states is identified as resulting from states which are excited by the initial conditions of the experiment.
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## Chapter 1

## Introduction

This dissertation examines atom optical systems that exhibit quantum dynamic tunneling between regions separated in phase space by momentum. The main tool for analysis is the application of Floquet theory to the timeperiodic Hamiltons of the dynamical systems.

### 1.1 Atom Optics

In 1970, Ashkin proposed using a radiation pressure force to transfer momentum from a traveling laser wave to neutral two-level atoms [2]. The beam of radiation connects the ground state with an excited state. Experimental observation of this momentum transfer was made few years later $[48,56]$. Eventually, it was discovered that this light pressure force could cool atoms [26] and ions. Kinetic energy is transfered from a low-density gas when it is illuminated by an intense laser which is at the lower-frequency half of the resonance line's Doppler width.

The interaction between the laser light and neutral atoms is due to a dipole moment that comes from the spatial distribution of electrons and protons within the atom. Since atoms have well defined internal energy values,
the interaction is a resonance between the atom and laser. The interaction is stronger when the difference between the frequency of the laser and the atomic transition is small. In general, the intensity of light depends upon the atom's position, while the force on the atom depends upon the gradient of the intensity.

Spontaneous emission occurs when light is scattered into a vacuum mode. This emission can be treated a s stochastic process using a density operator. The effect of the spontaneous emission is to damp the excited state, give random kicks to the atom, and disrupt the coherent evolution governed by Schrodinger's equation. Stimulated emission can be made to dominate over spontaneous emission by detuning the laser. If $\delta=\omega_{L}-\omega_{0}$ is large compared to the Rabi frequency, $\Omega$, the atom makes a virtual transition to a higher energy state. After a short time, $\delta t \approx 1 / \delta$, the atom most likely undergoes stimulated emission rather than spontaneous emission which could require more time.

The net effect of the laser is not on the internal state of the atom, but on it's center-of-mass momentum. The momentum changes by $\hbar k_{L}$ with each coherent transition between the atom's internal states. If the atom emits a quanta of momentum $\hbar k_{L}$ in the same direction, then no net change to the atom's momentum takes place. However, if the momentum is emitted in the opposite direction, $-\hbar k_{L}$, then there is a net momentum change for the atom of $2 \hbar k_{L}$.

The study of quantum nonlinear dynamics with cold atom was proposed by Graham, Schlautmann, and Zoller [24]. The wave nature of the atoms
must be taken into account since the de Broglie wavelength of cold atoms is large. Because the atoms are so cold, dissipation and noise is reduced. The optical potential that interacts with the atoms can be approximated as a onedimensional potential. The experimentalists are able to exert control over this potential through various techniques. In this thesis, amplitude modulated potentials are studied.

### 1.2 Classical Chaos

In a mixed phase space of a classical system there are regions of regular dynamics and regions in which the dynamics exhibits chaotic behavior. The regular regions are sometimes isolated within a chaotic sea as stable resonant islands of stability. Classical transport between these islands is forbidden by KAM (Kolmogorov-Arnol'd-Moser) tori which act as dynamical barriers in the phase space. In the quantum regime, it is possible for tunneling between two stable islands to take place. The wave packet can then oscillate between the resonances.

### 1.3 Quantum Chaos

Quantum chaos concerns itself with the study of systems which are non-integrable in the corresponding classical systems. The three main areas of study in quantum chaos are semi-classical quantization, quantum ergodic theory, and quantum signatures of classical chaos. In trying to understand which systems should be subject to the Bohr-Sommerfeld-Epstein quantization rules,

Albert Einstein initiated the field of quantum chaos [20]. He concluded that the rules cannot be used when there are no invarient tori. Using periodic orbit theory, Gutzwiller semiclassically quantized a classically chaotic system [25]. Random matrix theory enabled Bohigas to find a relationship between the statistical properties of the spectra of a quantum system and its corresponding classical system's chaotic dynamics $[7,8]$.

### 1.4 Tunneling

In a static double-well potential, the states have definite parity due to the symmetry of the potential. As the barrier goes to infinity, the states become degenerate and increasingly have support only within the two wells.

Dynamical tunneling occurs when classical transport is forbidden due to system dynamics rather than a potential barrier. Classical trajectories become trapped in phase space regions of regular dynamics which are separated from other regions by an inpenetrable barrier of chaotic dynamics. Quantum mechanics couples wave functions which are in the regular regions and allows dynamic tunneling [16]. The quantum levels corresponding to symmetric and separated tori are quasidegenerate $[9,10]$.

The idea that chaos can affect tunneling in a time dependent Hamiltonian was introduced by Lin and Ballentine [37]. They studied a particle in a double-well potential with an external oscillating driving field. The oscillatory driving force acts to replace the separatrix between the wells with a variable sized chaotic layer. Coherent tunneling oscillations between two stable islands
were observed when an initial coherent state was placed on one of the islands and then allowed to evolve in time. It was found that the tunneling rate with the chaos present was greater than ordinary tunneling without the driving field. Peres pointed out that a dynamical symmetry of the Hamiltonian,

$$
\begin{equation*}
H(p, x, t)=H(-p,-x, t+\pi / \omega) \tag{1.1}
\end{equation*}
$$

was the cause of the increase in the tunneling rate [27, 47].
Chaos assisted tunneling was first described by Tomsovic and Ullmo [69]. Systems with symmetries have states which are degenerate to any power of $\hbar$. The degeneracies are lifted by tunneling, either by direct tunneling or by chaos assisted tunneling. The chaos assisted tunneling mechanism involves chaotic states which act as intermediearies for the tunneling. A crossing mechanism exists in which a chaotic level passes near two tunneling levels of states with opposite parity and affects the tunneling rates. The first experimental evidence of chaos assisted tunneling was obtained by Dembowski using a superconducting cavity $[17,23]$. A number of systems have been studied which exhibit chaos assisted tunneling [34, 44].

In this study, I will analyze the recent dynamic tunneling experiments of the Texas and NIST groups using Floquet theory. Additionally, coherent states placed at the experimental location of the atoms will be evolved in time in a manner similarly to Lin and Ballentine [37]. The tunneling oscillations are affected by the symmetry of the quantum Floquet states and the characteristics of the initial state. The frequencies of the oscillations are ultimately
determined by the frequency differences in the eigenvalues of the Floquet states which are prominant in the decomposition of the initial state.

## Chapter 2

## General Theory

### 2.1 Double Well System

In order to understand dynamic tunneling, it is helpful to examine the more familier tunneling which occurs in systems with a potential barrier. In order to make things simpler, I will examine the double well system using an infinite square well with a potential barrier in its center. The width of the total well is set to 1 . The central inner potential barrier has a width of $W=0.2$ and a variable height of $V_{0}$ as shown in Fig. 2.1. The walls of the outer wells have infinite potential, while the inner potential between the two walls and the central barrier is set to zero,

$$
V(x)= \begin{cases}V_{0}, & \text { if }|x|<W / 2  \tag{2.1}\\ 0 . & \text { if } W / 2 \leq|x|<0.5 \\ \infty, & \text { otherwise }\end{cases}
$$

### 2.1.1 Energy Levels

The four lowest eigenvalue energies are ploted in Fig. 2.2. At $V_{0}=0$, the double well becomes the simple infinite square well with energies that are proportional to $n^{2}$. As the magnitude of barrier potential increases, each of the symmetric $(|S\rangle)$ and antisymmetric $(|A\rangle)$ states pair up with a state of


Figure 2.1: Double well potential for the infinite square well. The barrier height, $V_{0}$, is variable, while its width, $W=0.2$. The sides of the double well have infinite potential, so the wavefunction is bound within it.
the opposite parity and grow closer in energy to their partner. Eventually, each state becomes nearly degenerate. Only when the barrier reaches infinite potential does actual degeneracy take place [54].

The energy curves have positive slope because the energy eigenvalues must increase as the barrier potential gets larger. The growing barrier causes the eigenvectors to have greater curvature since they must increasing curve closer to the axis at the barrier bounderies in order to avoid the classically forbidden region. This added curvature corresponds to a larger eigenvalue according to Schrödinger's equation.

The symmetric states are lower in energy than their corresponding an-


Figure 2.2: First four energy eigenvalues for the infinite double square well with a barrier width of $W=0.2$. Both $E_{n}$ and $V_{0}$ are scaled by $\hbar^{2} / 2 m$. The states are numbered according to their energy order. The blue curves correspond to the symmetric states 1 and 3, while the red curves are the antisymmetric states 2 and 4. For $V_{0}=0$, the eigenvalues are $E_{n}=n^{2} \pi^{2}$. At $V_{0}=1000$, the eigenvalues are $E_{1}=52.88354, E_{2}=52.947019, E_{3}=210.54438$, and $E_{4}=210.93595$.
tisymmetric states because of curvature. The antisymmetric states have to curve enough to cross the axis one additional time more than the previous symmetric state which is at a lower energy. As a result, the even and odd states alternate in Fig. 2.2 as energy increases. As the barrier increases, the eigenvalues of each state within a pair come closer together because the difference in curvature between the two states becomes very small.

### 2.1.2 Wave Functions

As the height of the potential barrier increases, the wave functions are distorted from their original sinusoidal shapes that occurs for a infinite square well with no barrier. States 1 and 2 are shown in Fig. 2.3. The four parts of the


Figure 2.3: First two eigenstates for the infinite double square well with a barrier width of $W=0.2$. The blue curves are state 1 and the red curves are state 2 . (a) $V_{0}=0, E_{1}=9.8696, E_{2}=39.4784$, (b) $V_{0}=12, E_{1}=14.2609$, $E_{2}=40.0447$, (c) $V_{0}=204, E_{1}=42.3148, E_{2}=45.9576$, (d) $V_{0}=4008$, $E_{1}=57.0770, E_{2}=57.0770$. The energy and potential are scaled by $\hbar^{2} / 2 \mathrm{~m}$.
figure show two wave functions as the potential barrier increases. In Fig. 2.3a, there is no barrier, so we have only the infinite square well and the usual
sine waves. As soon as the central barrier is turned on, the wave functions are distorted. This is obvious for state 1 in Fig. 2.3b. It is still concave inward toward the axis, since the eigenvalue energy is greater that the barrier potential. After increasing the potential some more, the energy eigenvalues are finally less than the potential in Fig. 2.3c. This causes both states to have concave outward shapes within the barrier region. In Fig. 2.3d, the potential has been ramped up almost 20 times that of Fig. 2.3c. This causes the two states to have very small probabilities within the barrier. Notice that the two states are almost identical except for the parity difference. This is reflected in the energy eigenvalues which are degenerate to a precision of $10^{-} 5$.

The next two states are shown in Fig. 2.4. A similar progression to that of Fig. 2.3 is shown. In this case, it is much more difficult to see the distortion in the wave functions. Once the eigenvalue becomes less than the potential, as in Fig. 2.4c, the change from concave inward to concave outward becomes obvious. Finally, for $V_{0}=4008$ in Fig. 2.4d, the two wave functions have once again become nearly identical except for parity.

### 2.1.3 Tunneling

Tunneling occurs when a particle is initially confined in one of the two wells,

$$
\begin{align*}
|R\rangle & =\frac{1}{\sqrt{2}}(|S\rangle-|A\rangle)  \tag{2.2}\\
|L\rangle & =\frac{1}{\sqrt{2}}(|S\rangle+|A\rangle) \tag{2.3}
\end{align*}
$$



Figure 2.4: Second pair of eigenstates for the infinite double square well with a barrier width of $W=0.2$. The blue curves are state 3 and the red curves are state 4 . (a) $V_{0}=0, E_{3}=88.8264, E_{4}=157.9137$, (b) $V_{0}=12, E_{3}=92.5821$, $E_{4}=159.7209$, (c) $V_{0}=204, E_{3}=157.6799, E_{4}=181.3016$, (d) $V_{0}=4008$, $E_{3}=228.1804, E_{4}=228.1804$. The energy and potential are scaled by $\hbar^{2} / 2 m$.
where $|R\rangle$ is mostly confined to the right well and $|L\rangle$ is mostly in the left well as shown in Fig. 2.5. All of the states shown are combinations of the energy eigenstates. Fig. 2.5a and Fig. 2.5b are for a smaller potential barrier that for Fig. 2.5c and Fig. 2.5d. As a result, there is a noticeable amount of probability in the opposite wells. For the last two wavefunctions, the barrier is so high that almost no leakage into the opposite well occurs.


Figure 2.5: Left and right localized states for the infinite double square well with a barrier width of $W=0.2$. The magenta curves are state $|L\rangle$ and the blue curves are state $|R\rangle$. (a) $\left|L_{1}\right\rangle=\left(\left|E_{1}\right\rangle+\left|E_{2}\right\rangle\right) / \sqrt{2}$ for $V_{0}=204$, (b) $\left|R_{1}\right\rangle=\left(\left|E_{1}\right\rangle-\left|E_{2}\right\rangle\right) / \sqrt{2}$ for $V_{0}=204$, (c) $\left|L_{2}\right\rangle=\left(\left|E_{3}\right\rangle+\left|E_{4}\right\rangle\right) / \sqrt{2}$ for $V_{0}=4008$, (d) $\left|L_{2}\right\rangle=\left(\left|E_{3}\right\rangle-\left|E_{4}\right\rangle\right) / \sqrt{2}$ for $V_{0}=4008$. The energy and potential are scaled by $\hbar^{2} / 2 m$.

These are nonstationary states that oscillate between the two wells with a frequency of $\omega=\left(E_{A}-E_{S}\right) / \hbar$. This result becomes evident by applying the time-evolution operator to these states,

$$
\begin{align*}
|R(t)\rangle & =\widehat{U}(t)|R\rangle  \tag{2.4}\\
& =\frac{1}{\sqrt{2}} \mathrm{e}^{-i E_{S} t / \hbar}\left(|S\rangle-\mathrm{e}^{-i\left(E_{A}-E_{S}\right) t / \hbar}|A\rangle\right)  \tag{2.5}\\
& =\left|L\left(t+\pi \hbar /\left(E_{A}-E_{S}\right)\right)\right\rangle . \tag{2.6}
\end{align*}
$$

Thus, the wave function in Fig. 2.5a changes into the one in Fig. 2.5b and the Fig. 2.5c wave function changes into the wave function of Fig. 2.5d after a period of $T_{L \rightarrow R}=T / 2=\pi \hbar /\left(E_{A}-E_{S}\right)$. The barrier height is much greater for Fig. 2.5c and Fig. 2.5d than for the first two parts of the figure. As a result, their frequency of oscillation is much smaller. As long as the eigenstates are not degenerate, which only happens when each well is completely isolated from the other, there must be oscillation between the two wells.

Note that computationally, degeneracy becomes a problem. With finite precision, two states that should actually be non-degenerate with a given potential strength, may appear to be degenerate. When this occurs, parity must be explicitly imposed, since non-parity wavefunctions are computationally permissible.

### 2.2 Classical Chaos

After quantum tunneling, the next element that needs to be considered is chaotic dynamics. Classical chaos in 2-dimensional systems provides a good starting point. These systems have many of the features of the atomic optic systems that are ultimately of interest.

### 2.2.1 Poincaré Surfaces of Section

A Poincaré surface of section is a means for analyzing autonomous, two degree of freedom, near-integrable Hamiltonian flows. For these systems, phase space is four dimensional. The surface of section reduces the flow to a
mapping on a two-dimensional surface. Each time a trajectory of the system passes through a select plane in a given direction, the intersection point is recorded.

Since the trajectory lies on a three-dimensional energy surface, if another constant of the motion exists, the resulting mapping on the surface of section will be a closed curve. If the mapping does not result in a curve, then the constant of the motion must not exist.

### 2.2.1.1 Henon-Heiles Example

The Henon-Heiles problem was first studied in its connection to galactic motion in the 1960s ??. It is much discussed in the literature on chaos [36, 50]. The Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+\frac{1}{2}\left(x^{2}+y^{2}\right)+x^{2} y-\frac{1}{3} y^{3}=E \tag{2.7}
\end{equation*}
$$

Note the nonlinear terms in the potential. The equilbrium points are

$$
\begin{equation*}
\dot{x}=\dot{p}_{x}=\dot{y}=\dot{p}_{y}=0 . \tag{2.8}
\end{equation*}
$$

The equations of motion are

$$
\begin{align*}
\dot{p}_{x} & =-\frac{\partial H}{\partial x}=-x-2 x y \\
\dot{p}_{y} & =-\frac{\partial H}{\partial y}=-y-x^{2}+y^{2} \\
\dot{x} & =\frac{\partial H}{\partial p_{x}}=p_{x} \\
\dot{y} & =\frac{\partial H}{\partial p_{y}}=p_{y} \tag{2.9}
\end{align*}
$$

For the surface of sections in Fig. 2.6, $x=0$ and $p_{x}>0$ define the mapping. For $E<1 / 6$, the motion is bounded. If the energy is greater than this, the


Figure 2.6: Poincaré surfaces of section for the Henon-Heils Hamiltonian. (a) $E=1 / 24$, (b) $E=1 / 12$, (c) $E=1 / 8$, (d) $E=1 / 6$.
motion becomes unbounded.
Within the boundaries, the motion is either regular or chaotic, depending on the energy of the system and the initial condition. In Fig. 2.6a, the energy is low enough that all trajectories are regular. No stochastic orbits are observed. In Henon and Heiles original paper, they calculated the measure of the regular orbits and found it to be 1 for all energies below a threshold. After the threshold, which starts at approximately $E=1 / 12$, the measure of the
stochastic region suddenly increases. The start of this onset of chaotic orbits can be seen in Fig. 2.6b at the hyperbolic points of the middle island chain (e.g., $y=-0.12, p_{y}=0$ ). What looks like two separate orbits surrounding the islands is actually one chaotic orbit that begins at an unstable hyperbolic point. A mixed phase space of regular orbits in the midst of a chaotic sea can be seen in Fig. 2.6c. Each of the stable equilibrium points has survived as resonance islands. In addition, new higher order resonances can be observed in the form of island chains in the region between the primary resonances. The KAM theorem tells us that if the perturbation is not too large, some invarient tori will survive. Fig. 2.6d shows a space in which almost all of these tori have been destroyed. All that is left is the chaotic sea with a few very small islands of regular motion.

In the analysis of atomic optic systems, the Hamiltonians will lend themselves to similar plots as these for the Henon-Heiles problem. The only feature missing is the boundary of the phase space which is such a distinctive feature of these plots. The boundary is defined at the location in the $x=0$ plane where $\dot{p}=0$. Any trajectory that has this property stays within the plane instead of the normal looping around for another iteration.

### 2.3 Periodic Hamiltonians

The Hamiltonians used in atom optics are periodic in time and space. This periodicity allows a simplification in the analysis of both the classical and the quantum behavior of the system. Strobe plots are used for the classical
analysis in a manner very simular to the Poincaré surfaces of section that are used for two degrees of freedom systems. In the quantum analysis, Floquet theory handles the time periodicity, while Floquet-Block theory also accounts for the spacial periodicity.

### 2.3.1 Strobe Plots

If a one degree of freedom, nonautonomous Hamiltonian is periodic in time,

$$
\begin{equation*}
H(q, p, t)=H(q, p, t+T), \tag{2.10}
\end{equation*}
$$

strobe plots can be used to capture the dynamics.

### 2.3.1.1 Underwater Acoustics Example

Sound wave propagation in the ocean is often described using ray theory, just like in optics. The ray equations can be written in a Hamiltonian form,

$$
\begin{equation*}
H\left(z, r, k_{z}, k_{r}, t\right)=c(z, r) \sqrt{k_{z}^{2}+k_{r}^{2}}=\omega_{0} . \tag{2.11}
\end{equation*}
$$

This results in four equations of motion,

$$
\begin{align*}
\frac{d z}{d t} & =\frac{\partial H}{\partial k_{z}}  \tag{2.12}\\
\frac{d k_{z}}{d t} & =-\frac{\partial H}{\partial z} \\
\frac{d r}{d t} & =\frac{\partial H}{\partial k_{r}} \\
\frac{d k_{r}}{d t} & =-\frac{\partial H}{\partial r}
\end{align*}
$$

This is way more complicated than we wish. Fortunately, a simplification can be made that reduces the phase space. If it is assumed that propagation is in the forward direction only $\left(\frac{\partial r}{\partial t}>0\right)$, a new Hamiltonian can be written,

$$
\begin{equation*}
H\left(z, k_{z}, r\right)=\sqrt{\frac{\omega_{0}^{2}}{c(z, r)^{2}}-k_{z}^{2}}=-k_{r} \tag{2.13}
\end{equation*}
$$

This equation potentially has the form of a one degree of freedom, nonautonomous Hamiltonian with $r$ acting like the time variable. The equations of motion are now only two,

$$
\begin{align*}
\frac{d z}{d r} & =-\frac{k_{z}}{H\left(z, k_{z}, r\right)}=\frac{k_{z}}{k_{r}}  \tag{2.14}\\
\frac{d k_{z}}{d r} & =\frac{1}{H\left(z, k_{z}, r\right) c(z, r)^{3}} \frac{\partial c}{\partial z} \tag{2.15}
\end{align*}
$$

The range periodicity comes in through the sound speed profile. A typical range-independent analytical model for the sound speed profile is the Munk profile,

$$
\begin{equation*}
c(z)=c_{a}\left[1+\varepsilon\left(\mathrm{e}^{-2(z-z a) / B}+\frac{2\left(z-z_{a}\right)}{B}-1\right)\right] . \tag{2.16}
\end{equation*}
$$

This profile has a minimum value of $c_{a}$ at the sound channel axis, $z_{a}$. Internal waves in the ocean can affect the sound speed. The Munk profile is modified with a very simple range-periodic internal wave perturbation,

$$
\begin{align*}
c(z)= & c_{a}\left[1+\varepsilon\left(\mathrm{e}^{-2(z-z a) / B}+\frac{2\left(z-z_{a}\right)}{B}-1\right)\right] \\
& +A\left(\frac{2 z}{B}\right) \mathrm{e}^{-2 z / B} \cos \left(\frac{2 \pi r}{R}\right) \tag{2.17}
\end{align*}
$$

where $R$ is the wavelength of the perturbation and $A$ is the amplitude. This sound speed profile for a 5 km deep ocean is shown in Fig. 2.7. Note that the


Figure 2.7: Munk sound speed profile (blue) with range of internal wave perturbation (red) for $A=0.01$.
sound speed acts like a potential energy term in the usual Hamiltonians. The acoustic rays will therefore oscillate about the minimum sound speed just like a ball oscillates about a gravity potential minimum.

A fan of acoustic rays with and without the internal wave perturbation is shown in Fig. 2.8. While it is clear that the internal wave has cause distortion in the rays, it is not so obvious that any of the rays are chaotic. A strobe plot will be able to show the difference between the various rays.


Figure 2.8: Fan of 30 acoustic rays with $10^{\circ} \leq \theta \leq 10^{\circ}$ and a bottom depth of 5 km . (a) $A=0.0$, regular rays, (b) $A=0.01$, distorted rays.

For convenience, instead of plotting the wave vector, $k_{z}$, the grazing angle will be used instead,

$$
\begin{equation*}
\theta=-\tan \left(\frac{k_{z}}{H\left(z, k_{z}, r\right)}\right) \tag{2.18}
\end{equation*}
$$

For $A=0.01$, the strobe plot in Fig. 2.9 becomes a mixed phase space with a large stochastic sea, a central island, small island chains, and an outer region of KAM tori.

There are three parameters that can be changed to produce new strobe plots: the perturbation wavelength, $R$, the bottom depth, $z b$, and the am-


Figure 2.9: Strobe plot for $A=0.01$, bottom depth of 5 km , and $R=10 \mathrm{~km}$.
plitude, $A$. The perturbation wavelength is important because it determines which rays will resonate. For example, if a ray completes an oscillation about the sound channel axis every 50 km , then it will resonate with a perturbation wavelength of $R=10 \mathrm{~km}$ to produce a 5 island chain on the strobe plot. The bottom depth is important because steep rays will reflect off of it. These reflections can destroy resonances that existed for a deeper bottom, or they can create new resonances. As an example, Fig. 2.10 has the same basic structure as with the 5 km strobe, but the resonance structure is different.

By far, however, the amplitude of the perturbation is the most impor-


Figure 2.10: Strobe plot for $A=0.01$, bottom depth of 3 km , and $R=10 \mathrm{~km}$.
tant factor in determining the detailed structure of the strobe plot. As the amplitude gets bigger, so does the chaotic sea, and that dominates everything. Additionally, the strength of the chaos increases as the amplitude increases as shown by the plot of Lyapunov exponents in Fig. 2.11. The chaos intensity can be measured using Lyapunov exponents since the inverse of the exponent gives the range at which one can no longer predict the trajectory of a ray. Thus, the larger the exponent, the sooner that predictability becomes impossible. A few rays have had their exponent calculated in Fig. 2.12. There are three types of rays shown: regular rays that have an exponent that goes to zero as


Figure 2.11: Lyapunov exponent calculation using an ensemble of initial points within the chaotic sea for $R=10 \mathrm{~km}$ and a bottom depth of $z b=5 \mathrm{~km}$.
the range increases, chaotic rays in the stochastic sea that have a finite value of the Lyapunov exponent, and sticky rays (Fig. 2.13) which are ultimately chaotic, but that have trajectories that run very close to a stable orbit. As a result, the sticky state starts off looking like its Lyapunov exponent will go to zero, but eventually, it joins the rest of the chaotic states with a finite value.


Figure 2.12: Lyapunov exponent as a function of range for selected rays with $R=10 \mathrm{~km}$, bottom depth of $z b=5 \mathrm{~km}$, and amplitude $A=0.01$.

### 2.3.2 Floquet Theory

Floquet theory can be used to analyze the quantum properties of the system, if the Hamiltonian is time periodic [55, 58, 71],

$$
\begin{align*}
\widehat{H}(t) & =\widehat{H}_{0}+\widehat{V}(t) \\
& =\widehat{H}(t+T), \tag{2.19}
\end{align*}
$$

where the potential, $\widehat{V}(t)=\widehat{V}(t+T)$, is the source of the periodicity. The solution of Schorodinger's equation with a periodic Hamiltonian has the form

$$
\begin{equation*}
\left|\Psi_{\alpha}(t)\right\rangle=\mathrm{e}^{-i \frac{\Omega_{\alpha}}{\hbar} t}\left|\Phi_{\alpha}(t)\right\rangle, \tag{2.20}
\end{equation*}
$$



Figure 2.13: Sticky state. Each of the dots is a strobe point from the same ray.
where the Floquet states, $\left|\Phi_{\alpha}(t)\right\rangle=\left|\Phi_{\alpha}(t+T)\right\rangle$, have the same period as the Hamiltonian. The quasienergies and Floquet states obey the eigenvector equation,

$$
\begin{equation*}
\widehat{H}_{F}(t)\left|\Phi_{\alpha}(t)\right\rangle=\Omega_{\alpha}\left|\Phi_{\alpha}(t)\right\rangle \tag{2.21}
\end{equation*}
$$

where the Floquet Hamiltonian is defined as

$$
\begin{equation*}
\widehat{H}_{F}(t)=\widehat{H}(t)-i \hbar \frac{\partial}{\partial t} \tag{2.22}
\end{equation*}
$$

This shows that Floquet states play the same role for periodic, time-dependent systems as stationary states do for autonomous systems.

An arbitrary state can be expanded using the Floquet states,

$$
\begin{align*}
|\Psi(t)\rangle & =\sum_{\alpha} A_{\alpha}\left|\Psi_{\alpha}(t)\right\rangle \\
& =\sum_{\alpha} A_{\alpha} \mathrm{e}^{-i \frac{\Omega_{\alpha}}{\hbar} t}\left|\Phi_{\alpha}(t)\right\rangle \\
& =\sum_{\alpha} \mathrm{e}^{-i \frac{\Omega_{\alpha}}{\hbar} t}\left|\Phi_{\alpha}(t)\right\rangle\left\langle\Phi_{\alpha}(0) \mid \Psi(0)\right\rangle, \tag{2.23}
\end{align*}
$$

since the Floquet states are orthornormal, $\left\langle\Phi_{\alpha}(t) \mid \Phi_{\beta}(t)\right\rangle=\delta_{\alpha \beta}$. The quasienergies and Floquet states are calculated from the Floquet matrix. This matrix is constructed from states that have been propagated forward in time by one period,

$$
\begin{align*}
|\Psi(T)\rangle & =\sum_{\alpha} \mathrm{e}^{-i \frac{\Omega_{\alpha}}{\hbar} T}\left|\Phi_{\alpha}(0)\right\rangle\left\langle\Phi_{\alpha}(0) \mid \Psi(0)\right\rangle \\
& =\widehat{U}(T)|\Psi(0)\rangle \\
& =\mathrm{e}^{-i \int_{0}^{T} \widehat{H}(\tau) d \tau}|\Psi(0)\rangle \tag{2.24}
\end{align*}
$$

where $\widehat{U}(T)$ is the Floquet operator, the unitary operator which propagates a state forward in time by one period. By inspection of Eq. 2.24, it can be seen that the Floquet states at $t=0$ are the eigenvectors of the operator while the eigenvalues are $\mathrm{e}^{-i \Omega_{\alpha} T / \hbar}$.

The Floquet matrix, $U_{m n}(t)$, is constructed using the unperturbed eigenstates of the Hamiltonian, $\widehat{H}_{0}$. The matrix elements, $\langle m| \widehat{U}|n\rangle$, can be interpreted as the components of $\widehat{U}|n\rangle$, which is the basis state $|n\rangle$ after one period. Therefore, evolving $|n\rangle$ by one period for each $n$ gives each column of the matrix in turn.

The evolution of the basis states can be acomplished in a number of ways. First, direct integration of the Schrodinger equation is the simplest method. The split-operator method $[21,22]$ is an alternative way to propagate the states. It is a less expensive way of running larger problems. If a small enough time interval is used,

$$
\begin{equation*}
|\Psi(t+\delta t)\rangle \simeq \mathrm{e}^{-i \widehat{H}(t) \delta t}|\Psi(t)\rangle \tag{2.25}
\end{equation*}
$$

For a general Hamiltonian, $\widehat{H}(t)=\widehat{p}^{2} / 2+V(\widehat{x}, t)$, the propagator can be split [43],

$$
\begin{equation*}
\mathrm{e}^{-i\left(\widehat{p}^{2} / 2+V(\widehat{x}, t)\right) \delta t}=\mathrm{e}^{-i \hat{p}^{2} \delta t / 4} \mathrm{e}^{-i V(\hat{x}, t) \delta t} \mathrm{e}^{-i \hat{p}^{2} \delta t / 4}+\mathcal{O}\left(\delta t^{3}\right), \tag{2.26}
\end{equation*}
$$

where each exponential operates on a state that is either in the position or momentum basis. In between each operation, the state is Fourier transformed using a Fast Fourier Transform (FFT) to the other basis.

After obtaining the Floquet matrix, the eigenvalues and eigenvectors need to be determined. The Floquet quasienergies can then be calculated from the eigenvalues and plotted as a function of the perturbation amplitude. The resulting quasienergy spectrum has a Brillouin zone structure [11],

$$
\begin{align*}
\left|\Phi_{\alpha \beta}(t)\right\rangle & =\mathrm{e}^{-i \beta \omega t}\left|\Phi_{\alpha 0}(t)\right\rangle \\
\Omega_{\alpha \beta} & =\Omega_{\alpha 0}+\hbar \omega \beta \tag{2.27}
\end{align*}
$$

where $\omega=2 \pi / T$. The quantum numbers $\alpha$ label the physical state, while the integers $\beta$ pick out individual representatives. The first Brillouin zone
has quasienergies, $-\hbar \omega / 2 \leq \Omega_{\alpha}<+\hbar \omega / 2$. Each set of quasienergies labeled by $\alpha$ corresponds to a single Floquet eigenvector. One way of visualizing the eigenvectors is with Husimi plots.

### 2.3.3 Husimi Plots

The Husimi representation is a way to visual quantum states. It's a quantum distribution function that allows direct comparision with classical phase space distributions [31, 64]. It has often been used to study quantum chaotic systems [13, 14, 32, 59, 65]. A coherent state is a minimum uncertainty wavepacket centered at a point $\left(q_{0}, p_{0}\right)$ which is used to construct a family of states where the coordinate values range over all of the phase space of interest. In the momentum basis, the state becomes [15],

$$
\begin{equation*}
\left\langle p \mid \Phi_{p_{0}, q_{0}}\right\rangle=\left(\frac{\sigma^{2}}{\pi \hbar^{2}}\right)^{1 / 4} \exp \left[-\frac{\sigma^{2}\left(p-p_{0}\right)^{2}}{2 \hbar^{2}}-i \frac{\left(p-p_{0}\right) q_{0}}{\hbar}\right] . \tag{2.28}
\end{equation*}
$$

Alternatively, the position representation is

$$
\begin{equation*}
\left\langle q \mid \Phi_{p_{0}, q_{0}}\right\rangle=\left(\frac{1}{\sigma^{2} \pi}\right)^{1 / 4} \exp \left[-\frac{\left(q-q_{0}\right)^{2}}{2 \sigma^{2}}+\frac{i\left(q-q_{0}\right) p_{0}}{\hbar}\right] . \tag{2.29}
\end{equation*}
$$

The expectation values shows that the state is indeed centered on $q_{0}$ and $p_{0}$,

$$
\begin{align*}
\left\langle\Phi_{p_{0}, q_{0}}\right| \widehat{p}\left|\Phi_{p_{0}, q_{0}}\right\rangle & =p_{0} \\
\left\langle\Phi_{p_{0}, q_{0}}\right| \widehat{q}\left|\Phi_{p_{0}, q_{0}}\right\rangle & =q_{0} \tag{2.30}
\end{align*}
$$

The Husimi function [50] uses the minimum uncertainty wavepacket and is given by

$$
\begin{equation*}
W_{\Phi}\left(p_{0}, q_{0}\right)=\frac{1}{2 \pi \hbar}\left|\left\langle\Phi_{p_{0} q_{0}} \mid \Psi\right\rangle\right|^{2} . \tag{2.31}
\end{equation*}
$$

This function can be thought of either as a Gaussian smoothing of the Wigner Function, or a projection of a state into a Gaussian. [46] This function gives the probability that a particle lies within an area $\hbar$ that is centered on $\left(q_{0}, p_{0}\right)$.

### 2.4 Hamiltonians in Atom Optics

In atom optics, the experimentalists create a standing wave which they then use to interact with atoms. The standing wave is often changed in some way to get the desired interaction. For the dynamic tunneling experiments, both the NIST group and the Texas group did an amplitude modulation of the laser standing wave.

The easiest way to represent the laser interaction is to separate the potential into a series of sinusoidal waves. Depending on the placement of the waves and in particular, the symmetry of the system, computation can proceed in a straight forward way.

The most general system that I've needed to use is

$$
\begin{equation*}
\widehat{H}=\widehat{n}^{2}+\sum_{j=0}^{N} \nu_{j} A_{j} \cos \left(r_{j} \widehat{\theta}+s_{j} \omega t\right), \tag{2.32}
\end{equation*}
$$

where $\nu= \pm 1, r_{j}$ and $s_{j}$ are integers. If the Hamiltonian is symmetric in momentum space, then the energy basis should be used, else the momentum basis is adequate. The energy basis has definite parity which is used to overcome computational problems when near-degeneracies occur.

In the momentum basis $|n\rangle$, the Schrödinger equation, with $\hbar=1$,
becomes

$$
\begin{align*}
i \frac{\partial}{\partial t}\langle n \mid \Psi\rangle & =n^{2}\langle n \mid \Psi\rangle+\langle n| \widehat{V}|\Psi\rangle \\
& =n^{2}\langle n \mid \Psi\rangle+\sum_{j=0}^{N} \frac{\nu_{j} A_{j}}{2}\left(\mathrm{e}^{i s_{j} \omega t}\left\langle n-r_{j} \mid \Psi\right\rangle+\mathrm{e}^{-i s_{j} \omega t}\left\langle n+r_{j} \mid \Psi\right\rangle\right) \tag{2.33}
\end{align*}
$$

The energy basis, $\left|E_{k}\right\rangle=|k\rangle$, is

$$
\left\langle x \mid E_{k}\right\rangle= \begin{cases}\frac{1}{\sqrt{\pi}} \cos (k x), & \text { if } k>0 \\ \frac{1}{\sqrt{2 \pi}}, & \text { if } k=0 \\ \frac{1}{\sqrt{\pi}} \sin (-k x), & \text { if } k<0\end{cases}
$$

In the energy basis, the Schrödinger equation, with $\hbar=1$, becomes

$$
\begin{equation*}
i \frac{\partial}{\partial t}\langle k \mid \Psi\rangle=E_{k}\langle k \mid \Psi\rangle+\langle k| \widehat{V}|\Psi\rangle . \tag{2.34}
\end{equation*}
$$

Evaluating the potential depends upon the sign of $k$,
$\langle k| \widehat{V}|\Psi\rangle=\sum_{j=0}^{N} \frac{\nu_{j} A_{j}}{2}\left\{\begin{array}{l}\frac{1}{\sqrt{2}} \mathrm{e}^{i s_{j} \omega t}\left(\left\langle k-r_{j} \mid \Psi\right\rangle+\left\langle-k-r_{j} \mid \Psi\right\rangle\right) \\ +\frac{1}{\sqrt{2}} \mathrm{e}^{-i s_{j} \omega t}\left(\left\langle k+r_{j} \mid \Psi\right\rangle+\left\langle r_{j}-k \mid \Psi\right\rangle\right), \\ \mathrm{e}^{i s_{j} \omega t}\left\langle-r_{j} \mid \Psi\right\rangle+\mathrm{e}^{-i s_{j} \omega t}\left\langle r_{j} \mid \Psi\right\rangle, \\ \frac{1}{\sqrt{2}} \mathrm{e}^{i s_{j} \omega t}\left(\left\langle k-r_{j} \mid \Psi\right\rangle+\left\langle-k-r_{j} \mid \Psi\right\rangle\right)-\frac{1}{\sqrt{2}} \mathrm{e}^{-i s_{j} \omega t}\left(\left\langle k+r_{j} \mid \Psi\right\rangle+\left\langle r_{j}-k\right| \Psi\right.\end{array}\right.$

### 2.4.1 Pendulum

The pendulum obtains from the general case by setting, $A_{0}=A, \nu_{0}=1$, $r_{0}=k$, and all other parameters equal to zero,

$$
\begin{equation*}
\widehat{H}=\widehat{n}^{2}+A \cos k \widehat{\theta} \tag{2.35}
\end{equation*}
$$

As the amplitude of the cosine, $A$, increases, the energy eigenvalues also change. Changing the scale of the parameters to match the discussion in

Abramowitz and Stegun of Mathieu functions [1], the eigenvalues are given in Fig. 2.14. This plot is important because it is so similar to the quasienergy


Figure 2.14: Energy eigenvalues of the quantum pendulum. The red dotted line separates the states which have energies less than the peak of the pendulum potential from those that have positive kinetic energy at all times. The notation is given in Abramoowitz and Stegun.
plots obtained from the eigenvalues of the Floquet matrix for the atom optics experiments discussed in subsequent chapters. In particular, the distinctive downward shape of the ground state curve is present whenever a Floquet state is sitting on a resonance. The higher energy curves will also be recognized in these Floquet quasienergy plots.

In Fig. 2.15, the first four eigenstates are shown in Husimi plots. These plots also resemble the Husimi plots for the Floquet states which are calculated from the atom optics Hamiltonians in the subsequent chapters. The


Figure 2.15: Husimi functions of the first four eigenvectors of the quantum pendulum for an amplitude of $A=2.5$. (a) state 1 , (b) state 2 , (c) state 3 , (d) state 4 .
states start off by remaining within the oscillatory region of the pendulum. Eventually, the states occupy the rotation region, as seen in Fig. 2.16.

As a result of this close comparison between the eigenvalues and eigenvectors of the pendulum and the Floquet quasienergies and eigenstates, it must be concluded that resonances can be modeled as pendulum structures. This is


Figure 2.16: Husimi functions of eigenvectors $5-8$ of the quantum pendulum for an amplitude of $A=2.5$. (a) state 5 , (b) state 6 , (c) state 7 , (d) state 8 .
nothing new. It is indeed the easiest way to decide when the onset of chaos will occur, by calculating the width of a pendulum and seeing if it overlaps with another resonance. The nice thing is that we now have a tool for interpreting the Floquet states for various atom optics experiments.

### 2.5 Dynamic Tunneling

There are two ways to visualize the dynamic tunneling of the atomic optics experiments in this dissertation. Each of these viewpoints corresponds
to a different form of the Hamiltonian potential. The potential is written with either a single sinusoidal function of the position variable or as a sum of moving sinusoidal waves.

### 2.5.1 Modulated Potential Well View

The first viewpoint is that of a standing wave potential that has an amplitude modulation applied to it. This closely follows the actual way that the experiments are conducted. The Texas Hamiltonian has the form

$$
\begin{equation*}
V(\phi)=-2 V_{0} \cos ^{2}\left(\frac{\omega_{m} t}{2}\right) \cos (\phi) \tag{2.36}
\end{equation*}
$$

where $\omega_{m}$ is the modulation frequency. The modulation causes the amplitude to oscillate between $2 V_{0}$ and 0 . As a result, if the magnitude of the initial momentum is large enough, a resonance can be obtained by having the atom repeat it's momentum from one well in the next well after one modulation period, as shown in Fig. 2.17.

So each time the atom reaches the bottom of a well, it has the same momentum as it had in the bottom of each of the previous wells. Both the strobe plots and the experiments measure the momentum of the atom at time intervals of the modulation period. The strobe plot will result in a single point for this resonance. Classically, periodic measurements of the momentum, when the atom is at the bottom of the well, will always result in the same momentum for an atom that is in resonance with the potential. However, if quantum dynamic tunneling occurs, then after a certain number of modulation periods,


Figure 2.17: Modulated potential viewpoint of dynamic tunneling for the Texas Hamiltonian.
the measured momentum will be in the opposite direction. The initial state has tunneled into a second state with a momentum direction that is opposite of what the initial state had.

The NIST experiment has a Hamiltonian with the form

$$
\begin{equation*}
V(\phi)=2 \kappa\left(1+2 \varepsilon \sin \omega_{m} t\right) \sin ^{2}(\phi), \tag{2.37}
\end{equation*}
$$

where $\kappa$ and $\varepsilon$ are amplitude parameters that can be varied experimentally. This potential is shown in Fig. 2.18. Note that the modulation never causes the potential to go to zero if $\varepsilon<1 / 2$. Thus, a resonance can occur with the atom


Figure 2.18: Modulated potential viewpoint of dynamic tunneling for the NIST Hamiltonian.
oscillating within a single potential well. If the experimental measurements start at $t=T / 4$ and continue at intervals of the modulation period, classically, the momentum will always be the same for an atom in resonance with the potential. Again, if dynamic tunneling occurs, then after a number of periods, the measured momentum will be in the opposite direction.

With both the Texas and NIST potentials, the momentum is measured at multiples of the modulation period. Classically, the momentum must continue to be in the same direction when it is measured periodically. In both
experiments, the measured momentum eventually switches to the opposite direction. Since this is not possible from a classical perspective, it must be the result of quantum tunneling.

### 2.5.2 Moving Lattice View

An alternative viewpoint of the dynamic tunneling comes from restructuring the Hamiltonian potential using trigometric identities,

$$
\begin{equation*}
V_{0}(\phi)=A \cos \phi+B \cos \left(\phi-\omega_{m} t\right)+B \cos \left(\phi-\omega_{m} t\right) . \tag{2.38}
\end{equation*}
$$

Although the NIST potential has some extra terms, both systems have these three common functions of the position coordinate. Thus, the potential consists of a stationary lattice and two lattices traveling in opposite directions with the same momentum magnitude. These moving lattices are shown in Fig. 2.19. An atom can be pictured as being located at the bottom of one of the wells of one of the moving lattices. The atom has the same momentum as the lattice. When dynamic tunneling occurs, the atom tunnels into the opposite traveling lattice and obtains its momentum.

This viewpoint fits nicely with the strobe plots. Each of the strobe plots have pairs of resonances at positive and negative momentum values. These resonances can be thought of as the two moving lattices. When an atom has an initial state in one of the resonance islands, it is equivalent to being in the corresponding lattice.


Figure 2.19: Moving lattice viewpoint of dynamic tunneling.

## Chapter 3

## Texas Experiment

### 3.1 Experiment Hamiltonian

### 3.1.1 System Model

The Texas experiment uses laser-cooled trapped cesium atoms [53, 63]. The ultracold atoms are in a magneto-optical cell trap (MOT) ??. For laser cooling, the laser must be tuned slightly to the red of an atomic transition. In the cesium experiments, the laser drove the $F=4 \longrightarrow F^{\prime}=5$ hyperfine component of the $\mathrm{D}_{2}$ transition. The MOT uses six laser beams in three orthogonal directions to control the atoms in a vacuum chamber. The atoms are trapped using Helmholtz gradient coils which position the atoms at the center of the MOT. A gaussian distribution of position ( $\sigma_{x}=0.15 \mathrm{~mm}$ ) and momentum ( $\sigma_{p}=8 \hbar k_{L}$ ) results. Just before the standing wave interaction, the atoms are optically pumped to the ground state. The sample is dilute enough that atom-atom interactions are negligible. This results in an ensemble of single-atom experiments.

The optical lattice that interacted with the atoms was provided by a high-intensity, far-detuned Ti:sapphire laser. The laser produced single-mode light that was tunable for several nm around 852 nm . In particular, the atoms sit in a standing wave produced by the interference between a laser beam
and its reflection which is propogating in the opposite direction. The counterpropogating beams are focused to a large waist of 1.5 mm , which is significantly larger than the size of the MOT atom cloud. The laser is near-resonant at $\omega_{L}$. However, the excited state amplitude is adiabatically eliminated with a sufficently large detuning, $\delta_{L}=\omega_{0}-\omega_{L}$, where $\hbar \omega_{0}$ is the energy difference between excited state $|e\rangle$ and the ground state $|g\rangle$ of the two-level atoms. An acoustooptic modulator (AOM) allows the experimenters to control the intensity of the laser and put a time dependent factor into the system Hamiltonian.

Momentum measurements by the experimentalists are made by allowing the atoms to drift for controlled time periods by turning off all lasers and gradient coils. To stop the motion, an optical molasses is formed by turning on the MOT lasers.

There are two interactions between the atoms and the laser. The first is the incoherent radiation pressure force. This force is due to the stimulated absorption of photons. It occurs along the direction of the beam due to the absorption of a photon from the laser beam which results in an atom recoil of $m \Delta v=\hbar k_{L}$. For cesium, the recoil velocity is $\Delta v=4.4 \mathrm{~cm} / \mathrm{sec}$ If the atoms are already in the excited upper state, they will spontaneously emit a photon with the atom recoil from this emission in a random direction.

The second interaction is the coherent dipole force. This is stimulated absorption followed by stimulated emission via a virtual state. A polarized atom experiences a force in the gradient field of a laser. The resulting atom recoil is $2 \hbar k_{L}$. This recoil results from an atom absorbing a photon from one
beam and emitting a photon into the opposite beam. For far detuned light, this process dominates spontaneous emission. In the theoretical Hamiltonian in this thesis, I will do a canonical transformation that explicitly uses this two photon recoil.

### 3.1.2 Hamiltonian Derivation

Semiclassical theory is used for the atom-field interaction. The atom is treated as a two-level system and the optical field is treated classically. As long as the two levels are nearly resonant with the driving field and the other levels are highly detuned, the two-level atom can be coupled with a single mode of the electromagnetic field.

The Hamiltonian for the interaction of a single two-level atom with a single-mode field can be divided into two parts

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{1}, \tag{3.1}
\end{equation*}
$$

where $\hat{H}_{0}$ is the unperturbed part and $\hat{H}_{1}$ is the interaction part [57]. Using the eigenvalue equation $\hat{H}_{0}|a\rangle=\hbar \omega_{a}|a\rangle$ and the completeness relation $|e\rangle\langle e|+$ $|g\rangle\langle g|=1$, the unperturbed part becomes

$$
\begin{align*}
\hat{H}_{0} & =(|e\rangle\langle e|+|g\rangle\langle g|) \hat{H}_{0}(|e\rangle\langle e|+|g\rangle\langle g|)  \tag{3.2}\\
& =\hbar \omega_{e}|e\rangle\langle e|+\hbar \omega_{g}|g\rangle\langle g|  \tag{3.3}\\
& =\hbar \omega_{0}|e\rangle\langle e| \tag{3.4}
\end{align*}
$$

where $\omega_{g}$ has been set to zero and $\omega_{e}=\omega_{0}$ is the atomic transition frequency for cesium.

The interaction part of the Hamiltonian, for an electric field given by $E(t)=E_{0} \cos \omega_{L} t$, can be calculated using the dipole approximation

$$
\begin{align*}
\hat{H}_{1} & =-e x E(t)  \tag{3.5}\\
& =-e(|e\rangle\langle e|+|g\rangle\langle g|) x(|e\rangle\langle e|+|g\rangle\langle g|) E_{0} \cos \omega_{L} t  \tag{3.6}\\
& =-\left(d|e\rangle\langle g|+d^{*}|g\rangle\langle e|\right) E_{0} \cos \omega_{L} t \tag{3.7}
\end{align*}
$$

where $d=e\langle e| x|g\rangle$ is the matrix element of the dipole moment. This expression can be simplified[41] by using the rotating wave approximation

$$
\begin{align*}
\hat{H}_{1} & =-\left(\frac{d E_{0}}{2}|e\rangle\langle g|+\frac{d^{*} E_{0}}{2}|g\rangle\langle e|\right)\left(e^{i \omega_{L} t}+e^{-i \omega_{L} t}\right)  \tag{3.8}\\
& \approx-\left(\frac{d E_{0}}{2} e^{-i \omega_{L} t}|e\rangle\langle g|+\frac{d^{*} E_{0}}{2} e^{i \omega_{L} t}|g\rangle\langle e|\right)  \tag{3.9}\\
& =-\frac{\hbar \Omega_{R}}{2} e^{-i \omega_{L} t}|e\rangle\langle g|-\frac{\hbar \Omega_{R}^{*}}{2} e^{i \omega_{L} t}|g\rangle\langle e|, \tag{3.10}
\end{align*}
$$

where $\Omega_{R}=\frac{d E_{0}}{\hbar}$ is the Rabi frequency. In this expression, terms that will ultimately yield exponentials with $\omega_{0}+\omega_{L}$ are dropped.

For the Texas experiments, the electric field is more complicated than the one used above. The electric field [53] for two counterpropagating beams becomes a standing wave along the x -axis with polarization along the y -axis

$$
\begin{align*}
\vec{E}(x, t) & =\hat{y} E_{0} \cos \left(\omega_{L} t+k_{L} x\right)+\hat{y} E_{0} \cos \left(\omega_{L} t-k_{L} x\right)  \tag{3.11}\\
& =\hat{y} E_{0} \cos \left(k_{L} x\right)\left(e^{-i \omega_{L} t}+e^{i \omega_{L} t}\right) . \tag{3.12}
\end{align*}
$$

The interaction Hamiltonian now becomes

$$
\begin{align*}
\hat{H}_{1} & \approx-d E_{0} \cos \left(k_{L} x\right) e^{-i \omega_{L} t}|e\rangle\langle g|-d^{*} E_{0} \cos \left(k_{L} x\right) e^{i \omega_{L} t}|g\rangle\langle e|  \tag{3.13}\\
& =-d E_{0} \cos \left(k_{L} x\right) e^{-i \omega_{L} t} \sigma_{+}-d^{*} E_{0} \cos \left(k_{L} x\right) e^{i \omega_{L} t} \sigma_{-}, \tag{3.14}
\end{align*}
$$

where $\sigma_{ \pm}$are Pauli spin-flip operators. For example,

$$
\sigma_{+}=|e\rangle\langle g|=\binom{1}{0}\left(\begin{array}{ll}
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
0 & 1  \tag{3.15}\\
0 & 0
\end{array}\right) .
$$

Finally, after adding the kinetic energy of the atom, the total Hamiltonian becomes [24]

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2 m}+\hbar \omega_{0}|e\rangle\langle e|-\left(d E_{0} \cos \left(k_{L} \hat{x}\right) e^{-i \omega_{L} t} \sigma_{+}+H . c .\right), \tag{3.16}
\end{equation*}
$$

where $\hat{p}$ is the center-of-mass momentum of the atoms. As stated above, the dipole and rotating wave approximations were used to derive this equation.

The wave function for the atomic state can be represented as

$$
\begin{equation*}
\Psi(x, t)=\Psi_{g}(x, t)|g\rangle+\Psi_{e}(x, t) e^{-i \omega_{L} t}|e\rangle . \tag{3.17}
\end{equation*}
$$

Substituting the wave function into the time-dependent Schrödinger's equation and then multiplying by $\langle g|$ and $\langle e|$ in turn, yields

$$
\begin{align*}
& i \hbar \frac{\partial \Psi_{g}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{g}}{\partial x^{2}}-d^{*} E_{0} \cos \left(k_{L} x\right) \Psi_{e}  \tag{3.18}\\
& i \hbar \frac{\partial \Psi_{e}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{e}}{\partial x^{2}}+\hbar\left(\omega_{0}-\omega_{L}\right) \Psi_{e}-d E_{0} \cos \left(k_{L} x\right) \Psi_{g} \tag{3.19}
\end{align*}
$$

Cleaning up these coupled equations, we get

$$
\begin{align*}
& i \hbar \frac{\partial \Psi_{g}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{g}}{\partial x^{2}}-\frac{\hbar \Omega^{*}}{2} \cos \left(k_{L} x\right) \Psi_{e}  \tag{3.20}\\
& i \hbar \frac{\partial \Psi_{e}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{e}}{\partial x^{2}}+\hbar \delta_{L} \Psi_{e}-\frac{\hbar \Omega}{2} \cos \left(k_{L} x\right) \Psi_{g} \tag{3.21}
\end{align*}
$$

where $\Omega / 2=\frac{d E_{0}}{\hbar}=\Omega_{R}$ is the Rabi frequency, $E_{0}$ id the electric field strength, d is the dipole moment of cesium, and $\delta_{L}=\omega_{0}-\omega_{L}$ is the detuning.

By having a high detuning, spontaneous emission from the upper level can be neglected. Adiabatic elimination is achieved by setting the derivatives of $\Psi_{e}$ equal to zero. This results in a relation between the excited and ground states

$$
\begin{equation*}
\Psi_{e}=\frac{\Omega}{2 \delta_{L}} \cos \left(k_{L} x\right) \Psi_{g} . \tag{3.22}
\end{equation*}
$$

Substituting this relation into the remaining equation of motion gives

$$
\begin{equation*}
i \hbar \frac{\partial \Psi_{g}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \Psi_{g}}{\partial x^{2}}-\frac{\hbar \Omega^{2}}{4 \delta_{L}} \cos ^{2}\left(k_{L} x\right) \Psi_{g} \tag{3.23}
\end{equation*}
$$

Extracting the Hamiltonian from the uncoupled Schrödinger equation, gives

$$
\begin{equation*}
\widehat{H}=\frac{\widehat{p}^{2}}{2 m}-\frac{\hbar \Omega_{e f f}}{4} \cos ^{2}\left(k_{L} \widehat{x}\right) \tag{3.24}
\end{equation*}
$$

where $\Omega_{e f f}=\frac{\Omega^{2}}{\delta_{L}}$ is the ac-Stark shift. By neglecting a constant potential, we get the final form for an atom in a standing wave

$$
\begin{equation*}
\widehat{H}=\frac{\widehat{p}^{2}}{2 m}-\frac{\hbar \Omega_{e f f}}{8} \cos \left(2 k_{L} \widehat{x}\right) \tag{3.25}
\end{equation*}
$$

The experimentalists have the ability to modulate the standing wave with various time dependent functions [53]

$$
\begin{equation*}
\widehat{H}=\frac{\widehat{p}^{2}}{2 m}-\frac{\hbar \Omega_{e f f}}{8} f(t) \cos \left(2 k_{L} \widehat{x}\right) \tag{3.26}
\end{equation*}
$$

The modulation for the experiments which produced dynamic tunneling yields a time-dependent Hamiltonian

$$
\begin{equation*}
\widehat{H}=\frac{\widehat{p}^{2}}{2 m}-2 V_{0} \cos ^{2}\left(\frac{\omega_{m} t}{2}\right) \cos \left(2 k_{L} \widehat{x}\right) \tag{3.27}
\end{equation*}
$$

where $V_{0}=\hbar \Omega_{e f f} / 8=\hbar \Omega^{2} / 8 \delta_{L}$ and $\omega_{m}=2 \pi / T_{m}$ is the modulation frequency.

### 3.1.3 Hamiltonian Scaling

The Hamiltonian in the experimental scaled units $[60,61]$ is

$$
\begin{equation*}
\widehat{H}_{e x p}=\frac{\widehat{\rho}^{2}}{2}-2 \alpha \cos ^{2}(\pi \tau) \cos (\widehat{\phi}) \tag{3.28}
\end{equation*}
$$

where the time is $\tau=\omega_{m} t / 2 \pi=t / T_{m}$, the momentum operator is $\hat{\rho}=$ $4 \pi k_{L} \widehat{p} / m \omega_{m}$, the position operator is $\widehat{\phi}=2 k_{L} \widehat{x}$, and the Hamiltonian is $\widehat{H}_{\text {exp }}=16 \pi^{2} k_{L}^{2} \widehat{H} / m \omega_{m}^{2}$. The new commutation relation becomes

$$
\begin{align*}
i k & \equiv[\widehat{\phi}, \widehat{\rho}]  \tag{3.29}\\
& =\left(2 k_{L}\right)\left(\frac{4 \pi k_{L}}{m \omega_{m}}\right)[\widehat{x}, \widehat{p}]  \tag{3.30}\\
& =i 8 \omega_{r} T_{m} \tag{3.31}
\end{align*}
$$

where $\omega_{r}=\hbar k_{L}^{2} / 2 m$ is the recoil frequency of the atom and $\hbar$ is the scaled Planck constant. As a result, the scaled momentum can be written

$$
\begin{equation*}
\widehat{\rho}=\frac{\hbar}{2 \hbar k_{L}} \widehat{p} \tag{3.32}
\end{equation*}
$$

which means integer multiples of $\hbar$ in the scaled momentum is equivalent to integer multiples of two-photon recoils $\left(2 \hbar k_{L}\right)$ in the real momentum. In the experiments, the initial state is well localized at discrete momentum states separated by $2 \hbar k_{L}$. This quantization of the momentum occurs naturally in the experiment due to the presence of the counterpropagating laser beams which cause two-photon transitions.

### 3.2 Experimental Results

A number of experiments were done with a laser modulated at a period of $T_{m}=20 \mu s$ using cesium atoms with a recoil frequency of $\omega_{r}=$ $1.30 \times 10^{4} \mathrm{rad} / \mathrm{s}$. Originally [61], the experiments used values of $\alpha$ set approximately at 10.0. At this amplitude value, there are two small resonances at $\rho= \pm 4.2 \hbar$ with a chaotic sea between them. The experimentalists were able to create a localized wave packet centered at one of the two outer resonance islands. The state then oscillated between the two islands. The measured oscillation frequency was matched by the theory below. Subsequent experiments produced additional frequencies. The theory given below also predicts the existence of these multiple frequencies.

Eventually, the experimentalists varied $\alpha$ over a fairly wide range and made measurements of the frequencies. A distinctive plot of the oscillation frequencies as a function of $\alpha$ was created. This plot of the measured frequencies is matched by a theoretical plot which is produced below.

### 3.3 Theoretical Hamiltonian

For the theroretical analysis, a scaling is used that explicitly quantizes the moment in units of $2 \hbar k_{L}$. This will produce scaled momentum values that are simple integers. As shown later, this scaling allows the use of Floquet theory rather than Floquet-Bloch theory which deals with a continuum of momentum states [44].

Starting with the canonical transformation $\widehat{\phi}=2 k_{L} \widehat{x}$ and $\widehat{J}=\widehat{p} / 2 k_{L}$, the Hamitonian in Eq 3.27 becomes

$$
\begin{align*}
\widehat{H} & =\frac{\widehat{J}^{2}}{2 I}-2 V_{0} \cos ^{2}\left(\frac{\omega_{m} t}{2}\right) \cos (\widehat{\phi})  \tag{3.33}\\
& =\frac{\widehat{J}^{2}}{2 I}-V_{0}\left(\cos (\widehat{\phi})+\frac{1}{2} \cos \left(\widehat{\phi}-\omega_{m} t\right)+\frac{1}{2} \cos \left(\widehat{\phi}+\omega_{m} t\right)\right), \tag{3.34}
\end{align*}
$$

where $I=m / 4 k_{L}^{2}$ and some trig identities have been used to get the last form. Rescaling the momentum, $\widehat{J}=\widehat{n} \hbar$, the theoretical Hamiltonian simplifies to

$$
\begin{equation*}
\widehat{H}_{t h}=\widehat{n}^{2}-\frac{\alpha \omega^{2}}{8 \pi^{2}}\left(\cos (\widehat{\phi})+\frac{1}{2} \cos \left(\widehat{\phi}-\omega t^{\prime}\right)+\frac{1}{2} \cos \left(\widehat{\phi}+\omega t^{\prime}\right)\right) \tag{3.35}
\end{equation*}
$$

where $\alpha=8 \omega_{r} T_{m}^{2} V_{0} / \hbar$ is the experimental amplitude and $\widehat{H}_{t h}=2 I \widehat{H} / \hbar^{2}=$ $m \widehat{H} / 2 \hbar^{2} k_{L}^{2}$. The time was also rescaled, $t^{\prime}=(\hbar / 2 I) t=4 \omega_{r} t$, to accommodate the change in momentum operators from $\widehat{J}$ to $\widehat{n}$. This then caused a rescaling in the frequency, $\omega=\omega_{m} t / t^{\prime}=2 \pi / T$, where $T$ is the scaled period.

The final scaled momentum used in the theory is related to the original momentum by

$$
\begin{equation*}
\widehat{n}=\frac{\widehat{p}}{2 \hbar k_{L}} . \tag{3.36}
\end{equation*}
$$

This shows that $\widehat{n}$ is a dimensionless momentum operator which gives the momentum in units of $2 \hbar k_{L}$. Since the momentum is quantized in units of this amount, the eigenvalues of $\widehat{n}$ are integer valued, $-\infty \leq n \leq \infty$, with eigenstates $|n\rangle$.

### 3.4 Classical Dynamics

In order to understand the quantum dynamics of this system, it is useful first to examine the structure of the underlying classical phase space. The classical motion is obtained from Hamilton's equations,

$$
\begin{align*}
\dot{n} & =\frac{\partial n}{\partial t^{\prime}}=-\frac{\partial H_{t h}}{\partial \phi}  \tag{3.37}\\
& =\frac{\alpha \omega^{2}}{8 \pi^{2}}\left(\sin (\phi)+\frac{1}{2} \sin \left(\phi-\omega t^{\prime}\right)+\frac{1}{2} \sin \left(\phi+\omega t^{\prime}\right)\right)  \tag{3.38}\\
\dot{\phi} & =\frac{\partial \phi}{\partial t^{\prime}}=\frac{\partial H_{t h}}{\partial n}  \tag{3.39}\\
& =2 n . \tag{3.40}
\end{align*}
$$

Since Eq. 3.35 is time-periodic, the classical equations of motion will also be time-periodic. This allows Poincare surface of sections to be created by strobing the system at time intervals of the driving period, $t^{\prime}=r T$, where $r$ is a positive integer. The strobe plots at four values of $\alpha$ are given in Fig. 3.1. The first is at $\alpha=2.0$ and shows the system before the resonance islands have completely overlapped. The plot in Fig. 3.1a shows three primary resonances centered at ( $n=0, \phi=0$ ) and ( $n= \pm \omega / 2, \phi=0$ ) which are caused by the three cosine potential wells in the Hamiltonian Eq. (3.35).

For small values of $\alpha(\alpha<1.5)$, the primary resonances have pendulumlike structure. The half-width of a resonance is approximated by half the distance between the separatrices of a pendulum having the same amplitude as the resonance. The resonance at $n=0$ has a half-width of $\Delta n_{0}=\sqrt{\frac{\alpha \omega^{2}}{4 \pi^{2}}}$, while the outer resonances at $n_{ \pm}= \pm \omega / 2$ have half-widths of $\Delta n_{ \pm}=\Delta n_{0} / \sqrt{2}[50]$.


Figure 3.1: Classical strobe plots of the Texas Hamiltonian with $\omega=6.0$ at selected potential strengths: (a) $\alpha=2.0$, (b) $\alpha=8.0$, (c) $\alpha=10.0$, and (d) $\alpha=13.0$.

The half-widths give an indication of how close the resonant islands can be before they start to overlap.

For small $\alpha$ and a scaled modulation frequency of $\omega=6.0$, the outer primary islands are located at $n_{ \pm}= \pm 3.0$. Even at the experimental field strength of $\alpha=2.0$, the islands have already started to move apart and resonance overlap has started. As a result, we have a mixed phase space of KAM tori, their broken remnants, the cantori, and chaotic regions between the islands [50]. At the initial condition of the coherent state, the atoms for this
value of $\alpha$ are trapped by the KAM tori to the outside of the islands and by the large outer islands themselves. There shouldn't be any transport from positive to negative momentum.

As $\alpha$ increases, the islands eventually overlap completely and produce a phase space that is almost completely chaotic. Along the way, the central primary resonance at $n=0$ bifurcates at $\alpha \approx 7.0$. For Fig. 3.1b, $\alpha=8.0$ and the primary resonance at $n=0$ can be seen to have indeed bifurcated. The two outer primaries are barely visible as small isolated islands in a chaotic sea. Note that the stochastic region is surrounded by KAM tori at higher momentum values. It can be expected that an initial condition of the coherent state that is within the chaotic sea region would now be able to move freely.

At $\alpha=9.7$, the pendulum approximation for the half-widths of the two outer primary resonances gives $\Delta n_{ \pm}=2.1$, while the half-width of the central island is $\Delta n_{0}=3.0$. Thus the experiment is in the strong field regime since the primary resonances have overlapped. Considerable chaos is expected [50]. A surface of section of the classical phase space for $\alpha=9.7$ is very similar to the one shown in Fig. 3.1c, where the outer islands are centered at momentum values $n= \pm 4.2$. This strobe plot also has very similar characteristics to the previous plot at $\alpha=8.0$. The difference being that the outer islands are slightly bigger and the inner bifurcated islands have moved apart some. An initial state located near one of the outer islands should be able to move more easily through the central region with the additional separation of the bifurcated islands. Note also that the chaotic region lies in the interval $-5 \leq$
$n \leq+5$, indicating that approximately 11 quantized momentum states will ultimately determine the dynamics in the chaotic region.

The two outer primaries remain visible until $\alpha \approx 13.0$. The central primary resonance has been largely destroyed and all that is left is the chaotic sea. There is now no barrier to transport of a state from one region to another within the stochastic part of the phase space. Surprisingly, as $\alpha$ is increased to very high values (greater than those used experimentally), the central island eventually reappears.

Fig. 3.2 shows a strobe plot for three trajectories with $\alpha=9.7$. These three orbits represent most of the relevant trajectories for the system. The resonance island orbit at $(\phi=0, n=4.1)$ is a regular orbit that is isolated from the rest of the system by additional KAM tori that surround it. Classically, an initial state placed here must remain in the neighborhood of the stable equilibrium point. The outer orbit at $(\phi=0, n=6.0)$ is a KAM tori that helps to bound the central chaotic sea. Initial states placed here will maintain their positive momentum for all time, but will continuously increase their position coordinate. The chaotic orbit at ( $\phi=0, n=1.0$ ) fills much of the phase space between $n= \pm 6$. It is bounded internally by the resonance islands and on the outside by KAM tori stretching across all values of $\phi$. An initial state placed anywhere within the stochastic sea will take on unpredictable values of the coordinates, but remain bounded by the KAM tori on the edges of the sea.

The three trajectories have a momentum evolution as shown in Fig. 3.3. The momentum values for the outer KAM tori and the near-resonance trajec-


Figure 3.2: Strobe plot for three trajectories at $\alpha=9.7$. The near-resonance regular trajectory at $(\phi=0, n=4.1)$ is in red. The chaotic orbit at $(\phi=$ $0, n=1.0)$ is in black. The outer KAM curve at $(\phi=0, n=6.0)$ is in blue.
tory oscillate in time. Although their momentum oscillates, it never becomes negative. In contrast, the chaotic trajectory takes on unpredictable values of momentum, including negative values. For a trajectory to start off with positive momentum and then to later reverse itself with a negative momentum, it must be initially located somewhere in the chaotic sea. All initial states that are initially located in the regular KAM regions are effectively isolated from the negative momentum values. While this is true classically, we shall see that the quantum system does not have this restriction.


Figure 3.3: Momentum evolution for three trajectories at $\alpha=9.7$. The nearresonance regular trajectory at $(\phi=0, n=4.1)$ is in red. The chaotic orbit at $(\phi=0, n=1.0)$ is in black. The outer KAM curve at $(\phi=0, n=6.0)$ is in blue.

### 3.5 Quantum Evolution

The experiments used atoms prepared initially with a narrow momentum distribution peaked at $n=4.2$ (on the upper island). To numerically simulate this initial condition, we solved the Schrodinger equation,

$$
\begin{equation*}
i \frac{\partial\left|\Psi\left(t^{\prime}\right)\right\rangle}{\partial t^{\prime}}=\widehat{H}_{t h}\left|\Psi\left(t^{\prime}\right)\right\rangle \tag{3.41}
\end{equation*}
$$

using momentum states, $|n\rangle$, as a basis. A coherent state,

$$
\begin{equation*}
\langle n \mid \Psi(0)\rangle \equiv\left\langle n \mid \phi_{0} n_{0}\right\rangle=\left(\frac{\sigma^{2}}{\pi}\right)^{\frac{1}{4}} \exp \left[\frac{-\sigma^{2}}{2}\left(n-n_{0}\right)^{2}-i\left(n-n_{0}\right) \phi_{0}\right] \tag{3.42}
\end{equation*}
$$

centered at ( $n=n_{0}, \phi=\phi_{0}$ ) is used as the initial state, with width $\sigma=1.2$ which was used in the experiment. In the momentum basis, the Schrodinger equation reduces to a system of coupled first order differential equations for the amplitudes, $\langle n \mid \Psi(t)\rangle$. This system was truncated, and 81 equations for the states $\langle n \mid \Psi(t)\rangle$ were kept with the momentum $-40 \leq n \leq 40$. This truncation is valid since the chaotic sea, which is the region of interest for determining the dynamics of the system, extends to a maximum momentum value of $n \leq \pm 6$ for each value of $\alpha$ used in the experiments and in the theory.

The time variation of the average momentum, $\langle n\rangle$, is shown in Fig. 3.4 for various values of $\alpha$. Fig. 3.5 gives the corresponding power spectral density plot for each of these values of $\alpha$. In all cases, the initial coherent state is located at $\left(n_{0}=4.2, \phi_{0}=0\right)$. In Fig. 3.4a, the amplitude parameter is $\alpha=2.0$. The location of the initial state puts it slightly above the outer island, in the KAM tori region. As a result, there is only a small localized oscillation. No dynamic tunneling occurs because the KAM tori confines the state in its initial location. Note that the power spectrum for this time series is in Fig. 3.5a. It has a single dominant oscillation frequency of $f=0$, as expected.

For the remaining the values of $\alpha$ in Fig. 3.4, dynamic tunneling from positive momentum to negative momentum occurs. Since the initial state is located approximately at the location of one of the outer island resonances,


Figure 3.4: Evolution of momentum expectation value, $\langle n\rangle$ (in dimensionless units) for the Texas Hamiltonian with $\omega=6.0, n_{0}=4.2$, and $\phi_{0}=0$ : (a) $\alpha=2.0$, (b) $\alpha=8.0$, (c) $\alpha=10.0$, (d) $\alpha=13.0$, (e) $\alpha=14.0$, and (f) $\alpha=16.0$.
the observed oscillations can be considered as tunneling between classicaly forbidden states. The main differences between Figs. 3.4b-f (Figs. 3.5b-f) are the number of dominant frequencies. Fig. 3.5b, for $\alpha=8.0$, shows three dominant frequencies which result in a complicated oscillation which is shown in Fig. 3.4b. The Two largest frequencies in the power spectrum are $f_{1}=$ 1.95 kHz and $f_{2}=2.73 \mathrm{kHz}$. The experimentalists only recorded one frequency for this value of $\alpha$. The larger of the theoretical frequencies is almost exactly


Figure 3.5: Power spectral density plots for the Texas Hamiltonian with $\omega=$ $6.0, n_{0}=4.2$, and $\phi_{0}=0$ : (a) $\alpha=2.0$, (b) $\alpha=8.0$, (c) $\alpha=10.0$, (d) $\alpha=13.0$, (e) $\alpha=14.0$, and (f) $\alpha=16.0$.
the same as the observed experimental frequency, and it is certainly within the given experimental error bars. [62]

Two close and dominant frequencies are present at $\alpha=10.0$ in Fig. 3.5c which results in a clear beat frequency in Fig. 3.4c. The two frequencies observed here match the two frequencies which were measured by the experimentalists. Once again, the values were well within the reported experimental error bars. These two frequencies were also the most widely separated frequen-
cies observed experimentally. It may be that when multiple frequencies are predicted by the theory for other values of $\alpha$ that there is a limit to how much they can be separated and still be observed experimentally. A similar analysis of time evolution with two dominant frequencies can be made for Fig. 3.5f, which is at $\alpha=16.0$. However, these two frequencies are seen to be further apart, so the time evolution plot in Fig. 3.4f has beats which are more closely spaced than in Fig. 3.4c. The experiments cutoff just below $\alpha=15$, so these frequencies were not observed.

A single dominant frequency occurs in Fig. 3.5d and Fig. 3.5e for $\alpha=13.0$ and $\alpha=14.0$, respectively. The time evolution plots in Fig. 3.4d and Fig. 3.4e show this clean single frequency oscillation. Once again, these two frequencies are in agreement with the experimentally observed frequencies within their reported error bars.

All these plots differ with experimental results on two counts. One, the amplitude of the experimental average momentum oscillations were not as great. This is probably because the experiment measures the average momentum of all the cesium atoms and not all atoms participate in the oscillations. Two, fewer frequencies were observed experimentally. The Floquet analysis which follows will give an explanation and alternate method for determining the dominant experimental frequencies.

### 3.6 Floquet Analysis

It is useful to examine these results using Floquet theory [50]. Floquet analysis is appropriate for this system because the Hamiltonian, $\widehat{H}_{t h}$, has time periodic coefficients. Time evolution of the initial state is controlled by the Floquet matrix. The Floquet matrix takes an initial state into a state at a time one period later.

$$
\begin{equation*}
|\Psi(T)\rangle=\widehat{U}(T)|\Psi(0)\rangle \tag{3.43}
\end{equation*}
$$

The Floquet matrix, in the momentum basis, is an $81 \times 81$ matrix. It is constructed by taking a momentum eigenstate as the initial state and evolving it for one period, $T$, using the Schrodinger equation. The resulting vector is a column of the Floquet matrix in the momentum basis. Continuing this process through all the momentum eigenstates in our basis, $(-40 \leq n \leq 40)$, builds the matrix.

Once the Floquet matrix has been constructed, the Floquet eigenstates and Floquet eigenphases may be obtained by diagonalizing the Floquet matrix. The Floquet states are solutions of the Schrodinger equation which have the form

$$
\begin{equation*}
\left\langle n \mid \Psi\left(t^{\prime}\right)\right\rangle=\mathrm{e}^{-i \Omega_{j} t^{\prime}}\left\langle n \mid \chi_{j}\left(t^{\prime}\right)\right\rangle, \tag{3.44}
\end{equation*}
$$

where $\Omega_{j}$ is the $j^{\text {th }}$ Floquet eigenphase and $\left|\chi_{j}\left(t^{\prime}\right)\right\rangle$ is the $j^{\text {th }}$ Floquet eigenstate. The Floquet eigenphases are conserved quantities, while the Floquet eigenstates are periodic in time, $\left|\chi_{j}\left(t^{\prime}\right)\right\rangle=\left|\chi_{j}\left(t^{\prime}+T\right)\right\rangle$ and form a complete orthonormal basis [50]. As a result, Floquet states can be used to analyze the
dynamics of the system. The states, $\left|\chi_{j}(0)\right\rangle$, are eigenfunctions of the Floquet matrix, $\widehat{U}(T)$, and the phase functions, $\mathrm{e}^{-i \Omega_{j} T}$, are its eigenvalues. The Floquet matrix is computed by by taking a momentum eigenstate as the initial state and evolving it for one period, $T$, using the Schrodinger equation. The resulting vector (in the momentum basis) is a column of the Floquet matrix.

Dynamic tunneling frequencies can be found from the differences in the Floquet eigenphases. If the initial state is a coherent state, then the state of the system $\left|\Psi\left(t^{\prime}\right)\right\rangle$, at time $t^{\prime}$ can be expanded in a complete set of Floquet eigenstates and has the form

$$
\begin{align*}
\left\langle n \mid \Psi\left(t^{\prime}\right)\right\rangle & =\sum_{j} A_{j} \exp \left(-i \Omega_{j} t^{\prime}\right)\left\langle n \mid \chi_{j}\left(t^{\prime}\right)\right\rangle \\
& =\sum_{j} \exp \left(-i \Omega_{j} t^{\prime}\right)\left\langle n \mid \chi_{j}\left(t^{\prime}\right)\right\rangle\left\langle\chi_{j}(0) \mid \phi_{0} n_{0}(0)\right\rangle \tag{3.45}
\end{align*}
$$

The probability to find the system in momentum state, $|n\rangle$, at time $t^{\prime}$, can be written

$$
\begin{align*}
\left|\left\langle n \mid \Psi\left(t^{\prime}\right)\right\rangle\right|^{2}= & \sum_{i} \sum_{j} \exp \left(-i\left(\Omega_{j}-\Omega_{i}\right) t^{\prime}\right)\left\langle n \mid \chi_{j}\left(t^{\prime}\right)\right\rangle\left\langle\chi_{i}\left(t^{\prime}\right) \mid n\right\rangle \\
& \times\left\langle\chi_{j}(0) \mid \phi_{0} n_{0}(0)\right\rangle\left\langle\phi_{0} n_{0}(0) \mid \chi_{i}(0)\right\rangle, \tag{3.46}
\end{align*}
$$

where $t^{\prime}$ is the scaled time and $\Omega_{j}$ is a scaled frequency. The frequencies can be rescaled by multiplying by $t^{\prime} / t=4 \omega_{r}$ to get $\Omega_{j} / 2 \pi$ in units of Hertz.

From Eq. ??, the tunneling oscillation frequencies that are observed in the experiments, $f_{\text {exp }}$, can be equated to differences between Floquet eigenphases, so that $f_{\text {exp }}=\left(\Omega_{i}-\Omega_{j}\right) / 2 \pi$. The Floquet states that dominate the dynamics can be found from the overlap probabilities, $P_{j} \equiv\left|\left\langle\chi_{j}(0) \mid \phi_{0} n_{0}(0)\right\rangle\right|^{2}$.

The difference between the eigenphases of the two states with the largest overlaps should produce the dominant oscillation frequency. The dominant frequencies were computed as a function of the amplitude parameter, $\alpha$, with the initial state at $\left(n_{0}=4.2, \phi_{0}=0\right)$. A plot of these frequencies for the range of parameters shown in the experiment [62] was made with a threshold of $P_{i} P_{j} \geq 0.04$ and is shown in Fig. 3.6. This plot matches the experimental


Figure 3.6: Oscillation frequencies, $\Delta \Omega=\left(\Omega_{j}-\Omega_{i}\right)$, calculated from the Floquet eigenphase differences for varying dimensionless field strengths, $\alpha$. Theoretical curves are in blue, while the experimental data is ploted with red dots. A threshold of $P_{i} P_{j} \geq 0.04$ overlap probability was used to select the dominant theoretical frequencies. The three frequencies shown at $\alpha=9.7$ correspond to $\left(\Omega_{3.9 a}-\Omega_{3.9 b}\right) / 2 \pi,\left(\Omega_{3.9 a}-\Omega_{3.9 c}\right) / 2 \pi$, and $\left(\Omega_{3.9 b}-\Omega_{3.9 c}\right) / 2 \pi$.
results quite well. The frequencies also match the dominant frequencies in the power spectral density plots of Fig. 3.5.

Each curve of Fig. 3.6 is a plot of the frequency difference between two Floquet states as a function of $\alpha$. At values of $\alpha$ where there are multiple curves there are more than two dominant eigenphase frequencies. The experiment was able to resolve the multiple dominant oscillation frequencies, $f_{\text {exp }}<3 \mathrm{kHz}$, in the interval between $\alpha \approx 8.7$ and $\alpha \approx 10.3$ and are ploted in the figure as red dots. The theoretical analysis closely reproduces those experimental results, with each of the theoretical curves being within the experimental error bars for each value of $\alpha$ at which the data was taken [62]. In the amplitude range, $\alpha \approx 7.6$ to $\alpha \approx 11.6$, two oscillation frequencies dominate in the theoretical plot and give rise to the beats which are most obvious in the time evolution plot of Fig. 3.4c. In the experimental plot of the data [62], large error bars occur in the regions $\alpha=\leq 7.0$ and $\alpha \geq 13.7$. This may be due to the rapid change in the dominant frequencies in those regions. A fundamental change in the dynamics occurs for $\alpha>14$, where a different set of Floquet states begins to dominate the dynamics. The threshold of $P_{i} P_{j} \geq 0.04$ which was used to calculate the figure was selected in order to best match the experimental data. Changing the threshold will change the extent and number of the theoretical curves.

It is helpful to examine the individual Floquet eigenstates that lead to the dominant frequencies. Fig. 3.7 shows all of the Floquet eigenphases as a function of $\alpha$. Most are appoximately straightlines and correspond to Floquet eigenstates which lie outside the chaotic region. The eigenphases


Figure 3.7: Floquet eigenphases for the Texas Hamiltonian with 81 states as a function of $\alpha$.
which undergo substantial variation as a function of $\alpha$ lie in the chaotic region. Note that there are many avoided crossings among these states.

Fig. 3.8 shows the eigenstates with a threshold of $P_{j} \geq 0.17$, at various strength parameters, $\alpha$. This overlap threshold was chosen to obtain the combined overlap, $P_{i} P_{j}$, that successfully matched the experimental frequencies. Each value of $\alpha$ in Fig. 3.8 corresponds to those in Fig. 3.4 and Fig. 3.5. Each continuous line in the figure shows the behavior of the eigenphase of a single Floquet as a function of $\alpha$. Only six Floquet states are shown in Fig. 3.8, and


Figure 3.8: Dominant Floquet eigenphases as a function of $\alpha$ for the Texas Hamiltonian with $\omega=6.0, n_{0}=4.2$, and $\phi_{0}=0$. The double vertical arrows show the locations in $\alpha$ for which the dominant states were chosen. A probability threshold of $17.0 \%$ was applied at each selected $\alpha$ to determine the dominant states. Overlap probabilities and eigenphase frequencies at the selected values of $\alpha$ for the numbered states are: (a) at $\alpha=2.0$, $P_{1}=24.2 \%, \Omega_{1} / 2 \pi=32.6 \mathrm{kHz}, P_{2}=24.1 \%, \Omega_{2} / 2 \pi=32.6 \mathrm{kHz}$, (b) at $\alpha=8.0, P_{3}=37.6 \%, \Omega_{3} / 2 \pi=18.5 \mathrm{kHz}, P_{4}=25.3 \%, \Omega_{4} / 2 \pi=20.4 \mathrm{kHz}$, (c) at $\alpha=10.0, P_{3}=42.2 \%, \Omega_{3} / 2 \pi=16.6 \mathrm{kHz}, P_{4}=22.2 \%, \Omega_{4} / 2 \pi=19.5 \mathrm{kHz}$, $P_{5}=20.3 \%, \Omega_{5} / 2 \pi=14.2 \mathrm{kHz}$, (d) at $\alpha=13.0, P_{3}=45.5 \%, \Omega_{3} / 2 \pi=$ $13.8 \mathrm{kHz}, P_{4}=30.3 \%, \Omega_{4} / 2 \pi=15.3 \mathrm{kHz}$, (e) at $\alpha=14.0, P_{3}=35.9 \%$, $\Omega_{3} / 2 \pi=13.0 \mathrm{kHz}, P_{4}=28.5 \%, \Omega_{4} / 2 \pi=14.9 \mathrm{kHz}$, and (f) at $\alpha=16.0$, $P_{6}=48.7 \%, \Omega_{6} / 2 \pi=11.1 \mathrm{kHz}, P_{4}=19.3 \%, \Omega_{4} / 2 \pi=15.8 \mathrm{kHz}$.
each of those is assigned a number to help identify it. The double vertical arrows in each segment of Fig. 3.8 shows the location in $\alpha$ at which the states shown in that segment are dominant and have an overlap probability above the threshold. Taking the difference between the frequencies of the states at these values of $\alpha$ will give the dominant oscillation frequencies at that $\alpha$.

For $\alpha=2.0$ in Fig. 3.8a, there are two dominant states which are degenerate at low values of $\alpha$. Therefore, the oscillation frequency at $\alpha=2.0$ is 0 . At higher values of $\alpha$ the two states separate, but by that point they are no longer dominant. For the remaining values of $\alpha$ shown in the figure, except for $\alpha=16$, the state 3 and state 4 are dominant with state 3 have the largest overlap probability. Therefore, simply taking the difference between only these two state's eigenfrequencies will determine the dominant frequency for much of the range of $\alpha$. At $\alpha=10$, a third state is above the threshold. This additional state gives two additional possible frequencies for the tunneling oscillations. Experimentally, only two of these frequencies, $\Delta \Omega_{12}$ and $\Delta \Omega_{13}$, were observed. For $\alpha=16$, the second state is the same as those at lower values of $\alpha$, but the primary state has changed. This change is because of the avoided crossing which occurs at $\alpha=14.2$ between the previously strongest state and this new state.

Husimi plots for the Floquet states are instructive for understanding the reason why they dominate for various values of $\alpha$. Only 11 Floquet states have support in momentum in the region, $n=-5$ to $n=5$, and thus determine the dynamics in the chaotic region. The Husimi plots for the Floquet states which,
for the experimental amplitude parameter value of $\alpha=9.7$, have the largest overlap probability are shown in in Figs. 3.9a-d. Three of these states dominate


Figure 3.9: Husimi plots of Floquet eigenstates for the Texas experiment for $\omega=6.0$ and $\alpha=9.7$. (a) Floquet eigenphase $\Omega_{3.9 a} / 2 \pi=16.9 \mathrm{kHz}$ and an overlap probability, $P_{3.9 a}=0.416$. State (b) Floquet eigenphase $\Omega_{3.9 a} / 2 \pi=$ 19.7 kHz and an overlap probability, $P_{3.9 b}=0.224$. (c) Floquet eigenphase $\Omega_{3.9 a} / 2 \pi=14.5 \mathrm{kHz}$ and an overlap probability, $P_{3.9 c}=0.20$. (d) Floquet eigenphase $\Omega_{3.9 a} / 2 \pi=18.4 \mathrm{kHz}$ and an overlap probability, $P_{3.9 d}=0.045$.
the dynamics. The dark regions of these plots show the region of the classical phase space where the probability of finding the cesium atoms is largest. The eigenphase differences, $\left(\Omega_{3.9 b}-\Omega_{3.9 a}\right) / 2 \pi=2.89 \mathrm{kHz}$ and $\left(\Omega_{3.9 a}-\Omega_{3.9 c}\right) / 2 \pi=$ 2.40 kHz correspond to the two dominant oscillation frequencies observed by
the Texas experiment at $\alpha=9.7$. The state in Fig. 3.9d has the fourth highest overlap probability, $P_{d}=0.045$, but it lies in the chaotic sea. The state in Fig. 3.9d and others not shown contribute to the fine scale structure in these curves.

Husimi Plots for Floquet state 3 in Fig. 3.8 are shown in Fig. 3.10. This


Figure 3.10: Husimi plots of Floquet eigenstate 3 for the Texas Hamiltonian with $\omega=6.0$ and selected values of $\alpha:$ (a) at $\alpha=2.0, P_{3}=14.0 \%, \Omega_{3} / 2 \pi=$ 23.8 kHz , (b) at $\alpha=8.0, P_{3}=37.6 \%, \Omega_{3} / 2 \pi=18.5 \mathrm{kHz}$, (c) at $\alpha=10.0$, $P_{3}=42.2 \%, \Omega_{3} / 2 \pi=16.6 \mathrm{kHz},(\mathrm{d})$ at $\alpha=13.0, P_{3}=45.5 \%, \Omega_{3} / 2 \pi=13.8$ kHz , (e) at $\alpha=14.0, P_{3}=35.9 \%, \Omega_{3} / 2 \pi=13.0 \mathrm{kHz}$, and (f) at $\alpha=16.0$, $P_{3}=0.2 \%, \Omega_{3} / 2 \pi=14.4 \mathrm{kHz}$.
is the dominant state for much of the range of $\alpha$ because of its large support
over the outer islands shown in the classical strobe plots of Fig. 3.1. Since this is where the initial coherent state is located, the coherent state has its largest overlap with this Floquet state. In Fig. 3.8, state 3 is dominant except for $\alpha=2.0$ and $\alpha=16.0$. Note that these are the two values of $\alpha$ in Fig. 3.10a and Fig. 3.10f in which the shape of the Husimi function changes from its large support at $n_{0}=4.2$.

The Husimi plots for Floquet state 4 are given in Fig. 3.11. This state has the second largest support over the outer islands for every $\alpha$ shown except for $\alpha=2.0$. Even though it has support at $n_{0}=4.2$, only a fraction of its probablity lies in the neighborhood of $n=4.2$. This takes away from its probability amplitude at the values of momentum where the initial coherent state is located. Thus, it is not the most dominant state. Comparing Fig. 3.10a to Fig. 3.11a shows that these two dominant states start off with the same shape at low values of $\alpha$. This is because they are degenerate states at these values of $\alpha$, as shown in Figure Fig. 3.8b. Fig. 3.12a and Fig. 3.12b show the probability amplitude of these two states at $\alpha=2.0$. They are obviously a symmetric and antisymmetric pair. However, as $\alpha$ increases and the degeneracy lifts, they change shape and cease to be a symmetric and antisymmetric pair.

The Husimi plot for state 5 , which is the third dominant state at $\alpha=$ 10.0 is shown in Fig. 3.13. It changes shape throughout the range of $\alpha$ due to multiple avoided crossings. This is evident from Fig. 3.8c. Fig. 3.13c shows large support at the outer islands which is the reason for its dominance. The shape which gives a large overlap with the initial coherent state starts to
develop at $\alpha=8.0$, as shown in Fig. 3.13b. Thus, for a range of $\alpha$ there are multiple dominant frequences due to this third state being present. This is consistent with the experiment which obtained multiple oscillation frequencies for the range of $\alpha$ from 8.9 to 10.3 [62] and with our own results in Fig. 3.6.

Fig. 3.14 shows the Husimi plots for state 6 before and after the avoided crossing. This state is only dominant for large values of $\alpha$, as shown in Fig. 3.8f. Comparing Fig. 3.14d with Fig. 3.10f and Fig. 3.14f with Fig. 3.10d shows that states 3 and 6 have switched shapes after their avoided crossing. They have also switched dominance. Before $\alpha=14.2$, the location of the avoided crossing, state 3 has the largest overlap with the initial coherent state because of its large support on the outer islands. After the avoided crossing, state 6 becomes the dominant state because it takes on that same shape.


Figure 3.11: Husimi plots of Floquet eigenstate 4 for the Texas Hamiltonian with $\omega=6.0$ and selected values of $\alpha$ : (a) at $\alpha=2.0, P_{4}=14.0 \%, \Omega_{4} / 2 \pi=$ 23.8 kHz , (b) at $\alpha=8.0, P_{4}=25.3 \%, \Omega_{4} / 2 \pi=20.4 \mathrm{kHz}$, (c) at $\alpha=10.0$, $P_{4}=22.2 \%, \Omega_{4} / 2 \pi=19.5 \mathrm{kHz}$, (d) at $\alpha=13.0, P_{4}=30.3 \%, \Omega_{4} / 2 \pi=15.3$ kHz , (e) at $\alpha=14.0, P_{4}=28.5 \%, \Omega_{4} / 2 \pi=14.9 \mathrm{kHz}$, and (f) at $\alpha=16.0$, $P_{4}=19.3 \%, \Omega_{4} / 2 \pi=15.8 \mathrm{kHz}$.


Figure 3.12: Floquet eigenstates projected onto momentum for the Texas Hamiltonian at $\alpha=2.0$ : (a) $\left\langle n \mid \chi_{1}\right\rangle$, (b) $\left\langle n \mid \chi_{3}\right\rangle$, (c) $\left\langle n \mid \chi_{2}\right\rangle$, (d) $\left\langle n \mid \chi_{4}\right\rangle$. Symmetric and antisymmetric pairs are placed vertically in the chart. Floquet states 1 and 2 and states 3 and 4 are degenerate pairs.


Figure 3.13: Husimi plots of Floquet eigenstate 5 for the Texas Hamiltonian with $\omega=6.0$ and selected values of $\alpha$ : (a) at $\alpha=2.0, P_{5}=0 \%, \Omega_{5} / 2 \pi=10.5$ $\mathrm{kHz},(\mathrm{b})$ at $\alpha=8.0, P_{5}=13.9 \%, \Omega_{5} / 2 \pi=15.7 \mathrm{kHz}$, (c) at $\alpha=10.0$, $P_{5}=20.3 \%, \Omega_{5} / 2 \pi=14.2 \mathrm{kHz},(\mathrm{d})$ at $\alpha=13.0, P_{5}=0.1 \%, \Omega_{5} / 2 \pi=12.2$ kHz , (e) at $\alpha=14.0, P_{5}=6.1 \%, \Omega_{5} / 2 \pi=12.3 \mathrm{kHz}$, and (f) at $\alpha=16.0$, $P_{5}=15.8 \%, \Omega_{5} / 2 \pi=12.6 \mathrm{kHz}$.


Figure 3.14: Husimi plots of Floquet eigenstate 6 for the Texas Hamiltonian with $\omega=6.0$ and selected values of $\alpha$ : (a) at $\alpha=13.0, P_{6}=1.4 \%, \Omega_{6} / 2 \pi=$ 11.7 kHz , (b) at $\alpha=16.0, P_{6}=48.7 \%, \Omega_{6} / 2 \pi=11.1 \mathrm{kHz}$.

## Chapter 4

## Nist Experiment

I now consider the NIST experiment [29], which used a Bose-Einstein condensate of sodium atoms to observe dynamic tunneling. Formation of a condensate with the sodium atoms yields a narrower distribution of initial momenta than the Texas experiment.

### 4.1 Experiment Hamiltonian

### 4.1.1 System Model

In the NIST experiment, even though the atoms are prepared as a BEC, once they are placed in the standing wave of the laser, the nonlinearities of the BEC have negligible effects and the dynamics appears to be well described by the linear Schrödinger equation.

### 4.1.2 Hamiltonian Derivation

The Hamiltonian used to model the dynamics observed in the experiment is

$$
\begin{equation*}
\widehat{H}=\frac{\widehat{p}^{2}}{2 m}+\hbar U_{0}^{2}\left(1+2 \varepsilon \sin \omega_{m} t\right) \sin ^{2} k_{L} \widehat{x} \tag{4.1}
\end{equation*}
$$

where $\widehat{x}$ and $\widehat{p}$ are the center-of-mass position and momentum variables respectively, $U_{0}$ is the well depth, $\omega_{m}$ is the modulation frequency, $t$ is the time, $m$ is the mass, $k_{L}$ is the laser wave vector, and $\varepsilon$ is an adjustable modulation parameter.

### 4.1.3 Hamiltonian Scaling

The scaled Hamiltonian used by the experimentalists [29] is given by

$$
\begin{equation*}
\widehat{H}_{\exp }=\frac{\widehat{\rho}^{2}}{2}+2 \kappa\left(1+2 \varepsilon \sin \omega_{m} t\right) \sin ^{2} \frac{\widehat{\phi}}{2}, \tag{4.2}
\end{equation*}
$$

where $\widehat{\rho}=\left(2 k_{L} / m \omega_{m}\right) \widehat{p}, \phi=2 k_{L} x, \kappa=2 \hbar k_{L}^{2} U_{0}^{2} / m \omega_{m}^{2}$, and $\widehat{H}_{\exp }=\left(4 k_{L}^{2} / m \omega_{m}^{2}\right) \widehat{H}$. The experimental data was not taken with starting time, $t=0$, but rather with starting times, $t=T_{m} / 4$ and $t=3 T_{m} / 4$, where $T_{m}=2 \pi / \omega_{m}$ is the modulation period.

### 4.2 Experimental Results

The experiment reported observing a number of dynamic tunneling oscillation periods, $\tau$. For $\omega_{m} / 2 \pi=250 \mathrm{kHz}(\omega / 2 \pi=2.5), \kappa=1.66$, and $\varepsilon=$ 0.29 , they find $\tau=10.3 T$ ( 10.3 modulation periods). For $\omega_{m} / 2 \pi=250 \mathrm{kHz}$, $\kappa=1.75$, and $\varepsilon=0.23$, they find $\tau=13 T$. The experimentally observed oscillation periods are reproduced below using Floquet analysis. It is found that the dynamical tunneling observed in the experiment is in all cases due to the interference of two Floquet states which have a very large probability to be excited by the initial conditions of the experiment.

### 4.3 Theoretical Hamiltonian

Interaction of the sodium atoms with the modulated standing wave of light, induces momentum transfer between the standing wave and the atoms in integer multiples of $2 \hbar k_{L}$. This induces a quantization of the allowed momentum changes of the sodium atoms, as they interact with the standing wave, and allows us to construct a very simple theory of the atomic dynamics. The dynamics of this system can be modeled with a Hamiltonian in which the momentum is explicitly quantized in units of $2 \hbar k_{L}$. This is done by scaling the variables in Eq. (4.2) so that $\widehat{\rho}=\left(4 \hbar k_{L}^{2} / m \omega_{m}\right) \widehat{n}$, and $\widehat{H}_{\text {exp }}=\left(8 k_{L}^{4} \hbar^{2} / m^{2} \omega_{m}^{2}\right) \widehat{H}_{\text {th }}$. If we incorporate the time shifts into the Hamiltonian, then Eq. (4.2) takes the form

$$
\begin{align*}
\widehat{H}_{\mathrm{th}}=\widehat{n}^{2}+\frac{\omega^{2} \kappa}{2}[ & 1+2 \nu \varepsilon \cos \omega t^{\prime}-\cos \widehat{\phi}  \tag{4.3}\\
& \left.-\nu \varepsilon \cos \left(\widehat{\phi}-\omega t^{\prime}\right)-\nu \varepsilon \cos \left(\widehat{\phi}+\omega t^{\prime}\right)\right]
\end{align*}
$$

where $\widehat{n}$ is a scaled atomic center of mass momentum whose eigenvalues, $n$, are the integers, $-\infty \leq n \leq \infty, \omega$ and $t$ are the scaled nondimensional frequency and time, and $\nu= \pm 1$. For $\nu=+1(\nu=-1)$, Eq. (4.3), with starting time $t=0$ reproduces the dynamics of the NIST experiment which has starting time $t=T_{m} / 4\left(t=3 T_{m} / 4\right)$. From Eq. (4.3), we see that the NIST experiment can be modeled in terms of a modulated pendulum, where $\kappa$ determines the amplitude of the unmodulated pendulum and $\varepsilon$ determines the amplitude of the modulation. The modulation period, in our new scaled units, is $T=2 \pi / \omega$. In the experiment, the two parameters, $\kappa$ and $\varepsilon$, can be varied independently.

### 4.4 Classical Dynamics

To understand the quantum dynamics of the system whose dynamics is governed by the Hamiltonian in Eq. 4.3, it is useful first to examine the structure of the underlying classical phase space. The classical limit of Eq. 4.3 can be obtained simply by allowing $n$ to take on a continuum of values. The equations of motion for the classical system are then given by Hamilton's equations, $d n / d t=-\partial H / \partial \phi$ and $d \phi / d t=\partial H / \partial n$.

For small amplitudes, $\kappa$ and $\kappa \varepsilon$, the NIST Hamiltonians have three primary resonances. For $\nu=-1$, they are located at ( $n=0, \phi=0$ ) and ( $n= \pm \omega / 2, \phi= \pm \pi$ ), while for $\nu=+1$, they are located at $(n=0, \phi=0)$ and ( $n= \pm \omega / 2, \phi=0$ ). They have half-widths, $\Delta n_{0}=\sqrt{\omega^{2} \kappa}$ and $\Delta n_{ \pm}=$ $\sqrt{\omega^{2} \kappa \varepsilon}[50]$.

A strobe plot of the classical phase space for the Hamiltonian in Eq. ?? with $\nu=-1$ and experimental parameters $\omega_{m} / 2 \pi=250 \mathrm{kHz}, \omega=2.5, \kappa=$ 1.66 and $\varepsilon=0.29$ is shown in Fig. 4.1c. Seven Floquet states determine the dynamics in the chaotic region between $n=-3$ and $n=3$. For the parameters used in the experiment, the pendulum approximation predicts the primary resonances to lie at $n=0$ and $n= \pm 1.25$, and have half-widths, $\Delta n_{0}=3.2$ and $\Delta n_{ \pm}=1.7$. We find that the primary resonances are totally destroyed at $\kappa \approx 0.2$, and then new resonances, which resemble the primaries, reappear and disappear repeatedly as $\kappa$ is increased. For $\kappa=1.66$ and $\varepsilon=0.29$, a large resonance exists at $(n=0, \phi=0)$ and three small pairs of higher order resonances exist at $(n \approx \pm 1.5, \phi= \pm \pi),(n \approx \pm 3.0, \phi=0)$ and $(n \approx \pm 2.0, \phi=$


Figure 4.1: Classical strobe plots for the NIST Hamiltonian at $\kappa=1.66$ and selected values of $\varepsilon$ : (a) $\varepsilon=0.0$, (b) $\varepsilon=0.2$, (c) $\varepsilon=0.29$, (d) $\varepsilon=0.5$, (e) $\varepsilon=0.7$ and (f) $\varepsilon=1.0$.
$0)$.

### 4.5 Quantum Evolution

In Fig. 4.2 we show the time evolution of the momentum expectation value for two different initial conditions for the $\nu=-1$ Hamiltonian at parameter values, $\kappa=1.66, \varepsilon=0.29, \omega=2.5$ and $\omega_{m} / 2 \pi=250 \mathrm{kHz}$. Fig. 4.2a, with ( $n_{0}=1.6, \phi_{0}=0$ ), shows a somewhat noisy oscillation with a dominant frequency 24.9 kHz ( 10.0 modulation periods), which is in good agreement with


Figure 4.2: Evolution of momentum expectation value, $\langle n\rangle$ (in dimensionless units) for the NIST experiment for $\kappa=1.66, \varepsilon=0.29, \omega=2.5$ and $\omega_{m} / 2 \pi=$ 250 kHz : (a) $n_{0}=1.6$, and $\phi_{0}=0$; (b) $n_{0}=3.0$, and $\phi_{0}=0$.
the experimental result. Fig. 4.2 b shows the case with $\left(n_{0}=3.0, \phi_{0}=0\right)$. A clean oscillation with frequency 18.3 kHz ( 13.7 modulation periods) occurs. This oscillation was not observed in the experiment, but we expect it would show up in a power spectrum of the experimental data.

### 4.6 Floquet Analysis

We now consider a Floquet analysis for both Hamiltonians, $\nu= \pm 1$. The Floquet eigenphases for $\nu= \pm 1$ are identical, but the Floquet eigenstates
associated with each eigenphase are different for the two Hamiltonians. Let us first consider the $\nu=-1$ Hamiltonian with parameters, $\kappa=1.66, \varepsilon=0.29$, $\omega=2.5$ and $\omega_{m} / 2 \pi=250 \mathrm{kHz}$. In Fig. 4.3a and Fig. 4.3b, we show the two Floquet states which dominate the dynamics for initial condition, ( $n_{0}=$ $\left.1.6, \phi_{0}=0\right)$. They have a frequency difference, $\left(\Omega_{b}-\Omega_{a}\right) / 2 \pi=25.0 \mathrm{kHz}$.


Figure 4.3: Husimi plots of Floquet eigenstates for the NIST experiment with $\kappa=1.66, \varepsilon=0.29, \omega=2.5$ and $\omega_{m} / 2 \pi=250 \mathrm{kHz}$. (a) Floquet eigenphase $\Omega_{a} / 2 \pi=49.0 \mathrm{kHz}$ and overlap probability $P_{a}=0.380$. State (b) Floquet eigenphase $\Omega_{6 b} / 2 \pi=73.9 \mathrm{kHz}$ and overlap probability $P_{b}=0.306$. (c) Floquet eigenphase $\Omega_{c} / 2 \pi=15.3 \mathrm{kHz}$ and overlap probability $P_{c}=0.427$. (d) Floquet eigenphase $\Omega_{d} / 2 \pi=33.5 \mathrm{kHz}$ and overlap probability $P_{d}=0.421$.

Their frequency difference accounts for the oscillation of 10 modulation periods
reported in [29]. These Floquet states are not even-odd pairs as suggested in [29], and they both lie in the chaotic sea. If the effective Planck's constant for this experiment were smaller, more Floquet states would be supported by the chaotic region and we would not expect to find this simple oscillation [66] for this initial condition.

If we take initial condition, $\left(n_{0}=3.0, \phi_{0}=0\right)$ for $\nu=-1$, we obtain the oscillation shown in Fig. 4.2b. This oscillation results from the even-odd Floquet pair shown in Fig. 4.3c and Fig. 4.3d. Fig. 4.3c (Fig. 4.3d) is even (odd) under the transformation $n \rightarrow-n$. They have a frequency difference, $\left(\Omega_{c}-\Omega_{d}\right) / 2 \pi=18.3 \mathrm{kHz}$. This oscillation appears to result from states sitting the outer-most nonlinear resonance.

We finally consider the $\nu=+1$ Hamiltonian with parameters, $\kappa=$ 1.66, $\varepsilon=0.29, \omega=2.5$ and $\omega_{m} / 2 \pi=250 \mathrm{kHz}$. We find that the 25.0 kHz (10 modulation periods) oscillation dominates those initial momentum states which are centered at $\phi=0$ and lie in the interval $n_{0}=1.7$ to $n_{0}=3.0$. These oscillations appear to result from the two Floquet states which lie in the chaotic sea. If we change the parameters to $\kappa=1.82$ and $\varepsilon=0.30$ and the modulation frequency to $\omega_{m}=222 \mathrm{kHz}$, the dominant frequency for initial state, $\left(n_{0}=2.0, \phi_{0}=0\right)$, is 36.8 kHz ( 6.03 modulation periods), which is in agreement with the NIST experiment.

### 4.6.1 Floquet States for Fixed Pendulum Amplitude at $\kappa=1.66$ and Varying Modulation $\varepsilon$

Fig. ?? shows surfaces of section (strobe plots) of the classical phase space for six different values of $\varepsilon$ for $\kappa=1.66$. The first is at $\varepsilon=0.0$ and shows the pendulum structure of the Hamiltonian, Eq. (??), due to the $\cos \widehat{\phi}$ term. As $\varepsilon$ increases, the chaotic region surrounding the central island increases in size. For Fig. ??b, $\varepsilon=0.2$ a pair of islands symmetrical in momentum space appear. By $\varepsilon=0.29$, the experimental value, in Fig. ??c, the outer islands have been greatly reduced in size. In the rest of Fig. ??, the chaotic region increases and all islands eventually disappear in the central momentum region. It is important to note that the region of mixed phase space extends approximately over the interval, $-3 \leq n \leq 3$. This means that for the quantum system, the region of underlying mixed classical phase space extends over seven momentum states.

We can obtain "surfaces of section" of the Floquet eigenstates by means of Husimi plots [31] which give the distribution of probability of an eigenstate in the underlying classical phase space. In examining the Husimi plots for this system, we find that eleven Floquet states have significant probability in the region of phase space dominated by the resonances and chaotic orbits. A few of these states lie in the region of KAM tori outside the chaotic region but still appear to interact with the states in the chaotic region. In Fig. 4.4 we plot the Floquet eigenphases for these states as a function of $\varepsilon$. There are a number of interesting features that we can comment on. For example,


Figure 4.4: Floquet eigenphases for NIST experiment for 11 states as a function of $\varepsilon$ at $\kappa=1.66$.
consider the avoided crossing at $\varepsilon=0.51$ between Floquet states 3 and 11 . This avoided crossing causes state 3 and state 11 to exchange shapes. This is obvious by comparing state 3 before ( $\varepsilon<0.51$ ) the avoided crossing, Fig. 4.5a, to state 11 after $(\varepsilon>0.51)$ the avoided crossing, Fig. 4.5d. State 11 before the avoided crossing has support in the KAM tori region outside of the chaotic sea as shown in Fig. 4.5c, while state 3 has this same support after the avoided crossing as shown in Fig. 4.5b.

There is an avoided crossing at $\varepsilon=0.82$ between Floquet states 2 and


Figure 4.5: Husimi plots of Floquet eigenstates at $\kappa=1.66$ and selected values of $\varepsilon$ for the avoided crossing at $\varepsilon=0.51$ : (a) state 3 at $\kappa=0.45, P_{3}=11.0 \%$, (b) state 3 at $\kappa=0.6, P_{3}=0.1 \%$, (c) state 11 at $\kappa=0.45, P_{11}=0.3 \%$, and (d) state 11 at $\kappa=0.6, P_{11}=5.8 \%$.
3. This avoided crossing causes state 2 and state 3 to exchange shapes. This is shown in Fig. 4.6. In Fig. 4.6a we show state 2 before the avoided crossing and in Fig. 4.6d we show state 3 after the avoided crossing. Before the avoided crossing, state 2 has support on the two pairs of islands at $\phi= \pm \pi$, while state 3 has support in the KAM tori region outside of the chaotic sea [see Fig. 4.6c]. After the avoided crossing the two states have interchanged identities.

In Fig. 4.7, we show the result of a multiple avoided crossing which


Figure 4.6: Husimi plots of Floquet eigenstates at $\kappa=1.66$ and selected values of $\varepsilon$ for the avoided crossing at $\varepsilon=0.82$ : (a) state 2 at $\kappa=0.8, P_{2}=11.3 \%$, (b) state 2 at $\kappa=0.85, P_{2}=0.6 \%$, (c) state 3 at $\kappa=0.8, P_{3}=2.5 \%$, and (d) state 3 at $\kappa=0.85, P_{3}=14.7 \%$.
illustrates a mechanism, described in Timberlake and Reichl [66], by which wavefunction becomes extended throughout the chaotic region. The multiple avoided crossing at $\varepsilon=1.6$, shown in Fig. 4.4 involves primarily the Floquet states 2, 10, and 11. The Husimi plots for these states are shown in Fig. 4.7. The spatial distribution of each state changes as they pass through the avoided crossing. Comparison of state 2 before the avoided crossing [Fig. 4.7a] and after the avoided crossing shows that it becomes a superposition of states 10


Figure 4.7: Husimi plots of Floquet eigenstates at $\kappa=1.66$ and selected values of $\varepsilon$ for the avoided crossings at $\varepsilon=1.6$ : (a) state 2 at $\kappa=1.5, P_{2}=21.3 \%$, (b) state 2 at $\kappa=1.7, P_{2}=25.6 \%$, (c) state 10 at $\kappa=1.45, P_{10}=3.3 \%$, (d) state 10 at $\kappa=1.6, P_{10}=2.1 \%$, (e) state 11 at $\kappa=1.5, P_{11}=10.7 \%$, and (f) state 11 at $\kappa=1.7, P_{11}=4.9 \%$.
and 11. Similarly states 10 and 11 take on much of the character of state 2 . However, all states are significantly altered by the multiple avoided crossings and become a mixture of the states involved.

Let us now consider what dynamic tunneling frequencies might be observed in an experiment. Experimentally observable dynamic tunneling oscillation frequencies are shown in Fig. 4.8 as a function of $\varepsilon$. Only those frequen-


Figure 4.8: Oscillation frequencies as a function of $\varepsilon$ at $\kappa=1.66$ with a threshold of $P_{i} P_{j}=4 \%$ of combined overlap.
cies originating from pairs of Floquet states which have an overlap probability with the initial state greater than the threshold of $P_{i} P_{j} \geq 0.04$ are plotted. Note that at the experimental value of $\varepsilon=0.29$, there are three oscillation frequencies. This matches Fig. 7 at the experimental value of $\kappa=1.66$. Only one of these frequencies was observed in the experiment $\Delta \Omega_{13} / 2 \pi=25.0 \mathrm{kHz}$. This oscillation frequency is due to interference of Floquet states, 1 and 3, in Fig. 4.4. The Husimi plot for these states are shown in Fig. 4.3. Below we discuss a possible reason why only one of these frequencies was observed in the


Figure 4.9: Oscillation frequencies as a function of $\kappa$ at $\varepsilon=0.29$ with a threshold of $P_{i} P_{j}=4 \%$ of combined overlap. At $\kappa=1.66$, three frequencies have an overlap of $5.8 \%$ : $\Delta \Omega_{12} / 2 \pi=33.6 \mathrm{kHz}, \Delta \Omega_{13} / 2 \pi=25.0 \mathrm{kHz}$ and $\Delta \Omega_{14} / 2 \pi=15.4 \mathrm{kHz}$.

NIST experiment. Note also that for $\varepsilon>0.8$ there are no more low frequency oscillations. Examining the strobe plots of Fig. ??e and Fig. ??f shows that at this point the central island has disappeared into the chaotic sea. This means that multiple states, each spread throughout the chaotic see, will be present at the location of initial coherent state. None of those states will dominate over the others, and therefore no single dominant oscillation frequency will be produced.

### 4.6.2 Floquet States for Varying Pendulum Amplitude $\kappa$ and Fixed Modulation at $\varepsilon=0.29$

Let us now consider the behavior of the classical phase space for the case where we hold the modulation amplitude fixed, but vary the over all amplitude of the pendulum. For small values of pendulum amplitude, $\kappa$, for fixed $\varepsilon=0.29$, the Hamiltonian, Eq. (4.3), has three primary resonances as can be seen in Figs. 4.10a and 4.10b. They are located at ( $n=0, \phi=0$ )


Figure 4.10: Classical strobe plots for NIST experiments at $\varepsilon=0.29$ and selected values of $\kappa:$ (a) $\kappa=0.03$, (b) $\kappa=0.1$, (c) $\kappa=0.5$, (d) $\kappa=1.1$, (e) $\kappa=1.66$ and (f) $\kappa=1.9$.
and ( $n= \pm \omega / 2, \phi= \pm \pi$ ). They have half-widths, $\Delta n_{0}=\sqrt{\omega^{2} \kappa}$ and $\Delta n_{ \pm}=$
$\sqrt{\omega^{2} \kappa \varepsilon}$. For the scaled modulation frequency of $\omega / 2 \pi=2.50$, the outer islands are at $n_{ \pm}= \pm 1.25$ for small values of $\kappa$. For $\kappa=0.03$ [Fig. 8(a)], the islands are separated by KAM tori and there is very little chaos in the phase space. As the pendulum amplitude, $\kappa$, increases, the islands overlap and the phase space contains a mixture of KAM tori, cantori, and chaotic regions between the islands [50].

As $\kappa$ increases further, the outer islands are destroyed, the pendulum structure begins to dominate and is surrounded by a chaotic sea. For Fig. 4.10c, $\kappa=0.5$, only the central island remains. As $\kappa$ is increased further, the island formed by the pendulum bifurcates into two islands [see $\kappa=1.1$, Fig. 4.10d]. As $\kappa$ is increased still further, the bifurcated islands move apart and can be identified as the two outer islands at the experimental value of $\kappa=1.66$ in Fig. 4.10e. A new stable island forms between them. For still higher values of $\kappa$, the newly created central island dominates the phase space.

As we vary $\kappa$, only seven Floquet states appear to play a significant role in the dynamics. Fig. 4.11 shows how the Floquet eigenphases of these seven states vary as a function of $\kappa$. Most are approximately straight lines and correspond to Floquet eigenstates which lie outside the chaotic region. The eigenphases which undergo substantial variation as a function of $\kappa$, lie in the chaotic region. Note that there are many avoided crossings among these states. The rapid rise in the the values of the Floquet eigenphases is due to the constant term, $\omega^{2} \kappa / 2$, that appears in the Hamiltonian.

Let us again look at the Floquet states involved in the avoided crossings.


Figure 4.11: Husimi plots of Floquet eigenstates at $\varepsilon=0.29$ and selected values of $\kappa$ for the avoided crossing at $\kappa=0.55$ : (a) state 2 at $\kappa=0.2, P_{2}=2.2 \%$, (b) state 2 at $\kappa=0.6, P_{2}=36.8 \%$, (c) state 6 at $\kappa=0.4, P_{6}=30.0 \%$, (d) state 6 at $\kappa=0.6, P_{6}=0.5 \%$, (e) state 5 at $\kappa=0.6, P_{5}=3.3 \%$, and (f) state 5 at $\kappa=0.8, P_{5}=4.2 \%$.

The avoided crossing at $\kappa=0.55$, shown in Fig. 4.12, involves Floquet states 2, 5, and 6. The Husimi plots for these states are shown in Fig. 4.11. The relative dominance of each state changes as they pass through the avoided crossing since their shapes change. There is a passing of identity from state 2 to states 5 and 6 , while state 2 , to a large extent, takes on the identity of state 6.


Figure 4.12: Floquet eigenphases for NIST Hamiltonian for 7 states as a function of $\kappa$ at $\varepsilon=0.29$. The overlaps at $\kappa=1.66$ are $P_{1}=31.9 \%, P_{2}=18.2 \%$, $P_{3}=18.2 \%, P_{4}=18.1 \%, P_{5}=12.3 \%, P_{6}=1.5 \%, P_{7}=0.01 \%$.

There are several isolated avoided crossings which involve the interchange of identities: (i) The avoided crossing at $\kappa=1.19$ involves states 2 and 5 . This avoided crossing causes state 5 and state 2 to exchange identities. This is clear when one compares state 5 before the avoided crossing, Fig. 4.13a, to state 2 after the avoided crossing, Fig. 4.13d. (ii) The avoided crossing at $\kappa=1.57$ involves Floquet states 3 and 6 . This avoided crossing causes state 6 and state 3 to exchange identity (shapes). This is obvious by comparing state 3 before the avoided crossing, Fig. 4.14a, to state 6 after the avoided crossing,


Figure 4.13: Husimi plots of Floquet eigenstates for NIST experiments at $\varepsilon=0.29$ and selected values of $\kappa$ for the avoided crossing at $\kappa=1.19$ : (a) state 5 at $\kappa=1.1, P_{5}=10.7 \%$, (b) state 5 at $\kappa=1.3, P_{5}=30.9 \%$, (c) state 2 at $\kappa=1.1, P_{2}=28.3 \%$, and (d) state 2 at $\kappa=1.3, P_{2}=4.3 \%$.

Fig. 4.14d. Note that as $\kappa$ is increased from $\kappa=1.19$ to $\kappa=1.57$, the state with support on the large central island has changed from state 2 to 6 to 5 , back to 2 , then to 3 , and finally to 6 . These exchanges can be seen as the curve of the eigenvalue of state 2 at low values of $\kappa$ is followed through each avoided crossing in Fig. ??. As each change takes place the relative dominance of each state changes as can be seen by comparing $P_{i}$ for each state before and after the avoided crossings. The value of $P_{i}$, for each state is given in the figure caption


Figure 4.14: Husimi plots of Floquet eigenstates at $\varepsilon=0.29$ and selected values of $\kappa$ for the avoided crossing at $\kappa=1.57$ : (a) state 3 at $\kappa=1.5, P_{3}=8.6 \%$, (b) state 3 at $\kappa=1.7, P_{3}=19.1 \%$, (c) state 6 at $\kappa=1.4, P_{6}=3.1 \%$, and (d) state 6 at $\kappa=1.7, P_{6}=2.5 \%$.
for it's Husimi plot. For example, in Fig. 4.11 state 2 goes from $P_{2}=2.2 \%$ to $P_{2}=36.8 \%$. In the shape of Fig. 4.11a at $\kappa=0.2$, state 2 does not dominate. However, when it changes shape to that of Fig. 4.11b at $\kappa=0.6$, it becomes a dominant state and will contribute to oscillation frequencies.

In Fig. 4.9 we show the dynamic tunneling frequencies that could be observed in an experiment in which $\kappa$ is varied. As was the case in Fig. 4.8, only those frequencies originating from pairs of Floquet states which have an
overlap probability with the initial state greater than the threshold of $P_{i} P_{j} \geq$ 0.04 are plotted as a function of $\kappa$. Note that at the experimental value of $\kappa=1.66$, there are three oscillation frequencies. This matches Fig. 4.8 at the experimental value of $\varepsilon=0.29$. Only one of these frequencies has a slow variation as a function of $\kappa$ and this was the dynamic tunneling frequency observed in the experiment.

## Chapter 5

## Conclusions

The model Hamiltonians, with momentum quantized in units of $2 \hbar k_{L}$, give extremely good predictions of the experimental results for the dynamic tunneling frequencies. This is especially true for the Texas experiments where Fig. 3.6 shows very good agreement between the measured frequencies and the theoretical frequency curves. Unfortunately, the NIST experiments did not systematically vary the potential amplitude parameters. As a result, we can't match the tunneling frequency plots with experimental data except at a few isolated points.

Because of the momentum quantization imposed by the dynamics of the experiment, we found that it was advantageous to use Floquet theory rather than Floquet-Bloch theory to analyze the experiment. The floquet states and their corresponding quasienergies provide sufficient information to calculate dynamic tunneling frequencies. Apparently, the initial state can be adequately represented by a sum of Floquet states. The Floquet states which dominate the dynamics are the ones with the greatest overlap probability with the initial state.

Differences in the quasienergies of the dominant Floquet states give the
available frequencies for dynamic tunneling. If two Floquet states dominate the dynamics, then only one tunneling frequency will be observed. If three Floquet states dominate, then up to three tunneling frequencies are observable.

If a small number of Floquet state do not dominate, then no particular frequency will be observed. The full spectrum of frequencies is simultaneously and equally present. This condition would hold if there are no resonance islands to concentrate the Floquet states. By comparing Husimi plots to Strobe plots, it is obvious that some Floquet states tend to position themselves over the larger resonances. This allows an initial state which is sitting on a resonance to be decomposed into a small subset of the Floquet states. This in turn means that only a few tunneling frequencies will be present which enables them to be observed.

When multiple frequencies are predicted to be observable, sometimes not all of them are actually measured. The predicted oscillations that have a high frequency may simply be to high to be measured. There may be insufficient data to resolve the higher frequencies, or the high frequency oscillations may be lost due to dissipation. It is curious that the missing frequencies also tend to be the ones that are on oscillaton curves that have large slopes. For example, of the three frequencies predicted by Fig. 4.9 in the NIST system, the only one reported by the experimentalists is on the curve which is relatively flat as a function of the pendulum amplitude, $\kappa$. For the Texas system, the largest error bars that are reported by the experimentalists [62] occur when the theoretical curves in Fig. 3.6 have the greatest slope.

As a result of these observations, measurement of tunneling frequencies seems to have two requirements. The primary requirement is having only a few dominant Floquet states in the decomposition of the initial state. Secondly, in the parameter regime of interest, the differences in the Floquet quasienergies of the dominant states needs to remain fairly constant.

In both experiments, the number of states within the chaotic region is very small. As a result, the Floquet states are very large relative to the size of the dynamical features. In particular, the Floquet states that sit on the resonance islands completely cover the islands and extend into the chaotic region. This means that initial states that are located within an island are not truely isolated from the chaotic region.

To achieve better isolation, we need to move to the semiclassical regime. In this regime, there will be many more states within the dynamical region of interest and the Floquet states will be smaller. It is conceivable that an initial state will then be a superposition of states that are almost completely confined to the regular region of a resonance island. We would then expect it to be easier to test for processes such as chaos-assisted tunneling.

## Appendix

## Appendix 1

## Computer Codes

Much of the work of this thesis is numerical, so I will detail some of the code used to perform the simulations. I will limit the code to the more important routines and leave out the more common, but necessary, routines like the Runge-Kutta integrator which can be found in many numerical books [?].

### 1.1 Lyapunov Exponent

There are a number of ways to find the maximum exponent. The simplist is to just use a secondary orbit that is very close to the initial condition of interest. After evolving both orbits for a short perios of time, the deviation is examined and stored. If necessary, the location of the secondary orbit is renormalized along the deviation vector so that it won't grow too large $[5,36]$.

```
double rksize = GetSTime(1e-7);// Runge-Kutta step size
int lyapsteps =150000;// number of renormalization steps
int lyapout = 1000; // number of steps between outputs
double lyaptime = GetSTime(1e-2); // final time
double lyapsize = GetSTime(5e-6); // renormalization step
double lyapd0 = 1.0e-4; // nearby point distance
```

```
void GetLyap(double q0, double p0, int n, int nout,
double tau, double d0, ofstream& out) {
// Setup Calculation for Lyapunov Exponent
// y -> state vector
// n -> number of rescaling time steps (e.g. 1e5)
// nout -> number of time steps to skip before printing
// tau -> time between rescaling (about 0.2)
// dO -> magnitude of the displacement (magnitude = 3e-4)
// Initial State
int nq = neq;
double* y = GetArray(nq);
y[0] = q0; y[1] = p0; //InitializeState(y,E);
// Get Displacement Vectors
double *d, *lyapvec;
// random normalized initial vector
srand(time(NULL));
double dmag=0; d = GetArray(neq);
for (int i=0; i<neq; i++) {
    d[i]= rand(); dmag += d[i]*d[i];
```

```
    }
    dmag = sqrt(dmag);
    for (int i=0; i<neq; i++) { d[i] *= d0/dmag; } // norm
    // Calculate Exponent
    double lyap = Lyap(n,tau,y,d,nout,out);
    // Print Result
        if (nout==0)
        out << GetRTime(n*tau) << " " << lyap << endl;
    delete[] y;
    delete[] d;
}
double Lyap(int n, double tau, double* x, const double* d,
    int nout, ofstream& out) {
// Benettin Method for Getting Largest Lyapunov Exponent
// n -> number of time steps (e.g. 1e5)
// tau -> time between rescaling (about 0.2)
// x -> trajectory initial value
// d -> displacement vector (magnitude = 3e-4)
// nout -> number of time steps to skip before printing
```

```
double *y = GetArray(neq), *xold = GetArray(neq);
double *yold = GetArray(neq);
// Initial State
double dO = 0, dmag = 0;
for (int i=0; i<neq; i++) {
        y[i] = x[i] + d[i]; // second point
        dO += d[i]*d[i]; // euclidian norm
}
d0 = sqrt(d0);
// Iterate Forward
double h = rksize, hold; if (h>tau) h = tau;
double t, t0 = t0, tf, tr = 0, dt = 0;
double pinterval = nout*tau;
double dratio, lyap = 0, realt0 = GetRTime(t0);
double realtau = GetRTime(tau);
for (int i=0; i<n; i++) {
        // Iteration of Both Points
        t = t0 + tau*i; tf = t0 + tau*(i+1);
        hold = h; rev1 += Iterate(x,xold,t,tf,h);
        h = hold; rev2 += Iterate(y,yold,t,tf,h);
```

```
        // Rescale Displacement
    dmag = 0;
    for (int j=0; j<neq; j++)
        dmag += pow(y[j]-x[j],2);
    dmag = sqrt(dmag); dratio = d0/dmag;
    for (int j=0; j<neq; j++) {
        y[j]-=x[j]; y[j]*=dratio; y[j]+=x[j];
    }
    // Print Intermediate Value
        lyap += log(1/dratio);
        if (nout>0 && (i+1)%nout==0) {
        out << (realt0+(i+1)*realtau) << " " // in s
<< lyap/((i+1)*realtau) << endl; // in s^-1
    }
}
lyap /= n*realtau; // in s^-1
delete [] y;
delete [] xold;
delete [] yold;;
return lyap;
```


### 1.2 Quantum Floquet Analysis

The following code uses IMSL routines to find the Floquet matrix and its eigenvectors and eigenvalues. Additionally, the overlap with an initial coherent state is calculated which is used to find the dominant Floquet states.

```
#include "parameters.h"
/* matrices: k=0 is real part, k=1 is imag part */
#define floq(i,j,k) floq[(j)*2*ldfloq+2*(i)+(k)]
#define eigvec(i,j,k) eigvec[(j)*2*ldevec+2*(i)+(k)]
```

/* right hand side of differential equations */
void rights( int *, float *, float *, float *);
main(int argc, char *argv[])\{
float *y, *floq, *eigval, *eigvec;
/* IMSL Parameters */
/*-------------------*/
memset(param, 0x00, 50*sizeof(float));
param[3] = 50000000; /* used by IVPRK */

```
/* Allocate memory for the state vector */
if((y=(float*)calloc(2*nk,sizeof(float)))
            == NULL){
    printf("Error allocating memory");
    exit(1);
}
/* Allocate memory for the matrix */
ldfloq = ldevec = nk;
if((floq=(float*)calloc(2*ldfloq*nk,sizeof(float)))
            == NULL){
    printf("Error allocating memory");
    exit(1);
}
/* Allocate memory for the eigenvalues */
if((eigval=(float*)calloc(2*nk,sizeof(float)))
        == NULL){
    printf("Error allocating memory");
    exit(1);
}
/* Allocate memory for the eigenvectors */
if((eigvec=(float*)calloc(2*ldevec*nk,sizeof(float)))
        == NULL){
    printf("Error allocating memory");
```

```
    exit(1);
}
/* Open Data Files */
/*------------------*/
ofloqptr = OpenFile(floqfile, "w");
oeigvalptr = OpenFile(eigvalfile, "w");
oeigvecptr = OpenFile(eigvecfile, "w");
/* Calculate Floquet Matrix */
/*-----------------------------*/
for(init=0; init<neq; init+=2){
    /* initialize y to zero except for initial p */
    for(i = 0; i<neq; i+=2){
        y[i] = 0; /* real part */
        y[i+1] = 0; /* imaginary part */
    }
    y[init] = 1;
    /* integrate equations */
    t = 0.0;
    tend = period;
```

```
        ido = 1;
        IVPRK(&ido,&neq,rights,&t,&tend,&tol,param,y);
        /* floquet matrix */
        for(i = 0; i < neq; i+=2){
        floq(i/2,init/2,0) = y[i]; /* real part */
        floq(i/2,init/2,1) = y[i+1]; /* imag part */
        }
        /* cleanup */
        ido = 3;
        IVPRK(&ido,&neq,rights,&t,&tend,&tol,param,y);
}
```

/* Print Out Floquet Matrix */
/*----------------------------*/
for (i = 0; i < nk; i++) \{
for (j = 0; j < nk; j++)
fprintf(ofloqptr, "\%14.8f", floq(i,j,0));
fprintf(ofloqptr, " n ");
\}
fprintf(ofloqptr, "\n");

```
for(i = 0; i < nk; i++){
    for(j = 0; j < nk; j++)
        fprintf(ofloqptr, "%14.8f", floq(i,j,1));
    fprintf(ofloqptr, "\n");
}
/* Calculate Eigenvalues & Eigenvectors */
/*---------------------------------------*/
/* Eigenvectors are stored in the columns */
EVCCG(&nk, floq, &ldfloq, eigval, eigvec, &ldevec);
```

```
/* Print Eigenvalues */
```

/* Print Eigenvalues */
/*-------------------**/
/*-------------------**/
for(i = 0; i < nk; i++){
for(i = 0; i < nk; i++){
fprintf(oeigvalptr,"%9.6f %9.6f",
fprintf(oeigvalptr,"%9.6f %9.6f",
eigval[2*i],eigval[2*i+1]);
eigval[2*i],eigval[2*i+1]);
}

```
}
```

/* Print Eigenvectors */
/*---------------------*/
for $(\mathrm{i}=0$; $\mathrm{i}<\mathrm{nk}$; i++) \{
for $(j=0 ; j<n k ; j++)$

```
        fprintf(oeigvecptr,"%15.7e %15.7e ",
        eigvec(i,j,0), eigvec(i,j,1));
    fprintf(oeigvecptr, "\n");
}
/* Overlap with Gaussian */
/*------------------------*/
/* Initialize y to upper Gaussian */
p = -no; /* y[0] is <p=-noly> */
mag = pow(sig*sig/M_PI,0.25);
for(i = 0; i<neq; i+=2){
        y[i] = mag*cos((p-p0)*x0);
        y[i] *= exp(-sig*sig*(p-p0)*(p-p0)/2);
        y[i+1] = -mag*sin((p-p0)*x0)
        y[i+1] *= exp(-sig*sig*(p-p0)*(p-p0)/2);
        p++;
}
/* Calculate overlaps */
for(j = 0; j < nk; j++){
    overlap_r = 0;
        overlap_i = 0;
        for(i = 0; i < nk; i++) {
```

```
            overlap_r += eigvec(i,j,0)*y[2*i];
            overlap_r += eigvec(i,j,1)*y[2*i+1];
            overlap_i += eigvec(i,j,0)*y[2*i+1];
            overlap_i -= eigvec(i,j,1)*y[2*i];
        }
        fprintf(oeigvalptr, "%12.9f\n",
        sqrt(overlap_r*overlap_r + overlap_i*overlap_i));
    }
```

    /* Cleanup */
    /*----------*/
    free(y) ;
    free(floq);
    free(eigval);
    free(eigvec);
    return;
    \}
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