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This dissertation describes a coordinated and reconfigurable vehicle dynamics 

control system.  With the continuous development of vehicle actuation/sensing 

technologies, coordinating all the available actuation resources to improve system 

performance and expand system operational envelope has become an active research 

topic that has received significant attention from both academia and industry.  Given the 

complex nature of tire forces that are relied upon for inducing generalized forces for 

vehicle motion control, the main challenge is how to coordinate all the tire forces in a 

unified and optimal manner to achieve the overall control objectives even under adverse 

conditions.   

In this dissertation, a hierarchically-coordinated and reconfigurable vehicle 

dynamics control system is proposed.  A higher-level robust nonlinear controller is 

designed to produce the generalized forces/moment for controlling vehicle planar 

motions.  An innovative control allocation scheme is designed to distribute the 

generalized forces/moment to slip and slip angle of each tire with the considerations of 

vehicle dynamics and environmental variations.  Individual tire slip and slip angles are 
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selected as the control variables to resolve the inherent tire force nonlinear constraints 

which otherwise may make the system more complex and computationally expensive.  A 

real-time adaptable, computationally efficient accelerated fixed-point method with 

improved convergence rate when actuation saturates is proposed to solve the amplitude 

and rate constrained quadratic programming (QP) control allocation problem.  To track 

the desired allocated slip and slip angle of each tire and therefore the required tire 

longitudinal and lateral forces to fulfill the control objectives, a combined tire slip and 

slip angle tracking control system is developed to manipulate the driving/braking/steering 

actuation of each wheel independent to vehicle body states.  The overall system is 

evaluated on a commercial full-vehicle model provided by CarSim® under various 

adverse driving conditions including scenarios where vehicle actuator failures occur.  

Compared with those of existing vehicle control systems, significantly expanded system 

operational envelop and greatly reduced driver efforts were observed. 
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Chapter 1: Introduction 

Control of nonlinear systems with redundant and constrained actuation is a 

relatively new research area.  Here the system actuation redundancy means the number of 

actuators is greater then the number of system controlled outputs.  Current nonlinear 

control design methods cannot be directly applied for these kinds of systems due to their 

often required “square” property.  However, many engineering systems, such as ground 

vehicles, aircraft, marine vessels, and robotic systems, are redundantly actuated.  In order 

to avoid conflicts, improve safety and reliability as well as expand the system operational 

envelope, those redundant actuators need to be utilized in an optimal and coordinated 

manner subject to their constraints.  A ground vehicle dynamics control system is a 

typical nonlinear system with redundant and constrained actuation.   

This dissertation aims at developing a systematic coordinated and reconfigurable 

vehicle dynamics control system to expand the system operational envelope.  In this 

chapter, the background and motivations are presented, followed by the research goals 

and contributions.  An outline of the dissertation is given at the end of this chapter. 

1.1 BACKGROUND AND MOTIVATIONS 

Over the past 20 years, the goal of vehicle dynamics control (VDC) or vehicle 

stability control (VSC) has been focused on improving vehicle handling, 

maneuverability, and stability.  It is reported that more than 10,000 fatal crashes could be 

prevented by vehicle stability control systems annually in the US [ESP-NHTSA].  Under 

adverse driving conditions, the average driver may exhibit panic reactions and may not 

generate appropriately coordinated steering/braking/throttle commands to control the 

vehicle in a time effective manner.  In addition, as more actuation become available (e.g., 

independent four-wheel steering/braking and four wheel driving), it is difficult to imagine 
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that a human driver would be able to appropriately utilize these actions without 

significant assistance.  The VDC was introduced to anticipate and correct problems 

before they occur or are even noticed by the driver.  Reacting after the vehicle becomes 

unstable is unreliable.     

The VDC should help to achieve predictable and transparent responses to greatly 

enhance vehicle active safety and maneuverability.  With the continuous advancement of 

vehicle actuation and sensing technologies (such as independent four-wheel 

braking/steering/driving and GPS/IMU), vehicle dynamics control approaches are also 

evolving correspondingly.  Conventional vehicles’ yaw / lateral motions are controlled by 

hand-steering wheel, and longitudinal motion is controlled by accelerator/brake pedals.  

The state-of-the-art vehicles are equipped with many x-by-wire sub-systems whose 

control authorities overlap among the controlled variables.  This greatly increases the 

number of degrees of freedom in the systems and makes them essentially redundantly 

actuated.  It is expected that coordinating all the available actuation resources could 

provide great potentials in improving system responses and expanding its operational 

envelope even for adverse driving conditions and/or actuator failure/degradation 

scenarios.  This new generation of VDC is generally referred to as coordinated vehicle 

dynamics control (CVDC) and has recently received significant research attention from 

both industry and academia.  Given the complex nature of tire forces that are relied upon 

for inducing generalized forces/moments for vehicle motion control, the main challenge 

is how to coordinate all the tire forces in a unified and optimal manner to achieve the 

overall control objectives. 

Control allocation (CA) techniques in conjunction with nonlinear control design 

methods can provide a rigorous approach for dealing with nonlinear systems with 

redundant and constrained actuation, as expected in CVDC.  Applications of this kind of 
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control strategies can be found in aircrafts systems and marine vessels.  Recently, the 

control allocation has become more pertinent as the development of the VDC propagates 

and is employed in the CVDC in this dissertation. 

1.2 RESEARCH GOALS 

The goal of this research is to develop a coordinated and reconfigurable control 

system to utilize all the available actuation resources, namely tire forces, to improve 

performance of vehicle control system.  Coordinated control directs all the sub-

systems/resources toward the same overall control objectives, while reconfigurable 

control ensures system control objectives are best achieved even when some 

actuators/sub-systems fail.  It is expected that the coordination among actuation can 

expand the system operational envelope and alleviate driver effort even under adverse 

driving conditions, which implicitly will improve vehicle active safety. 

Here, the system operational envelope is not explicitly defined but it is implied 

through performance comparisons against different existing vehicle control systems 

responding to various vehicle benchmarking test maneuvers. 

While the focus of this research is on control design, system states including 

vehicle motions and tire-road friction coefficient are assumed available through sensors 

and/or estimators. 

1.3 MAIN CONTRIBUTIONS OF THE RESEARCH 

This dissertation presents a coordinated and reconfigurable control system for 

nonlinear redundantly-actuated constrained ground vehicle systems.  The contributions of 

this research are: 

1) Developed a coordinated and reconfigurable vehicle dynamics control system 

to utilize redundant actuation resources in a unified manner to significantly 
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expand system operational envelope and reduce driver’s effort under adverse 

driving conditions. 

2) Designed an accelerated fixed-point control allocation algorithm with 

improved convergence speed when actuation saturations occur. 

3) Proposed a novel control allocation scheme specifically for ground vehicle 

systems.  Different from the existing control allocation used for VDC where 

the generalized control efforts are allocated to tire forces, the generalized 

control efforts are allocated to tire slip and slip angle, which made the system 

physically-realistic and simplified the optimization problem. 

4) Combined tire slip and slip angle tracking control system is developed.  The 

system manipulates the driving/braking/steering actuation of each wheel to 

track the desired slip and slip angle independent of vehicle states to simplify 

control tasks and enable coordinated control.   

5) Introduced an integral action into the vehicle yaw motion control to reduce the 

vehicle heading residual caused by yaw rate tracking error. 

1.4 GUIDE TO THIS DISSERTATION 

The content of this dissertation is organized as follows:  Chapter 2 provides a 

review of relevant vehicle dynamics theory and existing vehicle dynamics control 

approaches.  Chapter 3 presents tracking control for nonlinear systems with actuation 

constraints and the proposed coordinated vehicle dynamics control (CVDC) system 

structure.  Chapter 4 presents the control allocation methods with emphasis put on the 

proposed accelerated fixed-point control allocation.  Chapter 5 describes the control 

allocation scheme specifically for CVDC systems.  Chapter 6 presents the combined tire 

slip and slip angle tracking control.  Chapter 7 mainly shows virtual experimental 

evaluation results of the proposed CVDC compared with different existing systems under 
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various adverse driving conditions.  Chapter 8 summarizes the dissertation and suggests 

future work.  
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Chapter 2: Vehicle Dynamics and Control 

This Chapter briefly reviews the vehicle dynamics theory and the art of vehicle 

dynamics control systems.  Vehicle dynamics terms relevant to this research will be 

defined for usage in the following chapters.  We will start with the tire forces/moments 

and tire models, in which several well-known tire models will be described.  Vehicle 

body dynamics will be followed with the focus on control-oriented modeling.  In the last 

portion, a review of the art of the current VDC will be given.   

2.1 TIRE FORCES AND MOMENTS 

Tires are the only vehicle components generating external forces that can be 

effectively manipulated to affect vehicle motions, and thus they are crucial for vehicle 

dynamics and control.  In order to study vehicle dynamics and design the control systems, 

it is important to have a good understanding of tire mechanics.  As pneumatic tires are 

universally used for on-road ground vehicles, they will be the subject tires in this chapter.   

There are several different tire axis systems used in literature.  One of the 

commonly used axis system is defined by Society of Automotive Engineers (SAE) [SAE 

J670e].  Here, we will adopt the axis system as shown in Figure 2.1, which is consistent 

with the one defined by CarSim®, a commercial vehicle dynamics simulation package 

used in this dissertation.  The only difference of these two systems is the direction of the 

Z axis.   

Besides the driving/braking/steering torques applied on the wheel by vehicle 

actuators, there are three forces and three moments induced by the tire interacting with 

the ground.  The longitudinal force xiF  is the component of the resultant ground force 

acting on the tire along its Xww direction.  The tire lateral force yiF  is the component in the 

Yw direction, and ziF  is the tire normal force perpendicular to the contact patch between 
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tire and ground.  xiM  is the overturning moment acting on the tire about its Xww  axis from 

the ground.  yiM is the rolling resistance moment about Yw axis.  ziM  is the tire aligning 

moment about the Z axis.  In this dissertation, to distinguish from vehicle generalized 

forces and moments composed by all the tire forces and moments, we will use izyxF ),,( to 

denote the forces of an individual tire and izyxM ),,( to indicate the moments on an 

individual tire.  Here, 

[ ]rrrlfrflQi =∈ : , (2.1) 

is the index indicating one of the four tires on the front-left, front-right, rear-left, and 

rear-right corners of a vehicle, respectively. 

 

 

Figure 2.1 Tire axis system  
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In Figure 2.1, two important angles, the slip angle iα and the camber angle iγ ,  

for a rolling tire are graphically illustrated.  The tire slip angle is the angle between the 

direction of wheel travel and orientation of the tire.  Camber angle is formed by the plane 

perpendicular to tire-ground contact surface and the tire plane.  In the following sub-

sections, we will describe the characteristics of these tire forces/moments.  

2.1.1 Tire Rolling Resistance 

Tire rolling resistance is usually ignored in vehicle dynamics control because 

during critical maneuvers its magnitude is small compared with the tractive or braking 

forces exerted on tires from the ground.  Rolling resistance is primarily caused by the 

hysteresis in tire materials due to the deflection and mainly affected by several factors 

such as tire structure/materials, tire normal force, road surface conditions, inflation 

pressure, rolling speed, and temperature etc. [Wong, 2001].  Tire rolling resistance 

magnitude can be described using the following equation, 

rziri fFF = ,   (2.2) 

where, riF is the tire rolling resistance, ziF  is the tire normal load, and rf is the tire rolling 

resistance coefficient, which can be fitted as a function of tire longitudinal speed based 

on experimental data as, 
2

xirrr Vbaf += . (2.3) 

where, xiV is tire center longitudinal speed in km/h, ra is a coefficient in the order of 1.0e-

2, rb is a coefficient in the order of 1.0e-8.  Typical passenger car tire rolling resistance 

coefficient is therefore in the order of 1.0e-2 and weakly depends on speed [Wong, 

2001].  Note that tire resistance is an energy loss of the overall vehicle systems.   
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2.1.2 Tire Tractive / Braking Forces 

Given certain tire normal force and tire-road friction level, when a driving or 

braking torque is applied to a wheel, a tire will induce a tractive or braking force from the 

ground, respectively.  When driven or braked, tire center speed does not equal to its 

circumferential speed.  This phenomena is referred as tire longitudinal slip (or slip ratio) 

is , which is defined as the relative difference between tire circumferential speed and tire 

center speed [SAE J670e] as, 

1−=
−

=
xi

iwyi

xi

xiiwyi
i V

R
V

VR
s

ωω
, (2.4) 

where, wyiω is the tire longitudinal rotational speed in rad/s and iR is the tire effective 

rolling radius in meter.  When no driving/braking torque acts on a tire, slip 0=is .  Under 

driving conditions, tire circumferential speed is greater than tire center speed, so 0>is , 

while in braking conditions, tire circumferential speed is less than tire center speed and 

thus 0<is . 

Tire longitudinal force (either tractive or braking force) is a function of tire 

longitudinal slip.  Figure 2.2 shows a typical relationship between slip and tire 

longitudinal force under 4000 (N) normal force on a surface with a friction coefficient of 

0.9, which is about the friction level of a dry concrete or asphalt surface.  At small slip 

levels, longitudinal force is mainly caused by the elastic deformation of the tire tread and 

its magnitude increases with slip almost linearly.  If the slip further increases, tire tread 

sliding occurs and the relationship between longitudinal force and slip becomes 

nonlinear.  Once the longitudinal force reaches its peak value, further increasing of the 

slip will result in an unstable operation where the longitudinal force decreases quickly 

with increasing slip. 
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Figure 2.2 Tire longitudinal force vs. tire longitudinal slip 

Tire longitudinal force is also greatly affected by the tire normal force, tire-road 

friction coefficient, and tire lateral force.  In general, tire longitudinal force decreases 

with decreasing normal force and friction coefficient but with increasing lateral force.  

The details of these relationships will be discussed in the tire model section later.  In 

Figure 2.2, tire lateral force is assumed zero. 

2.1.3 Tire Lateral Force 

 When a tire is not traveling along the wheel plane (i.e., tire slip angle is non-zero), 

a lateral force will be developed at the tire-road contact patch due to lateral tire 

deformation.  Lateral force is also called cornering force, which is a function of tire slip 

angle and analogous to the relationship between tire longitudinal force and slip.  Figure 

2.3 shows a typical relationship between tire lateral force and tire slip angle under 4000 

(N) normal force on a surface with a friction coefficient of 0.9.  No longitudinal force is 

Tractive Braking 
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involved.  Notice here the polarity of the slip angle and lateral force is opposite, 

consistent with the definition used in the CarSim® vehicle dynamics simulation package 

employed in this dissertation. 

At small slip angle values, lateral force is approximately a linear function of slip 

angle.  After reaching a maximum lateral force at a particular slip angle, it decreases with 

increased slip angle.   

 

Figure 2.3 Tire lateral force vs. tire slip angle 

Lateral force is also greatly affected by tire normal force, tire-road friction 

coefficient and tire longitudinal force.  The lateral force decreases with normal force and 

tire-road friction coefficient.  Non-zero tire longitudinal force decreases the tire lateral 

force. 
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2.1.4 Tire Self-Aligning Moment 

Pneumatic tire self-aligning (or aligning) moment is primarily generated by two 

sources: the characteristics of the side deformation of a forward moving tire with non-

zero slip angle, and the steering geometry.  The resultant lateral force from the ground 

acts behind the wheel center in the ground plane as shown in Figure 2.4.  It then forms a 

torque with tendency to align the wheel plane with the direction of wheel travel.  The 

distance pt  is called pneumatic trail as shown in Figure 2.4. 

iαxiV

yiF

pt

 

Figure 2.4 Tire deformation during cornering 

Another contribution to the tire self-aligning moment is from the mechanical 

steering geometry, particularly the caster angle, which is the angular displacement, cθ , 

between tire steering axis and vertical direction as shown in Figure 2.5.  The distance 

between the center of tire-ground contact patch and the intersection point of steering axis 

with ground is called mechanical trail, mt , which is determined by the steering geometry 
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and tire dimensions.  Therefore the lateral force applied on the tire contact patch forms a 

torque against the steering direction.   

In general, these two contributions add to yield the tire self-aligning moment as, 

)( mpyizi ttFM += . (2.5) 

mt

cθ

 

Figure 2.5 Steering tire caster angle and mechanical trail. 

A typical tire self-aligning moment as a function of tire slip angle is shown in 

Figure 2.6.  At small slip angle values, the self-aligning moment is associated with slip 

angle linearly.  However, as the slip angle becomes large, the relationship becomes very 

nonlinear and the self-aligning moment peaks and then decreases dramatically at large 

slip angle.  The self-aligning moment helps the steered tire return to its original position 

after a turn action and it is important for vehicle handling stability.  It is the main torque 

acting against the steering actuation. 
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Figure 2.6 Tire self-aligning moment due to pneumatic trail. 

In addition to being connected with tire slip angle, self-aligning effects are also 

subject to other factors such as tire normal force, tire-road friction coefficient, and 

longitudinal force. 

2.1.5 Coupling Effects between Tire Longitudinal and Lateral Forces 

 In the above discussion on tire forces and moments, we did not explicitly describe 

the coupling effects between tire longitudinal and lateral forces.  However, it is very 

common that a tire experiences both longitudinal and lateral forces such as during 

accelerating/braking in a turn maneuver.  The coupling effects between tire longitudinal 

and lateral forces are important in coordinated vehicle dynamics control where both tire 

longitudinal and lateral forces need to be utilized simultaneously.   
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Generally, the presence of tractive or braking force will reduce the tire lateral 

force that can be generated for a given slip angle, normal load, and friction coefficient.  

For small tractive or braking force, the reduction of the lateral force is mainly due to the 

reduction of the tire cornering stiffness.  In the case of large tractive or braking force 

cases, significant decrease of the lateral force is mainly caused by the reduced adhesion 

in the lateral direction [Wong, 2001].  Tire lateral forces also affect the longitudinal 

forces in a similar manner.   

Although the tire longitudinal and lateral forces vary with slip and slip angle as 

well as their interactive effects, the achievable longitudinal and lateral forces are 

approximately limited by an enveloping curve which is often called friction ellipse as 

shown in Figure 2.7 [Wong, 2001]. 

 

Figure 2.7 The friction ellipse concept for achievable tire longitudinal and lateral forces 

In a friction ellipse, tire longitudinal and lateral forces approximately follow the 

nonlinear constraint, 

0 
ixF max  

iyF max  

yiF  

xiF  

Braking Driving 
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with ziixiix FCF µ=max  and ziiyiiy FCF µ=max  being the maximal tire longitudinal and 

lateral forces, respectively.  The sum of the weighted squares of tire longitudinal force 

and lateral force is physically limited by the tire normal load and tire-road friction 

coefficient.  From the friction ellipse, one can determine the maximum lateral force to a 

given longitudinal force, and vice versa. 

2.2 TIRE MODELS 

Since tire forces are crucial for vehicle dynamics, it is very desirable to have some 

mathematical models for estimating the complex tire behaviors for both simulation and 

control design purposes.  Significant research efforts have been dedicated to the 

development of tire models over the last several decades.  Many different tire models 

exist in literature derived from the physical nature of the tire and/or empirical 

formulations based on experimental data [Dugoff et al., 1970], [Pacejka and Bakker, 

1993], [Pasterkamp and Pacejka, 1994], [Pasterkamp and Pacejka, 1997], [Deur, Asgari, 

and Hrovat, 2001], [Claeys et al., 2001], [Tsiotras et al., 2004], [Bozdog and Olson, 

2005], [Cafvert and Svendenius, 2005], [Shifrin 2006].  These models have different 

emphases, shortcomings, accuracies, and complexities.  Here, we will just present two 

tire models with details placed on the Magic Formula tire model as it will be used in the 

control design of this dissertation. 

2.2.1 Dugoff’s Tire Model 

The Dugoff’s tire model was developed in 1970’s.  Thanks to its simple 

formulation and capability of describing longitudinal and lateral force coupling effect, it 
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is popularly used in vehicle control systems [Guvenc et al., 2003], [Zhang et al., 2003], 

[Wang and Longoria, 2006a], [Wang and Longoria, 2006c].  The model is expressed as, 

ixiixi sCfF = , (2.7) 

iyiiyi CfF α= , (2.8) 
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with 22 )()( iyiixiRi CsCF α+= , and xiC and yiC  being the tire longitudinal and 

lateral stiffness, respectively.  ziF  is the tire normal force and iµ is the tire-road friction 

coefficient. 

One can find that when combined longitudinal and lateral force RiF  is small (less 

than half of the maximal force), the tire longitudinal and lateral forces given from the 

Dugoff’s model are independent and linear to slip and slip angle, respectively.  From the 

model, as RiF further increasing (greater than half of the maximal force), the coupling 

effect between tire longitudinal and lateral forces starts showing up.     

The Dugoff’s tire model is simple and with only two calibration parameters, 

xiC and yiC .  It works well for small slip / slip angle regions.  However, there are some 

concerns regarding its accuracy for vehicle control, particularly for the applications 

where the tire may need to work in large slip / slip angle regions. 

1) The tire self-aligning moment description is absent in this model. 

2) There are only two calibration parameters, tire longitudinal and lateral stiffness.  

It is difficult to describe the complex tire behaviors accurately enough, especially 

for highly nonlinear behaviors at large slips and slip angles.  As shown in Figure 

2.8, the amplitude of the calculated tire longitudinal force increases with tire slip 

monotonically even at large slip region, which is inconsistent with experimental 
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tire behavior.  Similar discrepancies can be found for the tire lateral force vs. slip 

angle relationships. 

3) Tire longitudinal and lateral force coupling effects are not well modeled 

especially at high slip / slip angle regions.  Comparing the calculated tire 

longitudinal forces for zero slip angle and 2 deg slip angle in Figure 2.8, one can 

see that there are some coupling effects at small slip regions.  However, as the slip 

increases, the coupling effects diminish and disappear, unlike what is observed in 

general trends of tire behaviors. 

 

Figure 2.8 Longitudinal force vs. slip calculated from the Dugoff’s model 

With these observations in mind, we choose a much more accurate tire model, 

Magic Formula tire model, for the control design in this dissertation, even though its 

formulations are more complex than those of Dugoff’s model.  The Magic Formula tire 

models are presented in the next sub-section. 
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2.2.2 Magic Formula Tire Model 

One of the most well-known tire models is Pacejka’s Magic Formula tire model 

[Pacejka and Bakker, 1993].  The Magic Formula tire model is an empirical method for 

characterizing tire behavior, which can be effectively fit to experimental data [Oosten and 

Bakker, 1993] and is widely used for vehicle dynamics simulations and analyses [Wong, 

2001].  The model employs a general and smooth form called Magic Formula to describe 

the tire longitudinal force, lateral force, and self-aligning moment.  The basic equations 

are, 

( )[ ]{ }BxBxEBxCDxy arctanarctansin)( −−= , (2.10a) 

vSxyXY += )()( , (2.10b) 

hSXx += , (2.10c) 

where )(XY represents tire longitudinal force, lateral force, or self-aligning moment, 

X is tire slip or slip angle.  Coefficient B is the stiffness factor, C is the shape factor, 

D is the peak factor, and E is the curvature factor.  hS  and vS denote the horizontal shift 

and vertical shift, respectively.  These coefficients are tuned to fit experimental data for a 

given tire on a test patch. 

Experimental test results have shown that the Magic Formula tire model is 

capable of generating tire characteristics that closely match measured data for all 

longitudinal force, lateral force, and self-aligning moment over large ranges of slip and 

slip angle [Bakker et al., 1989].  The Magic Formula tire model for the case of combined 

slip and slip angle can be described by, 

}))]}arctan(([
arctansin{)]{arctan(cos[ 0

vxixixixixixixixi

xiziiixixixxi

SsBsBEsB
CFBCDF

+−−
= µαααα , (2.11a) 

hxiixi Sss += , (2.11b) 
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hyiiyi S+= αα , (2.11d) 
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+−−
=
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hziizi S+= αα , (2.11f) 

where [ ]rrrlfrflQi ,,,:=∈  refers to a given tire.  xiF  is the tire longitudinal force, 

yiF is the tire lateral force, and ziM is the tire self-aligning moment.  The parameters *B , 

*C , *D , *E are obtained by fitting to experimental data for a specific tire and specific 

road condition.  For different road surfaces with different friction levels, these parameters 

need to be determined experimentally.  In this dissertation, we use a set of parameters 

that were fit for a surface with nominal friction level in [Wong, 2001].  The friction 

similarity technique [Pasterkamp and Pacejka, 1994] was used to approximate the effects 

of variations of friction level on tire forces/moment.   

The friction similarity technique can be described as follows.  Define the friction 

ratio as, 0µµµ iiR = , where µ is the tire-road friction coefficient for a different surface, 

0µ is the nominal tire-road friction coefficient on which the parameters of the Magic 

Formula tire model are identified to match with the experimental data.  Define 

µµ Rss ii =  and µµ αα Rii = , where is and iα are measured slip and slip angle, the 

longitudinal force, lateral force and aligning moment become, 
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hxiixi Sss += µµ , (2.12b) 
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hyiiyi S+= µµ αα , (2.12d) 
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hziizi S+= µµ αα . (2.12f) 

To visualize the Magic Formula tire model, Figure 2.9 and Figure 2.10 show the 

tire longitudinal force vs. slip with different slip angles and lateral force vs. slip angle 

with different slips, respectively. 

 

Figure 2.9 Magic Formula tire model longitudinal force vs. slip at different slip angles 
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Figure 2.10 Magic Formula tire model lateral force vs. slip angle at different slips 

The effects of the tire-road friction level variations modeled by the friction 

similarity technique for longitudinal force and lateral force are shown in Figure 2.11 and 

Figure 2.12, respectively.  9.0~8.0=µ  is the typical friction level for dry concrete or 

asphalt surfaces, 7.0~5.0=µ is for the wet surface, 5.0~3.0=µ is for hard snow 

surface, and 3.0~1.0=µ is perhaps about the friction level for icy surface [Wang et al., 

2004].  As shown in the figures, the Magic Formula tire model with friction similarity 

can capture the trends of the effects of tire-road friction levels fairly well. 
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Figure 2.11 Effects of friction level on tire longitudinal force modeled by the friction 
similarity 

 

Figure 2.12 Effects of the friction level on tire lateral force modeled by the friction 
similarity 

Another merit about the Magic Formula tire models is that they are continuously 

differentiable, which is suitable for control design purposes, and we will see more on this 
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in Chapter 5 and Chapter 6.  It should be noted that the slip is defined in percentages and 

slip angle is defined in degrees for the Magic Formula tire model.   

2.3 VEHICLE DYNAMICS 

Vehicle as a complex mechanical system consists of many components.  Roughly, 

it can be divided into two groups: sprung part and unsprung part.  Sprung part includes all 

the components supported by the suspensions such as vehicle body, internal components, 

passengers, and cargo, but not the mass of the suspension components themselves.  

Unsprung part includes the suspensions, wheels, and other components directly 

connected to them.  For passenger cars and commercial vehicles, a majority of the vehicle 

mass is sprung.  The larger the ratio of sprung mass to unsprung mass, the less the body 

and vehicle occupants are affected by road bumps, dips, and other surface imperfections.  

The vehicle sprung mass can be lumped as a rigid body as shown in Figure 2.13.  Its 

motions comprise X, Y, and Z motions, as well as yaw, roll, and pitch motions. 
Z

X

Y

yaw

pitch

roll
CG

 

Figure 2.13 Vehicle body motions 

zV  
xV  

yV  
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In this section, vehicle dynamics are presented with emphasis put on the control-

oriented vehicle dynamic model. 

2.3.1 Vehicle Rigid Body Dynamics 

If we consider the overall vehicle system as a rigid body, then the equations of 

motion can be derived as follows.  Using the vehicle body fixed coordinates at the center 

of gravity as shown in Figure 2.13, define the body fixed translational and angular 

velocities with respect to the X, Y, and Z axes as, 

[ ]Tzyx VVVV = , (2.13) 

[ ]Tzyx ΩΩΩ=Ω , (2.14) 

where xV is the vehicle longitudinal velocity, yV is the lateral velocity, zV is the vertical 

velocity, xΩ is the roll velocity, yΩ is the pitch velocity, and zΩ is the yaw velocity. 

The translational and angular momenta are then defined, respectively, as, 
MVp = , (2.15) 

Ω= Ih , (2.16) 

where M is the mass of the vehicle, and I is the moment inertia.  Based on Newton’s 

second law, the dynamics along each axis can be found from the equations, 

p
dt
dpF

xyz

×Ω+= , (2.17) 

h
dt
dhT

xyz

×Ω+= , (2.18) 

and, 

yzzyxyzzyxx VMVMVMpppF Ω−Ω+=Ω−Ω+= && , (2.19) 

zxxzyzxxzyy VMVMVMpppF Ω−Ω+=Ω−Ω+= && , (2.20) 

xyyxzxyyxzz VMVMVMpppF Ω−Ω+=Ω−Ω+= && , (2.21) 

yzyzyzxxyzzyxx IIIhhhT ΩΩ−ΩΩ+Ω=Ω−Ω+= && , (2.22) 
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xzzxzxyyzxxzyy IIIhhhT ΩΩ−ΩΩ+Ω=Ω−Ω+= && , (2.23) 

xyxyxyzzxyyxzz IIIhhhT ΩΩ−ΩΩ+Ω=Ω−Ω+= && . (2.24) 

For planar motion of passenger vehicles, the vertical motion zV , pitch motion yΩ , 

and roll motion xΩ are considered small.  If we ignore those three motions, the resultant 

vehicle dynamics will only include longitudinal motion xV , lateral motion yV , and yaw 

motion zΩ , and the planar dynamics can be described as, 

xyzx FVMVM +Ω=& , (2.25) 

yxzy FVMVM +Ω−=& , (2.26) 

zzz TI =Ω& . (2.27) 

Equations (2.25 – 2.27) capture the dominant motions of a ground vehicle and are 

simple enough for control design purposes [Guvenc et al., 2003], [Hac et al., 2006], 

[Wang and Longoria, 2006a].  They are usually regarded as the control-oriented vehicle 

dynamic model. 

It should be noted that in the dynamic model above, the entire vehicle (both 

sprung mass and unsprung mass) is treated as a rigid body, instead of modeling the 

sprung mass and unsprung mass separately.  The interactions between sprung mass and 

unsprung mass, suspension dynamics, roll and pitch motions of the sprung mass etc. are 

not described.  Models describing the dynamics of the sprung mass and unsprung mass 

separately are certainly more accurate [Feng et al., 1998], [Ikenaga et al., 2000], [Lin et 

al., 2004], however, as we are interested in the control-oriented model, simple models 

describing the dominant dynamics are preferred.  It is worthwhile to point out that 

CarSim® involves a full-vehicle multibody dynamics model that is much more complete 

and complex, and can produce response characteristics that have shown favorable 

comparison with experimental data taken from real vehicles [CarSim User Manual, 



 27 

2003].  The CarSim® vehicle dynamics simulation package will be used as the test 

platform in this dissertation. 

2.3.2 Tire Normal Load 

 From the tire model described previously, it is clear that the amplitudes of the tire 

longitudinal and lateral forces directly depend on its normal force ziF .  The static tire 

normal load can be calculated from the equations, 
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For vehicle dynamics control systems, the effect of the load transfers due to 

vehicle sprung mass longitudinal and lateral accelerations will need to be considered in 

order to closely approximate the actual tire normal load during operations.  For 

simplicity, assume the front and rear roll center heights of the vehicle (sprung mass and 

unsprung mass) are same.  The dynamic load transfer of each tire can be calculated from, 
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where, fκ , rκ  are the roll stiffness factor of the front and rear suspension, respectively 

and 1=+ rf κκ .  In this estimation approach, the vehicle body longitudinal and lateral 

accelerations are needed, and it is assumed that these quantities can be easily measured 

by widely available inertial sensors.  The bias issues associated with the inertial sensors 

can be overcome by sensor fusion methods as described in [Wang et al., 2004] and 

[Bevly et al., 2000]. 

2.3.3 Aerodynamic Forces and Moments 

Aerodynamic forces and moments are considerable in vehicle dynamics when 

vehicles are running at highway speeds and/or wind gust is strong.  Aerodynamic 

resistance is mainly due to the pressure drag, which arises from the component of the 

normal pressure on the vehicle body acting against the motion of the vehicle.  This force 

can usually be expressed as, 

2

2 rfDa VACR ρ
= , (2.36) 

where ρ is the mass density of the air, DC is the aerodynamic resistance coefficient, and 

fA  is a characteristic area of the vehicle, which is the projected area of the vehicle in its 

direction of travel, and rV is the relative speed between vehicle and wind.  For modern 

passenger cars, typical values are 0.2≈fA m2 and 4.0≈DC  [Wong, 2001]. 

Aerodynamic lift is another effect that can act on the vehicle when its relative 

speed to wind is high enough.  The aerodynamic lift is mainly caused by the pressure 

differential across the vehicle body from the bottom to the top.  Similar as the 

aerodynamic resistance, the aerodynamic lift can be approximated as, 

2

2 rfLL VACR ρ
= , (2.37) 
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where LC is the aerodynamic lift coefficient with typical values as 0.2 ~ 0.5 for passenger 

cars [Wong 2001]. 

Aerodynamic resistance and aerodynamic lift acting on the vehicle also result in a 

moment about the vehicle’s CG, which is commonly called aerodynamic pitching 

moment.  This moment can cause normal load transfer from one axle to the other.  The 

aerodynamic pitching moment can be calculated as, 

2

2 rcfMa VLACM ρ
= , (2.38) 

where MC is the aerodynamic pitching moment coefficient, and cL  is the characteristic 

length of the vehicle.  For passenger vehicles, the values of the MC are in the range of 

0.05 ~ 0.20 [Wong 2001]. 

The vehicle to wind relative velocity rV  has important influence on both the 

magnitudes and directions of the aerodynamic forces and moments.  However, the wind 

velocity can only be treated as an external disturbance signal because it is uncontrollable.  

Aerodynamic forces and moments together with the generalized ground forces and 

moments from tires affect the vehicle dynamics.  It should be noted that the effects of 

aerodynamic forces and moments are well modeled in the CarSim® models. 

2.4 CURRENT VEHICLE DYNAMICS CONTROL SYSTEMS 

Many different VDC/VSC systems have been introduced into the automotive 

market and/or proposed in the technical literature.  Those VDC systems can be loosely 

classified into four categories according to their actuation modes, and these are reviewed 

in this section. 

2.4.1 Steering-Based Vehicle Stability Control 

Given the road condition and tire normal force, the lateral force produced from 

the tire is a function of the tire slip ratio and slip angle.  Changing the steering angle 
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(front wheels and/or rear wheels) will affect the vehicle lateral dynamics.  A class of 

steering-based vehicle stability control systems has been studied.   

Halanay et al. analyzed the stability and maneuverability of a vehicle with a yaw 

rate feedback compensator to control the rear wheel steering [Halanay et al., 1994].  An 

adaptive law was used to account for uncertainty in the tire stiffness.  Simulations 

illustrated that both the vehicle stability and maneuverability can be improved by the 

feedback controller.  Hebden et al. investigated a front wheel steer-by-wire control 

approach in conjunction with a conventional anti-lock braking system (ABS) to improve 

the vehicle stability during braking on a split- µ surface scenario [Hebden et al., 2004].  

The controller was designed based on a linearized vehicle model at a steady-state 

operating point with the assumption that the friction coefficient was known.  Simulation 

studies showed that active front wheel steering control can effectively reduce the yaw 

angle and lateral position deviation.  Mammar and Koenig designed a ∞H active front 

wheel steering controller based on a linearized vehicle model to improve the vehicle 

handling performance [Mammar and Koenig, 2002].  The controller exhibits 

enhancement of the vehicle stability and robustness properties in simulation of lane-

changing and aquaplaning maneuvers with variations in the system parameters.  Hayama 

et al. proposed an approach to control the front-wheel steering angle based on the 

difference between front-wheel rotational speeds to account for the undesirable motion 

caused at split-μ condition [Hayama et al., 2000].  Better maneuverability compared with 

the conventional steering-by-wire system was demonstrated on a split- μ test. 

Remarks:  For the steering-based stability control, a common shortcoming is that the 

control effectiveness relies on the tire lateral forces only.  It makes the system less 

effective when the tires approach the limits of adhesion [Shibahata et al., 1993] as well as 
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when tire longitudinal slip is present.  In adverse driving situations, the steering-based 

VDC system alone may not be sufficient to control the vehicle states as desired. 

2.4.2 Differential Braking Vehicle Stability Control 

A yaw moment can be generated from the transverse distribution of the tire 

longitudinal forces (driving or braking) as well.  Vehicle stability control systems via 

torque distribution actuation are the most common approach in [Liu et al., 2002], 

[Zanten, 2000], [Shimada and Shibahata, 1994].  This type of VDC is usually referred as 

direct yaw-moment control (DYC) [Heinzl et al., 2002], [Hisaoka et al., 1999], 

[Kageyama and Jo, 1997].  The longitudinal forces at the right and left side wheels are 

offset to create the required yaw moment to control the vehicle yaw motion.  Most of the 

commercially available VDC are based on this approach because existing standard 

actuators, such as ABS, can be directly used for this purpose [Guvenc et al., 2003].  

Drakunov et al. suggested a yaw control algorithm with biased distribution of the 

brake force on the left and right sides of the vehicle [Drakunov et al., 2000].  A periodic 

switching function is used to handle the uncertainty of the tire friction force.  However, 

this approach could potentially cause unreachable sliding mode and oscillations in the 

vehicle motion.  Guvenc et al. studied an individual wheel braking based yaw stability 

control [Guvenc et al., 2003].  The vehicle speed and tire-road friction were assumed to 

be constant for all time to make the system time invariant for controller design.  The 

effectiveness of this braking based yaw controller is demonstrated based on simulation 

studies using a nonlinear vehicle model.  Hallowell and Ray designed an all-wheel 

independent torque controller to improve the vehicle stability with respect to the 

uncertainty of the road condition [Hallowell and Ray, 2003].  The controller was 

designed based on the assumption that the four wheel torque can be individually 

controlled through four wheel-side electric motors.  Simulation results based on an 8-
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DOF nonlinear vehicle model show that the torque distribution system can provide good 

stability and traction control with variation on the road surface condition.  Shim and 

Margolis studied a differential braking control strategy using yaw rate feedback and tire 

road friction coefficient feed-forward [Shim and Margolis, 2001].  The tire road friction 

coefficient was obtained from an assumed online friction estimator.  Simulation results 

show that knowledge of friction coefficient can offer significant improvement in vehicle 

maneuverability compared with that of a yaw rate controller alone. 

Remarks:  Compared with a steering-based approach, the control capability of the 

longitudinal differential braking-based vehicle stability control is higher, especially in the 

nonlinear range near the saturation [Furukawa and Abe, 1997].  However, a common 

disadvantage of this kind of systems is that the generation of yaw moment depends on the 

distribution of the braking force on the vehicle wheels.  Vehicle generalized longitudinal 

force could be sacrificed and the longitudinal motion will be affected as well.  For 

example, in the case of split- µ  scenario, the longitudinal forces from the wheels on the 

high µ surface have to be reduced to match with the saturated ones from the wheels on 

the low µ surface in order to prevent the generation of unexpected yaw moment or 

compensate the yaw moment disturbance, which, however, could significantly sacrifice 

the vehicle longitudinal deceleration performance.  Active wheel steering can provide 

additional lateral forces to reject yaw and roll disturbances rising from asymmetric 

longitudinal forces and side wind etc.  In addition, from the disturbance to the driver 

point of view, the steering-based systems are much less perceptible to the driver 

compared with the brake-based DYC systems, because the brake actuations could cause 

vehicle longitudinal speed change and audible noise [Bedner and Chen, 2004], [Mammar 

and Koenig, 2002]. 
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2.4.3 Coordinated Steering and DYC Vehicle Stability Control 

As mentioned above, both steering-based systems and DYC systems have 

authority on control of the vehicle stability, having their own strengths and shortcomings.  

Thus, it seems nature to assume that a combination of these two systems would 

compensate for any drawbacks in each, improve the performance of the vehicle stability 

control, and keep the vehicle behavior closer to that expected by the driver even at 

adverse driving situations [Heinzl et al., 2002], [Hisaoka et al., 1999], [Kageyama and Jo, 

1997].  Several research activities have been carried on at this front.  

Guvenc et al. proposed a vehicle yaw stability control approach coordinating 

steering and individual wheel braking actuations [Guvenc et al., 2003].  The authors 

argued that the best performance can be achieved only by coordinated steering and 

individual wheel braking control.  A simple coefficient 10 ≤≤ λ  was used to distribute 

the control effort between steering angle and braking torque.  Chen and Tomizuka studied 

the lateral control for a tractor-semitrailer commercial vehicle with coordinated steering 

and braking [Chen and Tomizuka, 2000].  It was assumed that the road reference 

information was available all the time for the controller to track.  Simulation results based 

on a vehicle model show that the coordinated front wheel steering and trailer braking 

control can noticeably reduce the yaw error compared with the steering control only.  

However, the tire-road friction condition and actuator limitations were not considered in 

the controller.  Heinzl et al. compared three different control strategies: active front wheel 

steering, active front wheel steering plus unilateral braking, and active rear wheel steering 

plus unilateral braking for vehicle dynamics control in a severe cornering and braking 

maneuver situation in simulation [Heinzl et al., 2002].  The results reveal advantages of 

the combined steering and unilateral braking strategies.  Mokhiamar and Abe also 

compared different combinations of DYC with active front wheel steering (AFS), active 
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rear wheel steering (ARS), and AFS+ARS in simulation [Mokhiamar and Abe, 2002].  

The combination of DYC with AFS/AFS+ARS exhibits superior performance in 

maximizing vehicle stability limit.  Bedner et al. proposed a supervisory control approach 

to manage both brake and four-wheel-steering (4WS) system for vehicle stability control 

[Bedner and Chen, 2004].  A common reference model is used to distribute the control 

action to the two systems.  The test results demonstrated that the proposed coordinated 

control of brakes and 4WS can improve the system performance in terms of stability, 

driver workload, driver comfort, and deceleration time compared with the brake-only 

system.  However, the detailed control algorithm was not described in the paper.  Nagai 

et al. proposed an integrated control system of active front steering (AFS) and DYC to 

control the vehicle yaw rate and sideslip angle using a model-matching controller 

designed based on a linearized vehicle model [Nagai et al., 2002].  Simulation study 

shows that the vehicle’s yaw rate and sideslip motion were considerably improved 

compared with the system with DYC only.  The control action includes both feed-

forward and feedback portions with the feed-forward action coming from the reference 

model while the feedback effort compensating for the parameter uncertainties and 

disturbances.  It was shown that the feed-forward action can effectively reduce control 

error and stabilization period.  Yu and Moskwa designed a 4WS and independent wheel 

torque control system to enhance the vehicle maneuverability and safety [Yu and 

Moskwa, 1994].  Simulation results show that the vehicle stability was improved while 

the driver’s workload is reduced by coordinating the steering and braking commands.  In 

this study, the optimization of the steering and braking was not considered.  The road 

friction coefficient was assumed to be known and constant, and the actuator dynamics 

were ignored.  Brennan and Alleyne proposed an integrated front wheel steering and 

individual wheel torque controller to govern vehicle lateral position using frequency-
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weighted coordination [Brennan and Alleyne, 2001].  Classical SISO approaches were 

utilized to solve the MISO problem while the wheel torque input acting at high-frequency 

and front steering for low-frequency. 

Remarks:  It is expected that the coordinated steering and torque-biased VDC could 

potentially enhance the vehicle performance better than any of the two alone.  However, 

as several sub-systems all have control authorities on the controlled vehicle motions, 

coordination is essential.  Without good coordination, conflicting actions may occur 

among the different sub-systems.  As more and more advanced actuation systems are 

equipped on vehicles, a unified and optimal control approach to globally coordinate all 

the available actuation resources to best fulfill the VDC control tasks are then desirable. 

2.4.4 Active Suspension-Based Vehicle Stability Control Systems 

In addition to the VDC system using steering and/or longitudinal force 

distribution, there exist other systems using active suspensions to enhance the vehicle 

stability and maneuverability.  For example, Elbeheiry et al. investigated the integration 

between active front steering system and active roll moment control (ARMC) system to 

enhance the vehicle controllability in hard emergency situations [Elbeheiry et al., 2001].  

The ARMC system actively differentiates the front and rear axles’ vertical suspension 

forces to change the vehicle yaw rate and reduce the vehicle roll motion.  A 2-DOF 

nonlinear vehicle model is used for the controller design.  Simulation studies show that 

the vehicle yaw rate control performance can be improved with coordination between the 

AFS and ARMC. 

2.5 SUMMARY 

In this chapter, tire forces/moments and tire models are discussed.  The well-

known Magic Formula tire model is selected for this dissertation due to its capability in 



 36 

accurately describing complex tire behaviors.  Vehicle dynamic is introduced with the 

emphasis placed on the control-oriented vehicle dynamics model.   

A review of existing vehicle dynamics control approaches is given and it 

motivated the following research goals: 

1) Develop a globally coordinated vehicle dynamics control system. 

2) The control system should be able to coordinate all the possible actuation in a 

unified and optimal manner. 

3) The control system should fulfill multiple vehicle control tasks 

simultaneously.  If they are not achievable at the same time, an appropriate 

prioritization mechanism should be included in the control system. 

4) Reconfigurable control needs to be adapted in the system to best achieve the 

control tasks in case some actuation degrades and/or fails. 

5) The overall performance of the developed system should be superior 

compared with the existing vehicle control approaches especially under 

adverse driving conditions. 
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Chapter 3: Tracking Control for Nonlinear Systems  

In this chapter, we discuss the problem of tracking control for nonlinear 

dynamical systems with and without actuation constraints.  Different nonlinear control 

law design methods will be discussed.  A modular control structure with control 

allocation to resolve actuation redundancy and constraints will be described.  The overall 

coordinated vehicle dynamics control (CVDC) structure employing control allocation 

will be proposed.  The higher-level nonlinear controller for the CVDC system will be 

designed as well. 

Controlling the outputs of a given system to track a desired time-varying 

trajectory is one of the most common and important problems for both control theory 

research and engineering practice.  Since the 1980s’, nonlinear control theories and 

design methods have been significantly advanced.  For a class of nonlinear systems 

without actuation constraints, several well-known control design approaches have been 

applied, namely feedback linearization, sliding mode control, backstepping control 

design, and adaptive control etc.  Nonlinear control design methods are almost 

exclusively based upon Lyapunov theory.  For tracking control, the goal is to construct a 

control law that can bring the system states to, or close enough to, desired time-varying 

values.  In other words, we aim at making the desired states equilibrium of the closed-

loop system.   

Systems with actuation constraints are very common in practice.  The most 

popular actuation constraints are amplitude saturation and rate limits.  Exceeding 

actuation amplitude and rate limits could cause closed-loop tracking performance 

deterioration such as integral windup, and even affect system stability properties such as 

leading to limit cycling and unstable responses.  For some actuators, exceeding the 
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actuation constraints may induce their unstable modes.  In literature, several control 

approaches are proposed to deal with nonlinear systems with actuation constraints, but 

mostly for actuation amplitude saturation type constraint only.  The control systems 

utilizing control allocation methods can address both actuation amplitude saturation and 

actuation rate limits as well as optimally resolve actuation redundancy.  This approach 

will be introduced at the end of this chapter and in the following chapters.  

Even though we only consider nonlinear tracking control systems in this chapter, 

it should be pointed out that substantial theoretical advancements in the area of feedback 

control of linear dynamical systems subject to actuation and/or state constraints have 

been made.  Most of them focus on regulation problems with time-invariant constraints 

for linear systems [Nguyen and Jabbari, 2000], [Angeli et al., 2000], [Sussmann et al., 

1994].  However, nonlinear tracking control with actuation constraints remains a research 

topic.     

3.1  LYAPUNOV THEORY 

We briefly present the definitions and tools for proving system stability in the 

sense of Lyapunov.  More detailed materials can be found in [Slotine and Li, 1991] and 

[Sastry and Bodson, 1989].  Consider the following general system, 

),( xtfx =& ,            00 )( xtx = , (3.1) 

where 0, ≥ℜ∈ tx n .  The system above is called autonomous (or time-invariant) if f  

does not explicitly depend on time t , and non-autonomous (or time-varying), otherwise.  

Here, we only consider autonomous systems, 

)(xfx =&             00 )( xtx = . (3.2) 

We define the exx = be an equilibrium of the system if 0)( =exf .  The stability 

properties of the equilibrium point can be characterized by the following definitions. 



 39 

Definition 3.1 (Stability in the Sense of Lyapunov) The equilibrium point exx =  

of (3.2) is stable in the sense of Lyapunov (ISL), if 0>∀ε , there exists 0),( 0 >εδ t such 

that, 

00 ,)()( ttxtxxtx ee ≥∀<−⇒<− εδ . (3.3) 

The system is unstable if it is not stable. 

Definition 3.2 (Uniform Stability) ex is call a uniformly stable equilibrium point of 

(3.2) if δ in Definition 3.1 is independent of 0t . 

We can notice that the stability requirement can only ensure the system states are 

not going to move away from the equilibrium point with time.  However, it does not 

guarantee systems have the tendency of going to the equilibrium point when started close 

to it enough, which will be captured by the following definition. 

Definition 3.3 (Asymptotic Stability) ex  is an asymptotically stable (AS) 

equilibrium point of (3.2), if 

a) ex  is a stable equilibrium point ISL, 

b) 00 ≥∀t , there exists )( 0tδ , such that ete xtxxx =⇒<−
∞→

)(lim0 δ . 

If ex is AS and et
xtx =

∞→
)(lim holds for all nx ℜ∈0 , it is called a globally asymptotically 

stable (GAS) equilibrium point of (3.2). 

Note that for the asymptotic stability property, the speed of convergence is not 

quantified in the definition.  The following definition requires at least exponential 

convergence rate. 

Definition 3.4 (Exponential Stability)  ex  is called an exponentially stable 

equilibrium point of (3.2) if there exist 0>α  and )(,0 εδε ∃>∀ , such that the solution 

of the system satisfies 

e
tta

e xxextx −≤− −−
0

)( 0)( ε , whenever δ≤− exx0 . (3.4) 
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Exponential stability (ES) is the strongest form in stability.  For nonlinear control 

systems, it is sometime challenging to design a control law to achieve ES. 

In the above definitions, )(tx  is the solution of (3.2) starting from 0x  and 0t .  In 

general, it is difficult to find )(tx  analytically, which makes it difficult to evaluate the 

stability properties directly.  Fortunately some alternative ways for proving stability have 

been developed.  A. M. Lyapunov, a Russian mathematician and engineer, introduced the 

idea of condensing the system state vector )(tx  into a scalar function )(xV  to measure 

how far the states are from the equilibrium point.  If the function )(xV decreases with 

time, the system must be moving towards the equilibrium.  This approach is often 

refereed to as Lyapunov’s direct stability method (or second method) and widely used to 

prove stability for nonlinear control systems.   

Before presenting the Lyapunov stability theory, let us give some more useful 

definitions. 

Definition 3.5 (Locally Positive Definite Functions) A continuous function 

)(xV is called a locally positive definite function (LPDF) if, for some 0>δ , and some 

K∈⋅)(α ( )(⋅α  is a class K  function, i.e. )(⋅α  is continuous and strictly increasing with 

0)0( =α ), such that, 

0)0( =V    and   )()( xxV α≥     for all δ≤− exx . (3.5) 

The function is called a positive definite function (PDF) if (3.5) holds for nx ℜ∈ .  

)(xV is said to be negative definite if )(xV− is positive definite. 

Definition 3.6 (Radially Unbounded Functions) A function )(xV with 0)0( =V is 

said to be radially unbounded if there exists a function KR∈⋅)(φ  ( )(⋅φ is a class 
KR function, i.e. K∈⋅)(φ and ∞=

∞→
)(lim r

r
φ ), such that, 

)()( xxV φ≥     for all nx ℜ∈ . (3.6) 
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Now we are ready to state the basic theorem of Lyapunov for global asymptotic 

stability. 

Theorem 3.1 (Theorem of Lyapunov) For the system (3.2) and let 0)0( =f .  Let 

)(xV be a positive definite, radially unbounded, and continuously differentiable scalar 

function.  If  

0for,0)()()( ≠<= xxf
dx

xdVxV& , (3.7) 

then 0=x is a globally asymptotically stable (GAS) equilibrium point. 

A positive definite function )(xV whose derivative satisfies 0)( ≤xV& is said to be 

a Lyapunov function of the system.  The radially unboundedness requirement is 

necessary to guarantee that the GAS property holds globally.  If )(xV is locally PD, the 

system will be locally AS as well. 

3.2  NONLINEAR TRACKING CONTROL WITHOUT ACTUATION CONSTRAINTS 

Feedback linearization, sliding mode control, and backstepping are the most well-

known nonlinear control design methods.  Even though actuation constraints are not 

considered in these design methodologies, they are widely used for a class of nonlinear 

systems in engineering practice.  Here, we briefly describe the backstepping design 

method and sliding mode control. 

3.2.1 Backstepping Method 

Theorem 3.1 implies that the closed-loop asymptotic stability can be achieved by 

constructing a control law with an appropriate Lyapunov function.  Consider the system 

with a control input as, 
),( uxfx =& ,    )(xcu = . (3.8) 

The closed-loop system can then be written as, 
))(,( xcxfx =&  (3.9) 
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If we can construct a control law )(xcu =  along with an appropriate Lyapunov 

function )(xV  such that, 

0for,0))(,( ≠<= xxcxf
dx
dVV& , (3.10) 

the closed-system can be guaranteed to be AS.  The corresponding Lyapunov function is 

called control Lyapunov function (CLF) [Krstic et al., 1995].  However, in practice, 

finding the appropriate CLF and control law is not trivial and often depends on the 

imagination and experience of the designers.  For a class of nonlinear systems, 

backstepping offers a systematic method for nonlinear control design through a recursive 

design procedure which gives a Lyapunov function and the associated control law.  The 

backstepping design method is well documented in [Krstic et al., 1995] and here we 

briefly review the method.  The main idea in backstepping is to make some states act as 

“virtual control inputs” of others and design the control law in a cascade way.  Consider 

the system below, 

1

21

12111

32122

2111

),,,(
),,,(

),(
)(

xy

uxxxfx
xxxxfx

xxxfx
xxfx

nnn

nnnn

=

+=
+=

+=
+=

−−−

L&

L&

M

&

&

. (3.11) 

The backstepping procedure is to design control for ix  using 1+ix  as a virtual 

control input and define a Lyapunov function for each step.  At the final step, augment all 

the Lyapunov function at each stage and derive the actual control law.  More specifically, 

at step 1, let us assume 2x as the virtual control input.  Design 2x as a stabilizing control 

to make 1x asymptotically stable.  For example, the desired 2x could be 

111111 )(:)( xxfxg λ−−= ,  01 >λ . (3.12) 
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We can let the Lyapunov function for step 1 as, 

2
111 2

1)( xxV = , (3.13) 

[ ] [ ] [ ]
43421

&

2

)()()( 1121
2
1121111121111

z

xgxxxxxxgxxxfxV −+−=+−−=+= λλ . (3.14) 

Thus, at step 2, control should be designed to drive 02 →z , which makes 1V&  

negative definite.  Define a coordinate transform as: ),(),( 2121 zxxx → , and 

)( 1122 xgxz −=  is the difference between the actual state 2x and its desired value 

)( 11 xg .  We then have, 

[ ] [ ]

3212

3211
1

1
212211

1

1
22

211112111
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)()(
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xxxf
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gxxfxxf
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&&

& λ

. (3.15) 

By augmenting the Lyapunov function, we have, 

2
211212 2

1)(),( zxVzxV += , (3.16) 

[ ]3212221
2
112 ),( xzxfzzxxV +++−= λ& . (3.17) 

A proper virtual control for 3x  can be selected as, 

221212212 ),(:),( zxzxfzxg λ−−−= , (3.18) 

which gives 

32
2
22

2
112 zzzxV +−−= λλ& . (3.19) 

where ),(: 21233 zxgxz −= is defined as the difference between actual state 3x  and the 

desired one.  The transformed system is then given as, 

322132122

2111

),( zzxxzxfz
zxx

+−−=+=

+−=

λ

λ

&

&
. (3.20) 

Follow the same fashion, we can have 
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Augment the Lyapunov function as, 

2
32123213 2

1),(),,( zzxVzzxV += , (3.22) 

[ ]43213332
2
22

2
113 ),,( xzzxfzzzzxV +++−−= λλ& . (3.23) 

This suggests a virtual control for 4x as, 

33232133213 ),,(:),,( zzzzxfzzxg λ−−−= . (3.24) 

Following the same procedure, we can reach the last step and have, 
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The final augmented Lyapunov function is, 

( )22
2

2
1

2
1211321
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1),,,(),,,(
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nnnn

zzx

zzzxVzzxV

+++=

+= −−
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, (3.26) 

[ ]uzzxfzzzzxV nnnnn

n

k
kkn +++−−= −

−

=
∑ ),,,( 211

1

2

22
11 L& λλ . (3.27) 

If we choose nnnnn zzzzxfu λ−−−= −121 ),,,( L , then, 
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∑
=

−−=
n

k
kkn zxV

2

22
11 λλ& , (3.28) 

which is negative definite for 0>kλ .  Thus, this control law can ensure asymptotical 

convergence of 1x  to 0 .   

Remarks:   

1) As we can see from the above description, the systems need to be triangular 

cascade (strict feedback form) in order to apply backstepping design method.   

2) In derivation of the control law, virtual controls of previous steps need to be 

analytically differentiated.  It may result in proliferation of terms for the final 

control law. 

3) Robustness of the resultant control law w.r.t. system parametric uncertainties 

and un-modeled dynamics is not explicitly revealed. 

 

The backstepping method presented above can be used for trajectory tracking 

control as shown in the following example. 

Example 3.1 Backstepping tracking control Consider the following nonlinear 

system, 

uxx
axxx

+=
−+=

12

2
121 )(

&

&
, (3.29) 

where u is control input and we want the system state 1x to track a desired time-varying 

trajectory given by )sin( tbr ω= . 

Let’s define the tracking error as rxx −= 11
~ .  Then we have 

12
2

1211 )(~ fxraxxrxx +=−−+=−= &&&& , (3.30) 
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where rarxf &−−+= 2
11 )~( .  We want to treat 2x as a virtual control to drive the tracking 

error 1
~x to zero for the trajectory tracking purpose.  Consider the Lyapunov function 

candidate, 

2
111

~
2
1)~( xxV = , (3.31) 

( )121111
~~~ fxxxxV +== && . (3.32) 

It provides the hint to choose the virtual control (or desired 2x ) as 

11111
~),,~( xfrrxg λ−−=& , 01 >λ   Then,  

( )[ ] ( )[ ]rrxgxxxrrxgxxxV &&& ,,~~~,,~~~
1121

2
111111211 −+−=−−= λλ . (3.33) 

Define the difference between actual state 2x and the desired one as ),,~( 112 rrxgxz &−= .  

We then take the derivative of z as, 
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Consider the augmented Lyapunov function candidate, 

2
1112 2

1)~(),~( zxVzxV += . (3.35) 

Take its derivative, we can have, 

( )[ ]
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21
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21121
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ufzzxx
ufzrrxgxxxV
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. (3.36) 

It becomes clear that if we choose the control law as zxfu 212
~ λ−−−= , 

02 >λ then  
2

2
2

1121
2

112
~)(~~ zxufzzxxV λλλ −−=+++−=& , (3.37) 

which is negative definite.  Therefore, both 1
~x  and z converge to zero asymptotically.  

The resultant control law is given by, 
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One can find that there are already many terms involved in the control law for 

such a simple system.   

The system is simulated with the parameters 1=== ωba , and 221 == λλ .  In 

the simulation, the initial condition is set as [ ]Tx 110 −= .  Figure 3.1 shows the 

simulation results.  The system output 1x can track the reference trajectory well.   

 

Figure 3.1 Simulation results of the backstepping control for Example 3.1 
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3.2.2 Sliding Mode Control 

Feedback linearization and sliding mode control (SMC) share some similar design 

procedures.  Insensitivity and robustness of sliding mode control to plant disturbances, 

parametric uncertainties, and un-modeled dynamics make it attractive for many 

engineering applications [Slotine and Li, 1991], [Fernandez and Hedrick, 1987], [Utkin, 

1992].  Here we describe the SMC method introduced in [Slotine and Li, 1991]. 

Consider the SISO nonlinear system described below, 

)(
)()()(

xhy
wxguxgxfx w

=
++=&

, (3.39) 

where ℜ∈y  is the output, ℜ∈u  is the input, and ℜ∈w  is an unknown disturbance.  

Assume the system has relative degree of n with respect to both control input u  and 

unknown disturbance w , which means the output function )(xhy =  needs to be 

differentiated n  times to have input u and disturbance w show in its expression.  The 

system then can be transformed into controller canonical form as, 

21 zz =&  

32 zz =&  

M 

nn zz =−1&  

wxbuxbxawLLuLLxhLz w
n
fgw

n
fg

n
fn )()()()( 11 ++=++= −−& . (3.40) 

where )()( xf
x
hxhL f ∂

∂
= is the Lie derivative or directional derivative of h  in the 

direction of the vector field )(⋅f .  )(1 xhz =  and )(1 xhLz i
fi
−= for ni ,,3,2 L=  consist of 

the coordinate transformation of the original system. 

We want the control system to achieve asymptotic tracking, which is 

)()( tyty d→  as 0→t .  Define the tracking errors as, 

dd yyyze −=−= 11 , 
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dd yyyze &&& −=−= 22 , 

M  
)1()1()1( −−− −=−= n

d
nn

dnn yyyze . (3.41) 

Notice that 1+= kk ee&  holds for 2,,1 −= nk L .  We can define a sliding surface 

as: 

10212312 eaeaeaeaeS nnnnn +++++= −−−− L , (3.42) 

where ka , 2,,0 −= nk L can be chosen to be the coefficients of a polynomial which is 

Hurwitz.  These coefficients determine the dynamic behavior of the sliding surface.  For 

example, the coefficients can be selected as the following stable cascade of first-order 

polynomials with the same pole, 
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−− L , (3.43)   

where 0<− p is the common pole. 

Take the derivative of the sliding surface, we can have, 
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The tracking errors will go to zero as 0→S .  Consider the Lyapunov function candidate, 
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Taking the derivative, we have, 
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An appropriate control law can therefore be selected as, 
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where )(xa , )(xb , and )()( twxbw  are the estimates of )(xa , )(xb , and )()( twxbw , 

respectively.  Note that in order to keep the relative degree unchanged, we require 

[ ]maxmin ,)( bbxb ∈ should not change sign despite the parameter uncertainties.  In other 

words, 0)( ≠xb .  We can define the discrepancy of the control caused by uncertainties as, 
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Substitute (3.47) and (3.48) into (3.46), we can then have, 
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Since 22

2
1
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1 SSV == , 
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Sd

SV =& . (3.50) 

If S
dt
Sd

S η−≤ can be satisfied, then we have, 

η−≤
dt
Sd

, (3.51) 

whenever 0≠S .  It implies that 0→S within a finite time given by η/)0( =tS .  This 

is refereed to as the reaching phase, and 0>η is the design parameter.  Once the sliding 

surface becomes zero, it will remain at zero thereafter, which is called the sliding phase.  

In order to satisfy (3.51), the gain )(tK in (3.49) needs to be sufficiently large.  However, 

unnecessarily large gain may cause noise sensitivity issue.   
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Let )(xb  be the geometric mean of the upper and lower bounds of )(xb [Slotine 

and Li, 1991], 

( ) maxmin)(sgn)( bbxbxb = . (3.52) 

We then have, 
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=β . (3.53) 

Based on this, we can obtain the lower bound on the gain as, 

( )βη+≥ )()( tdtK . (3.54) 

This gain can guarantee SV η−≤& and therefore the attractiveness of the sliding surface, 

which in turn gives desired system tracking performance.    

Ideal SMC requires infinitely fast switching around the sliding surface because of 

the involvement of )sgn(S in the control law, which may lead to control chattering in 

practical digital computer implementation.  If the chattering frequency is within the 

structural bandwidth of the system, it may trigger problematic responses due to un-

modeled dynamics.  However, if the control switching frequency is much higher than any 

of system structural modes, the chatter may not cause noticeable effects [Li, 2002].  In 

practical implementation of SMC, the chattering can be avoided by introducing 

continuous approximation of the switching function [Esfandiary and Khalil, 1991], 

[Slotine and Li, 1991].  For example, the sgn function can be replaced by a saturation 

function as, 
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where Ω is the boundary layer thickness.  The saturation function is defined as, 
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The control law then becomes, 
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The continuous approximations usually cause bounded steady-state tracking error.  

Instead of converging to the origin, the tracking error will converge to a neighborhood of 

the origin whose size is )(Ωο  [Seshagiri and Khalil, 2002].  However, if desired, the 

steady-state tracking error can be eliminated by introducing integral actions in sliding 

surface [Seshagiri and Khalil, 2002], [Mantz et al., 1999], [Cheng and Miu, 1999]. 

Notice that the control law includes the calculation of 2+ke , which requires the 

measured output signal be differentiated for 1+k times.  For systems with high relative 

degrees, high-order differentiating of the output signal that is usually contaminated by 

measurement noise may cause some undesirable behaviors.   

3.2.3 MIMO Nonlinear Systems 

Control design methods for nonlinear multi-input-multi-output (MIMO) systems 

are not as readily available as for SISO systems.  As mentioned before, almost all the 

nonlinear control methodologies rely on using Lyapunov theories to prove stability.  For 

MIMO nonlinear systems, obtaining successful Lyapunov functions is much more 

challenging than for SISO systems.  Uniform detectable obstacles are often encountered 

in the derivations of control laws for MIMO systems [Akella, 2006].  General robust 

MIMO nonlinear control is still a research topic.  If the control inputs are decoupled, or in 

other words, each output channel corresponds to only one and different control input, the 

design methods for SISO systems can be readily extended to MIMO systems by simply 

treating them as several SISO systems put together.  However, if the control inputs are 

coupled, extending to MIMO system is not trivial.  Under certain circumstances, some of 

the nonlinear control design methods for the SISO systems can be extended to the MIMO 
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systems.  But it is often requisite that the MIMO systems have the same number of 

control inputs and controlled outputs, or the systems are square.  Consider the following 

time-invariant MIMO nonlinear system with linear in the controls, 
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where mx ℜ∈ .  It is a m-input-m-output system.  Assume each output channel ky has a 

smallest relative degree kr with respect to any input iu , mi ,,1 L= .  This means that, 
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where m
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r
fg xhLL k ×− ℜ∈ 11 )( , has at least one non-zero element.  Combine all the m 

equations, and we can have, 
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where 1)( ×ℜ∈ mxA and mmxB ×ℜ∈)( .  In order to apply SMC or feedback linearization, it 

is required that the system satisfies the matching condition, i.e. )(xB is invertible.   

A MIMO system is said to have a vector relative degree [ ]T
mrrr L21 if 

individual output ky has a relative degree of kr  and )(xB is invertible.  If the vector 

relative degree satisfies nrrrr m ==+++ L21 , then the output ky and its derivatives can 

construct n  independent coordinate functions, there will be no any internal (or zero) 

dynamics.  If nr < , then we need to ensure that the internal dynamics are stable.  The 

MIMO sliding mode control design methodology is well documented in [Fernández and 

Hedrick, 1987]. 
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3.3 NONLINEAR TRACKING CONTROL WITH ACTUATION CONSTRAINTS 

The nonlinear control synthesis methods presented in the previous section provide 

powerful control design strategies for a large class of nonlinear systems.  However, the 

actuation constraints are not considered in the control law design.  For systems where 

violations of actuation constraints are highly undesirable or prohibitive, explicitly 

addressing the actuation constraints would be necessary.  For nonlinear systems with 

actuation constraints, control designs are performed on a case-by-case basis.  In this 

section, we present several approaches for handling actuation constraints, mainly 

amplitude saturation constraint.    

3.3.1 Incorporation of Actuation Saturation in Control Laws 

Hyperbolic functions are used to design control laws for some nonlinear systems 

having input saturation constraints [Akella, 2006] and [Wallsgrove and Akella, 2005].  

Here we show the spirit of the method through an example.  Consider the pendulum 

system shown below.   

Example 3.2 Pendulum system tracking control with actuation saturation 

constraint For the simplified pendulum system, suppose we have an input force 

whose amplitude is muL and always acts in the positive direction perpendicular to the 

link as shown in Figure 3.2.   
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Figure 3.2 The simple pendulum system 

The system dynamics can be written in state space form as, 

ux
L
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xx

+−=

=

)sin( 12

21
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&

, (3.61) 

where θ=1x , θ&=2x , g is the acceleration due to gravity, m is the mass of the ball, and 

L is the constant length of the cable.  There exists a saturation constraint on the input as, 

maxuu ≤ . (3.62) 

We want to design a controller to make θ track a desired time-varying reference 

signal r without violating the control saturation. 

Proposition 3.1:  For the above pendulum tracking control problem subject to input 
saturation constraint, assume the reference signal satisfies max)(sup uCtr

t
<≤&& and let 

L  
θ  

mg  

muL  
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0~
max >−−= C

L
guum , the following controller can achieve asymptotic tracking without 

violating the input saturation. 

[ ])(tanh~)1()sin()tanh(~
122111 keeure

L
geuru mm +−−++−= λβλβ&& , (3.62) 

with 

[ ]{ })tanh()(tanh~)1( 111221 kekeeeurk mk λλβ ++−−=& ,  (3.63) 

for any ℜ∈)0(k , 0,, 21 >krλλ , and ( )1,0∈β .   

Proof:  The proof is based on a Lyapunov-like analysis.  First, from the above control 

law, we note that, 
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Thus, the actuation saturation constraint is met.  Define the tracking error dynamics as, 
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Choose the Lyapunov function candidate as, 
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It is easy to see that V is radially unbounded and positive definite.  Take the 

derivative of V , we can have, 
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Substitute u and k& into the above equation, we can have, 
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Since ℜ∈∀≥ xxx ,0)tanh( , and 00)tanh( =⇔= xxx , we have 0≤V& .  
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is a function of keekee &&& ,,,,, 2121 .  From (3.62) and (3.65), we can have, 

∞∞∞ ∈⇒∈⇒∈ LeLuLkee 221 ,, & . (3.70) 

From (3.63), we know k&  is a function of ∞∈⇒ Lkkee &,, 21 .  Thus, 
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is a function of [ ] )tanh()tanh(,,, 11111111 kekeLkeke
dt
dLkeke λλ ⇒∈⇒∈ ∞∞

&&  is 

uniformly continuous.  Therefore, from Barbalat’s Lemma, we can have, 
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We can easily see that 22 eLe &&& ⇒∈ ∞ is uniformly continuous.  Barbalat’s Lemma 
dictates that 0lim 2 =

∞→
e
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& .  We also know that, 
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Since [ ]{ } 0)(tanhlim 122 =+
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λ , we can have, 
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From (3.72) and (3.75), we can conclude that the system tracking errors go to zero 

as ∞→t . n 

Figure 3.3 below shows the simulation results of the system with reference signal 

as )sin( tr = (rad), and parameters being selected as 0.61 =λ , 0.22 =λ , 0.1=kr , 6.0=β , 

5.0=L .  The control law developed above is used in the simulation.  The initial 
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conditions are set as o5916.114)rad(0.2)0(1 ==x , )deg/s(8873.171)rad/s(0.3)0(2 ==x , 

and 0.0)0( =k .  Two cases with different actuation saturation upper bounds 

0.22max1 =u and 0.40max2 =u are presented. 

 

Figure 3.3 Controller example for the pendulum system with actuation saturation 

The first row in Figure 3.3 compares the reference angle and actual angle of the 

pendulum.  The second row shows the r&  and actual state 2x .  As one can see, the errors 

decay to zero with time.  The bottom row shows the control input u  for two cases.  We 

can find that the control inputs obey the saturation constraints 0.22max1 =≤ uu  

and 0.40max2 =≤ uu , respectively.  Note the control input signal is directly generated by 
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the control law without passing through any limitations.  However, the convergence rate 

for the case with greater saturation value is significantly faster than the one with smaller 

saturation value. 

Remarks:  The proposed control law can guarantee the tracking errors go to zero with 

time while obeying the input saturation constraint.  However, from practical control 

system design and implementation points of view, the following aspects need to be 

considered. 

1) The selection of control law tuning parameters ( 1λ , 2λ , kr ) and their influence on 

the control system performance in terms of convergence rate etc. are not 

forthright.  It is difficult to relate the control performance directly to the tuning 

parameter values. 

2) Actuation rate limits, which are commonly encountered in practice, cannot be 

explicitly incorporated in this control design. 

3) System performance, especially convergence rate varies with control input 

amplitude constraint. 

4) Limitations have to be put on the reference signals in order to meet the control 

saturation constraints based on this kind of control laws. 

5) Control robustness with respect to system parametric uncertainties are not 

specifically addressed in the control law. 

3.3.2 Reference Management 

Another class of design methods to cope with actuation saturations is through 

reference management/governor.  The basic idea of these methods is to modify the 

originally supplied reference signal based on system states to avert the occurrence of 

constraint violations.  These types of approaches are mostly developed for linear systems 

[Bemporad et al., 1997], [Niu and Tomizuka, 2001], [Gilbert et al., 1995].  The 
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conceptual structure of the reference management/governor is shown in Figure 3.4, where 

)(tx is the system states, )(ty  is the system outputs, )(trd is the original desired reference 

signal, and )(tra  is the modified reference signal actually fed to the closed-loop system.  

Modification of the reference signal is based on the desired reference and system states.  

Predictive mechanism such as receding horizon control methodology is often used to 

generate the modified reference signal. 

 

Figure 3.4 Control systems with reference management/governor 

For nonlinear systems, using reference management to deal with actuation 

constraints is not popular mainly because of the complexity involved in solving the on-

line nonlinear optimization problems for generating the modified reference signals 

[Bemporad, 1997].   

Dealing with actuation constraints through reference management/governor 

requires knowledge of the future evolution of the reference signal [Bemporad et al., 

1997], which could be available for some applications with preset references such as 

industrial robots.  However, the reference signals may not be available for some 

applications such as VDC where references are generated in real-time. 

3.4  SYSTEMS WITH REDUNDANT AND CONSTRAINED ACTUATION 

 In the previous sections, we discussed nonlinear tracking control.  As being 

pointed out, to apply the nonlinear control methods for MIMO systems, it is often 
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required that the dimensions of system input and controlled output are same.  However, 

in practice, using redundant actuation (the number of control inputs is greater than the 

number of controlled outputs) is a common approach to satisfy the continuously 

increasing demand on system performance and reliability in a large variety of engineering 

systems such as aircraft, automobiles, and robotic systems [Part etc., 2003], [Hammett 

1999], [Bedner and Chen, 2004], [Bishop and Spong, 1998], [Antonelli and Chiaverini, 

1998], [Bodson 2002].  The nonlinear control design methods presented in the previous 

sections may not be directly applicable for redundantly actuated systems.  Another 

advantage for redundantly actuated systems is to achieve reconfigurable control.  Here, 

reconfigurable control refers to a system in which a control law can maintain and/or 

minimize loss of the closed-loop performance in the events of some actuator failures or 

control effectiveness degradations.  It is a valuable feature for safety-critical systems such 

as aircrafts and ground vehicles. 

In addition to the actuation amplitude saturation constraints, practical systems 

commonly have actuation rate limit constraints as well.  It means the rate of change for 

an actuator needs to be inside a certain range.  A too fast movement may cause physical 

damage of the actuators or give rise to unstable modes of the sub-control systems if they 

are treated as actuators in the overall systems.  Furthermore, actuation (amplitude and 

rate) constraints may vary with changes on environment and system operating conditions.   

For instance, in ground vehicle systems, tire effective slip range lessens with decreasing 

tire-road friction coefficient.  Therefore, control of nonlinear systems with redundant and 

constrained actuation is practically meaningful and still remains as an open research 

topic.   

Consider the following class of nonlinear systems with redundant and constrained 

actuation, 
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vxgxfx )()( +=& , (3.76a) 

)(xhy = , (3.76b) 

)(Ukv = , (3.76c) 

where nx ℜ∈ is the system state vector, mv ℜ∈ is the virtual (or generalized) control 

input vector (different from the concept of the virtual control in the backstepping design), 
my ℜ∈ is the system output vector, pU ℜ∈ is the actual control vector, mp > .  The 

elements of the vector U subject to corresponding amplitude and rate limit constraints.  

(3.76c) is a constrained control effectiveness mapping mpk ℜℜ a: .  In other words, the 

elements of the virtual control vector are generalized by every actual actuator through the 

control effectiveness mapping while obeying their corresponding constraints.   

If we treat v  as control input vector and the system consisting of (3.76a) and 

(3.76b) satisfies the matching condition, then the MIMO SMC control design 

methodology can be applied to specify the control laws in terms of desired virtual control 

dv .  A control allocation can be employed to optimally distribute the dv to each available 

actuator.  While the control allocation will be discussed in detail in Chapter 4, Figure 3.5 

below shows the overall structure of this modulated control system.  It consists of a 

higher-level feedback tracking control law to yield appropriate dv to make the system 

outputs track the desired reference signal r , and a control allocation module to resolve 

the actuation redundancy while obeying both actuation amplitude and rate constraints.  

This control methodology has been studied for control of aircrafts and marine vessels 

where redundant and constrained actuators are common [Bodson, 2002], [Luo and 

Serrani et al., 2004], and [Harkegard and Glad, 2005].   
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Figure 3.5 Modulated control structure with control allocation 

3.5 COORDINATED VEHICLE DYNAMICS CONTROL 

In this section, we present the overall control structure for the proposed 

coordinated vehicle dynamics control (CVDC) using the modulated structure to deal with 

actuation redundancy and constraints.  A higher-level sliding mode controller for the 

CVDC is also designed. 

3.5.1 Overall Structure of CVDC 

If we consider the vehicle as a rigid body, it has six degrees of freedom as shown 

in Figure 2.13 in Chapter 2, three translations, xV , yV , and zV  along the X, Y, and Z 

axes, and rotations, roll, pitch, and yaw about these axes as well.  The primary motions 

for vehicle dynamics control in this dissertation are longitudinal, lateral, and yaw 

motions, or planar motion as shown in Figure 3.6.   
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Figure 3.6 The ground vehicle planar dynamic motions 

In Chapter 2, we developed the control-oriented vehicle dynamic model (2.25-

27).  As the longitudinal aerodynamic resistance may become considerable at high 

vehicle speeds, we include it in the equation of motion with the assumption that wind 

speed is zero.  We can rewrite the equations of motions in state-space form as, 
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Define the system states as xVx =1 , yVx =2 , and zx Ω=3 .  Let the system output 

as [ ]Txxxy 321= and the input vector as [ ]T
zdydxdd MFFv = , which defines the 

desired generalized forces/moment constituted by the longitudinal and lateral forces of all 

the tires by the following equations, 
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where xiF and yiF  for [ ]rrrlfrflQi ,,,:=∈  are the tire longitudinal and lateral 

forces, respectively.  The slip angle of each wheel can be calculated from the equations 

below. 
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The speeds at the center of each tire are, 

flfyflsxfl lVlVV δψδψ sin)(cos)( && ++−=  (3.82a) 

frfyfrsxfr lVlVV δψδψ sin)(cos)( && +++=  (3.82b) 

rlryrlsxrl lVlVV δψδψ sin)(cos)( && −+−=  (3.82c) 

rrryrrsxrr lVlVV δψδψ sin)(cos)( && −++=  (3.82d) 

At a given tire normal load and tire-road friction coefficient, the tire longitudinal 

and lateral forces can be controlled by varying slip and slip angle in limited ranges 

through appropriate manipulation of the wheel driving/braking/steering torques, as 

presented in Chapter 2.  Therefore, the system is a MIMO nonlinear system with 

redundant and constrained actuation.  Here, we let 

[ ]Trrrrrlrlfrfrflfl ssssU αααα= , (3.83) 
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be the actual control vector populated by slip and slip angle of each tire.  We thus 

propose a control structure for the CVDC system as shown in Figure 3.7.   

 

Figure 3.7 Overall structure of the coordinated vehicle dynamics control system 

In this kind of coordinated VDC systems, the reference model provides vehicle 

reference/desired motions based on driver commands.  The higher-level controller 

produces the generalized control efforts such as imposed forces and moments required to 

track the desired vehicle states.  Details of the control design will be presented in the 

following sub-section.  Control allocation optimally distributes the generalized control 

efforts to slip and slip angle of each tire to simultaneously induce desired longitudinal 

and lateral forces under the constraints (will be discussed in Chapter 4 and Chapter 5).  

The task of a combined tire slip and slip angle tracking controller (will be described in 

Chapter 6) is to manipulate driving/braking torque and steering angle of all wheels, 

independent of the vehicle body states, so each tire’s slip and slip angle track desired 
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values dictated by a control allocation algorithm.  The corresponding vehicle states are 

fed back to the higher-level controller to close the loop for stability. 

Remarks:  Compared with the existing vehicle control approaches discussed in Chapter 

2, several advantages of this CVDC structure are worthy to be highlighted. 

1) Coordination:  the above control structure provides a systematic and unified 

approach to globally coordinate all the available resources to improve the system 

performance and expand the operational envelope in extreme situations.  Potential 

conflicts among different actuators can be avoided by including them into this 

integrated structure. 

2) Actuation constraints:  both actuation amplitude and rate constraints can be 

addressed in the control allocation algorithm.  Variations of control effectiveness 

due to changes of operating conditions and environment can be readily 

incorporated.  Here, slip and slip angles of the tires are treated as the actuation.   

Details will be described in Chapter 4 and Chapter 5.   

3) Reconfigurablity:  the CVDC control structure enables reconfigurable control; 

i.e., in case of actuation failure, the system can automatically utilize the rest of the 

actuators to best fulfill the control tasks without redesigning the control laws.  The 

reconfigurable control of the CVDC will be demonstrated in Chapter 7.     

4) Task prioritization:  in the presence of actuation failure or under adverse driving 

conditions, the high-level control tasks may not be accomplished simultaneously 

due to the degraded or reduced control authority.  This CVDC control structure 

allows task prioritization by utilizing the available actuation to achieve the 

corresponding generalized control efforts with priorities.  For example, in some 

emergency hard braking situations, vehicle longitudinal motion is more critical 

than yaw motion.  Then, the tire forces can be generated to formulate the desired 
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generalized longitudinal force as the primary goal while putting the generalized 

lateral force and yaw moment as the secondary objectives. 

3.5.2 Higher-Level Controller for CVDC 

It is apparent that the matrix 
















zIMM
diag 111  is invertible and the system 

(3.77) has a vector relative degree [ ]T111 .  As the dimension of the state vector equals 

to the sum of the relative degree of each output channel, there is no zero dynamics 

involved in the system. 

Compared with the actual full vehicle model, we know that there are un-modeled 

dynamics and disturbances, such as wind gust, involved.  Moreover, the system 

parameters are uncertain because M and zI vary with change of vehicle load.  Based on 

these considerations, we select SMC to ensure system robustness.  Since the control 

inputs are decoupled, the system (3.77) can be partitioned into three SISO systems as, 
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where xdFv =1 , ydFv =2 , and zdMv =3 .  The terms 3,2,1w  represent the disturbance of 

each channel.  Assume vehicle mass and yaw moment of inertia variation ranges are 

[ ]maxmin , MMM ∈  and [ ]maxmin , zzz III ∈ , respectively.  Let maxmin MMM = and 

maxmin zzz III = be the nominal values of the vehicle mass and yaw moment of inertia, 

respectively.  As the relative degree for each output channel is 1, we can define the 

sliding surface to make the outputs track corresponding desired values as, 

dxxeS 1111 −== , (3.87) 
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dxxeS 2222 −== , (3.88) 

dxxeS 3333 −== . (3.89) 

The errors will go to zero as 03,2,1 →S .  For channel 1, consider the Lyapunov 

function candidate, 

2
11 2

1 SV = . (3.90) 

Take its derivative, we can have, 
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Select the control law as, 
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where 1w is the nominal value of the disturbance.  Substitute it into (3.91), it becomes 
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From the selection of nominal mass M , we can have, 
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Let ( )1
1

11 1,1max βββ −−= − .  Assume the disturbance term has a bound of  

uww
M
Mw 111 ≤− , (3.95) 

and the derivative of the desired state has an upper bound as, 

11 rx d && ≤ . (3.96) 

The above two assumptions are reasonable because in practice the disturbance 

terms caused by aerodynamics are physically bounded and the desired vehicle states 
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generated by the reference models as shown in Figure 3.6 are smooth.  Equation (3.93) 

then becomes, 
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To achieve the desired attractive behavior of the sliding surface, we want to 

accomplish,  

11
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, (3.98) 

where 01 >η is a design parameter determining the convergence speed of the sliding 

surface.  This implies that 01 →S whenever it is not zero.  Compare (3.97), in order to 

achieve (3.98), it is then required that, 

( )111132111 ηβββ +++≥ rwxxK um
& , (3.99) 

where ( )3232 max xxxx
m

=  is physically upper limited.  This gain will ensure that the 

control law (3.92) can make the sliding surface 1S attractive under disturbance and 

parametric variations. 

In practical implementation, to avoid the chattering effects caused by the sign 

switching function, we replace it by a saturation function with a boundary layer whose 

thickness is 1Φ  as (3.55 – 3.56).  Thus, the control law becomes, 
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Following the same steps, we can derive the control law for surfaces 2S  as, 

[ ])( 22222312 Φ−+−== SsatKxwxxMFv dyd & , (3.101) 
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where ( )221231112 ηβββ +++≥ rwxxK um
&  needs to be met to guarantee the 

attractiveness of the sliding surface.  ( )3131 max xxxx
m

= , 22 rx d && ≤  is the upper bound of 

the derivative of the desired lateral velocity, uww
M
Mw 222 ≤− is the upper bound of the 

disturbance term.  Lastly 02 >η  is a design parameter determining the convergence 

speed of the sliding surface.   

Similarly, for the surface 3S , we can obtain the control law as, 

[ ])( 333333 Φ−+−== SsatKxwIMv dzzd & , (3.102) 

where ( )332323 ηββ ++≥ rwK u &  is required to ensure the attractiveness of the surface 

with 
min

max
2

z

z

I
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=β , ( )2
1

22 1,1max βββ −−= − , 33 rx d && ≤ being the upper bound of the 

derivative of the desired yaw rate, u
z

z ww
I
Iw 333 ≤− being the upper bound of the 

disturbance term, and 03 >η is a design parameter determining the convergence speed of 

the sliding surface. 

Note that for the system (3.86) and its control law (3.102), the yaw rate is the only 

control objective.  During the virtual experimental testing of the controller (presented in 

Chapter 7), we discovered that the yaw rate tracking error could be accumulated to cause 

vehicle yaw angle or heading error/offset, which is not desirable for vehicle dynamics 

control.  In Chapter 7, we will re-design the control law for zdMv =3  to eliminate the 

yaw angle error caused by integrated yaw rate tracking error and compare the 

corresponding virtual experimental results of these two different control laws for the 

sliding surface 3S . 

3.6  SUMMARY 

In this chapter, the nonlinear tracking control methodologies are presented.  For a 

class of nonlinear systems, there are several well-known control design methods such as 
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sliding mode control and backstepping that can be applied.  Under certain circumstances, 

these methods can be expanded to square MIMO systems.  For nonlinear systems with 

control actuation constraints, the control design needs to be conducted in a case-by-case 

basis.  An example using hyperbolic functions to incorporate actuation saturation is used 

to show the idea.   

For nonlinear systems with redundant and constrained actuations, the modular 

control structure with control allocation may offer an attractive solution.  The overall 

CVDC structure employing control allocation to deal with vehicle actuation redundancy 

and constraints is proposed.  The higher-level controller in the CVDC system is designed 

based on the sliding mode control method to enhance system robustness with respect to 

disturbance and vehicle parametric variations. 

In the following chapters, we will describe in detail the remaining elements that 

form the CVDC control structure. 



 74 

Chapter 4: Control Allocation 

In this chapter, we discuss control allocation, a key technique for solving 

actuation redundancy under constraints.  We will start with a general description of a 

control allocation scheme for redundantly actuated systems.  Then the existing control 

allocation methods including conventional approaches and optimization based numerical 

algorithms are compared with emphasis put on computational effort.  An improved fixed-

point control allocation, called accelerated fixed-point (AFP) control allocation, is 

proposed to facilitate the convergence rate based on the contraction mapping theory.  The 

reconfigurable control as well as task and actuation prioritizations enabled by control 

allocation will also be discussed. 

Many physical systems are designed with one single actuator (effector) for each 

controlled system output.  Thus the number of independent control actuators equals to the 

number of controlled outputs, and solutions for the control are thus unique.  Additional 

control actuators may be introduced into systems in order to improve reliability, achieve 

reconfigurable control, and expand the system operational envelope in extreme situations.  

Using redundant actuation is a common approach to satisfy the continuously increasing 

demand on system performance in a large variety of engineering systems such as aircraft, 

automobiles, and robotic systems [Part etc., 2003], [Hammett 1999], [Bedner and Chen, 

2004], [Bishop and Spong, 1998], [Antonelli and Chiaverini, 1998], [Bodson 2002].  For 

example, modern aircraft typically have more control actuators (control surfaces) than 

required for generating the three independent moments (yaw, pitch, and roll).  However, 

as the number of actuators increases, appropriately coordinating them to achieve certain 

control objectives and performance criteria becomes challenging.  Research on how to 

optimally utilize the available actuation redundancy for improving specified performance 
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criteria remains a relatively new and active research area [Bodson, 2002], [Poonamallee 

and Yurkovich et al., 2004], [Luo and Serrani et al., 2004], [Peterson and Bodson, 2006]. 

4.1 CONTROL ALLOCATION FOR REDUNDANTLY ACTUATED SYSTEMS 

 Control allocation is commonly employed in redundantly actuated (or over-

actuated) systems to optimally distribute/allocate the desired generalized controls 

(typically forces and moments for mechanical systems) among all the available actuators.  

It provides an approach to coordinate the redundant actuators and ensure they are 

working towards achieving the same desired control objectives.  Often, control allocation 

is used in conjunction with feedback control laws, which specify the virtual or 

generalized control efforts, to fulfill the overall control tasks while optimally addressing 

the actuation redundancy.  A general structure for control systems employing CA is 

shown in Figure 3.5 in Chapter 3. 

Consider a general redundantly actuated dynamic system described below, 

),(
),,(
),,(

xthy
Uxtgv
vxtfx

=
=
=&

, (4.1) 

where 0≥t is time, nx ℜ∈  is the system state variable vector, my ℜ∈  is the system 

output vector, mv ℜ∈  is a vector of virtual (generalized or resultant) controls, which 

results from a feedback control law, and pU ℜ∈  is the system actuation vector 

(including all the available actuators) or control element vector.  In this dissertation, we 

use U for the control element vector and u  for the individual control element/actuator.  

Since mp > for over-actuated systems, there is no unique solution for U in general, and 

control allocation is to address the mp ℜ→ℜ  optimal mapping problem.  For 

autonomous systems, the time can be dropped from the state equations, which results in, 
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)(xhy = . 

 As we discussed in Chapter 3, for nonlinear control systems with redundant and 

constrained actuation, the need for control allocation is apparent.  The main reason is 

because the nonlinear control design methods such as feedback linearization, 

backstepping, and sliding mode control etc. can only be applied for certain systems with 

“square” property.  These control design methods can yield the virtual control or the 

generalized control efforts but without specifying how to generate them from the actual 

redundant actuators subject to their constraints.  The gap between the generalized virtual 

control and redundant actuators can be bridged by control allocation.  For linear control 

systems, it is possible to utilize the redundant actuation in a unified manner through a 

wide range of control design methods such as LQ optimal control and ∞H  [Harkegard 

and Glad, 2005].  However, control allocation is still attractive for linear control systems 

as well for several important practical reasons besides resolving actuation redundancy. 

• Actuation constraints: in real control systems, actuators do have their own 

constraints most commonly in the forms of amplitude saturations and rate 

limits.  As will be shown later in this chapter, these actuation constraints can 

be well addressed by control allocation. 

• Reconfigurable control: one of the main motivations for using redundant 

actuation for practical control systems is to improve reliability.  Control 

allocation provide a good and easy method to reconfigure the control system 

in case some actuators degrade and/or fail without redesigning the control law 

[Eberhardt and Ward 1999], [Harkegard and Glad, 2005].  The reconfigurable 

control will be described in more detail later in this chapter. 
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• Task prioritization: by using control allocation, it is then possible to prioritize 

certain control tasks among different ones when they cannot be satisfied 

simultaneously.  For instance, as mentioned in Chapter 3, in ground vehicle 

control systems, longitudinal/lateral/yaw motions may have different priorities 

in different driving situations, and control systems will need to be able to 

organize the available actuators to fulfill the tasks in an order.  Same for the 

aircraft and marine vessel control systems in which some motions may be 

more important than others in certain circumstances. 

• Actuation preference: it is common that the actuators equipped on a system 

have different utilization preferences and characteristics.  Control allocation 

enables the control systems to utilize the actuators with respect to their 

characteristics [Davidson, Lallman, and Bundick, 2001]. 

State-of-the-art control allocation methods are based on the assumption that a 

linear relationship exists or can be approximated between the virtual controls, dv , and the 

amplitudes of the control effectors, U  [Harkegard and Glad, 2005], [Petersen and 

Bodson 2006], [Doman and Oppenheimer, 2002] i.e., 

BUvd = , (4.3) 

where pmB ×ℜ∈  is the control effectiveness matrix.  So, pragmatically, control allocation 

can be stated as follows: given a desired virtual control dv  produced by the higher-level 

control law, determine the system actuation vector, U , obeying the corresponding 

actuation constraints and satisfying (4.3).  If there are several solutions, find the optimal 

one with respect to certain criteria.  If there is no solution, determine U such that 

BU approaches dv  as well as possible.  The linear assumption is necessary in order to 

ensure the problem can be solved with reasonable computational effort. 
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4.1.1 Actuation Amplitude and Rate Limit Constraints 

In real systems, the equipped actuators usually have their own amplitude 

(position) limits and most likely the rate limits as well.  We refer to these constraints as 

actuation constraints.  One of the main motivations for employing control allocation in 

control systems is that the actuation constraints can be taken into account.  These 

constraints can be expressed as,  

maxmin UUU ≤≤ , (4.4) 

maxmin rUr ≤≤ & , (4.5) 

where, pU ℜ∈  is the control element vector, pU ℜ∈min is the amplitude lower limit 

vector for actuators, pU ℜ∈max is the amplitude upper limit vector for actuators, 
pr ℜ∈min is the rate of change lower limits for actuators, and pr ℜ∈max is the rate of 

change upper limits.  The above inequalities apply to each actuator, respectively.   

 As the control systems are implemented as digital sampled-data systems, if the 

sampling frequencies are sufficiently fast, it is then appropriate to approximate the )(tU&  

as, 

T
TtUtUtU )()()( −−

≈& , (4.6) 

where, T is the system sampling period.  Thus, the actuator rate limits can be 

incorporated with the amplitude limits in the following way.  From (4.6), we have, 

maxminmaxmin )()()()()( TrTtUtUTrTtUr
T

TtUtUr +−≤≤+−⇒≤
−−

≤ . (4.7) 

Therefore, the actuator amplitude limits can be re-defined as 

[ ]
[ ]maxmax

minmin

)(,min)(
)(,max)(

TrTtUUtU
TrTtUUtU

+−=

+−=
, (4.8) 

which allow us to consider the actuation constraints in the form of amplitude limits only 

in control allocation.  Equation (4.8) should be interpreted in a component-wise manner.    
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4.1.2 Nonlinear Actuation 

In practical systems, the virtual controls, dv , are usually nonlinear functions of 

the control element vector and some related parameters as, ),( Ugvd φ= .  The 

nonlinearities usually increase as the actuators’ displacements approach their limits.  

Conventional control allocation schemes rely on the assumption that virtual controls are 

linear functions of actuator’s deflections [Durham and Bordignon, 1996].  This 

assumption could often be violated in real systems.  Besides, in the case that one or more 

actuators fail, the remaining actuators could be forced to operate in the regions close to 

their limits (often likely in the highly nonlinear regions) to produce the desired virtual 

control.  In this case, the linear assumption may not be valid and the control allocation 

could give results with unacceptable errors.  For example, the tire longitudinal force vs. 

tire slip is shown in Figure 4.1.  The longitudinal force is almost a linear function of slip 

within the small slip region.  However, the relationship becomes highly nonlinear when 

tire slip becomes large.   

 

Figure 4.1 The nonlinear relationship between tire slip and longitudinal force. 
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If we directly use the nonlinear actuation relationship in the control allocation, the 

computational burden could be prohibitive and turns into an obstacle for real-time control 

system applications [Poonamallee and Yurkovich et al., 2004].  Doman and Oppenheimer 

proposed a linearization approach to deal with the nonlinearity [Doman and 

Oppenheimer, 2002].  The nonlinear function (4.2) is locally approximated with an affine 

mapping by linearizing it at each sampling instant to obtain the control effectiveness 

matrix.   

))(,(),(),( 111 −−− −
∂
∂

+≈ kkkkk UUU
U
gUgUg φφφ  (4.9) 

Thus, the nonlinear control allocation problem is converted to a linear control 

allocation problem as 

kkd UUBv ),( 1−= φ . (4.10) 

with, 

111 ),(),( −−− +−= kkkdd UUBUgvv φφ , (4.11) 

),(),( 11 −− ∂
∂

= kk U
U
gUB φφ , (4.12) 

where k denotes the kth sampling time instant.  Given the sampling period being 

sufficiently small, the linear approximation of the relationship between virtual control 

and control element vector should provide sufficient accuracy. 

4.2 EXISTING CONTROL ALLOCATION METHODS 

There are several algorithms for solving the control allocation optimization 

problem, namely direct control allocation, daisy chaining, pseudo-inverse redistribution 

(PIR), linear programming (LP) methods, quadratic programming (QP) methods.  In this 

section, we briefly review them. 
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4.2.1 Direct Control Allocation 

 The direct control allocation method was mainly proposed and refined by Durham 

and his group [Durham 1993], [Durham 1994a], [Durham 1994b].  Given a desired 

virtual control dv , the method first finds the feasible (within the constraints) control 

vector U~ that maximizes the amplitude of the virtual control UBv ~~ =  in the same 

direction of dv  and defines, 

2

2
~

dv
v

a = . (4.13) 

Then the actual control vector is selected according the following rule, 





≤
>

=
1~
1~

aifU
aifaU

U . (4.14) 

The direct control allocation method is simple and conducts the control vector 

saturation while preserving the direction of the virtual control.  If the commanded virtual 

control is not feasible, the actually generated virtual control will be in the same direction 

of the commanded virtual control but with smaller amplitude.  An assumption for the 

direct control allocation method is that the origin, 0=U , has to be a feasible control 

input [Bodson, 2002].  However, when the actuator rate limits are interpreted in the 

fashion of (4.8), 0=U may fall outside the feasible region.  In the direct control 

allocation methods, there are no design variables to tune, which makes it hard to achieve 

task and actuation prioritizations. 

4.2.2 Daisy Chain Control Allocation 

 The main idea of daisy chain control allocation method is to distribute the virtual 

control among the redundant actuators in a series by grouping the actuators [Buffington 

and Enns, 1996], [Bordignon, 1996].  The method can be described as the following. 

 First, the p control actuators (inputs) are divided into L  groups, 
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Then the control effectiveness matrix is partitioned into L  portions correspondingly,  

[ ]LBBB L1= . (4.16) 

The control allocation equation (4.3) can then be rewritten as, 

vuBuBuBBU LL =+++= L2211 . (4.17) 

The algorithm first tries to distribute the virtual control among the first group of actuators 

only by, 

( )vBsatu += 11 , (4.18) 

where, 11111 )( −+ = TT BBBB  is the pseudo-inverse of 1B , and sat  function limits the 

elements in vector 1u if position or rate limit violations happen. 

 If vuB =11 holds true, then the control allocation task is finished and the process 

stops.  Otherwise, continue the next step to utilize the second group of actuators by 

calculating, 

[ ])( 1122 uBvBsatu −= + . (4.19) 

If virtual control is not met in these intermediate steps, the algorithm continues 

until the last group of actuators, 







−= ∑

−

=

+ )(
1

1

L

i

iiLL uBvBsatu . (4.20) 

As determined by the inherent feature of the method, the actuators in the ending 

groups have less chance to be utilized but the actuators in the beginning groups may be 

used frequently.  It is reported that in aircraft control applications, daisy chain CA is 

usually used when thrust vectoring system is available, and the conventional control 

surfaces, such as elevator, aileron, and rudder are often grouped as primary actuators, 
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with the thrust vectoring vanes grouped as secondary actuators for subsidiary control 

purposes [Adams et al., 1994], [Enns et al., 1994].  However, Bordignon pointed out that 

the method could fail to produce virtual controls that are actually feasible [Bordignon, 

1996]. 

 Recently, with the increasing computational capability of hardware, numerical 

optimization algorithms have been introduced to solve the control allocation problems.  

The control allocation essentially is a constrained sequential optimization problem as 

stated below. 
h

huUs UUWU )(minarg 0−=
∈κ

, (4.21) 

h

hdvUUU
vBUW )(minarg −=

≤≤
κ , (4.22)  

where, 0U  is the preferred control vector usually at the resting positions of the actuators, 

uW  and vW  are the diagonal weighting matrices for actuators and virtual controls, 

respectively.  So, the first step is to find κ , which is the feasible set (within actuation 

constraints) of control that minimizes the weighted difference between BU and dv  in the 

sense of hL  norm.  Then choose κ∈sU  that minimizes the weighted distance from the 

preferred control vector in the sense of hL  norm. 

 In order to solve the problem as a single step optimization to improve associated 

computational efficiency, it is common to approximately reformulate the sequential 

optimization problem as a mixed optimization problem [Harkegard, 2002], [Bodson, 

2002], [Burken et al., 2001] as,  

( )h

hu
h

hdvUUUm UUWvBUWU )()(minarg 0−+−=
≤≤

λ , (4.23) 

where, λ  is a small positive parameter used to balance the efforts between reducing 

allocation errors and actuators’ amplitudes.  
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 For the control allocation problems formulated in this fashion, the primary 

objective is to minimize the difference between the desired virtual controls and achieved 

ones, or the control allocation error.  The secondary objective is to minimize the 

amplitudes of the actuator positions, which usually connect with the control energy.  The 

weighting factor λ  is usually small.  In other words, this mixed optimization problem 

with small λ  can be interpreted as the following.  When the virtual controls are 

attainable or feasible, the one that minimizes the weighted control actuation will be the 

solution.  When virtual controls are not attainable, the weighted control allocation error 

will be minimized.  Different norms can be used in the optimization problem. 

4.2.3 L1-Norm Based Control Allocation Method 

 When 1L  norms are used in the mixed optimization CA, the cost function 

becomes,   

101
)()(min UUWvBUWJ udvU

−+−= λ , (4.24) 

Subject to 

UUU ≤≤ . (4.25) 

It has been shown that this CA problem can be converted to a linear programming (LP) 

problem and standard LP techniques such as simplex algorithm can be used to solve it 

[Buffington et al., 1999], [Doman and Ngo, 2002], [Bodson, 2002].  Linear programs are 

usually stated in the following standard form: 

zcJ T=min  (4.26) 

bPzhztosubject =≤≤ ,0: . (4.27) 

Here we use P and z  instead of A and x in the typical LP notation to avoid confusions 

with previously defined state space notations.  The vector inequalities should be 

interpreted elementally.  The challenge of converting the mixed 1L  norm optimization 
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CA to linear programming is how to appropriately define the objective function for LP to 

avoid inappropriate reduction of the objective function caused by negative elements in z .  

In [Bodson, 2002], a specially defined non-negative function is introduced to construct 

the objective function for LP problem.  Define the function )(zq , 





<
≥

=
00
0

)(
z
zz

zq . (4.28) 

Assume the preferred control vector satisfies, 

UUU ≤≤ 0 .   (4.29) 

Define 

),( 0UUqU −=+  

)( 0 UUqU −=− . (4.30) 

Then we can have 

0UUUU +−= −+ , (4.31) 

00 UUU −≤≤ + , (4.32) 

UUU −≤≤ −
00 .   (4.33) 

Also define the control allocation error as, 

dvBUe −= ,  ),(eqe =+   )( eqe −=− . (4.34) 

Then we can have, 
−+ −= eee , (4.35) 

max0 ee ≤≤ + , (4.36) 

max0 ee ≤≤ − . (4.37) 

where maxe is the upper bound on the control allocation error.  Define the optimization 

variable vector as, 

( )−+−+= UUeezT . (4.38) 

The LP equality constrain becomes 
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dd vBUBUBUvBUBUBUee −=+−−=+−− −+−+
00 . (4.39) 

The optimization objective function becomes 

∑∑∑∑
=
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=
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=

+ +++=
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i
i
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i
i

m

i
i

m

i
i uueeJ

1111

λλ , (4.40) 

with 

( )pmpmmmmm BBIIP ×××× −−= ,   (4.41) 

dvBUb −= 0 , (4.42) 

( ) )22(111 pmTc +×ℜ∈= λλ LL , (4.43) 

( )UUUUeehT −−= 00maxmax . (4.44) 

Thus the mixed 1L norm optimization CA problem is converted into a standard LP 

problem and numerical LP methods could be applied to solve it. 

Remarks: 

1) As stated in the assumption, the preferred control vector 0U  needs to satisfy 

UUU ≤≤ 0 .  In most applications, 0U is chosen as the resting positions of 

actuations, which typically are zeros, to reduce control actuation energy.  For 

control allocation problems incorporating actuation rate limits as (4.8), U and 

U could be negative or positive, which violates the assumption.  One way to 

avoid this violation is, at each sampling step, choose 0U  as U or U which 

ever is closet to zeros in the sense of 1L norm. 

2) Notice that when the original mixed 1L norm optimization problem is 

converted to the LP problem, the size of the problem increased significantly.  

For example, if we want to allocate a 1×m  virtual control vector to p control 

elements (actuators), then the resultant matrices for the converted LP problem 

according to this approach will be )22( pmmP +×ℜ∈ , 1)22( ×+ℜ∈ pmc , 
1)22( ×+ℜ∈ pmh .  The expansion of the problem dimension increases the 
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required computational effort and could become undesirable when the 

dimension of the original CA problem is already large. 

4.2.4 L2-Norm Based Control Allocation Methods 

Since the signs of variables can be automatically taken care in 2L norms, the 

construction of the optimization cost function will be easier.  There are a wider range of 

selections of methods for 2L norm based optimization control allocation.   

4.2.4.1 Pseudo-Inverse Control Allocation Methods  

 When actuation constraints are not considered, there is a class of methods for 2L  

norm based optimization control allocation with closed-form solutions, which are the 

pseudo-inverse based CA methods.  Pseudo-inverse based control allocation methods are 

widely used in practice for their computational simplicity [Jin, 2005], [Wang and 

Longoria, 2006a].  The method provides a closed-form solution to the following weighted 

optimization problem. 

2

20 )(
2
1min UUWJ u −=  (4.45) 

dvBUtosubject = . (4.46) 

The solution can be easily obtained by defining the Lagrangian function as, 

( ) ( ) ( ) ( )du
T vBUUUWUUUL −+−−= ππ 002

1, . (4.47) 

Take the partial derivative of L  with respect to U and π and set them to zero.  

We can have, 

( ) 00 =+−=∇ BWUUL u
T

u π , (4.48) 

0=−=∇ dvBULπ . (4.49) 

Post-multiplying 1−
uW  on (4.48), we can have, 

TT
u BWUU π1

0
−−= . (4.50) 
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Substitute (4.50) into (4.49), one can get, 

( ) ( )0
11 BUvBBW d

T
u

T −−=
−−π . (4.51) 

Substitute (4.51) back to (4.50), we can have the weighted pseudo-inverse as: 

( )[ ] ( ) d
T

u
T

u
T

u
T

u vBBWBWUBBBWBWIU 111
0

111 −−−−−− +−= . (4.52) 

 Even though no iterations are involved and the method is computationally 

efficient, a disadvantage of this method is that the actuation constraints are not explicitly 

included and violations of actuation amplitude and rate limits could happen.  The 

weighting matrix can be selected in such a way to discourage the violations of actuation 

constraints by placing more penalties on actuators with more restrictive constraints, as 

demonstrated in [Wang and Longoria, 2006a] for ground vehicle control.  Several other 

methods were also proposed to address the issue of exceeding control constraints.   

Virnig and Bodden proposed a pseudo-inverse redistribution (PIR) method to set 

the saturated controls to their limits and recalculate the pseudo inverse using the 

remaining unsaturated ones until a solution is reached or all controls are saturated [Virnig 

and Bodden, 1994].  The algorithm first obtains the optimal control vector by pseudo-

inverse as, 

dd
TT vBvBBBU +− ≡= 1)( . (4.53) 

If some elements of the allocated control vector exceed their limits, the elements 

and control effectiveness matrix are separated into unsaturated and saturated groups as 

[ ]T
srm UUU = , (4.54) 

[ ]srm BBB = , (4.55) 

where sU are the actuation elements exceed their limits and mB is the rearranged control 

effectiveness matrix according to mU .  The following equation is used to redistribute the 

virtual control among the unsaturated actuation. 

)( ssdrr UBvBU −= + , (4.56) 
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where sU is the clipped vector of sU by setting them at their limits.  If some elements in 

the redistributed vector rU exceed their limits, then the process of (4.54), (4.55), and 

(4.56) is repeated until a solution within the limits is obtained or all the controls are 

saturated.   

This PIR method is simple and fast.  However, it cannot guarantee either the 

result is optimal or dvBU =  is met when dv  is actually feasible [Bodson, 2002]. 

4.2.4.2 Quadratic Programming Based Control Allocations 

 Quadratic programming (QP) techniques could be also applied to solve the mixed 

optimization problem under actuation constraints [Page and Steinberg, 2000], 

[Harkegard, 2002], [Bodson and Pohlchuk, 1998].  The problem statement is as below. 
2

20
2

2
)()(min UUWvBUWJ udvU

−+−= λ , (4.57) 

Subject to, 

UUU ≤≤ , (4.58) 

where 0>λ  is the weighting factor to balance the effort between the primary and 

secondary objectives.  The constraint in (4.58) can be rearranged in a unified form as, 
QCU ≥ , (4.59) 
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The control allocation problem (4.57) above can be converted to standard QP 

problem formulation as, 
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where ( )uv
T WBWBG λ+= 2 , 022 UWvWBd udv

T λ−−= , and 00 UWUvWvr u
T

dv
T

d λ+= .  

Since the term r  is constant for a sampling period it can be removed from the cost 

function without affecting the optimal solution.  Thus, the final QP problem can be stated 

as, 

dUGUUJ TT

u
+=

2
1min , (4.61) 

Subject to  QCU ≥ . (4.62) 

For this inequality-constrained quadratic programming problem, there are several 

classes of optimization algorithms to solve it, such as classical active-set methods and 

interior-point methods.  Some of them have been used in this 2L  norm based control 

allocation in literature.  We provide a brief review of these optimization algorithms with 

emphasis placed on the fixed-point CA method.     

A) Active Set Methods 

Active set methods have been the most widely used methods for small- to 

medium-scale problems since the 1970s [Nocedal and Wright, 1999].  The algorithm 

starts with an initial guess of working set 0W  and a feasible initial guess 0U .  If the guess 

is correct, the optimal solution can be obtained by solving an equality-constrained 

quadratic sub-problem.  Otherwise, one index from the current estimate of active set is 

removed and a new index is added using gradient and Lagrange multiplier information.  

The iteration then repeats in the same manner.  The details of the algorithm can be found 

in many literatures such as [Nocedal and Wright, 1999] and [Fletcher, 2000].  Harkegard 

investigated using classical active set algorithms to solve the control allocation problem 

in a quadratic programming format [Harkegard, 2002] for aircraft control applications.   

Compared with the pseudo-inverse based CA, the algorithm can provide an exact 

optimal solution.  In each iteration, it yields a feasible iterate kU  that brings the cost 
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function to a value lower than the previous one.  This property can be used as a means to 

terminate the iteration by setting a maximal number of iterations for each sampling 

period.  However, in [Petersen and Bodson, 2006], it was found that the number of 

iterations required to bring the allocation error below a certain tolerance level greatly 

depends on the virtual control commands and can widely vary.  The sequence of the 

iterations also greatly depends on the choice of initial working set and iterate [Nocedal 

and Wright, 1999].  For large-scale problems, the convergence rate could be slow 

because the active set and working set change only by a single index for each iteration.  

More importantly, since an equality-constrained quadratic programming problem has to 

be solved in each iteration, the computational burden of the active-set algorithms is still 

heavy for applications in some real-time control systems. 

B) Primal-Dual Interior-Point Methods 

Another quadratic programming method is the primal-dual interior-point (PDIP) 

algorithms.  They were developed for large-scale quadratic programming problems in 

1990’s [Potra and Wright, 2000], [Monteiro and Zhou, 1997], and [Zhang 1996].  Details 

of the algorithms can be found in many literatures such as [Nocedal and Wright, 1999] 

and [Wright 1997].  The implementation of the PDIP is easier than the active-set 

methods.  Petersen and Bodson proposed to use standard interior-point algorithms for 

solving the 2L norm control allocation problem [Petersen and Bodson, 2005].  Simulation 

results based on linearized aircraft models show that it requires fewer calculations than 

active-set methods [Petersen and Bodson, 2006].  Its uniform convergence property also 

makes it possible for implementations with fixed number of iterations.  PDIP can also 

predict the distance from current solution to the optimum and, therefore, allow one exit 

the algorithm when a solution is reached within a specific tolerance.  However, the 
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drawback is its computational effort is still relatively significant concerning real-time 

applications.   

C) Fixed-Point Method 

Computationally efficient algorithms are crucial for control allocation techniques 

being practically attractive in real-time control systems, such as VDC.   A fixed-point 

algorithm was proposed by Lu [Lu, 1996] and used to solve the quadratic programming 

problem that minimizes the cost function below [Burken et al., 2001]. 

( ) UWUvBUWvBUJ u
T

dv
T

d εε
2
1)()1(

2
1

+−−−= , (4.63) 

Subject to UUU ≤≤ , (4.64) 

where 0),,( 321 >= vvvv wwwdiagW  and ( ) 0,,, 21 >= upuuu wwwdiagW L  are the 

weighting matrices.  The cost function is similar to (4.57) with the preferred control 

00 =U .  The algorithm conducts the iteration according the following equation, 

[ ]kdv
T

k UITvWBsatU )()1(1 −−−=+ ηηε , (4.65) 

uv
T WBWBT εε +−= )1( . (4.66) 

Matrix T  is symmetric.  F
T1=η and ijt  is the element of T  with 
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being the Frobenius norm of matrix T  [Golub and Van Loan, 1996].  ( )1,0∈ε  is used 

to balance between control allocation error and control energy.  The saturation function, 

sat , clips the elements of the control vector 1+kU  at their limits in the fashion below. 
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The saturation function maps the calculated control vector onto the feasible region 

in a component-wise manner.  The proof of the convergence of this fixed point method 
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was provided by Lu in [Lu, 1996].  Here we present a similar proof with more detailed 

steps. 

First, let us convert the problem into a standard quadratic programming 

formulation.   

( )
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The actuation constraints are equivalent to: 
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Since dv
T

d vWv)1(
2
1 ε−  is constant for one sampling period, it can be removed 

from the performance index without affecting the optimal solution.  Let 

uv
T WBWBTG εε +−== )1(  and dv

T vWBd )1( ε−−= .  Thus, the quadratic 

programming based control allocation problem can be reformulated as: 

dUGUUJ TT

u
+=

2
1min , (4.70) 

Subject to  bAU ≥ . (4.71) 

Define the Lagrangian of the problem as: 

)(
2
1),( bAUdUGUUUL TTT −−+= λλ , (4.72) 
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where ( )T
pp λλλλλ ,,, 11 L= is the vector of Lagrange multipliers.  Define the 

active set at an optimal solution *U as )( *UΓ , which are the indices of the constraints at 

which equality holds, i.e. 

[ ]{ }ii bUapiU =∈=Γ ** :,1)( , (4.73) 

where, [ ]010 LL=ia  if ii ub = ; or [ ]010 LL −=ia  if ii ub −= . 

Any optimal solution *U of the problem needs to satisfy the Karush-Kuhn-Tucker 

(KKT) conditions below if the cost function is convex [Nocedal and Wright, 1999],  
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, (4.74a) 

,*
ii bUa =     for )( *Ui Γ∈ , (4.74b) 

ii bUa ≥* ,    for )( *Ui Γ∉ , (4.74c) 

0* ≥iλ ,       for )( *Ui Γ∈ . (4.74d) 

Theorem 4.1  Assume the matrix uv
T WBWBTG εε +−== )1(  is nonsingular, 

then the unique solution *U for the quadratic programming problem exists and is the 

unique solution of the fixed-point equation in U below,  

[ ] )()()1( UsUITvWBsatU dv
T

∆

=−−−= ηηε , (4.75) 

with F
T1=η .  The fixed-point iteration sequence { }kU  generated by  

),( 1−= kk UsU   ,,2,1 L=k  pU ℜ∈∀ 0  (4.76) 

converges to *U  [Lu, 1996]. 

Proof:  First we can show that uv
T WBWBG εε +−= )1(  is positive definite because for 

any nonzero vector px ℜ∈ ,  
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Thus, the cost function is convex and the quadratic programming problem (4.74) 

has a global unique solution *U  [Nocedal and Wright, 1999]. 

Second, we can show that any solution satisfies (4.74) also satisfy the fixed-point 

equation (4.75).  Substitute equation (4.74a) into equation (4.75), we can have 
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ληηηε . (4.78) 

From the definition of the constraints, we have ii uu > , so iλ  and iλ  cannot be 

positive simultaneously for any [ ]pi ,1∈ .  Namely, constraints iu  and iu  cannot be 

active at the same time.  For the elements which are active at the solution of (4.74) (i.e. 

)( *Ui Γ∈ ), 
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Since 0>η  and 0, ** ≥ii λλ , one can see that iii uu ≤+− *λη and iii uu ≥+*λη .  

In addition, jjj uuu << holds because they are not active.  Thus, we can have 

[ ] **

)(

** ][)()1(
*

UUasatUITvWBsat
Ui

T
iidv

T =+−=−−− ∑
Γ∈

ληηηε . (4.80) 

It means that the unique solution of the quadratic programming problem is also 

the solution of the fixed-point equation (4.75).  If we can prove that the iteration given in 

equation (4.75) has a unique solution and iteration actually converges to it, then we can 

conclude that the solution of the fixed-point equation (4.75) is also the unique solution of 

the quadratic programming problem (4.70-71), therefore, the fixed-point iteration solves 

the quadratic programming problem [Lu, 1996]. 
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Define UITvWBU dv
T )()1()( −−−= ηηεω .  From the definition of the 

mapping )(⋅s , we have that for any iU and jU pℜ∈ , 

[ ]
jiji

jijiji

UUUUTI

UUTIUUUsUs

−=−−≤

−−=−≤−

αη

ηωω )()()()()(
. (4.81) 

where ⋅  is the 2L  norm.  Since 01 >=
F

Tη , the matrix TI η− is positive definite 

and then 

[ ] 1max 1 ηµηληα −=−=−= TITI , (4.82) 

where )(max ⋅λ  denotes the largest eigenvalue of the matrix.  1µ  is the smallest eigenvalue 

of the matrix T .  Since TI η−  and T are both symmetric positive definite, we have 

0>α , 01 >µ  ⇒   10 << α .  Thus, )(Us is a global contraction mapping in pℜ .  So the 

fixed-point equation has a unique solution and the fixed-point sequence converges to this 

solution as ** )( UUs = .  Here, α  is called contraction constant for s in pℜ  [Hille and 

Phillips, 1957], [Istratescu, 1981], [Granas and Dugundji, 2003]. n 

Remarks: 

1) The fixed-point algorithm is numerically simple and requires modest 

computational effort.  Most of the calculations are not involved in the iteration.  It 

is therefore suitable for on-line implementation in real-time control systems. 

2) Due to the converging feature of the fixed-point iteration, the selection of the 

initial guess, 0U  affects the convergence rate.  It is shown that using the CA 

solution of the last sampling cycle provides a good 0U  [Burken et al., 2001]. 

3) The bound on the error reduction of each iteration is determined by the 

contraction constant α as 

αα ≤
−

−
⇒−≤−=−

−−

−
−−−−−

21

1
21211 )()(

nn

nn
nnnnnn

UU

UU
UUUsUsUU . (4.83) 
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4) The convergence rate is fast for small virtual control commands (virtual control 

commands that are well attainable inside the limits of the control vector).  

However, when the virtual controls are close to the boundary of the attainable set, 

convergence rate could become slow due to saturations of control vector elements 

[Petersen and Bodson, 2006]. 

4.2.5 Comparison of the QP-Based Control Allocation Algorithms 

For the seek of applying the control allocation in real-time control systems, 

computational effort associated with a particular CA method is a very important property 

due to usually limited computational resources for real-time control systems such as 

VDC.  The algorithms requiring extensive computational efforts will be prohibitive to be 

applied in real-time systems.  A good measure of the computational effort associated with 

a certain numerical algorithm is the number of floating point operations (flops) at each 

iteration [Asif and Moura, 2005], [Petersen and Bodson, 2006], [Bierlaire and Crittin, 

2004].  For the three quadratic programming based control allocation methods described 

in the previous sub-section, we calculated the theoretical number of flops required for 

each iteration as below [Wang et al., 2007]. 

Consider the control allocation problem, 

BUvd = , (4.84) 

where, m
dv ℜ∈ , pmB ×ℜ∈ , pU ℜ∈ .  For active-set method, since the size of the active 

set will affect the count of flops, let [ ]pn 0∈  be the dimension of the active set at 

iteration.  The numbers of flops required as a function of the dimensions for each 

iteration of the three algorithms are listed in Table 4.1.  It should be noticed that the flops 

for the active-set method may slightly vary if different methods are used to solve the 

equality-constrained sub-quadratic programming problem in the algorithm.  However, the 
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variation is small.  In Table 4.1 below, we calculate the flops for the active-set method 

suggested in [Petersen and Bodson, 2006]. 

Table 4.1 Number of flops required at each iteration for three different algorithms 

CA Algorithm Number of Flops for Each Iteration 

Active-Set mmnmpmmnmpnmppm )2()642()524(2)( 2233 −++−++−+++  

PDIP ppp 494 23 ++  

Fixed-Point pmp 32 2 +  

From the table, one can see that the flops required for the active-set method and 

primal-dual interior-point method are much greater than that for the fixed-point method.  

For vehicle dynamics control systems and aircraft control systems, the size of the virtual 

control is usually 3 (i.e. 3=m ).  The flops for different algorithms as a function of 

number of control elements ( p ) are shown in Figure 4.2. 

The flops for 20≤p  is shown in the upper row as it is the typical range for the 

size of control elements in ground vehicles, aircraft and marine vessels systems.  It is 

obvious that the fixed-point algorithm offers significantly less computational effort 

compared with those of active-set and PDIP algorithms.  Therefore it is suitable for real-

time control systems.  The flops differences among different algorithms become more 

significant when the number of control elements increase as shown in the lower row in 

the figure. 
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Figure 4.2 Comparison of flops for the three quadratic programming based CA 
methods. 

4.3 ACCELERATED FIXED-POINT CONTROL ALLOCATION 

The convergence rate of fixed-point CA algorithm described above could slow 

down in particular when some elements of the control vector saturate [Petersen and 

Bodson, 2006].  Hence, we propose some convergence acceleration techniques in this 

section [Wang et al., 2007].  Let  

MvWB dv
T =− ηε )1( , (4.85) 
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HTI =−η . (4.86) 

The fixed-point iteration can be re-written as,  

[ ] [ ])(UsatHUMsatU ω=+= . (4.87) 

Before moving into the accelerated fixed-point (AFP) algorithm, let’s present the 

Cauchy Interlace Theorem that will be useful in the proof of the AFP algorithm. 

Theorem 4.2 (Cauchy Interlace Theorem)  If a row-column pair is removed from a 

real symmetric matrix, then the eigenvalues of the resultant matrix interlace those of the 

original one.   

Let nnA ×ℜ∈ be a real symmetric matrix with eigenvalues as, 

nρρρ ≤≤≤ L21 . (4.88) 

Let )1()1( −×−ℜ∈ nniiA  be a principal submatrix resulted from A by removing the i-th 

row-column pair.  The eigenvalues of iiA are 

121 −≤≤≤ nσσσ L . (4.89) 

Then we have that  

nnn ρσρσρσρ ≤≤≤≤≤≤≤ −− 112211 L , i.e. [ ]1, +∈ iii ρρσ  for 1,,1 −= ni L . 

Proof of the Cauchy Interlace Theorem could be found in many literatures such as 

[Horn and Johnson, 1988], [Mercer and Mercer, 2000]. 

Theorem 4.3 (Invariant Saturation) If the elements, iu , pi ,,2,1 L= , of the 

control vector saturates in the iteration equation (4.87), they will remain saturated in the 

rest of the iteration process until the optimal solution is reached if the following 

conditions are satisfied: 

iu  saturates at its upper bound and 

iii
ij

mjiji uhuhm )1( −≥+ ∑
≠

,   




<
≥

=
0,
0,

ijj

ijj
mj hu

hu
u , (4.90) 

or 
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iu  saturates at its lower bound and  

iii
ij

njiji uhuhm )1( −≤+ ∑
≠

,    




≥
<

=
0,
0,

ijj

ijj
nj hu

hu
u . (4.91) 

Proof:  From equation (4.87), at the k-th iteration, we have  









+== ∑

=

−
p

j

i
jiji

k
i

k
i uhmsatsatu

1

1)(ω . (4.92) 

Here, the superscript denotes the iteration and subscript denotes the element of the 

control vector.  For example, 1−k
ju means the control element j at the 1−k th iteration.  

Suppose at the k-th iteration, one of the constraints on iu is active, then there are two 

cases. 

Case I: i
k
i u≥ω  

Thus, i
k
i uu = , and  

iii

p

ijj

k
jiji

p

j

k
jiji

k
i uhuhmuhm ++=+= ∑∑

≠==

+

,11

1ω . 

Since ∑∑
≠≠=

≥
ij

mjij

p

ijj

k
jij uhuh

,1

 with




<
≥

=
0,
0,

ijj

ijj
mj hu

hu
u  holds for all iterations, we 

have,  

i
lk

i u≥+ω , for L,2,1=l , if iii
ij

mjiji uhuhm )1( −≥+ ∑
≠

. 

So, if iii
ij

mjiji uhuhm )1( −≥+ ∑
≠

,   




<
≥

=
0,
0,

ijj

ijj
mj hu

hu
u , then i

lk
i uu =+ will be kept 

saturated for rest of the iteration. 

Case II: i
k
i u≤ω  

Thus, i
k
i uu = , and 

iii

p

ijj

k
jiji

p

j

k
jiji

k
i uhuhmuhm ++=+= ∑∑

≠==

+

,11

1ω . 
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Since ∑∑
≠≠=

≤
ij

njij

p

ijj

k
jij uhuh

,1

 with


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≥
<

=
0,
0,

ijj
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nj hu
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u  holds for all iterations, we 

have,  

i
lk

i u≤+ω , for L,2,1=l , if iii
ij

njiji uhuhm )1( −≤+ ∑
≠

. 

So, if iii
ij

njiji uhuhm )1( −≤+ ∑
≠

,   




≥
<

=
0,
0,

ijj

ijj
nj hu

hu
u , then i

lk
i uu =+ will be kept 

saturated for rest of the iteration.         n 

Remarks: 

1) In the Theorem 4.3, notice that the saturation conditions (4.90-91) are 

determined by the matrix M , matrix H , upper and lower bounds of the 

control elements U and U .  Those are all independent of the iteration, so the 

conditions can be predetermined before the start of iterations. 

2) Theorem 4.3 states a condition under which the convergence acceleration 

technique presented in Theorem 4.4 can be applied. 

 

Now we are ready to present the way to accelerate the convergence when 

actuation saturations occur. 

Theorem 4.4  By removing the saturated control vector elements, iu , 

pi ,,2,1 L=  that meet the conditions in Theorem 4.3 from the fixed-point 

iteration, the bound on the convergence rate of the iteration will be improved. 

Proof:  From the original fixed-point equation, we have 
kkkk UUUsUs −≤− ++ 11 )()( α , (4.93) 

where 11][ 1max <−=−=−= ηµηληα TITI  is the contraction constant, which 

determines the convergence rate.  pp
uv

T RWBWBT ×∈+−= εε )1(  is a symmetric positive 
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definite matrix and all its eigenvalues are positive real numbers.  )(max ⋅λ  denotes the 

largest eigenvalue of the matrix.  01 >µ  is the smallest eigenvalue of matrix T .  

01
2
1

1 1

2 >







==

−

= =
∑∑

p

i

p

j
ijF

tTη .  So, the convergence rate of this contraction mapping is 

determined by 1ηµ .  Increasing 1ηµ  will result in faster convergence rate. 

Here, [ ] pm
pbbB ×ℜ∈= ,,1 L  with pm <  is the control effectiveness matrix.  

When the element, iu , of the control vector is removed, the corresponding column ib  in 

the control effectiveness matrix B  is also removed.  

[ ] 1
111

−×
+− ℜ∈= pm

pii
i bbbbB LL  )1()1()1( −×−∈+−=⇒ ppii

u
i

v
iTii RWBWBT εε  is 

the resulted matrix by removing the i-th row-column pair from the matrix T .  Then by 

definition of the Frobenius norm, we have 

2
1

1 1

2
2
1

,1 ,1

2








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
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
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p

n
mnF

p

imm

p

inn
mnF

ii tTtT   ⇒   
FF

iiii TT 11 =>= ηη . (4.94) 

Let 01 >κ be the smallest eigenvalue of the matrix iiT .  From Cauchy Interlace 

Theorem (Theorem 4.2), we can have 11 µκ ≥ .  Thus, 

1111 1110 ηµαακηκηηµ −=<=−⇒<<< iiiiii . (4.95) 

The contraction constant is reduced and the bound on the convergence rate of the 

iteration is thus improved.  n 

Remarks: 

1) For the fixed-point CA and accelerated fixed-point CA, the bound on the 

speed of convergence is determined by the contraction constant.  The upper 

bound of the distance between the n-th iteration solution and the optimal 

solution can be predicted at the beginning of the iteration process as a function 

of contraction constant.   
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2) From Theorem 4.3 and Theorem 4.4, we can conclude that by removing the 

saturated control elements that meet the conditions in Theorem 4.3, the final 

optimal solution will not be changed. 

Figure 4.3 below shows an example of comparison of the convergence speeds for 

FP and AFP algorithms in the case of CVDC.  Eight control elements (slips and slip 

angles of four tires) are considered in the example.  In the first row of the figure, the 

allocated controls from the two algorithms are shown in circles and dots, respectively.  

They are identical.  The iteration processes are shown in the second row.  Compared with 

FP, the AFP used considerably less iterations.  Notice the AFP can only improve the 

convergence rate when actuation saturations occur. 

 

Figure 4.3 Comparison of the convergence for FP and AFP. 
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4.3.1 Choice of Starting Point 

As indicated in [Petersen and Bodson, 2006], the convergence of the fixed-point 

method may be slow if the starting point of the iteration is not chosen appropriately.  For 

control allocation incorporating actuation rate limits, the actuation amplitude constraints 

are mostly not active.  Therefore, the effective feasible set is centered by the allocated 

control of the last sampling time.  Thus, the allocated control element vector of last 

sampling time is a good choice of starting point for current sampling time and can 

effectively reduce the number of iterations [Burken et al., 2001].   

Another choice of starting point can be the one with minimal 2L norm U  as, 









>
<

≤≥
=

iii

iii

ii

i

uuifu
uuifu

uanduif
u

,
,

0.00.0,0.0
0 . (4.96) 

For this choice of starting point, the second term in the cost function (4.63) is 

already minimized at start of the iteration.  Thus the iteration process will be tasked for 

reducing the allocation errors only. 

4.3.2 Termination of the AFP Iteration 

The accelerated fixed-point iteration can be terminated by several means, such as 

allocation error, number of iterations etc.  Based on the properties of contraction 

mapping, the AFP iteration can be terminated by the 2L norm of the difference between 

two adjacent control element vectors. 

Theorem 4.5    For any two integers 0>> mn  ,  

mm
mn

n UUUU −
−

≤− +
−

1*

1 α
α , (4.97) 

where *U is the solution of the mixed 2L control allocation problem (4.63), and α is the 

contraction constant. 
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Proof:  From the properties of contraction mapping, we have,  

**22

*1*1* )()(

UUUU

UUUsUsUU
mmnn

nnn

−≤≤−≤

−≤−=−
−−

−−

αα

α

L
. (4.98) 

We also have, 
*1*11* UUUUUUUUUU mmmmmmm −+−≤−+−≤− +++ α , (4.99) 

and thus 

mmm UUUU −
−

≤− +1*

1
1

α
. (4.100) 

Substitute (4.100) to (4.98), we can then have, 

mm
mn

n UUUU −
−

≤− +
−

1*

1 α
α , (4.101) 

which proves the Theorem. n 

Remarks: 

1) Theorem 4.5 provides a means to terminate the AFP iteration.  Based on the 

2L  norm of the difference between two adjacent control element vectors and 

the contraction constant, one can determine the upper bound on the distance 

(in the sense of 2L ) between the current iteration result and the optimal 

solution. 

2) When the contraction constant 1→α , the distance prediction would not be 

very useful.  However, that situation happens only when matrix T is close to 

singular. 

Termination of AFP iteration is a tradeoff between computational effort (number 

of iterations) and control allocation accuracy.   
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Theorem 4.6  Suppose the upper bound of the control allocation error that system 
can tolerate is, ( ) ha

t
av vvW δ≤− * , then, the iteration can be terminated if the following 

condition is satisfied, 

1

11

−

+ ≤−
kvp

ht
k

t
k BWp

UU
µ

δµ . 

where,  01 >µ  and 0>pµ  are the smallest and largest eigenvalues of matrix 
pp

uv
T WBWBT ×ℜ∈+−= εε )1( , respectively.   

Proof:  Consider the weighted control allocation error as, 
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Since matrix pp
k

T
k BB ×

−− ℜ∈11 is symmetric positive definite, all its eigenvalues are 

positive.  From Theorem 4.5, we have, 

t
k

t
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t
k UUUU −

−
≤− +1*
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α
. (4.103) 

So, 
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Then, the iteration can be terminated if the following condition is satisfied, 
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where 011 >≥≥≥ − µµµ Lpp are the eigenvalues of matrix T .  Condition (4.105) will 

be satisfied if, 

( ) 1

1

1
2/122

11

−−

+ =
++

≤−
kvp

h

kvpp

ht
k

t
k BWpBW

UU
µ

δµ

µµ

δµ

L
.  (4.106) 

It then implies, 

( ) ha
t
av vvW δ≤− * . n 

Notice that 
pµ

µ1 is the reciprocal of the condition number of matrix T .  For T is 

not nearly singular, 
pµ

µ1  will not be very small.  Therefore, condition (4.106) provides a 

guideline for when the iteration of AFP should stop.  It is easy to show that when 

corresponding columns of 1−kB are removed, condition (4.106) will be even relaxed, i.e. 

right hand side of (4.106) will be increased.  In Chapter 5, we will use this condition to 

determine when to terminate the AFP iteration for CVDC system. 

The steps of the accelerated fixed-point algorithm we proposed here can be 

therefore summarized in a pseudo-code format as shown in Figure 4.4 below. 
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Figure 4.4 The pseudo-code for the accelerated fixed-point control allocation 
algorithm.  

4.4 RECONFIGURABLE CONTROL 

One of the main benefits of employing control allocation in the redundantly 

actuated systems is to realize reconfigurable control, which means without redesigning 

the control law, system closed-loop performance should be best fulfilled even when some 

of the actuators have degraded or failed.  In the control allocation scheme, this can be 

Algorithm for Accelerated Fixed-Point L2-Norm Control Allocation 
Inputs:  

• dv , ),( 1−kUPB  from (4.11) and (4.12) based on system states and allocated 
control elements of last sampling time. 

• U and U  from (4.8) incorporating both actuation amplitude and rate 
limits. 

• 1−kU , allocated control element vector of last sampling time. 

Preparation: 
1. Calculate matrix T , reciprocal of its Frobenius norm η , matrices M  and 

H . 
2. Find the set of control elements satisfy the conditions in Theorem 4.3, Θ . 

3. Set solution distance, ℜ∈= τad , 1>a , where τ is the allocation 
tolerance. 

Iteration: 
While τ>d , 

1. Calculate U according to (4.87), let the set of control elements saturated at 
this iteration as Π . 

2. Remove column-row pairs in T and B corresponding to ΠΘ∈ Ii . 

3. Recalculate reciprocal of T ’s Frobenius norm η , matrices M , and H . 

4. Calculate t
k

t
k UUd −= +1 . 

End While 
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easily achieved by adjusting the corresponding columns in the control effectiveness 

matrix B  in (4.3).  If some actuators degrade due to attrition or change in working 

environment, the elements in the corresponding columns in control effectiveness matrix 

can be readily reduced or set as zeros if actuator failures occur.  In Chapter 7, the 

advantages of the reconfigurable control connected with control allocation are 

demonstrated by several examples for CVDC systems. 

4.5 TASK PRIORITIZATION AND ACTUATION PREFERENCE 

When conducting multiple tasks simultaneously with redundant actuators, task 

prioritization and actuation preference may become desirable.  In the following sub-

sections, we can find that these functions are facile within the control allocation.  

4.5.1 Task Prioritization 

As there are usually multiple tasks (virtual control vector has a dimension greater 

than one) for redundantly actuated systems, needs for task prioritization will surface 

whenever all the tasks cannot be satisfied simultaneously or, in other words, BUvd =  

cannot be satisfied within the constraints UUU ≤≤ .  Here, the tasks refer to producing 

the generalized control dv .  For systems without control input coupling, it is implicit that 

the corresponding closed-loop objectives will be better achieved if the associated 

elements in dv  specified by the control laws can be produced by the redundant actuators 

with smaller errors.  For the 1L -norm and 2L -norm based control allocation method, this 

kind of task prioritization can be achieved by changing the corresponding elements in the 

diagonal weighting matrix vW  in the cost function (4.24) and (4.57), respectively.  As the 

optimization is to reduce the value of the cost function, increasing the corresponding 

weighting factors will raise their priorities. 
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4.5.2 Actuation Preference 

 It is also common that actuators equipped in systems may have different 

preferences, different associated costs, and different characteristics such as bandwidths.  

For example, some actuators may be expensive to manipulate and some may be easy to 

drive.  Since the actuators are redundant, for a given virtual control vector, the ways to 

use these actuators are not unique and it is often desired to minimize the “control 

energy”.  The diagonal actuation weighting matrix uW  in the control allocation cost 

functions (4.24) and (4.57) can be adjusted to increase the elements corresponding to the 

expensive actuators and thus discourage their utilizations.   

 Davidson et al. proposed a frequency-apportioned control allocation (FACA) 

[Davidson, Lallman, and Bundick, 2001].  The idea is to use low-pass filters to separate 

the desired virtual control into high and low frequency components as,   

dl vsLv )(= , (4.107) 

[ ] dh vsLv )(1 −= , (4.108) 

where, 
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L  with m being the dimension of the 

virtual control, lv is the low-frequency component of the virtual control and hv is the 

high-frequency component.  mTTT ,,, 21 L are the filter time constants for the 

corresponding elements of the virtual control vector.  Then lv  and hv  are allocated 

among the actuators using their position limit and rate limit weighted pseudo-inverses, 

respectively, 
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where, pW is a diagonal matrix populated by squares of the actuator position limits, and 

rW is a diagonal matrix populated by squares of the actuator rate limits.  The control 

vector is then given by the sum of lU and hU  as 

hl UUU += . (4.111) 

Thus, the high-frequency commands can be distributed to the actuators with higher rate 

limits and low frequency commands to the highly effective actuators.  This method is 

evaluated on a Lockheed-Martin Innovative Control Effecter simulation and good 

tracking performance was shown. 

Since the main idea of the above filter-based actuation preference method is to 

filter the virtual control vector elements, it can be easily extended to all the numerical 

optimization based control allocation methods discussed in this chapter. 

4.6 SUMMARY 

In this chapter, we reviewed the state-of-the-art of the control allocation methods 

including both traditional CA approaches and numerical optimal CA algorithms.  

Traditional CA approaches typically are computationally simple but have difficulties to 

ensure optimal solution and achieve task prioritization.  Several numerical optimization 

algorithms have been introduced for control allocation purposes.  For real-time control 

systems, computational effort is a critical criterion for control allocation methods.  In 

order to be attractive for real-time applications such as VDC, CA methods need to be 

computationally efficient.  Compared with other existing quadratic programming based 

CA methods, the fixed-point algorithm is very computationally efficient.   

An improved fixed-point control allocation algorithm is proposed to facilitate the 

speed of convergence in particular when actuation saturation occurs.  Different choices of 

starting and terminating the iteration are also given. 
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It is also shown that utilization of the quadratic programming based control 

allocation makes it possible and convenient for reconfigurable control, task prioritization, 

and actuator preference, which are desirable for redundantly actuated systems. 

In the next chapter, the control allocation scheme specifically for coordinated 

ground vehicle dynamics control systems will be discussed. 
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Chapter 5: Control Allocation for Coordinated Ground Vehicle 
Dynamics Control Systems 

In this chapter, we develop the control allocation scheme for coordinated ground 

vehicle dynamics control systems.  Different control allocation algorithms for the CVDC 

system are also compared. 

Control allocation is mostly studied in aircraft and marine vessel control areas.  

The control allocation approaches described in Chapter 4 are general methods.  They are 

designed to deal with actuator constraints in a component-wise manner, which is 

appropriate for aircrafts and marine vessels.  Also the control actuators are assumed to be 

individually linear in their effects throughout their actuation ranges and independent of 

one another.  In other words, there is no coupling between actuators [Bordignon and 

Durham, 1995] [Venkataraman, Oppenheimer, and Doman, 2004] [Bodson, 2002].  For 

vehicle dynamics control systems, the actuation almost purely relies on the tires, which 

have nonlinear and coupled constraints because of tire force characteristics as described 

in Chapter 2. 

Recently control allocation approaches have been introduced into ground vehicle 

control systems to improve system performance and to achieve reconfigurable control 

[Hac et al., 2006], [Fredriksson et al., 2004], [Plumlee et al., 2004].  In these suggested 

CA schemes, the virtual controls (i.e. generalized forces/moment) are allocated to 

longitudinal and/or lateral tire forces.  Vehicle motion is governed by forces induced by 

each tire interacting with the road, and these forces mainly depend on the slip/slip angle 

and tire-friction coefficient as described in Chapter 2.  While allocating the control effort 

to tires, it is important to take these factors into account, to ensure that the tires can 
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actually yield the desired forces.  In addition, tire forces are difficult to measure in real-

time, so it is impractical to implement force-based CA.  

Another issue associated with control allocation for CVDC is that solving the 

optimization problem introduces a significant computational burden and challenges 

practical real-time implementation on ground vehicles [Fredriksson et al., 2004], [Tondel 

and Johansen, 2005], [Wang and Longoria, 2006a].  For real-time control applications, 

computational effort carries a lot of weight in designing and selecting the control 

allocation algorithms.  These aspects of control allocation for CVDC will be resolved in 

this chapter. 

5.1  DERIVATION OF THE CONTROL EFFECTIVENESS MATRIX 

In order to conduct the control allocation for CVDC, it is necessary to derive the 

control effectiveness matrix as in (4.10) from the nonlinear formulation of the virtual 

control and tire model described in Chapter 2.   

The generalized forces/moment are nonlinear function of some configuration 

parameters and control input elements as 

),( Ugvd φ= , (5.1) 

which can be linearized around an operating point.  The vector T
iiziF ],,[ δµφ = includes 

tire normal loads, friction coefficients, and steering angles. 
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where ),(),( 11 −− ∂
∂

= kk U
U
gUB φφ is the Jacobian matrix at ),( 1−kUφ , which is also the 

control effectiveness matrix.  The derivation process may be tedious but straightforward.  

Below we show the partial derivatives of the Magic Formula tire model (2.12) with 

respect to tire slip and slip angle. 

The partial derivative of the tire longitudinal force w.r.t. tire slip is, 
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Figure 5.1 below shows the tire longitudinal force and its partial derivative vs. tire 

slip. 

 

Figure 5.1 Partial derivative of the tire longitudinal force vs. slip at zero slip angle 
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The partial derivative of the tire longitudinal force w.r.t. tire lateral slip angle is, 

( )[ ]

( )[ ]2

0

1/

}))]}arctan((arctan[sin{{

arctansin

iiix

vxixixixixixixixixizi

ixixiiixixix
i

xi

RB

SsBsBEsBCF

BCRBCDF

µα

µµµ

ααµααα

α

µ

α
α

+

+−−

−=
∂
∂

. (5.7) 

Figure 5.2 below shows the tire longitudinal force and its derivative vs. tire lateral 

slip angle at 5% longitudinal slip. 

 

Figure 5.2 Partial derivative of the tire longitudinal force vs. slip angle at 5% slip 

The partial derivative of tire lateral force w.r.t. tire longitudinal slip is, 
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Figure 5.3 below shows the tire lateral force and its partial derivative vs. tire 

longitudinal slip at 5.0 deg. slip angle. 

 

Figure 5.3 Partial derivative of the tire lateral force vs. slip at 5.0 deg. slip angle 

The partial derivative of the tire lateral force w.r.t. tire slip angle is, 
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Figure 5.4 below shows the tire lateral force and its partial derivative vs. tire 

lateral slip angle. 
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Figure 5.4 Partial derivative of the tire lateral force vs. slip angle at zero slip 

With these partial derivatives being defined, the control effectiveness matrix can 

be readily populated from (3.78-80) as, 
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Note that the effects due to changes of tire normal load ziF  and tire-road friction 

coefficient iµ are included in the control effectiveness matrix B in (5.6-9).  In this 

dissertation, the tire normal load is estimated by (2.28-35) with dynamic load transfer 

calculated by measurement from a typical inertial sensor.  Tire-road friction coefficients 

are assumed available through estimators [Wang et al., 2004], [Gustaffson, 1997] and/or 

stand-alone sensors [Uno et al., 1994], [Breuer et al., 1992]. 
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The control allocation also provides freedom to apply the same control system to 

vehicle platforms with different architectures.  If a vehicle does not have the fully 

independent driving/braking/steering actuation for all the wheels, the control 

effectiveness matrix can be easily modified while keeping the overall control structure 

the same.  For instance, if a vehicle is not equipped with a 4-wheel independent steering 

mechanism but only have front and rear steering capabilities, then the column 4 and 

column 8 (or columns 2 and 6) can be removed from the matrix B .  It then implies that 

the two front wheels share one degree of freedom and two rear wheels share another one.  

The resultant control effectiveness matrix is 63×ℜ∈B . 

5.2  CHOICE OF THE VARIABLES ALLOCATE TO 

 Unlike aircraft control, where control variables or actuators are usually 

independent, ground vehicle actuation forces (tire forces) are inherently coupled.  The 

coupling between tire longitudinal (driving or braking) force and lateral force is described 

in Chapter 2, and can also be expressed by the friction ellipse in Figure 5.5.   

 

Figure 5.5 Friction ellipse for tire forces. 
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In the friction ellipse, the tire longitudinal and lateral forces follow the nonlinear 

constraint, 
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with ziixiix FCF µ=max  and ziiyiiy FCF µ=max  being the maximum achievable tire 

longitudinal and lateral forces, respectively.  The sum of the weighted squares of tire 

longitudinal force and lateral force is physically limited by the tire normal load and tire-

road friction coefficient.   

 

Figure 5.6 Non-monotonic tire longitudinal force vs. slip. 

Recently, control allocation approaches have been introduced in the ground 

vehicle control systems to improve performances and achieve reconfigurable control 

[Hac et al., 2006], [Mokhiamar and Abe, 2005], [Fredriksson et al., 2004], [Plumlee, 

Fxa 

sa sb 
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Bevly, and Hodel, 2004].  However, in these suggested control allocation schemes, the 

virtual controls are allocated to longitudinal and/or lateral forces of tires.  Instead of 

allocating to the tire longitudinal and lateral forces, we propose to allocate the virtual 

controls to the slip and slip angle of each tire, considering the following: 

1) Slip/slip angle can be explicitly constrained in the stable and monotonic 

regions.  Due to the characteristics of the relationships between tire 

longitudinal/lateral forces and slip/slip angle, allocating to the tire forces may 

put the tire in the large (unstable) slip/slip angle regions.  If operating in the 

these regions, any need to reduce the tire force requires its state to traverse a 

“bump” due to the continuity of slip/slip angle, as shown in Figure 5.6, which 

may cause undesirable behaviors. 

2) Slip and slip angle are quantities that can be readily measured or estimated in 

practice for closed-loop tracking control purposes, while force is difficult to 

measure in vehicle applications.  Chapter 6 presents a combined tire slip and 

slip angle tracking control system. 

3) A nonlinear constraint needs to be considered if the virtual control is allocated 

to tire forces, due to the friction ellipse as described above.  This requires 

nonlinear programming, which may unduly increase the computational effort 

in general.  If allocating to tire slip and slip angle, the nonlinear constraints 

can be decoupled into independent linear constraints because tire-slip/slip-

angle range depends on friction coefficient only.  This simplifies the control 

allocation optimization problem. 

5.3  CVDC SLIP AND SLIP ANGLE AMPLITUDE AND RATE CONSTRAINTS 

As shown in the Magic Formula tire model, there is a certain region in which the 

relationships between slip/slip angle and tire longitudinal/lateral forces are monotonic.  
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We consider that region as the effective actuation region because if we operate outside 

that region, the slip and slip angle will need to travel through a “bump” to reduce the tire 

force, which is not desired.  These slip and slip angle limits construct the actuation 

amplitude limits minU and maxU in (4.8).  They can be derived by setting the partial 

derivatives of the longitudinal force and lateral force with respect to slip and slip angle to 

zero.   
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To obtain the slip limits, we will need to solve this trigonometric equation, which 

is difficult to do analytically.  Fortunately, it is clear that the slip limit is a function of 

tire-road friction coefficient only and not related to other variables.  Thus we can obtain 

approximate solution.  The longitudinal force vs. slip at different friction levels is shown 

in Figure 5.7.  The effective region is shown in shaded area. 

Thus, the slip limit )(lim µfs =±  can be approximated with a 1-D lookup table 

with sufficient accuracy.  Notice that in practice, the positive slip limit, lims+ , may be 

difficult to achieve due to limitation on the available driving torque from powertrain at 

driving / traction condition.  The negative slip limit, lims− , however, is often readily 

achieved by sufficient braking torque. 
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Figure 5.7 Tire longitudinal force vs. slip at different friction levels. 

Similarly, we can get the operation region for the slip angle as a function of tire-

road friction coefficient by setting the partial derivative as zero.   
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Same as the slip limit, the slip angle limit is purely a function of tire-road friction 

coefficient and we can obtain the approximate solution with sufficient accuracy.  The 

regions of operation for slip angle at different friction levels are shown in Figure 5.8.  

Notice that the opposite signs for slip angle and lateral force are designed to match with 

the sign conventions of the CarSim® vehicle dynamics simulation package which will be 

used to evaluate the control system.  

 

Figure 5.8 Tire lateral force vs. slip at different friction levels. 

For vehicle dynamics control system, tire slip and slip angle are not only limited 

by tire friction ellipse described previously, but also by availabilities of actuation torques, 

especially for slip as tire driving torque greatly depends on rotational speeds of 

components coupled with wheel (engine/driveline for conventional automobiles or motor 
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for electric vehicles).  From a physical system perspective, slip is more expensive than 

slip angle because to generate tire slip, wheel driving/braking torque needs to act against 

the torque caused by tire longitudinal force; to generate slip angle, wheel steering torque 

needs to against tire self-aligning moment, which is much smaller.  In addition, rate limits 

of the slip and slip angle also depend on wheel operating conditions and available 

driving/braking torque. 

5.4 APPLICATIONS OF THE AFP CA ON COORDINATED CVDC 

In this section, we show some application results of the coordinated vehicle 

dynamics control specific control allocation using the accelerated fixed-point algorithm 

developed in Chapter 4. 

5.4.1 Starting Point and Termination of the CVDC AFP Iteration  

Starting point can be chosen in several different ways.  We use the starting point 

with minimum actuation 2L  norm within the constrained feasible region.  The selection 

method is described in Chapter 4 (4.96).  Consider the mixed optimization objective 

function for the quadratic programming based control allocation.   

( ) UWUvBUWvBUJ u
T

dv
T

d εε
2
1)()1(

2
1

+−−−= . (5.17) 

As described in Chapter 4, 10 <<< ε is the weighting factor, which is usually small in 

order to ensure minimization of the control allocation.  By selecting the starting point as 

the one with minimal 2L  norm, the second term in (5.17) is already minimized at the 

beginning of the iteration.  However, it is not to say that this selection of starting point 

will give less iterations. 

When to terminate the AFP iteration is a tradeoff between computational efforts 

(number of iterations in this case) and control allocation accuracy as described in Chapter 
4.  Simulation tests show that terminating the AFP iteration when 351 −≤−+ eUU t

k
t
k can 



 128 

produce satisfactory control performance with manageable computational effort for real-

time control system.   

5.4.2 Comparisons for Braking through a Split-μ Maneuver 

In this sub-section, we will use an adverse driving scenario: hard braking through 

a split-μ surface, as a case study to show the performance of the control allocation with 

different termination tolerances.   

As shown in Figure 5.9, the vehicle is traveling at 140 km/h and starts braking 

with a deceleration -5 m/s2 (~-0.5 g).  The friction coefficient at all tires is initially 0.9.  

The friction coefficient on the right side drops to 0.3, and becomes 0.9 again after 50m.  

This simulates the case of braking through an icy spot on the right side of the vehicle 

while left side is dry concrete surface. 

 

 

Figure 5.9 Hard braking through a split-μ surface. 

Three different CVDC systems are compared with different control allocation 
methods.  The “CVDC: 5e-3” means the CVDC with 351 −≤−+ eUU t

k
t
k  for AFP CA.  

The “CVDC: 5e-4” denotes the CVDC with 451 −≤−+ eUU t
k

t
k  for AFP CA.  The 

“CVDC: M” represents the CVDC using the standard quadratic programming function 

(active-set algorithm) in Matlab.  Notice that other than the control allocation, the higher-

level controller and lower-level controller (will be described in Chapter 6) for these three 

CVDC systems are exactly the same.  As shown in Figure 5.10, all the three CVDC 

systems exhibit similar performance in terms of stable yaw motion and desired 



 129 

longitudinal deceleration, which are much improved than those of conventional vehicle 

control systems as will be compared in Chapter 7. 

 

Figure 5.10 Comparisons of different CA schemes for coordinated VDC. 

The number of iterations required for the three different control allocation 

methods are shown in Figure 5.11.  The numbers of iterations for “CVDC: 5e-3” are less 

than 15 for the whole simulation, which are lower than the case of “CVDC: M” and much 

lower than those of “CVDC: 5e-4”.  Notice that computational effort (flops) of each 

iteration for the quadratic programming used in Matlab is much more intense than the 

fixed-point methods.  The small numbers of iterations and low computational effort 

(flops) associated with each iteration of the AFP make it real-time adaptable.  While 

reducing the AFP allocation tolerance increases the computational effort (more 
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iterations), it did not show any benefit in terms of system responses.  This is because the 

difference in control allocation error is compensated for by the robustness of the higher-

level controller.   

Figure 5.11 also shows the desired and achieved virtual controls (generalized 

forces/moment).  At the split- µ surface, the virtual controls are not attainable due to low 

friction, and therefore, low tire force.  For different CVDC systems, both virtual controls 

and achieved controls are slightly different because of the interaction between higher-

level controller and system. 

 

Figure 5.11 Comparisons of numbers of iterations and desired / actual virtual controls. 
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The allocated tire longitudinal slip and lateral slip angle values for the four tires 

(FL, FR, RL, RR) are compared in Figure 5.12 and Figure 5.13 respectively for the above 

three control allocation schemes.  Note for comparison of different control allocation 

schemes, the slip and slip angle values are from the control allocation modules rather 

than the actual ones.  These desired slip and slip angle values are the reference signals for 

the lower-level tire slip and slip angle tracking controllers as will be presented in Chapter 

6. 

 

Figure 5.12 Comparisons of the allocated tire longitudinal slips.  

As shown in Figure 5.12, the allocated slip values for AFP with different 

termination tolerances (5e-3 and 5e-4) are similar and gradual.  However, they are 
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considerably different from the ones generated by the quadratic programming algorithm 

(active-set) in Matlab, which vary greatly especially at the split-μ surface.  Similar 

phenomenon for the active-set CA method is also observed in [Petersen and Bodson, 

2006].  For control performance point of view, smoothness of the AFP is more favorable.  

In Figure 5.13, similar characteristics are noticed for the slip angle case. 

 

Figure 5.13 Comparisons of the allocated tire lateral slip angles. 

5.5 SUMMARY 

In this chapter, a vehicle dynamics control allocation scheme has been designed 

that takes into account vehicle states and tire-road friction coefficient.  Instead of tire 

longitudinal / lateral forces, allocation targets tire slip and slip angle at each tire.  This 

approach converts the nonlinearly coupled constraints to independent linear constraints, 
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which makes the realization possible by greatly reducing the computational complexity 

and burden.   

The real-time adaptable, computationally efficient accelerated fixed-point control 

allocation method developed in Chapter 4 is employed for coordinated vehicle dynamics 

control.  Simulation results of the coordinated VDC using the proposed control allocation 

scheme shows obvious benefits in vehicle response as well as in computational effort. 

In the next chapter, we will describe the lower-level tire slip and slip angle 

tracking control to actually achieve the desired tire slips and slip angles dictated by the 

control allocation. 
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Chapter 6: Combined Tire Slip and Slip Angle Tracking Control 

In Chapter 5, we explained that for coordinated ground vehicle dynamic control 

systems, it is more appropriate to allocate the generalized virtual controls to slip and slip 

angle of each tire rather than directly to tire forces.  Thus, it is requisite to have a 

combined tire slip and slip angle tracking controller (lower-level controller in Figure 3.6) 

to make each tire achieve the desired slip and slip angle.  Here, the desired tire slips and 

slip angles are dictated by the control allocation.  The lower-level controllers manipulate 

corresponding driving/braking/steering actions to achieve the desired values.  As the 

vehicle systems continuously develop, individual wheel driving/braking/steering control 

is possible through the advanced sub-systems such as brake-by-wire, torque-vectoring, 

steer-by-wire, and hybrid/fuel cell vehicles.  With each tire running at its corresponding 

desired slip and slip angle, and therefore, the longitudinal and lateral forces, the resultant 

forces and moment acting on vehicle’s C.G. will be as desired to control the vehicle 

motions / states.  This chapter describes the design of this controller [Wang and Longoria, 

2006b]. 

Several tire slip control methods have been developed in literature for different 

application purposes.  Solyom and Rantzer [Solyom and Rantzer, 2003] studied an ABS 

controller to regulate tire longitudinal slip at a fixed value.  In [Patil et al., 2003], the 

authors developed an ABS control system to regulate tire longitudinal slip at a desired 

value and tested using a scaled vehicle.  In [Johansen et al., 2003], a vehicle speed based 

gain-scheduled control system is developed for tire longitudinal slip tracking in an anti-

lock braking application.  In this work, all the four tires are assumed to have identical slip 

and zero lateral slip angle.  The system thus virtually becomes one single tire.  These 

approaches are not applicable for the coordinated VDC systems in which individual tires 
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will exercise different slips and slip angles according to their own control effectiveness 

determined by vehicle body dynamics and environmental factors.  In [Taheri and Law, 

1990], the authors describe a combined fixed slip regulation and four wheel steering 

control system based on a bicycle model.  Slip is used to control vehicle longitudinal 

motion, and four-wheel steering is used to control yaw motion.  Venkataraman and 

Waldron proposed an active steering / braking control for individual wheel to improve 

the vehicle maneuverability based on a linearized vehicle model [Venkataraman and 

Waldron, 1993].  Constant tire cornering stiffness and constant friction coefficient are 

assumed in this study. 

However, simultaneous tire slip and slip angle tracking control has rarely been 

reported in literature.  When approaching the limits, tire forces are particularly dependent 

on the coupling effects of slip and slip angle.  In order to achieve coordination among all 

the tires and best possible performance, each tire needs to simultaneously track its own 

desired slip and slip angle dictated by the control allocation algorithm. 

6.1 SYSTEM MODELING 

Tire longitudinal slip and lateral slip angle tracking control is realized by 

manipulating the driving/braking/steering torques of each wheel individually.  In this 

section, we present the dynamic models of those actuation sub-systems for control design 

purposes. 

6.1.1 Steer-by-Wire Dynamics 

Steer-by-wire systems have been developed by several manufactures and used on 

production vehicles [Oh et al., 2004], [Cesiel et al., 2006].  Steer-by-wire replaces the 

steering column with a fault-tolerant controller and motor that connects to the wheel 

steering rack.  Besides its benefits on vehicle design, safety, and fuel economy, it also 
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greatly increases the control freedom.  The dynamics can be approximately modeled as a 

second-order system [Yih et al., 2004], [Heinzl et al., 2002], 

wziziiwziiwzi TMbJ =++ δδ &&& , (6.1) 

where wziJ is the rotational moment of inertia about the wheel’s Z axis, wzib  is the 

damping, wziT  is applied actuation torque from the motor, ziM  is the tire self-aligning 

moment from the ground, and iδ  is the steering angle of the road wheel.  Any steering 

induced by suspension kinematics and compliance is not modeled here, although these 

effects are present in the CarSim® model used to evaluate the control system.  The 

dynamics of all tires are assumed to have the same model form, so a controller designed 

for one can be applied to all other wheels.  Specifically, let iix δ=1  and iix δ&=2 , and 

steering system dynamics for the ith tire is expressed as, 
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where )(⋅zif denotes tire self-aligning moment as described in the Magic Formula tire 

model (2.12). 

6.1.2 Wheel Longitudinal Slip Dynamics 

The rotational motion of the wheel during acceleration and deceleration (about its 

Y axis) is determined by the longitudinal force from the ground and driving/braking 

torque applied to the wheel.  These dynamics are approximated by, 

xiiwyiwyiwyi FRTJ −=ω& ,  (6.3) 

where wyiJ is the rotational moment of inertia of the wheel, wyiT  is the torque (driving or 

braking) applied to the wheel about its Y axis, and xiF is the tire longitudinal force from 

ground.  The effect of rolling resistance is ignored here. 

The derivative of the slip can be found from (2.4) as, 
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Notice that the term xiV& is the derivative of the longitudinal velocity at center of each 

wheel and involves the dynamics of vehicle body motions such as longitudinal velocity, 

lateral velocity, and yaw rate.  Combining (6.3) and (6.4) provides an equation for the 

dynamics of the tire longitudinal slip as, 
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where )(⋅xif  denotes tire longitudinal force as described in the Magic Formula tire model 

(2.12).  With ii sx =3 , (6.2), and (6.5), the system can be rewritten as, 
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Notice that when 0→xiV , the open loop slip dynamics will be infinitely fast.  

Thus, the slip controller should be disabled at low speed, which is common in practice for 

vehicle control systems [Johansen et al., 2003].  Grouping (6.2) and (6.6) yields a 

MIMO dynamic system in state space form as, 
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where, ),( ξδα α iii f=  represents the slip angle calculated from (3.81) with ],,[ zyx VV Ω=ξ .  

[ ]T
iii xxy 31= is the output vector and [ ]Twyiwzii TTu = is the input vector. 

6.2 CONTROL SYSTEM DESIGN 

The goal of the combined tire slip and slip angle tracking control is to manipulate 

the driving/braking/steering actuation of wheel to track the desired tire slip and slip angle 
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values dictated by control allocation.  Vehicle body states such as xV , yV , and zΩ  are 

considered as exogenous signals rather than states at this controller level, in order to 

isolate the control tasks.  This will become more clearly in a later sub-section. 

As mentioned before, there are parametric uncertainties and un-modeled 

dynamics in the MIMO nonlinear system described in (6.7), arising from rolling 

resistance, aerodynamics, etc.  Therefore, a sliding mode control (SMC) approach is used 

to design a control system for its robustness.   

6.2.1 Relative Degree and Zero Dynamics 

It can be shown that for the ii xy 11 =  channel, the relative degree is 2 and for the 

ii xy 32 = channel, the relative degree is 1; hence, 

iiiigiifi xuxhLxhLy 211
)1(

1 )()( =⋅+= , (6.8) 
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Equations (6.9) and (6.10) can be rewritten as, 
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For 0≠xiV , the matrix 
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 is invertible, so this MIMO system has a vector 

relative degree as ( )T12 .  Then, as the total number of coordinates is equal to the 
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number of system states, there should be no zero dynamics involved within the tire slip / 

slip angle control system. 

6.2.2 Robust Sliding Mode Controller Design 

To achieve the slip and slip angle tracking purposes, define the sliding surfaces 

for the steering angle as, 

)(~~~)( 11111111111 idiiidiiiiiii xxPxxxPxxP
dt
d

−+−=+=+=Ω &&& , (6.12) 

where, idii xxx 111
~ −=  is the error between actual steering angle and desired steering angle, 

which can be obtained from (3.81) once the desired tire slip angle is specified, and iP1  is a 

positive number determining the dynamics of the surface.   

)sgn()( 11111121 iiidiiidii KxxPxx Ω−=−+−=Ω &&&&&& . (6.13) 

The attractiveness for sliding surface i1Ω is apparent as there are no exogenous 

signals and selection of the gain iK1 is trivial based on the bounded parametric variations.  

With (6.7), the appropriate control law for steering angle can be derived as, 
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However, for the slip control law, tire center longitudinal speed xiV  and especially 

its derivative xiV& , which is difficult to measure, need to be treated as time-varying 

exogenous signals.  Otherwise, vehicle body motions will have to be involved because in 

(6.10) xiV  is a function of vehicle C.G.’s longitudinal velocity, lateral velocity and yaw 

rate described in (6.15a-d).  This would make the system too complicated and place 

obstacles on the design of coordinated control systems.   

flfyflsxxfl lVlVV δψδψ sin)(cos)( && ++−= , (6.15a) 

frfyfrsxxfr lVlVV δψδψ sin)(cos)( && +++= , (6.15b) 

rlryrlsxxrl lVlVV δψδψ sin)(cos)( && −+−= , (6.15c) 

rrryrrsxxrr lVlVV δψδψ sin)(cos)( && −++= . (6.15d) 
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In such a case, the control gain needs to be chosen sufficiently large to ensure the 

sliding surface is attractive with presence of the exogenous signals, but not too large in 

order to alleviate chattering effects.  As described in Chapter 3, chattering effects could 

be reduced by introducing the continuous approximation of the switching function in the 

SMC control law.  However, continuous approximation causes bounded steady-state 

tracking error.  Instead of converging to the origin, the tracking error will converge to a 

neighborhood of the origin whose size is )(Φο  with Φ  being the thickness of the 

boundary layer [Seshagiri and Khalil, 2002].  The steady-state tracking error can be 

eliminated by introducing integral actions in sliding surface [Seshagiri and Khalil, 2002], 

[Mantz et al., 1999], [Cheng and Miu, 1999].  In this particular case, since we treat xiV  

and its derivative xiV& as exogenous signals, the control gain has to be sufficiently large.  It 

then increases the tendency of chattering.  Thus, continuous approximation and integral 

action will be both necessary and appropriate in order to avoid chattering as well as 

ensure sufficient tracking accuracy. 

The tracking error can be defined as, 

idii xxe 333 −= , (6.16) 

where idx3  is the desired slip.  The integral action can be introduced by augmenting the 

system with a new state whose dynamics is, 

ii e33 =ρ& . (6.17) 

The sliding surface for the slip can be defined as, 

iiiiiiidiii PxxP 3232323322 )( ρλρρλ +=+−=Ω & , (6.18) 

where iP2  and i2λ  are positive numbers.  The attractive equations are then obtained by 

differentiating the sliding surfaces, 

)sgn()( 22323322 iiiiidiii KexxP Ω−=+−=Ω λ&&& . (6.19) 
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Take the nominal wheel center longitudinal speed as the geometric mean of its 

bounds, 0>= xwuxwlxw VVV .  xwlV  and xwuV  are the lower bound and upper bound of the 

wheel center longitudinal speed for vehicle dynamics control and xwuxixwl VVV ≤≤<0 .  

xwlV  is determined by the minimum vehicle speed for VDC being active and xwuV is 

determined by the maximal vehicle speed, which is physically limited.  Set the nominal 

wheel center longitudinal acceleration as xwV& .   

The appropriate control law for the surface i2Ω can be derived as, 
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Consider the Lyapunov function candidate,  
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In order to achieve iiiV 222 Ω−≤ η&  for asymptotical stability, it is required that 
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for all the time.  Let, 
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xwlxwuwv VV=β , (6.24) 

and 

0=xwV& . (6.25) 

Then we have, 
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Here, gVxi ≤& is physically upper bounded with g  being the acceleration due to 

gravity.  idx3&  is the rate of the desired tire slip which is dictated by the control allocation 

algorithm incorporating rate limits as discussed in Chapter 5.  Assume imi ee 33 ≤ .  So,  

[ ]maxmin3 ,max rrrx mid =≤& . (6.28) 

Then from the right side of (6.23), 
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Thus, the control gain can be selected as 
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Ω=& , whenever 02 ≠Ω i .  So the surface i2Ω will be 

attractive, which means i2Ω  is asymptotically stable.  In other words, 

032322 →+=Ω iiiii P ρλρ& as ∞→t .  From the Final-Value Theorem, we can have 

0, 33 →ii ρρ&  as ∞→t , and thus 03 →ie  as ∞→t .  Subsequently, the tracking 

objectives are fulfilled. 
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Practical implementation of the control laws that involve )sgn( 2,1 iiΩ  might be 

problematic because the controller would need infinitely-fast switching around 02,1 =Ω ii , 

which may cause chattering.  To avoid this, )sgn(⋅  function can be replaced by an 

approximation such as a saturation function [Slotine and Li, 1991], 
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where ii 2,1Φ  are the boundary layer thicknesses around the sliding surface ii 2,1Ω .  This 

continuous approximation can smooth out the control discontinuity.  The saturation 

function is defined as, 
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The selection of the sizes of the boundary layers ii 2,1Φ  is a tradeoff between 

reducing chattering effect and increasing residual steady-state error.  With the integral 

action being introduced in the sliding surface, the residual tracking error will diminish.  

As 0=xwV& , the modified control laws are,  
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where, the wziT  and wyiT  are actuation torques (from current-controlled electric motors).  

The vehicle body motion-free control laws can improve system immunity to 

measurement noise as well. 

It can be noted that xiV  is indeed calculable from measured vehicle longitudinal 

speed, lateral speed, and yaw rate along with vehicle dimension parameters, and could be 
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directly utilized in the control law.  However, xiV&  needs to be treated as an unknown 

exogenous signal in order to avoid the involvement of the vehicle body dynamics in this 

lever of control. 

6.3 PERFORMANCE EVALUATION 

In this section, the simulation evaluation of the control system described above is 

presented.  A commercial vehicle dynamics simulation package, CarSim®, is used to 

provide a virtual test platform of a passenger car.  The models in CarSim® are much more 

complete and complex than those used for control design.  Thus, their use provides a 

realistic test platform for evaluating the robustness of the controller w.r.t. un-modeled 

dynamics and parametric uncertainties.  Figure 6.1 shows the overall structure for the 

simulation studies of the coordinated VDC system.  A combined tire slip and slip angle 

tracking controller described above is dedicated for each tire.  The AFP control allocation 

developed in Chapter 4 and Chapter 5 are utilized in the simulations. 

 

Figure 6.1 The overall simulation diagram for the coordinated VDC system 
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Two adverse driving scenarios are considered.  One is a braking during high-

speed double lane-changing on a slippery road surface and another is a hard braking 

through a split-μ surface maneuver.  In these two situations, utilizing both tire 

longitudinal and lateral forces is desirable. 

6.3.1 Braking during High-Speed Double Lane-Changing on a Slippery Road 

A braking during high-speed emergency double lane-changing scenario is 

considered.  High-speed double lane-changing is a common test to evaluate vehicle 

handling performance.  The test is usually done at constant vehicle longitudinal speed.  

Here we introduce braking to this test maneuver to make tires experience both slip and 

slip angle.  To increase the challenge for control systems, the road friction coefficient is 

set as 0.4, which is analogous to a slippery hard snow surface.  Vehicle initial speed is 

110 km/h.  The double lane-changing steering command starts at 1 second with a 

deceleration demand for about -0.2 g.  Figure 6.2 illustrates the situation. 

 

 

Figure 6.2 Braking during a high-speed DLC on a slippery surface. 

The vehicle planar motion responses (longitudinal speed, lateral speed, and yaw 

rate) are compared with the corresponding desired values in Figure 6.3.  As one can see, 

despite the un-modeled dynamics, the system shows very good tracking performance 

during this very adverse maneuver.  As will be shown in Chapter 7, the CVDC system 
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control performance is much better compared with those of the existing vehicle control 

systems such as 2-wheel steering (2WS) and 4-wheel steering (4WS). 

 

Figure 6.3 Vehicle planar motion responses during the double lane-changing with 
braking on a slippery surface. 

Tire desired tire slips from control allocation and the actual slips for the four 

wheels during the maneuver are compared in Figure 6.4.  As we can see from it, the 

lower-level controllers can make the slips of all the wheels track their desired values 

well. 
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Figure 6.4 Comparisons of the tire desired slips and actual ones during the double lane-
changing with braking on a slippery surface. 

Similarly, desired tire slip angles from control allocation and the actual slip angles 

for the four wheels during the maneuver are compared in Figure 6.5.  The lower-level 

controllers can make the slip angles of all the wheels track their desired values well.  It is 

interesting to note that in this maneuver, the slip angles of all the four tires were saturated 

at about 3.5 deg due to low friction coefficient of the road.  The tire longitudinal forces 

then provide assistance for the yaw motion control as shown in the following figure.   
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Figure 6.5 Comparisons of the tire desired slip angles and actual ones during the 
double lane-changing with braking on a slippery surface. 

The applied braking torque, driving torque, and steering torque during the 

maneuver for each wheel are shown in Figure 6.6.  Note that during this adverse driving 

condition, the front-left wheel experiences driving torque (as shown in the dashed green 

line) while other three wheels perform braking.   This increases system control capability 

on the vehicle yaw motion when the tire lateral forces are saturated.  This kind of feature 

can be realized on hybrid/fuel cell vehicles where individual wheel driving/braking is 

possible. 
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Figure 6.6 Braking, driving, and steering torques for each wheel during the double 
lane-changing with braking on a slippery surface. 

Figure 6.7 shows the comparisons of the slips of right-left tire for the cases with 

and without integral action in the sliding surface i2Ω .  The blue dashed line is the desired 

tire slip, solid green line is the actual tire slip for the controller with integral action, and 

dotted red line is the actual tire slip for the controller without integral action ( 02 =iλ ).  It 

is clear that the integral action helps to reduce the steady-state tracking error and ensure 

asymptotic stability (the solid green line converges to the desired value at steady-state 

while the dotted red line does not). 

Driving 
torque 
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Figure 6.7 Illustration of the effectiveness of the integral action. 

6.3.2 Hard Braking through a Split-μ Surface 

A hard braking maneuver through a split-μ surface is considered, similar to the 

case study in Chapter 5.  This is analogous to braking through an icy spot on the right 

side, while the left is on a dry concrete surface.    The road surface friction coefficient is 

0.9 at the beginning, suddenly drops on the right side of the vehicle to 0.3 between 50 m 

to 100 m, and then back to 0.9.  The friction coefficient on the left side is constant at 0.9 

at all times.  The test vehicle initial speed is at 140 km/h, and a hard braking command 

(about -0.5 g) is issued at 0 second and the vehicle passes through the split-μ surface. 

Figure 6.8 shows the vehicle planar motions compared against their 

corresponding desired values.  For the vehicle longitudinal motion, the system can track 
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the desired one very well.  During the friction changing boundaries, vehicle lateral and 

yaw motions exhibit some small derivation from the desired values due to the abrupt 

external disturbance.  However, as will be shown in Chapter 7, the CVDC system control 

performance is significantly improved compared with those of the existing vehicle 

control systems such as ABS and DYC. 

 

Figure 6.8 The vehicle motions of the three different vehicles during the hard braking 
through a split-µ surface. 
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Figure 6.9 and Figure 6.10 show the desired and actual slip angle and slip for the 

front left and front right tire which travels through the low friction surface, respectively.  

In the upper rows of the two figures, the tire-road friction coefficient is also plotted 

against time.  The front-left tire travels on the constant friction and the front-right tire 

experiences the friction variation.  The applied braking torques and steering torques are 

also shown in the corresponding figures.   
  

 

Figure 6.9 The actuation of the front-left tire for the coordinated VDC during the hard 
braking through a split-µ surface. 
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The tracking controller can make the actual slip and slip angle track the desired 

ones well.  Notice that the slip and slip angle experience relatively big errors at the 

boundaries of the split-μ surface, which is due to the abrupt change of the friction 

coefficient.  Since the overall system is in a closed-loop fashion, the effects of these short 

duration errors on the system performance will not be noticeable. 

 

Figure 6.10 The actuation of the front-right tire for the coordinated VDC during the hard 
braking through a split-µ surface. 
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6.4 SUMMARY 

As tire slips and slip angles are treated as the actuation in this coordinated vehicle 

dynamics control system, effective tire slip and slip angle tracking control is very critical.  

A combined tire slip and slip angle tracking control system has been described in this 

chapter.  The system is indispensable for advanced coordinated vehicle dynamics control 

where both tire longitudinal and lateral forces need to be simultaneously utilized to 

achieve desired vehicle motions.  A MIMO robust sliding mode control approach is 

employed for the system while vehicle body states are treated as exogenous signals to 

isolate and simplify the control design tasks as well as enable coordinated control.  

Integral action is introduced in the sliding surface to reduce residual tracking error caused 

by continuous approximation of the switching function.  The controller manipulates the 

wheel steering/driving/braking torques to make tire slips and slip angles track the values 

dictated by the control allocation algorithm.  Simulation results based on a complete and 

complex commercial vehicle simulation package have been used to demonstrate the 

performance of the control system under adverse driving conditions. 

The system developed in this chapter is useful not only for the CVDC presented 

in this dissertation but also for other advanced control systems in autonomous and non-

autonomous vehicles. 
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Chapter 7: Overall System Analysis and Evaluation 

In the previous chapters, we have described the critical elements of the entire 

CVDC system.  In this chapter we present some minor aspects of the system such as 

overall stability analysis, reference models, and modification of the higher-level yaw 

motion controller.  The main emphasis is put on the evaluation of the system performance 

by comparing with existing vehicle dynamics control systems under various adverse 

driving conditions. 

7.1 OVERALL SYSTEM STABILITY ANALYSIS 

It is worth to point out that the desired virtual control specified by the higher-level 

control laws may not be exactly met due to control allocation error tolerance and lower-

level controller tracking errors.  The actual generalized control can be written as, 

iiai vvv δ+= ,         for 3,2,1=i , (7.1) 

where ivδ are bounded errors between the desired generalized controls and the 

corresponding actual ones.  However, as will be shown below, it turns out that these 

effects act on the overall system as disturbances and can be tolerated by the robustness of 

the higher-level controller provided that there are sufficient actuation potentials.  For 

instance, consider the longitudinal motion control law.  For the derivative of the SMC 

Lyapunov function 1V&  (3.91), if we substitute (7.1) in to it, we can get, 
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We notice that (7.2) is the same as the original derivative (3.93) except one 

additional term 
M
v1δ , which is associated with the error of the generalized control.  Its 

effect on the system is the same as the disturbance 1w .  If there are sufficient actuation 

potentials (i.e. actuation is not saturated), a sufficiently large 1K can overwhelm the effect 
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of 1vδ and ensure the asymptotical stability of the sliding surface.  The stability of the 

other two surfaces can be shown in the similar manner. 

7.2 REFERENCE MODELS 

The reference models in the structure of the CVDC presented in Chapter 3 

provide the desired vehicle longitudinal speed, lateral speed, and yaw rate by interpreting 

driver intentions based on the accelerator/braking pedal positions and hand steering 

wheel input.  For the desired yaw rate reference model, we use a model suggested in 

[Horiuchi et al., 1999] as below, 
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= , rk is the gain of the reference model, ak is the stability factor, 

l is the vehicle wheelbase, and GR is the gear ratio of the front steering mechanism 

linkage.  rτ and dτ are time constants. 

The reference model for the desired longitudinal speed can be simply described 

as, 
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t
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0

0 , (7.4) 

where 0xV is the initial vehicle longitudinal speed at time 0t , xdfa is the desired 

longitudinal acceleration (or deceleration) after a low-pass filter, which can be obtained 

by, 
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where au and bu are the driver’s accelerator pedal and brake pedal inputs.  Monotonic 

functions af  and bf  are used to convert the pedal inputs to desired acceleration or 

deceleration.  In this project, we simply used two linear functions.  aτ  is the time constant 
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for the filter.  Of course, there are some physical limits on the maximum acceleration and 

deceleration considered in the corresponding functions. 

The desired vehicle lateral speed can be obtained based on a steady-state bicycle 

model as [Wong, 2001], 
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where fl and rl are distances from the vehicle center of gravity to the front and rear axles, 

0rC  is the constant cornering stiffness, and yτ is the time constant for the low-pass filter. 

Here, the reference models we used are the common ones, other different 

reference models can be adapted into the system as well. 

7.3 MODIFICATION OF THE HIGHER-LEVEL YAW MOTION CONTROLLER 

As mentioned in Chapter 3, yaw rate is the only control objective for vehicle yaw 

motion in the originally proposed higher-level controller.  Since there is no damping 

factor in the yaw rate controller as shown in Chapter 3, chattering effect can easily be 

triggered.  The induced actual yaw rate error could lead to offset on the vehicle yaw angle 

(integration of the yaw rate) and cause vehicle heading deviation.  For example, Figure 

7.1 below shows the test results of a double lane-changing maneuver at 120 km/h using 

the original higher-level yaw motion controller described in Chapter 3.  As one can 

clearly see, the accumulated yaw rate error causes offset of yaw angle and deviation of 

the vehicle heading during the maneuver, which are highly undesirable. 
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Figure 7.1 Performance of the yaw motion controller without yaw angle control 

To mitigate this effect and ensure desired vehicle heading, we added the yaw 

angle control effort in conjunction with the yaw rate control.  This is done by augmenting 

the system with a new state, yaw angle as 

34

333
1

xx

wv
I

x
z

=

+=

&

&
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where, zx Ω=3 is the vehicle yaw rate as before, zx Φ=4 is the vehicle yaw angle, 

zdMv =3  is the generalized yaw moment, and 3w is the disturbance.  It then becomes a 

double-integrator-like system.  Sliding mode control can be applied for this system by 

defining a new sliding surface as, 
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)()( 443333 dd xxxxS −+−= λ , (7.8) 

where dx3 is the desired yaw rate from the reference model as usual and dx4 is the desired 

yaw angle which is obtained by integrating dx3 over time.  Resetting of dx4 could be 

conducted at normal driving conditions such as straight cruising etc.  03 >λ is the 

parameter used to determine the dynamics of the sliding surface.  The derivative of the 

surface is, 

dd
z

dd xxxwv
I

xxxxS 33333334343333
1 λλλλ −+−+=−+−= &&&&&& . (7.9) 

The control law can be derived in a similar way with continuous approximation as 

presented in Chapter 3 as, 

[ ])( 3333333333 Φ−+−+−== SsatKxxxwIMv ddzzd λλ& , (7.10) 

which can guarantee the attractiveness of the surface.  This modified control law was 

implemented and tested at the same high-speed double lane-changing maneuver to verify 

its effectiveness.  Figure 7.2 below shows the results.  Compared with the previous 

results, both yaw rate and yaw angle control performances are significantly improved.  

The introduction of the integral element in the sliding surface greatly reduces the 

chattering effect.  As the yaw angle is included in the closed-loop, its behavior is well 

controlled, which in turn gives us desired vehicle heading and trajectory as shown in the 

second row in Figure 7.2. 

It should be noted that this modified higher-level controller has been used for the 

tests results presented in Chapter 5 and Chapter 6.  Those results also demonstrated the 

good performance of the controller, and here we specifically show the performance 

difference. 
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Figure 7.2 The performance of the yaw motion controller with yaw angle control. 

7.4 OVERALL SYSTEM PERFORMANCE EVALUATION 

In this section, we evaluate the performance of the CVDC by comparing with the 

existing vehicle control systems under various adverse driving conditions.  From the 

vehicle dynamics control system point of view, the difference between the desired 

reference signals and the actual system state outputs are of great interest.  It is referred to 

as closed-loop performance here and denoted se  as shown in Figure 7.3.  We will use this 

se to quantify the performance differences among different vehicle control systems. 



 161 

 

Figure 7.3 Closed-loop system performance measure with control allocation 

In this evaluation study, the CarSim® vehicle dynamics simulation package is 

used to provide a full-vehicle test platform model.  CarSim® is a commercial vehicle 

multi-body dynamics simulation software package which models the dynamics of the 

vehicle using the most significant components.  It is claimed that validation testing has 

shown that CarSim® produces the same kinds of outputs that are measured in physical 

tests involving instrumented vehicles with respect to control inputs and environment 

(road and wind) [CarSim User Manual, 2003].  The CarSim® model is much more 

complex and complete than the simplified model used for control design, and therefore 

provides a realistic test platform to evaluate the robustness of the controller with respect 

to un-modeled dynamics and parameter variations. 

When comparing the performances of different vehicle control systems, identical 

driver inputs are used to keep the driver effects outside the loop for objective comparison 

among different systems.   

7.4.1 Hard Braking through a Split-μ Surface 

In this sub-section, a hard braking maneuver through a split-μ surface is 

considered, similar to the case study in Chapter 5.  This is analogous to braking through 

an icy spot on the right side, while the left is on a dry concrete surface.    The road 
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surface friction coefficient is 0.9 at the beginning, drops on the right side of the vehicle to 

0.3 between 50 m to 100 m, and then back to 0.9.  The friction coefficient on the left side 

is constant at 0.9 at all times.  The test vehicle initial speed is set as 140 km/h, and a hard 

braking command (about -0.5 g) is issued at 0 second and the vehicle passes through the 

split-μ surface. 

Three different vehicle control systems are compared in this test: ABS, direct 

yaw-moment control (DYC), and CVDC.  To provide a good comparison among these 

systems, the driver is not involved in the loop, the hand steering wheel is kept at the rest 

position, and identical deceleration demand is used for all three cases.  A typical ABS 

control strategy, which releases the braking pressure of a wheel when its slip is higher 

than a preset threshold value, is used for the ABS car.  In the DYC car, a proportional-

integral (PI) controller is used (in addition to ABS controller) to offset the applied 

braking pressures of the wheels at the left and right sides in order to control the vehicle 

yaw rate.  The coordinated VDC system refers to the one described in this dissertation. 

 The “ABS” car tries to meet the deceleration demand even at the split-μ surface 

but without steering compensation.  Due to the road friction difference, more braking 

force will be generated on the left side than the right side, which creates a yaw moment 

that can cause unstable vehicle motion.  For the “DYC” car, the left side braking force is 

intentionally reduced to match that of the right side in order to reduce undesired yaw 

moment.  However, this may sacrifice the longitudinal deceleration demand.  In the 

“CVDC”, the tire longitudinal and lateral forces are coordinated in a unified fashion to 

meet the desired longitudinal velocity, lateral velocity, and yaw rate simultaneously.  At 

the split-μ surface, slip values on the right side tires are reduced and the slip values on the 

left side tires are increased to meet the deceleration demand.  The four wheels are 

automatically steered to help maintaining the desired yaw motion in the presence of the 
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yaw moment generated by the differential braking.  Figure 7.4 shows the global 

trajectories and planar motions for these three systems in this test.  As indicated, the 

“ABS” vehicle loses stability and goes off the track while the “DYC” performs better in 

terms of reduced deviation from the track.  The “CVDC” system yields the smallest 

deviation from the track and the best yaw motion. 

 

Figure 7.4 The global trajectories and planar motions of the three different vehicles 
during hard braking through a split-µ surface maneuver. 

On the other hand, from the deceleration point of view, the “DYC” system cannot 

satisfy the deceleration demand of the driver on the split-μ surface, which can be seen 
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from both figures in the upper row of Figure 7.4 as the traveled distance is longer and 

longitudinal speeds are higher than for “CVDC”.  Performance is significantly improved 

by the “CVDC” system, which optimally utilizes all the tire forces. 

Quantitatively, the performances of the three different vehicle control system can 

be compared in terms of root-mean-square-error (RMSE) and peak error (PE) as 

summarized in Table 7.1. 

Table 7.1 Comparison of the system performances at hard braking through a split-μ 
surface 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

ABS 18.3524 44.6009 10.3595 26.8236 0.8922 1.7151 

DYC 1.3421 2.7588 0.1355 0.4813 0.0149 0.1172 

CVDC 0.0219 0.2710 0.0042 0.0294 0.0019 0.0211 

It is clear that the CVDC significantly improved the system performance 

compared with ABS and DYC at this case.   

It should be noted that in this maneuver, the tire-road friction coefficient is 

assumed known.  In practice, uncertainties can arise in the friction estimation that can 

affect the performance of CVDC.  Incorporating a means for dealing with this uncertainty 

is a topic of future work. 

7.4.2 High-Speed Double Lane-Changing 

Another example to evaluate the system is a high-speed double lane-changing 

maneuver.  This is a common vehicle testing used to emulate an emergency double lane-

changing to avoid an unexpected obstacle as illustrated in Figure 7.5. 
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Figure 7.5 High-speed double lane-changing scenario. 

In this scenario, the vehicles are initially traveling straight at 120 km/h constant 

speed and suddenly conduct an emergency double lane-changing maneuver within less 

than 5 seconds.  The road surface is dry concrete with tire-road friction coefficient as 0.9.   

Three vehicles with different control systems are compared.  The “2WS” is a 

regular vehicle with conventional mechanical front wheel steering.  The “4WS” is a 

vehicle equipped with four-wheel steering control system, which means its rear wheels 

can steer as well.  The “CVDC” is a vehicle with coordinated vehicle dynamics control 

developed in this dissertation.  The longitudinal motions of the “2WS” and “4WS” are 

controlled by the CarSim® built-in cruise controller for maintaining constant vehicle 

speed.  Identical hand-steering wheel signal is used for all the three vehicles.  Figure 7.6 

shows the global trajectories and planar motions of the three vehicles during the 

maneuver. 
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Figure 7.6 Global trajectories and planar motions of the three different vehicles during 
the high-speed double lane-changing maneuver. 

It is clear that for this adverse driving condition, the “2WS” vehicle cannot fulfill 

the tasks as its trajectory, lateral and yaw motions significantly deviated from the desired 

ones compared with the “4WS” and “CVDC”.  Also the heading of the “2WS” departed 

from the desired track after the maneuver.  This poor performance is mainly due to the 

lack of maneuverability for the front-wheel steering vehicle.  In contrast, the lateral and 

yaw responses of the “4WS” and “CVDC” are similar and much improved due to the 

enhanced steerability of the four-wheel steering system.  However, regarding the vehicle 

longitudinal motions, the CVDC vehicle can maintain its speed better than the other two 

thanks to the coordinated tire longitudinal and lateral control. 
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The quantified error comparisons are listed in the Table below. 

Table 7.2 Comparisons of the performances for the high-speed double lane-changing 
maneuver 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

2WS 0.0848 0.1654 0.6765 2.1736 0.0524 0.1346 

4WS 0.0460 0.1654 0.0729 0.1806 0.0056 0.0171 

CVDC 0.0348 0.0449 0.0096 0.0208 0.0028 0.0110 

Both 4WS and CVDC out-performed the 2WS vehicle on lateral and yaw 

motions.  The CVDC still shows the best performance of the three systems on every 

aspect.  As this test is mainly for lateral handling, the 4WS exhibits similar performance 

as that of CVDC.  In the next test, we conduct a more adverse maneuver: braking during 

a high-speed DLC on a very slippery surface where the tire lateral forces are saturated, to 

further show the superior performance of the CVDC. 

7.4.3 Braking during High-Speed Double Lane-Changing on a Slippery Road 

This maneuver is same as the one presented in Chapter 6.  A braking during high-

speed emergency double lane-changing (BDLC) scenario is considered.  Here we 

introduce braking to this test maneuver to make tires experience both slip and slip angle.  

To increase the challenge for control systems, the road friction coefficient is set as 0.4, 

which is analogous to a slippery hard snow surface.  Vehicle initial speed is 110 km/h.  

The double lane-changing steering command starts at 1 second with a deceleration 

demand for about -0.2 g.  As in the last case study, three different vehicle control systems 

are considered, namely 2WS, 4WS, and CVDC.  Identical driver’s inputs are used for all 
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the three test vehicles.  The global trajectories and planar motions of the three vehicles 

are compared in Figure 7.7. 

 

Figure 7.7 The global trajectories and planar motions of the three vehicles at BDLC 
maneuver on a slippery surface. 

For this maneuver, since the tire-road friction coefficient is very low and the 

vehicle tire’s lateral forces are saturated as shown in Figure 6.5, it is a very challenging 

test.  It is obvious that the 2WS cannot pass this test and loses stability.  The 4WS system 

can finish the test but there is considerable vehicle heading offset and the vehicle 

trajectory deviates from the desired track.  Of the three systems, CVDC shows the best 
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performance in terms of trajectory tracking and planar motion.  The quantitative 

comparisons are presented in the Table below. 

Table 7.3 Comparisons of the three systems for a BDLC on a slippery surface. 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

2WS 4.3331 18.8471 7.5676 17.9142 0.2903 0.5568 

4WS 0.0599 0.2037 0.2387 0.9417 0.0095 0.0401 

CVDC 0.0263 0.2066 0.0633 0.3896 0.0023 0.0229 

It is clear that CVDC shows the best lateral and yaw motion control performances 

for this very adverse driving condition.  The main reason is that the CVDC coordinately 

utilizes the available tire longitudinal forces to help controlling vehicle lateral and yaw 

motion when tire lateral forces are saturated. 

7.4.4 Maintain Stability in Cross Wind 

Maintaining vehicle lateral stability in cross wind is another test for vehicle 

dynamics control.  The vehicle is running straight at high speed and a strong cross wind 

is applied, which is analogous to passing by windy mountain gaps along the highway.  

The desired vehicle longitudinal speed is 120 km/h.  CarSim® has a built-in controller for 

cross wind test with 4WS system, which was used here to compare with the CVDC.  To 

show the effect of the cross wind, another CarSim® built-in 4WS system is used with 

disabled hand-wheel steering action.   

In the upper row of Figure 7.8, the cross wind speed is shown with time.  We used 

a pulse wind with 40 km/h to emulate passing through some gaps along the highway.  

The second row of Figure 7.8 shows the hand-wheel steering for the three test vehicles.  

The hand-wheel steering for CVDC and “4WS W/O Steering” are zero all the time, 
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which means the driver does not put effort to maintain the vehicle lateral motion.  The 

hand-wheel steering of the “4WS W/ Steering” is from the CarSim® built-in controller, 

which means the driver needs to execute the steering wheel in such a fashion in order to 

maintain the lateral motion in cross wind. 

 

Figure 7.8 Wind speed and the drivers’ hand-wheel steering during the test. 

The global trajectories and planar motions of the three test vehicles are compared 

in Figure 7.9.  As we can see, without steering the vehicle experiences considerable 

lateral deviation.  The “4WS W/ Steering” and CVDC can maintain the lateral stability 

while the lateral and yaw deviations of the CVDC are the smallest. 
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Figure 7.9 Global trajectories and planar motions of the three test vehicles during the 
cross-wind test scenario. 

The planar motion tracking errors of the three vehicles are listed in the table 

below.  It is clear that CVDC demonstrated the best stability performance.  It should be 

noted that CVDC achieved the lateral stability in cross wind without driver’s effort while 

considerable driver’s effort is required for the “4WS W/ Steering” system to attain a 

similar performance.  In reality, driver may be panic in this situation and may not be able 

to conduct the correct steering operation as shown in Figure 7.8, which may results in 

worsen vehicle behavior. 
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Table 7.4 Comparisons of the system performance for cross wind scenario 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

4WS W/O Steering 0.0573 0.1654 0.0626 0.1262 0.0040 0.0080 

4WS W/ Steering 0.0581 0.1654 0.0535 0.1116 0.0021 0.0055 

CVDC 0.0421 0.0499 0.0101 0.0211 0.0004 0.0031 

 

7.4.5 Reconfigurable Control 

As mentioned in Chapter 4, one of the advantages of using control allocation to 

resolve the actuation redundancy is that reconfigurable control can be easily achieved.  

More specifically, a diagonal actuation status matrix can be introduced into the control 

allocation to adjust the corresponding column of each actuation in the control 

effectiveness matrix as, 

SUBUB kka ),(),( 11 −− = φφ , (7.11) 

where, [ ]( ) pp
psssdiagS ×ℜ∈= L21  is the diagonal actuation status matrix with 

[ ] pisi ,,2,1,10 L=∈  representing the status of each actuation.  If an actuation fails, its 

status can be set as zero, which will automatically turn the corresponding column of 

),( 1−ka UB φ  to zero.  By doing that, the control allocation will not utilize this actuation 

and meanwhile leverage the control burdens to other remaining ones.  In the following 

two sub-sections, we demonstrate the reconfigurable control enabled by the CA for 

CVDC for two adverse driving conditions.  Comparisons with existing vehicle control 

systems are used to show the benefits. 
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7.4.5.1 Hard Braking with an Actuator Failure 

This test is for the situation where the braking actuator of the front-right (FR) 

wheel fails during a hard braking.  The vehicle initial speed is 140 km/h and a hard 

braking command (about -0.5 g) is issued at 0 second.  The hand-wheel is kept at rest 

position, and the driver’s intention is to keep traveling straight while decelerating.  The 

FR braking actuator of each test vehicle suddenly fails at 1.0 second, i.e. no braking 

torque can be applied on the FR wheel.  The tire-road friction coefficient is 0.9 for a dry 

concrete surface.  Figure 7.10 shows the global trajectories and planar motions of the 

three vehicles during the test. 

 

Figure 7.10 Global trajectories and planar motions of the three vehicles at straight line 
braking with a failed actuator. 
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Again, the ABS vehicle loses stability due to lack of yaw motion control even 

though its longitudinal motion is closer to the desired one than that of DYC.  DYC 

behaves better than ABS in terms of lateral and yaw motions.  However, we can note that 

its longitudinal motion was sacrificed and resulted in less deceleration and longer 

stopping distance (as shown in the first row of Figure 7.10), which may not be desirable 

in some emergency situations.  We can clearly see that the CVDC still exhibits the best 

performance of the three with the smallest deviation from the track and satisfied 

longitudinal deceleration.  Table 7.5 shows the errors of the three vehicles at this 

maneuver with a failed FR braking actuator.   

Table 7.5 Comparisons of the performance for the three vehicles during the maneuver 
with an actuator failure. 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

ABS 0.4768 1.2143 0.9588 2.1243 0.1184 0.1856 

DYC 1.4213 3.6267 0.0319 0.1102 0.0013 0.0319 

CVDC 0.0268 0.2710 0.0171 0.1878 0.0021 0.0447 

  CVDC achieved similar lateral and yaw motion control as the DYC with 

improved performance on the longitudinal motion. 

7.4.5.2 High-Speed Double Lane-Changing with an Actuator Failure 

This test is same as the one in sub-section 7.4.2 except that the rear-right (RR) 

steering actuators of all the test vehicles suddenly fail at 1.0 second, i.e. no steering angle 

can be exercised on the RR wheel.  The desired vehicle longitudinal speed is 120 km/h.  

We only compare the performances between 4WS and CVDC as the RR wheel of the 

2WS vehicle does not steer by nature.   
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Figure 7.11 shows the global trajectories and planar motions of these two vehicles 

during the maneuver.  Compared with the DLC without actuator failure presented in sub-

section 7.4.2, we note that the 4WS exhibit some vehicle trajectory deviation and heading 

offset due to the lose of RR wheel steering capability while CVDC can maintain on the 

desired track fairly well. 

 

Figure 7.11 Global trajectories and planar motions of the two vehicles at DLC maneuver 
with a failed actuator 

The planar motion tracking errors of the two vehicles are compared in Table 7.6.  

CVDC’s longitudinal and lateral motions control are much better than those of 4WS as 
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can be seen from Figure 7.11 as well.  In terms of yaw motion, 4WS and CVDC exhibit 

comparable responses. 

Table 7.6 Comparisons of the performance for the two vehicles during the maneuver 
with an actuator failure. 

xV  (m/s) yV  (m/s) 
zΩ  (rad/s) Measures 

Systems RMSE PE RMSE PE RMSE PE 

4WS 0.0482 0.1654 0.0981 0.2670 0.0052 0.0203 

CVDC 0.0352 0.0449 0.0113 0.0322 0.0051 0.0306 

 

 

Figure 7.12 Global trajectories and planar motions of the BDLC maneuver with friction 
as 0.3. 
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Note that in the above benchmarking test maneuvers, CVDC exibits superior 

performances compared with different existing vehicle control systems under various 

adverse driving conditions.  However, the operational envelop of CVDC is naturally 

limited by environmental conditions as well.  For instance, it was found that the CVDC 

could not maintain stability or follow the desired trajectory in testing braking during 

double lane-changing on a slippery surface (see Section 7.4.3) when tire-road friction 

coefficient is less than 0.3.  Figure 7.12 shows the CVDC vehicle global trajectory and 

planar motions during this maneuver.  Note that even though vehicle longitudinal 

velocity and yaw rate are met, vehicle lateral velocity demand was not fulfilled, which 

caused the deviation of the vehicle global trajectory from the desired path. 

7.5 SUMMARY 

In this chapter, we showed a simple analysis on the overall system stability.  

Reference models for CVDC are briefly described.  Yaw angle control is augmented to 

the original higher-level yaw control to reduce chattering effect, yaw angle offset and 

vehicle heading deviation.   

The CVDC system performance evaluation is presented by comparing with other 

existing vehicle control systems under various adverse driving conditions.  From the test 

results, we can draw the following conclusions. 

• The proposed CVDC can greatly expand the system operational envelope 

under adverse driving conditions by coordination of all the tire forces. 

• CVDC can greatly reduce driver work load especially under adverse driving 

condition where otherwise driver has to be much involved and the results may 

not be desirable depending on driver’s control behavior. 
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• Reconfigurable control can be easily realized by the control allocation utilized 

in the CVDC.  Remarkable performances were still realized even when some 

actuator fails during adverse maneuvers. 
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Chapter 8: Conclusions and Future Work 

This chapter summarizes this dissertation as well as outlines some directions for 

future work. 

8.1 SUMMARY AND CONCLUSIONS 

  The goal of this dissertation work is to find a systematic approach to address the 

control problems for nonlinear constrained redundantly-actuated ground vehicle 

dynamics control systems.  Planar motions (longitudinal, lateral, and yaw) are typically 

of primary interest for vehicle dynamics control systems.  However, there are many 

actuation sub-systems available on the vehicle and ultimately each tire can produce 

longitudinal and lateral forces independent of others, which makes VDC a redundantly-

actuated system.   

The current nonlinear control design methods such as sliding mode control, 

backstepping, and feedback linearization often require systems to have “square” 

properties and cannot be directly applied to MIMO systems with constrained and 

redundant actuation, where the number of actuation is greater than the number of 

controlled outputs.  To resolve this design perplexity, for a class of systems, it is feasible 

to virtually divide the systems into two parts as shown in (4.1).  The system outputs can 

be controlled by a set of virtual/generalized control efforts, which satisfy the “square” 

requirement to utilize nonlinear control design methods.  These generalized control 

efforts are then constructed by the actual redundant actuation.  For this kind of systems, 

control allocation techniques can provide attractive solutions to optimally resolve the 

actuation redundancy subject to their constraints as well as realize reconfigurable control. 

Ground vehicle planar motions are determined by the generalized longitudinal 

force, lateral force, and yaw moment, which are comprised of ground forces from all the 
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tires.  It thus is suitable for control allocation to be exercised for resolving the actuation 

redundancy.   

A SMC-based higher-level controller is designed to specify the generalized 

forces/moment which make the vehicle planar motion track the desired reference 

trajectories.  An integral action is introduced into the vehicle yaw motion control to 

effectively reduce the vehicle heading residual caused by yaw rate tracking error. 

Among the control allocation approaches, quadratic programming based CA 

methods are more suitable for systems where both actuation amplitude and rate 

constraints are present.  However, a major burden typically associated with QP-based CA 

method is the intensive computational effort requirement.  Fixed-point CA is a 

computationally efficient method and could be real-time adaptable.  We proposed a 

modified fixed-point CA which improves the convergence speed when actuation 

saturation happens.   

A vehicle dynamics control allocation scheme has been designed that takes into 

account vehicle states and tire-road friction coefficient.  Instead of tire longitudinal/lateral 

forces, allocation targets tire slip and slip angle at each tire.  This approach converts the 

nonlinearly coupled constraints to independent linear constraints, which makes the 

realization possible by greatly reducing the computational complexity and burden.  The 

real-time adaptable, computationally efficient accelerated fixed-point control allocation 

method is employed for coordinated vehicle dynamics control.  Simulation results of the 

coordinated VDC using the proposed control allocation scheme shows obvious benefits 

in terms of computational effort. 

As tire slips and slip angles are treated as the actuation in this coordinated vehicle 

dynamics control system, effective tire slip and slip angle tracking control is very crucial.  

A combined tire slip and slip angle tracking control system is thus developed.  The 
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system is indispensable for advanced coordinated vehicle dynamics control systems 

where both tire longitudinal and lateral forces need to be simultaneously utilized to 

achieve desired vehicle motions.  A MIMO robust sliding mode control approach is 

employed for the system while vehicle body states are treated as exogenous signals to 

isolate and simplify the control design tasks as well as enable actuation coordination.  

Integral action is introduced in the sliding surface to reduce residual tracking errors 

caused by continuous approximation of the switching function.  The controller 

manipulates the wheel steering/driving/braking torques to make tire slips and slip angles 

track the ones dictated by the control allocation algorithm. 

Compared with existing vehicle control systems under various adverse driving 

conditions, the CVDC developed in this dissertation exhibits superior performance in 

terms of significantly expanding the operational envelope and greatly reducing driver 

workload. 

8.2 FUTURE DIRECTIONS 

There are many interesting topics motivated by this dissertation for future 

research efforts.  In the sub-sections followed, we briefly list some of them. 

8.2.1 Dynamic Control Allocation 

For most of the engineering systems, it is usually reasonable to assume that the 

dynamics of the actuators are much faster than the dynamics of the system states.  

Therefore, they can be ignored, which results in the static control allocation (SCA).  

However, for some systems, the actuators are relatively slow and their dynamics may not 

be ignored.  Then control allocation approaches need to take into account the actuator 

dynamics, which is referred to as dynamic control allocation (DCA).  As the relationships 

between generalized control and actuator commands are no longer a mapping function, 
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they comprise a dynamic system where commanded actuator amplitudes are the system 

inputs and actual actuator amplitudes are the states.  Constrained optimization should also 

be incorporated in this dynamic allocation scheme.  Its complexity is more intense than 

SCA.  However, since the actuator dynamics could be addressed, it is expected that DCA 

can yield better performance for systems in which slow actuators are involved. 

8.2.2 Implementation Related Topics 

Some aspects associated with the implementation of the control system developed 

in this dissertation are also interesting.  For example, individual tire slip angle estimation 

could be an attractive research topic.  In this dissertation, we use the measurable 

longitudinal velocity, lateral velocity, yaw rate of the vehicle C.G. along with geometric 

parameters to calculate the tire slip angle.  However, when considering situations where 

these signals are contaminated by measurement noise, optimal estimation of the slip 

angles would become beneficial.   

Furthermore, fast and reliable tire-road friction coefficient estimation is very 

valuable for any vehicle control systems.  Uncertainties in the friction coefficient 

estimation can affect the system performance.  Improvement of the friction coefficient 

estimation technique will be undoubtly beneficial for vehicle dynamics control systems.  

Application scopes of the vehicle dynamics-based estimation approaches are often 

limited.  Some additional sensing mechanisms may be useful to improve the friction 

estimations 

8.2.3 Extension to other Redundantly Actuated Systems 

Besides ground vehicles, there are many other redundantly actuated engineering 

systems such as aircrafts, marine vessels, and robotic systems.  With the continuously 

increasing computational power, control allocation techniques are being researched more 
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and more and employed in those systems as well.  Since different systems have different 

characteristics, profound understanding of the systems themselves would be very 

profitable in deriving attractive solutions. 
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