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The holographic principle asserts that any given codimension two space-

like surface limits the information content of adjacent regions. We first re-

view various entropy bounds which lead to the formulation of this conjecture,

putting great emphasis on the UV-IR connection. We propose to use non-

commutative field theory as a toy model to study the holographic mapping

mechanism. In particular, we investigate how the fundamental dipole struc-

ture emerges in noncommutative gauge theories by using matrix formulation.

The momentum dependent growing behavior of the dipoles can provide a sim-

ple way to map the bulk degrees of freedom onto the boundary. In the con-

text of the AdS/CFT correspondence, which is the best known example of a

holographic theory, we study the thermodynamics of N = 4 supersymmetric

Yang-Mills theory at two-loop level and compare the result to the supergrav-

ity calculation. This provides an excellent example to illustrate the idea of

strong/weak duality. Questions about a possible large N phase transition still

remain unsolved.
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Chapter 1

Holographic Principle

1.1 UV-IR Connection

In the quest for a unified description of all the fundamental interactions,

gravity continues to resist joining up with the other three forces. One basic

reason is that while all the other interactions are formulated as local quantum

field theory (LQFT), gravity is essentially nonlocal. This peculiar feature of

gravity can be understood from black hole physics. LQFT is based on quantum

mechanics and special relativity. One of the fundamental principles of quantum

mechanics is the Heisenberg uncertainty relation, according to which, the more

momentum one deposits locally, the shorter distance one can probe. This is

certainly true in the absence of gravity. However when the gravitational effect

becomes important, there emerges an absolute limit on the smallest scale one

can hope to resolve. The reason is that with high enough energy stored in a

local region, one creates a black hole instead of digging further into shorter

distance. We can formulate this statement in a mathematically precise way.

As is well known, the mass of a Schwarzschild black hole is proportional to its

radius rbh = 2GM , where Newton’s constant can be translated into a length

scale G = `2
p (in D-dimensional spacetime, G = `D−2

p ). By the uncertainty

principle, the smallest length scale associated with M is d = 1/M . Combining
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the black hole formula with this minimum uncertainty relation, we get

rbhd = 2` 2
p . (1.1)

Since the event horizon hides all the information inside the black hole, it forbids

further exploration on scale smaller than the black hole radius, i.e., d ≥ 2rbh.

Then Eq. (1.1) gives

d ≥ 2`p, (1.2)

hence we see Planck length `p sets the absolute limit on our ability to study

the microscopic world. This suggests a picture of the spacetime consisting of

discrete Planck lattice at the fundamental level. However, the important point

one has to realize is that the lattice is not fixed, but can grow with increasing

energy. This is the so-called UV-IR connection. Eq. (1.1) can be rewritten as

rbh

`p

= 2
M

Mp

.

When M ¿ Mp, the black hole is so minuscule that a local observer can not

detect its existence. So in such low energy range, LQFT constitutes a good

description of nature. But if the typical energy scale is above Mp (i.e., UV),

the shortest distance one can resolve actually grows in accordance with the

above equation (i.e., IR). The physically accessible region in the phase diagram

is illustrated in Fig. 1.1(a).

The UV-IR connection as discussed above only applies to a local region,

for instance, in high energy scattering experiments (black hole production in

TeV gravity scenario is essentially based on this relation [1]). If one attempts
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to excite high energy modes everywhere in a finite system, it would undergo

gravitational collapse way before one reaches the Planck energy Mp. This

phenomenon is related to the black hole entropy and various entropy bounds,

ultimately to the holographic principle (for recent reviews, see [2]). To un-

derstand this global UV-IR connection (as compared to the local one), we

take a finite system of size L. Suppose the system is dominated by short dis-

tance fluctuation with wavelength d = 1/E, then it is effectively discretized

into cells of size d. The total energy stored in the system is therefore on

the order of M = (L/d)3E = L3E4. In order to be gravitationally stable,

M must be less than the mass of a Schwarzschild black hole with the same

radius, i.e., M ≤ L/4G. This sets the upper bound on the fluctuation en-

ergy E ≤ 1/
√

2`pL. On the other hand, the geometrical size L gives rise to

an infrared cutoff since no fluctuation can be larger than the system itself.

Therefore, we have

1

L
≤ E ≤ 1√

2`pL
. (1.3)

Fig. 1.1(b) shows this version of the UV-IR relation. Note that Eq.

(1.3) implies Eq. (1.2). Since a typical physical size is much larger than the

Planck length, we see that E ¿ Mp. This improved upper energy bound

(from 1/`p down to 1/
√

2`pL) seems to conform to the popular view that

there should be new physics other than the standard model between TeV and

the Planck scale. If one equates 1/
√

2`pL with 1 TeV, L turns out to be

0.12 cm, which is large enough to accommodate any typical scattering process

(cross section is measured in 1 barn = 10−24cm2). We find this millimeter

3
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(b) Global UV-IR

Figure 1.1: The UV-IR connection is represented in two different ways: (a)
combines the uncertainty principle with black hole physics and shows the phys-
ically accessible region as the shaded area; (b) is based on the global consid-
eration and implies the same absolute minimum length scale as in (a).
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scale from TeV very interesting, especially in view of the fact that millimeter

size extra dimensions arise from a TeV fundamental Planck scale in the large

extra dimension scenario [3]. In fact, EUV = 1/
√

2`pL happens to be the

same as Mp = M2R in the case of two extra dimensions (where M is the

fundamental gravity scale and R is the size of the extra dimensions). Whether

this similarity is a coincidence or not remains unclear to us. But it seems

unlikely this identification of EUV with TeV would solve the hierarchy problem.

For one thing, supersymmetric theories, the most promising extension of the

standard model beyond TeV, are local. This suggests LQFT may still work

above the TeV scale.

These two versions of the UV-IR connection have been recognized for

a long time (see, for instance, [2], for further discussion).1 Here we present a

third form of the UV-IR mixing, which is derived from black hole thermody-

namics. Black holes, as thermodynamical entities, have a temperature. Unlike

the ordinary systems, this temperature is directly related to the black hole

radius (T = 1/4πrbh for a Schwarzschild black hole). From the definition of

the partition function for a thermodynamical system, Z =
∑

e−βE, we see

that temperature acts as a kind of UV cutoff. All the states with energy

E above temperature T are exponentially suppressed due to the Boltzmann

factor. The higher the temperature, the shorter the thermal wavelength (for

massless modes, λth ∼ 1/T ), so temperature dictates how large a local probe

can be. Clearly, this local probe has nothing to do with the macroscopic size

1Although the terminology of local versus global is new here.
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of the system based on our intuition from LQFT. But for black holes, this is

not true, UV (temperature) and IR (geometric size) are intimately related to

each other. Since temperature labels the energy density of the system,2 this

form of UV-IR mixing is close to the global version discussed before.

If we want to build a model of gravity in an attempt to capture some of

its nonlocal features, this model must manifest the UV-IR connection in some

way. Noncommutative field theory (NCFT) seems to be a good candidate

to start with. Formally, NCFT can be regarded as the effective description

of the worldvolume of D-branes in the background of Neveu-Schwarz (NS)

B field in the decoupling limit in string theory [4]. The noncommutativity

parameter θ is related to B via θ = 1/B. Since Bµν and the graviton gµν are

different decomposition of 8v × 8v in the NS-NS sector, it does not come as

a surprise that NCFT may behave in a way similar to gravity. In order to

make this analogy more concrete, we summarize two characteristics of gravity:

first, there is a dimensional constant G (or written in the form of `p or Mp),

which is spelled out in Eq. (1.1); second, the UV-IR connection embodies all

the nonlocal features through three different (yet related) forms as presented

earlier. The defining property of NCFT is that coordinates do not commute

[xµ, xν ] = iθµν , (1.4)

from which one can infer a minimum uncertainty relation ∆x∆y ∼ θ similar

to Eq. (1.1). So
√

θ plays the role of Planck length `p. In fact, it has been

2This is so even for a Schwarzschild black hole, ρ ∼ T 2/G, although it has negative
specific heat.
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shown the effective quanta of NCFT are dipoles with transverse size growing

with their center of mass momentum, xµ = θµνpν [5]. The explicit dipole

structure of noncommutative gauge theories in terms of Wilson line operators

was shown in [6] by using matrix formulation, this will be the subject of

Chapter 3. This momentum dependent growing behavior resembles that of

black holes, though unlike black holes, a dipole does not grow in volume.

It has also been discovered by perturbative analysis that NCFT has UV-IR

mixing: high energy modes running around loop in Feynman diagrams produce

singular behavior in the external momenta [7]. This actually explains why low

energy effective theory of NCFT exhibits long distance interactions. Thus

NCFT possess both peculiarities of gravity, though not in completely identical

form. This raises the hope that we may gain some knowledge of gravity in the

relatively simpler framework of NCFT.

1.2 Holographic Mapping

Holographic principle, loosely speaking, asserts that any given codimen-

sion two spacelike surface limits the information content of adjacent regions.

However, the principle itself does not give any clue as to how the bulk degrees

of freedom are mapped onto the holographic screen. This is one major motiva-

tion to model gravity using NCFT. As will be explained later, growing dipoles

provide a simple mapping mechanism to encode the information.

It is helpful to first review various entropy bounds which lead to the

formulation of the holographic principle. Early studies of black hole reveal

7



that it is only characterized by its mass, angular momentum and charge. This

discovery poses a problem: if a matter system undergoes gravitational collapse

and converts into a black hole, the entropy associated with the original system

seems to disappear since the final state is unique. This process clearly violates

the second law of thermodynamics. By noting another result of black hole

physics, namely its horizon area A never decreases, Bekenstein [8] proposed

that a black hole carries an entropy proportional to its horizon area and that

the total entropy of ordinary matter system and black hole never decreases,

hence the generalized second law (GSL). The idea that a black hole behaves

like a thermodynamical entity is substantiated by Hawking’s discovery of black

hole radiation [9], and this leads to the now well known entropy formula3

Sbh =
A

4
. (1.5)

Now consider an ordinary matter system of energy E and size R (R is

the radius of the smallest sphere circumscribing the system). If we drop this

system into a large black hole (the so-called Geroch process) and demand that

GSL holds, the lost matter entropy must be compensated by the black hole

entropy increase Smatter ≤ δSbh. This gives rise to the Bekenstein bound [10]

on the matter entropy

Smatter ≤ 2πER. (1.6)

Another way to obtain an upper bound is via the Susskind process, which

basically says that a black hole is the end product of mass aggregation. There

3The area A is measured in units of ` 2
p .
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are some assumptions involved such as spherically symmetric and weakly grav-

itating. The initial matter entropy has to be less or equal to the final black

hole entropy by GSL

Smatter ≤ A

4
. (1.7)

This spherical entropy bound is actually weaker than the Bekenstein bound

because a gravitationally stable system (ordinary matter) satisfies E ≤ R/2

and the horizon area A = 4πR2. But it admits easier generalization to broader

cases. By dropping the assumption of asymptotic structure, spherical symme-

try and gravitational stability, one is led to the spacelike entropy bound

S(V ) ≤ A[B(V )]

4
(1.8)

where V is any compact spatial region and B(V ) is its boundary.

Motivated by these entropy bounds, ’t Hooft, and later, Susskind [11]

proposed that not only the entropy, but all the fundamental degrees of freedom

within a region are bounded by its boundary area. This radical proposal is

much stronger than the original entropy bound because entropy is always less

than the number of total degrees of freedom S < N 4 and it is not obvious at

all that Eq. (1.8) implies

N(V ) ≤ A[B(V )]

4
. (1.9)

Unitarity and UV-IR connection played crucial roles in the argument. Consider

an ordinary system of volume V which evolves into a black hole. LQFT tells us

4The number of total degrees of freedom of a system is defined as the logarithm of the
dimension of its Hilbert space N = ln[dimH].
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the initial Hilbert space has dimension dimH ∼ eV ; but for the final black hole

dimH = eA/4 because Nbh = Sbh by the UV-IR connection (the entropy of an

ordinary system increases with temperature, but it is fixed by the geometric

size of a black hole). If the quantum evolution is unitary for this process,

the Hilbert space must have the same dimension eA/4 throughout. In fact,

measured in units of `3
p, eV significantly overestimates the number of degrees of

freedom since LQFT has already broken down at such high energy as discussed

in the previous section.

All these ideas are astonishing and interesting except that the entropy

bound itself is not valid in general, so the holographic principle as originally

presented is on a shaky ground. The spacelike entropy bound Eq. (1.8) can

be violated in a number of ways such as when applied to nontrivial topology,

gravitational collapse and certain types of cosmology (see [2] for a detailed

analysis). Because of the difficulties with spacelike entropy bound, Fischler

and Susskind employed a light cone construction to show that the bound still

holds within the particle horizon in flat and open Friedmann-Robertson-Walker

(FRW) universes [12]. This valid region was subsequently generalized to within

the Hubble horizon [13] and the apparent horizon [14], but all of them have

some limitations. The light cone approach was extended by Bousso, who

discovered a universal covariant formulation of the entropy bound [15].

The key concept in Bousso’s construction is the light-sheet. For the

sake of simplicity, we assume spherical symmetry in the following discussion.

Given any codimension two spatial surface B, there are four null hypersurfaces

10



emanating from it. If the area A of spatial slicing along some null direction

does not increase away from B, θ(λ) ≡ dA
dλ

/A ≤ 0 (λ is the affine parameter

along the light ray), that null hypersurface is called a light-sheet L(B). It is

easy to see there are at least two light-sheets associated with every B since

out of a pair of opposite null directions at most only one is expanding. By

construction, light-sheets terminate at caustics, i.e., when light rays start to

expand. The covariant entropy bound states that the entropy across each

light-sheet is bounded by one quarter the area of B:

S[L(B)] ≤ A(B)

4
. (1.10)

One important difference between the covariant entropy bound and all the

previous results is that the new approach starts with a surface and then select

the right region via light-sheets, exactly in the opposite order of the traditional

methods. A general spacetime can be divided into several different regions:

normal (weak gravity), trapped (such as inside the black hole horizon or near

the big crunch) and anti-trapped (such as near the big bang). The boundary

between the normal and (anti-)trapped regions is called apparent horizon,5

where the expansion of light rays vanishes θ = 0. Within different regions,

light-sheets orients in different directions. For instance, near the big bang there

are two past directed light-sheets. Therefore, depending on where the spacelike

surface B resides in spacetime, the relevant region whose information content

is limited by A(B)/4 is uniquely determined by the light-sheets. Another point

5For a Schwarzschild black hole, the apparent horizon coincides with its event horizon.
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is that light-sheets can be truncated by the presence of spacetime singularities,

hence only probe the vicinity of a spatial surface. From an operational point

of view, we think this can be regarded as evidence for dimensional reduction

in strong gravity (or at high energy). This has been used to explain why the

spacelike entropy bound fails for a collapsing star. In fact, the spacelike entropy

bound is a special case of the covariant one when B is a closed surface and

L(B) is complete (light rays form a cone) [15]. Bousso has shown the validity

of the covariant entropy bound in an extremely broad range of examples [2].

Now we have a generally valid entropy bound,6 how is it related to

the holographic principle? Since the covariant entropy bound is symmetric

under time reversal, it can not be originated thermodynamically. This strongly

suggests it has to be a bound on all the degrees of freedom in nature and

therefore reinforce the original holographic principle as a fundamental law.

Again using the light-sheet formulation, Bousso gave a recipe to construct

holographic screen in general spacetimes where the bulk information can be

stored [19]. It is clear that a stack of (past) light cones along any worldline

foliates the spacetime. Following the light cone emanating at time t, its spatial

area will either increase indefinitely as in anti-de Sitter (AdS) space or reaches

a maximum and then decreases as in FRW universe. In the former case, the

6Up to now we have barely mentioned quantum effects in the geometry. Lowe [16] argued
the covariant entropy bound could be violated when taking Hawking radiation into account.
However, it was rebuffed by Bousso [17]. Very recently, Strominger and Thompson [18]
proposed to add the quantum entanglement entropy across the surface to its area, and
asserted that the total should surpass the matter entropy. This very important yet unsettled
issue calls for further investigation.
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conformal boundary B of the spacetime will encode all the information on the

light cone since it is a light-sheet by definition; in the latter, the maximum

surface B(t) divides the light cone into two parts, both are light-sheets again

since away from B(t) the expansion is non-positive. Applying the covariant

entropy bound to each light-sheet separately and adding them up, we find that

the information on the whole light cone is bounded by

N(t) ≤ A[B(t)]

2
. (1.11)

For each light cone, there is a B(t). This sequence of surfaces form a codi-

mension one hypersurface, which is exactly the apparent horizon A if we recall

the expansion of light rays θ flips sign across A. In conclusion, all the funda-

mental degrees of freedom in the entire spacetime can be encoded on either

its conformal boundary B or the apparent horizon A or a combination of the

two. And the holographic screen can be called AB-screen.7

The construction of holographic screen is straightforward, but the ques-

tion about the mapping mechanism still remains. Tremendous efforts have

been devoted to find an explanation of the black hole entropy Eq. (1.5). Most

studies focus on the horizon itself: if some effective degrees of freedom can be

identified on the horizon, the corresponding entropy will certainly scale like its

area. Of course it is nontrivial to sort out these effective modes and check the

1/4 coefficient. But it is not clear how the bulk degrees of freedom are mapped

onto the horizon. For instance, consider a physical process where gravitational

7We coined this term.

13



effect gradually becomes strong and eventually turns the system into a black

hole. We want to know more about the transition from the initial local bulk

description to the final effective boundary theory. It is this transition that

was poorly understood in the literature. In fact, an even deeper question is

what mechanism underlies the holographic principle. Based on the discussion

presented in Section 1.1, we propose to use NCFT to model the transition

from the bulk to the boundary and hope it will illustrate how the information

is encoded holographically.

Consider a box of thermal noncommutative particles (described by a

scalar field living on a noncommutative plane); as explained before, we really

should think them as dipoles. However, at low temperature, these dipoles are

very small in extension and there is virtually no distinction from the particles,

so we expect their thermodynamical properties to be the same as that of a

conventional system, i.e., described by LQFT. When temperature rises, more

high energy modes are excited, hence dipoles grow with increasing momenta.

As a result, their macroscopic properties start to deviate from the particle gas.

Put it another way, higher temperature means shorter thermal wavelength.

When λth is short enough to detect the existence of a fundamental length

scale
√

θ, the differences between dipole and particle gases become prominent.

Eventually, dipoles can grow as big as the box itself but no bigger. At this

point, temperature seems to reach a maximum L/θ, where L is the size of

the system (recall the relation xµ = θµνpν if one identifies the momentum

with temperature). One can understand this by noting that the corresponding

14
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(a) Lattice at low temperature
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(b) Lattice at high temperature

Figure 1.2: Ising model on a noncommutative plane: when the thermal wave-
length is comparable to

√
θ, dipoles show up with one spin per cell (denoted

by a blue arrow); at high temperature L/θ, they grow long enough to touch
the boundaries of the box, hence the 2-D model degenerates into a chain and
the bulk information is completely encoded on the boundary.

thermal wavelength λth = θ/L is the smallest scale one can get for this system.

This is in contrast with any conventional systems, in which temperature can

in principle rises to infinity. Thus the UV-IR mixing characteristic of NCFT

magically connects temperature to the system size just like in the black hole

case. Essentially we are dealing with an incompressible fluid consisting of

unit cells of area θ. The holographic mapping can be easily understood in the

following way. As shown in Fig. 1.2 is a box with 25 cells in it, each cell (dipole)

carries a spin or some other internal degrees of freedom. When the box is

boosted along the horizontal axis, all the dipoles stretch out in the orthogonal

direction, spanning across the entire box at high enough energy (this simulates

high temperature situation). Because of incompressibility, the total number

15



of cells stay the same. Then as temperature increases this two-dimensional

Ising model effectively reduces to one dimension. By collecting the data on

its boundary, we know all the information inside the box. Here the growing

dipoles provide a mapping mechanism from the bulk onto its boundary. This

simple picture suggests that holography manifests itself only at high energy. At

low energy, LQFT is good enough (represented here by the 2-D Ising model);

but when gravity is strong, a boundary (or screen in general) description is

then preferred. The point is that in the low energy region, physically accessible

degrees of freedom are always finite regardless of how large the fundamental set

is, a complete holographic theory is redundant and hard to construct since one

has to extract a finite subset out of the complete information. Dimensionally

reduced description at high energy seems to agree with Bousso’s covariant

formulation, where light-sheets are often truncated in strong gravity and only

probe the vicinity of a spatial surface.

It will be more convincing if we can carry out an explicit calculation

which shows all the features we discussed above. However, there are some

technical difficulties with a finite system on noncommutative plane, we defer

the discussion to Chapter 3.

1.3 AdS/CFT Correspondence

At present, the AdS/CFT correspondence [20] is the best known ex-

ample of a holographic theory, which states that type IIB string theory on

AdS5 × S5 background is equivalent to N = 4 SU(N) supersymmetric Yang-
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Mills (SYM) theory on its boundary (for reviews, see [21]). On the string side,

both AdS5 and S5 have identical radius L4 = 4πgsNα′ 2, where N is the flux

of the five-form Ramond-Ramond (R-R) field through S5; on the field theory

side, the available parameters are the gauge coupling gYM and the number of

colors N . These two sets of parameters are related by8

4πgs = g2
YM. (1.12)

Both sides admit a perturbative double expansion: string calculation can be

organized into loop correction (in gs) and string modes correction (in α′); while

Feynman diagrams in gauge theory can be classified by their topology (N2−2g,

where g is the genus of the surface) and the power of the ’t Hooft coupling

λ = g2
YMN . Correspondingly, there are two limits we can take. In field theory,

if λ is fixed while taking N → ∞, the planar diagram will dominate. This

is reflected by the vanishing of quantum effects in string theory. If further

λ → ∞, all the higher string modes will decouple and the classical string

theory will be reduced to type IIB supergravity. So strongly coupled SYM

theory is mapped onto the low energy effective theory of the string and it

opens the possibility to study nonperturbative dynamics of gauge theory via

gravity approach. The converse is also true, therefore we see that the strong

regime on one side is dual to the weak regime on the other. These different

forms of the AdS/CFT correspondence can be summarized as [21]

8More elegantly, we have the complex coupling τ ≡ θ
2π + 4πi

g2
YM

= χ
2π + i

gs
, where the

instanton angle θ is related to the expectation value of the R-R scalar χ.
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Boundary of AdS5 AdS5 × S5

Strong Form N = 4 SU(N) SYM full type IIB string theory
(all N and gYM) (all gs and α′)

’t Hooft Limit N →∞ and λ fixed classical type IIB string theory
(1/N expansion) (gs expansion)

Weak Form N →∞ and λ →∞ classical type IIB supergravity
(λ−1/2 expansion) (α′ expansion)

Table 1.1: The three forms of the AdS/CFT correspondence.

Gravity lives in the AdS bulk and gauge theory on its boundary. Ac-

cording to the correspondence, these two descriptions are exactly the same,

the superconformal theory encodes all the dynamics in the interior. So it is

justified to call the boundary of AdS a holographic screen. In fact as Bousso

pointed out [19]: AdS space is very special, its conformal boundary forms a

timelike hypersurface of constant spatial area on which complete data about

the interior is encoded. We briefly review how to construct the holographic

screen in AdS space using the general method outlined in Section 1.2.

AdS space is the maximally symmetric solution of the vacuum Ein-

stein equation with a negative cosmological constant. It can be viewed as a

hyperboloid in the one-dimension higher flat space (see Fig. 1.3(a)). In the

embedding coordinates, AdS5 can be expressed as

X2
0 + X2

5 −
4∑

i=1

X2
i = L2, (1.13)

and has the isometry SO(2, 4) by construction. This isometry is translated

into the conformal symmetry in four dimensions on the field theory side. In
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Figure 1.3: AdS5 and its conformal structure: (a) shows AdS5 as a hyperboloid
in R2,4; (b) is the corresponding Penrose diagram, where the past light cone
intersects the conformal boundary B at θ = π/2. The global time is denoted
by τ , which is S1 in (a) and R in (b).

addition, the SO(6) of S5 is related to the R-symmetry which rotates the six

scalars and the four fermions in N = 4 SYM theory. Although the S5 does

not play a role in the present discussion. Re-parameterizing the embedding

coordinates X0 = L cosh ρ cos τ , X5 = L cosh ρ sin τ and Xi = L sinh ρ Ωi

(i = 1, · · · , 4 and Ωi ∈ S3), we find the metric on AdS5:

ds2 = L2
(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2

3

)
(1.14)

where the global time 0 ≤ τ < 2π and the radial coordinate ρ ≥ 0. To avoid

the closed timelike curves, we usually consider the universal covering space

of AdS, where τ is extended to R. The conformal structure of AdS5 can be

obtained by a simple transformation tan θ = sinh ρ (0 ≤ θ ≤ π/2). Apart from
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an overall factor L2/ cos2 θ, Eq. (1.14) becomes

ds2 = −dτ 2 + dθ2 + sin2 θ dΩ2
3. (1.15)

It is clear now that AdS5 has the topology of R times a disc D4 and has a

timelike conformal boundary B ∼= R× S3 at θ = π/2. As shown in Fig. 1.3(b)

the past light cone of an observer sitting at θ = 0 intersects B at a S3. The

spatial area of the light cone is sin3 θ Ω3 and decreases away from this S3, by

definition it is a light-sheet. So the information content across the light cone is

bounded by the area of the S3. Then translation along τ shows all the interior

data is encoded on the conformal boundary NAdS ≤ A(B)/4.

Most spacetimes do not possess these nice features of AdS. For instance,

the holographic screen of a closed FRW universe is its apparent horizon ly-

ing in the interior. So the general notion that a bulk theory with gravity is

dual to a boundary field theory without gravity may not be true. In the case

of AdS, most checking of the correspondence was carried out in the regime

of supergravity (the weak form in Table 1.1). The major goal there is to

study nonperturbative dynamics of gauge theory using supergravity calcula-

tion. More realistic field models with no conformal invariance and less super-

symmetries can be constructed by certain modification of the bulk geometry

such as replacing the S5 with some other Einstein manifold [22] or turning on

additional flux other than F5 [23]. On the flip side of the coin, much less work

has been done to understand the bulk physics via boundary theory. Actually

this is more in the spirit of the holographic principle. If our world is really
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a “hologram” as ’t Hooft and Susskind conjectured, then quantum gravity

should have a dimensionally reduced description. Recently, some progress has

been made in this direction, where massive string states on the pp-wave back-

ground (Penrose limit of the AdS space) can be constructed by the boundary

field operators [24]. However, we find it is hard to understand conceptually

the AdS/CFT correspondence in its strong form. This correspondence is ba-

sically a duality between closed and open string theories. But there exists an

asymmetry in the sense that on the one hand we have a full type IIB closed

string theory, on the other we only have a low energy approximation of the

open string. We want to ask what happened to the higher open string modes,

where are they? It is generally believed that open string theory is more fun-

damental than closed one, if massive closed string states can be made out of

massless open string modes, can this construction be generalized to massive

open string states? We regard this as an important question, but can not offer

any clues.

As already mentioned, the large N limit of gauge theory is one of the

major ideas behind the AdS/CFT correspondence, another insight which di-

rectly led to its formulation comes from modelling black holes by using D-

branes in string theory. In Chapter 2, we present an original calculation of the

thermodynamics of N = 4 SYM theory [25] which describes the low energy

excitations on a stack of D3-branes and compare it to the result obtained via

gravity approach. This calculation clearly shows the strong/weak regime of

this duality.
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Chapter 2

Thermodynamics of N = 4 Supersymmetric

Yang-Mills Theory

2.1 Black Holes and D-Branes

Ever since the black hole entropy formula Eq. (1.5) was proposed, it

has become a central puzzle in gravity physics—what is the statistical origin

of this entropy? The best answer we currently have is to count the internal

microscopic states of a black hole in string theory. In spite of being very

successful for a large class of black holes, the string theoretical model is still a

far cry from the four dimensional Schwarzschild black hole. The reason is that

in string theory the arguments used to explain the entropy depend heavily on

supersymmetry and only apply to the extremal or near-extremal case. This

is a vast subject [27], we will only review the necessary background for our

computation.

It was suggested more than a decade ago [28] that a Schwarzschild black

hole can be viewed as a highly excited fundamental string. The density of the

state |n〉 is W ∼ exp(Msα
′ 1/2) ∼ exp(

√
n), so the corresponding entropy is

S = ln W ∼ √
n. If we make the string mass M2

s ∼ n/α′ equal the black hole

mass M = rbh/2G and note that Newton’s constant G ∼ g2
s α

′ and r2
bh ∼ α′,
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then the string coupling gs ∼ n−1/4. This leads to the black hole entropy Sbh ∼
r2
bh/G ∼ √

n. So we see this identification provides a qualitative matching

between the black hole entropy and the degeneracy of the string state. Since

generally n À 1, this reasoning only works for weak coupling.

The first truly success came when Strominger and Vafa [29] constructed

a class of five dimensional extremal black holes which is charged under the 2-

form R-R field strength F2 and the 2-form axion field strength H̃2 arising

from the NS-NS field strength H3. When both charges QF and QH are non-

vanishing, these black holes preserve 4 supersymmetries and have non-zero

horizon area. Eq. (1.5) then gives the entropy Sbh = 2π
√

QHQ2
F /2. This

result can be reproduced by considering a D1-D5 system or intersecting D3-

branes which carry exactly the same set of charges as the black hole. Counting

the state degeneracy, one obtains Sstat = 2π
√

QH(Q2
F /2 + 1). So in the large

charge limit, these two calculations agree with each other.

Even more interesting configurations are parallel Dp-branes, which are

related to the black p-brane solutions in supergravity. For definiteness, we

start with type II supergravity in ten dimensions. A black p-brane is a black

hole charged under the (p + 2)-form R-R field strength Fp+2 = dCp+1. In the

string frame, the relevant part of the supergravity action is

I =
1

(2π)7l8s

∫
d10x

√−g

{
e−2φ

[
R + 4(∇φ)2

]− 2

(8− p)!
F 2

p+2

}
. (2.1)

In type IIA (IIB) theory, p is even (odd). The string frame is related to

the Einstein frame by gE
µν = gµν

√
gse−φ, and this fixes the coefficient of the
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Einstein-Hilbert action

(2π)7l8sg
2
s = 2κ2 = 16πG = 16π`8

p. (2.2)

We demand the Euclidean symmetry ISO(p) along the p-brane and the spher-

ical symmetry in the (9− p) transverse directions. The R-R charge N is given

by the Gauss’ Law ∫

S8−p

∗Fp+2 = N. (2.3)

In the string frame, the resulting metric and the dilaton field are [30]

ds2 = − f+(ρ)√
f−(ρ)

dt2 +
√

f−(ρ)d~x 2 +
f−(ρ)−

1
2
− 5−p

7−p

f+(ρ)
dρ2 + ρ2f−(ρ)

1
2
− 5−p

7−p dΩ2
8−p,

(2.4)

eφ = gsf−(ρ)
p−3
4 , (2.5)

where d~x 2 =
∑p

i=1(dxi)2 and f±(ρ) = 1 − (r±/ρ)7−p. The two parameters

r± are determined by the mass (density) M and the R-R charge N . There

is a horizon at ρ = r+, and a curvature singularity at ρ = r−. To avoid

the naked singularity, we require r+ ≥ r−. This inequality leads to the so-

called Bogomolnyi-Prasad-Sommerfield (BPS) relation between the mass and

the charge

M ≥ N

(2π)pgsl
p+1
s

. (2.6)

This charge N can be identified with the central charge of N = 2 supersym-

metry of the type II supergravity. The BPS state which saturates the mass

bound only preserves one half of the supersymmetry, and the corresponding

p-brane is called extremal. For p 6= 3, the extremal solution has a “null” sin-

gularity at r+ = r− where the supergravity description breaks down. It has
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been strongly believed that in the full string theory, the extremal p-brane is

elevated to a new type of nonperturbative object: D-brane.

A Dp-brane is a hypersurface with (p + 1)-dimensional worldvolume

where open strings can end. Its existence in the nonperturbative string theory

is required by duality and it provides the source for the R-R fields [31]. Open

strings stuck on a Dp-brane satisfy the Dirichlet boundary condition in the

(9−p) transverse directions and the usual Neumann boundary condition along

the worldvolume. The left and right movers on the open strings are related

by the boundary condition, so the Dp-brane breaks at least one half of the

32 spacetime supercharges of the type II string. To be a BPS state, p has

to be even (odd) in type IIA (IIB) theory. This is exactly the same as the

extremal p-brane. D-branes are very heavy in the weak string coupling regime

(see Eq. (2.6)), so they are not seen in the free string spectrum. Another way

to get a large mass is to put N D-branes on top of each other (this accidently

shows that small gs is equivalent to large N), then this stack of branes carry

N units of the R-R charge. This massive configuration will certainly curve the

surrounding spacetime, which can be described by the metric Eq. (2.4) in the

supergravity approximation.1 It is clear that the D-branes can not be rigid

because they will vibrate in response to the bulk gravitational wave (close

string modes). This vibration can be described by the massless excitations of

the open strings which wander on the branes. Since the open strings carry

the Chan-Paton factors on their ends, for N coinciding Dp-branes we find the

1High order corrections (in α′) to the metric have recently been studied in [32].
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low energy effective theory to be a (p + 1)-dimensional U(N) gauge theory

with 16 supercharges. Therefore, the stack of D-branes has dual descriptions

as a gravitational soliton on the one hand and a SYM theory on the other.

This suggests that we may explain the black hole entropy by studying the

corresponding SYM theory.

To facilitate further discussion, we rewrite the black p-brane solution

Eq. (2.4) and Eq. (2.5) as [21]

ds2 =
1√
H(r)

[−f(r)dt2 + d~x 2
]
+

√
H(r)

[
f−1(r)dr2 + r2dΩ2

8−p

]
, (2.7)

eφ = gsH(r)
3−p
4 , (2.8)

where

H(r) = 1 +

(
L

r

)7−p

and f(r) = 1−
(r0

r

)7−p

. (2.9)

The two parameters L and r0 are related to r±. The horizon is now located at

r = r0 and the p-brane becomes extremal when r0 = 0. For the extremal brane,

f(r) = 1, so the Euclidean symmetry ISO(p) is enhanced to the Poincaré

symmetry ISO(1, p) on the worldvolume. From the metric, we can read off

the horizon area

A = H(r0)
− p

4 Vp

[
H(r0)

1
4 r0

]8−p

Ω8−p '
(

L

r0

) (7−p)(4−p)
2

r8−p
0 VpΩ8−p, (2.10)

where Vp is the spatial volume of the p-brane. The second equality holds for

the near-extremal brane (r0 ¿ L). It is easy to check for p = 2, · · · , 7, r0 has

a positive power. So the horizon area vanishes in the extremal limit and the

black hole entropy is zero according to the area formula Eq. (1.5). This can
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be understood by noting that the corresponding D-brane configuration is in

its ground state. When the p-brane is excited slightly above the extremality,

the stack of D-branes also starts to have open string oscillations on it. When

heated up to the same temperature, the SYM gas is expected to account for

the black hole entropy.

One special solution which deserves our attention is when p = 3. As

can be seen, the dilaton is a constant in this case. So we can eliminate the

string loop correction by setting gs small everywhere. The extremal 3-brane

has a metric

ds2 =

(
1 +

L4

r4

)−1/2 (−dt2 + d~x 2
)

+

(
1 +

L4

r4

)1/2 (
dr2 + r2dΩ2

5

)
, (2.11)

which is non-singular near the horizon r = 0. In fact, the near-horizon geom-

etry is

ds2 =
r2

L2

(−dt2 + d~x 2
)

+ L2dr2

r2
+ L2dΩ2

5. (2.12)

This metric describes AdS5× S5 (see Fig. 2.1(a)), both factors are maximally

symmetric. The AdS part actually only covers one half of AdS5, the so-called

Poincaré patch (see Fig. 2.1(b)). It can be rewritten in two other frequently

used forms:

ds2
Poincaré =

L2

z2

(−dt2 + d~x 2 + dz2
)

r = L2/z, (2.13)

ds2
Poincaré = e−2u/L

(−dt2 + d~x 2
)

+ du2 r = Le−u/L. (2.14)

The scale factor L for the extremal p-brane is given by [21]
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(b) Poincaré patch

Figure 2.1: The surrounding spacetime structure of N coinciding D3-branes:
(a) shows the full geometry, where open strings move on the D3-branes and
closed strings propagate in the bulk; (b) is the Penrose diagram of the near-
horizon geometry.
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L7−p = 25−pπ
5−p
2 Γ

(
7− p

2

)
gsNl7−p

s . (2.15)

So we have L4 = 4πgsNα′ 2 for the 3-brane. As already mentioned in Chapter 1,

gs is related to the Yang-Mills coupling via 4πgs = g2
YM. Then in terms of the

’t Hooft coupling λ = g2
YMN , we get

L4 = λα′ 2. (2.16)

The supergravity calculation is reliable when the spacetime curvature R is

small. Since R ∼ 1/L2, we require L2 À α′ in order to suppress the string

α′ correction. So the supergravity description of the stack of D3-branes is

relevant to the SYM theory in the strong ’t Hooft coupling regime λ À 1.

We now compute the entropy of the near-extremal black hole whose

horizon area is non-vanishing. The near-horizon geometry can be obtained

from Eq. (2.7) by plugging in H(r) ' (L/r)4:

ds2 =
r2

L2

[
−

(
1− r4

0

r4

)
dt2 + d~x 2

]
+

L2

r2

(
1− r4

0

r4

)−1

dr2 + L2dΩ2
5. (2.17)

This can be identified with a S5 times a certain limit of the five-dimensional

Schwarzschild-AdS black hole [33]. Eq. (2.10) gives the horizon area A =

L2r3
0V3Ω5. The Hawking temperature can be calculated by a Euclidean con-

tinuation of the time [34] and turns out to be β = πL2/r0. So the black hole

entropy is [35]

Sbh =
A

4G
=

L2 (πL2T )
3
V3π

3

32π6α′ 4g2
s

=
π2

2
N2T 3V3, (2.18)

where we have used Eq. (2.2) and Ω5 = π3. How is this compared to the SYM

gas heated up to the same temperature? The gauge theory on the D3-branes
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is the N = 4 U(N) SYM theory. This can be understood by using dimensional

reduction. We start with type I open string in ten dimensions. Its low energy

effective theory is a SYM theory with 16 supercharges. All the boundary con-

ditions on the open string ends are Neumann, so the spacetime itself can be

regarded as a D9-brane. Now if we make a T -duality transformation along x9-

direction, the D9-brane will turn into a D8-brane since T -duality interchange

the Neumann and Dirichlet boundary conditions. This D8-brane sits at some

fixed x9 position and the open strings can only move in the remaining nine-

dimensional spacetime. The A9 component of the original gauge field becomes

a Higgs field which denotes the transverse location of the D8-brane. Keeping

T -dualizing x8 through x4 directions, we finally get the four-dimensional max-

imally supersymmetric Yang-Mills theory. The U(N) gauge symmetry comes

in when we put N copies of D3-branes on top of each other. This SYM theory

consists of two real gauge degrees of freedom, six scalars corresponding to the

six transverse coordinates and eight fermions which are the goldstinoes asso-

ciated with the broken supersymmetry. To the lowest order (gYM = 0), the

statistical mechanics is that of a free SYM gas. Its partition function is given

by

Z0 = ZNB
B ZNF

F , (2.19)

where

ln ZB = V3

∫
d3p

(2π)3
ln

(
1− e−βp

)−1
=

π2

90
T 3V3, (2.20)

ln ZF = V3

∫
d3p

(2π)3
ln

(
1 + e−βp

)
=

7

8

π2

90
T 3V3. (2.21)
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After plugging in the bosonic and fermionic degrees of freedom NB = NF =

8N2, we get the free energy

F0 = −T ln Z0 = −π2

90

(
NB +

7

8
NF

)
T 4V3 = −π2

6
N2T 4V3. (2.22)

So the free SYM gas has an entropy

S0 = −∂F0

∂T
=

2π2

3
N2T 3V3. (2.23)

Comparing to the black hole entropy, we see Sbh = 3S0/4. As has been

pointed out, the supergravity calculation is only valid in the strong ’t Hooft

coupling regime; while perturbative SYM calculation necessarily assumes weak

coupling. So these two results are at two different ends of the parameter space

of λ. This illustrates the strong/weak duality of the AdS/CFT correspondence.

It is natural to pursue the calculation to the next order at both ends.

In particular, we want to know whether the free energy as a function of λ

can be continued smoothly from one end to the other. On the gravity side,

the correction due to the α′ 3R4 term has been computed in [36]. In the Ein-

stein frame, the tree level type II effective action Eq. (2.1) receives the first

correction at α′ 3 level [37]

∆IE =
1

16πG

∫
d10x

√−g

[
1

8
ζ(3)α′ 3e−

3
2
φW + · · ·

]
, (2.24)

where W is a function of the Weyl tensor raised to the fourth power. The

action for the five-dimensional black hole is obtained by compactifying on S5.

It is not hard to see how the correction to the free energy scales with λ. In
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Figure 2.2: The free energy of N = 4 U(N) SYM theory as a function of the
’t Hooft coupling λ.

the Euclidean gravity approach, the free energy is related to the Euclidean

gravitational action by

F = −T ln Z = −T ln e−I = TI. (2.25)

Since ∆I ∝ α′ 3 ∝ λ−3/2, we find ∆F ∝ λ−3/2T 4V3. More precisely, the free

energy of N = 4 U(N) SYM theory can be cast in the following form:

F = −π2

6
f(λ)N2T 4V3, (2.26)

where

f(λ) =

{
1 when λ = 0,
3
4 + 45

32ζ(3)(2λ)−3/2 + · · · when λ À 1.
(2.27)

From this expression, one might be tempted to conjecture that f(λ)

is a monotonically decreasing function interpolating between the weak and

the strong ’t Hooft coupling (see Fig. 2.2). To check whether this is true, we

need to go beyond the free gas approximation and compute the higher order
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correction in the perturbation theory. In the next section, we will calculate

the free energy at two-loop level. The result which we obtain preceded [26] by

about one month.

2.2 Two-Loop Calculation of the Free Energy

To carry out the diagrammatic calculation, we need to first develop

some basic machinery in finite-temperature field theory (see, for instance, [38]).

A thermodynamical system can be generally described by an Hamiltonian

H[φ, π], where φ(x) is the field2 and π(x) is its conjugate momentum. The

partition function of the system is defined as the trace of its density matrix

Z = Tr e−βH =
∑

n

〈φn|e−βH |φn〉, (2.28)

where n runs over the entire Hilbert space. We can rewrite Z in the path

integral formulation. Recall the transition amplitude from state |φa〉 at time

ta to state |φb〉 at time tb:

〈φb|e−iH(tb−ta)|φa〉 =

∫
DπDφ exp

{
i

∫ tb

ta

dt

∫
d3x [π∂tφ−H(φ, π)]

}
. (2.29)

After Wick-rotation it → τ , ∂tφ → i∂τφ and substituting into Eq. (2.28), we

get

Z =

∫

periodic φ

DπDφ exp

{∫ β

0

dτ

∫
d3x [iπ∂τφ−H(φ, π)]

}
, (2.30)

2We have suppressed all the spacetime indexes here, so φ can be a scalar, vector or spinor
field.
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where β = i(tb − ta) is the period of the Euclidean time since the initial and

final states are identical in the trace. Usually the Hamiltonian density H(φ, π)

is quadratic in π, so we can perform the Gaussian integration over π explicitly.

This turns the Hamiltonian path integral into the Lagrangian form

Z = N(β)

∫

periodic

Dφ exp

{∫ β

0

dτ

∫
d3xL(φ, i∂τφ)

}

︸ ︷︷ ︸
I0+Iint

(2.31)

where we have split the action into the free and the interaction parts (I = −I
for the Euclidean action). The π integration generates an awkward tempera-

ture dependent infinite constant N(β). In zero-temperature field theory, this

is not a problem since N(β) drops out in the calculation of the correlation

function 〈O1 · · · On〉/Z. As shown by Bernard [39], the temperature part in

N(β) is actually cancelled by some factors in the functional determinant (see

below) after a careful discretization of the path integral, so we are in good

shape again. Then it is straightforward to compute the free energy using

perturbative expansion

F = −T ln Z = −T ln

[
N(β)

∫
DφeI0

∫ DφeI0
(
1 + Iint + 1

2
I2
int + · · · )∫ DφeI0

]

= −T

{
ln

(
N(β)

∫
DφeI0

)
+ ln

[∫ DφeI0
(
1 + Iint + 1

2
I2
int + · · · )∫ DφeI0

]}

= −T ln Z0 − T ln

(
1 +

∫ DφeI0Iint∫ DφeI0
+

1

2

∫ DφeI0I2
int∫ DφeI0

+ · · ·
)

= −T ln Z0 − T

(∫ DφeI0Iint∫ DφeI0
+

1

2

∫ DφeI0I2
int∫ DφeI0

+ · · ·
)

. (2.32)

The first term (one-loop functional determinant) F0 = −T ln Z0 gives the free

energy of a free gas, Eq. (2.22); while the terms in the bracket are higher loop
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corrections, among which the first two correspond to the two-loop level.

Because of the periodicity in the imaginary time, energy is quantized

ωn =
2πn

β

{
n ∈ Z boson,
n ∈ Z+ 1

2
fermion.

(2.33)

So the integration over p0 is replaced with the summation over ωn. Fermions

satisfy the anti-periodic boundary condition since they pick up a minus sign

after 2π rotation along τ . Note that the ghosts also have integer frequen-

cies because they are scalars under Lorentz transformation despite being anti-

commutative. We can summarize the basic rules of Feynman diagram calcu-

lation in finite-temperature field theory:

zero-temperature finite-temperature
p0 iωn∫
d4p

(2π)4
1
β

∑
n

∫
d3p

(2π)3

usual propagator ×i thermal propagator
usual vertex ×(−i) thermal vertex

Table 2.1: Comparisons between the ordinary field theory and thermal field
theory.

As discussed in Section 2.1, the Lagrangian ofN = 4 D = 4 U(N) SYM

theory can be obtained from the dimensional reduction ofN = 1 D = 10 U(N)

SYM theory

I(10) =

∫
d10x

(
−1

4
F a

ρσF
ρσa +

1

2
iηaΓ ·Dηa

)
. (2.34)

It is easy to write down the bosonic part first. We rename Ai (i = 4, · · · , 9)
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as φi in the four-dimensional theory:

LB = −1

4
F a

µνF
µνa +

1

2
Dµφ

iaDµφia − 1

4
g2
YM(f eabφiaφjb)(f ecdφicφjd), (2.35)

where



F a
µν = ∂µA

a
ν − ∂νA

a
µ + gYMfabcAb

µA
c
ν (µ, ν = 0, · · · , 3),

F a
µi = ∂µφ

a
i + gYMfabcAb

µφ
c
i ≡ Dµφ

a
i (i, j = 4, · · · , 9),

F a
ij = gYMfabcφb

iφ
c
j.

(2.36)

As usual, to fix the gauge, we introduce the ghost fields c and c

Lgh = ca(−∂2δac − gYM∂µfabcAb
µ)cc. (2.37)

In Feynman gauge (ξ = 1), the bare thermal propagators and vertices are

listed in Fig. 2.3.

The fermionic part of the Lagrangian can be written down by finding

a suitable representation of the (32× 32) Γ matrices in terms of the (4× 4) γ

matrices and also the D = 10 Majorana-Weyl spinor η in terms of the D = 4

Dirac spinor χ. Following [40], we choose

Γµ = γµ ⊗ I8 (µ = 0, · · · , 3),

Γij = γ5 ⊗
(

0 ρij

ρij 0

)
(i, j = 1, · · · , 4),

Γ11 = Γ0Γ1 · · ·Γ9 = γ5 ⊗
(

I4 0
0 I4

)
,

(2.38)

where

(ρij)kl = δikδjl − δjkδil,
(ρij)kl = 1

2
εijmn(ρmn)kl = εijkl.

(2.39)

The Majorana-Weyl spinor η satisfies Γ11η = η and η = C10η
T by definition.

And the ten-dimensional charge conjugation operator is

C10 = C4 ⊗
(

0 I4

I4 0

)
. (2.40)
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Figure 2.3: Bosonic Feynman rules.
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Then it is not hard to check the following spinor η does satisfy the Majorana-

Weyl condition

η =

(
Lχi

Rχ̃i

)
χ̃i = C4(χ

i)T (i = 1, · · · , 4), (2.41)

where L and R are the projection operators in four dimensions

L =
1

2
(1 + γ5) =

(
I2 0
0 0

)
R =

1

2
(1− γ5) =

(
0 0
0 I2

)
. (2.42)

Now rewrite the six scalars as

φa
i4 =

1√
2
(Aa

i+3 + iAa
i+6) φjka =

1

2
εjklmφa

lm = (φa
jk)

∗ (i = 1, 2, 3), (2.43)

so they transform as a 6 of the SU(4) R-symmetry. Upon plugging in Eq. (2.34),

the resulting fermionic Lagrangian is

LF = iχaγ ·DLχa − 1

2
igYMfabc(χ̃

ia
Lχjbφc

ij − χa
i Rχ̃b

jφ
ijc). (2.44)

We can go one step further by writing the Dirac spinor χ in terms of the two-

dimensional Weyl spinor ψ, χi = (ψi ζ i)T. Then the above equation becomes

LF = iψia†σ ·Dψia − 1

2
gYMfabc(ψia†σ2ψjbφc

ij + ψa†
i σ2ψb

jφ
ijc). (2.45)

This is the form we use to perform the fermionic calculation. Again, the bare

thermal propagator and vertices can be read off of the Lagrangian (Fig. 2.4).

Note the Pauli matrices σµ = (1, σi) and σµ = (1,−σi) satisfy

{σµ, σν} = 2ηµν + 2(δµ
0 δν

i − δν
0δ

µ
i )σi, (2.46)

which will be used when computing the traces. Using these Feynman rules, we
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can write down six bosonic and two fermionic diagrams at the two-loop level.

Therefore, the corresponding two-loop contribution to the free energy is

�����������	
�� 
�� 
��


����� 
�� 
 �


��� 
 ���
(2.47)

The first three diagrams come from the first bracketed term in Eq. (2.32); the

rest five ones come from the second term, note the overall coefficient 1/2. We

also include various symmetry factors for each diagram.

Before launching into the detailed calculation, we make one more re-

mark on the cancellation of the many infinities which appear in loop integra-
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tion. From the supersymmetry algebra3

{Qα, Qβ̇} = 2σµ

αβ̇
Pµ, (2.48)

it can be seen that the Hamiltonian is non-negative

4〈ψ|P 0|ψ〉 = 〈ψ|Qα(Qα)∗ + (Qα)∗Qα|ψ〉 ≥ 0. (2.49)

So if the vacuum is invariant under supersymmetry transformation (Qα|0〉 =

0), the vacuum energy has to vanish. Since F = E − TS, all the infinities

must cancel out in the limit T → 0. This serves as a check of our calculation.

We claim all the calculations can be reduced to two basic summation-

integrations:

B =

∫

B

d4p

(2π)4

1

p2
≡ 1

β

∑

n∈Z

∫
d3p

(2π)3

1

ω2
n + ~p 2

, (2.50)

F =

∫

F

d4p

(2π)4

1

p2
≡ 1

β

∑

n∈Z+ 1
2

∫
d3p

(2π)3

1

ω2
n + ~p 2

. (2.51)

The energy summation can be done via Sommerfeld-Watson transformation

[41] (basically a contour integration, see Appendix A)

∑
n

1

ω2
n + ~p 2

=
β

2p
·
{

coth (1
2
βp) n ∈ Z,

tanh (1
2
βp) n ∈ Z+ 1

2
.

(2.52)

Clearly both B and F are divergent. However, we argue that the physically

meaningful quantity is the difference between the finite-temperature result and

3This is the N = 1 version. The same argument goes through for N = 4 since we are
only considering the superconformal phase.
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its zero-temperature counterpart because it can be shifted by any temperature

independent constant. The “renormalized” B and F are indeed finite

BR = B − B(β →∞) = B − 1

π2

∫ ∞

0

dp p =
T 2

12
, (2.53)

FR = F − F(β →∞) = F − 1

π2

∫ ∞

0

dp p = −T 2

24
. (2.54)

So we can divide B and F into a finite piece plus infinity

B =
T 2

12
+∞2 F = −T 2

24
+∞2, (2.55)

where the quadratic divergence denotes the p integration.

We now justify the basic claim Eqs. (2.50) and (2.51). A general bosonic

two-loop diagram involves a summation-integration like

∫

B

d4p

(2π)4

∫

B

d4q

(2π)4

p2 + q2 + p · q
p2q2(p + q)2

. (2.56)

It is easy to compute the first two terms by a simple shift of the integration

variable and they are 2B2. The cross term containing p · q is much harder. We

use a trick here by constructing an identity:

∫

B

d4p

(2π)4

∫

B

d4q

(2π)4

(p + q)2

p2q2(p + q)2
≡

∫

B

d4p

(2π)4

∫

B

d4q

(2π)4

p2 + q2 + 2p · q
p2q2(p + q)2

.

The left hand side (LHS) of the identity is just B2 by definition; the right hand

side (RHS) is 2B2 again plus twice the cross term. So we have

∫

B

d4p

(2π)4

∫

B

d4q

(2π)4

p · q
p2q2(p + q)2

= −1

2
B2. (2.57)
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This result can be checked by a brute-force calculation of

1

β2

∑

n,m∈Z

∫
d3p

(2π)3

d3q

(2π)3

~p · ~q + ωnωm

(ω2
n + ~p 2)(ω2

m + ~q 2)[ω2
n+m + (~p + ~q )2]

. (2.58)

We first perform the two summations by using the same contour integration

method as before (Appendix A)

∑

n,m∈Z

1

(n2 + p2)(m2 + q2)[(n + m)2 + k2]

=
2π2

(q2 − p2 − k2)2 − 4p2k2

+
π2 coth pπ coth kπ

pk

q2 − p2 − k2

(q2 − p2 − k2)2 − 4p2k2
(2.59)

+
π2 coth qπ coth kπ

qk

p2 − q2 − k2

(p2 − q2 − k2)2 − 4q2k2

+
π2 coth pπ coth qπ

pq

k2 − p2 − q2

(k2 − p2 − q2)2 − 4p2q2
,

∑

n,m∈Z

nm

(n2 + p2)(m2 + q2)[(n + m)2 + k2]

=
π2(p2 + q2 − k2)

(q2 + k2 − p2)2 − 4q2k2

+
pπ2 coth pπ coth kπ

k

k2 + q2 − p2

(k2 + p2 − q2)2 − 4p2k2
(2.60)

+
qπ2 coth qπ coth kπ

k

k2 + p2 − q2

(k2 + q2 − p2)2 − 4q2k2

− 2pπ qπ coth pπ coth qπ

(k2 − p2 − q2)2 − 4p2q2
.

The results are manifestly symmetric in p and q as they should be. Then sub-

stituting ~k = ~p + ~q and integrating over ~p and ~q, we get −B2/2 (Appendix B).

42



We next turn to the fermionic two-loop diagrams. Just like the bosonic

case, the hard part is to compute the cross term. The old trick works again

with a new subtlety. We consider the identity:

∫

F

d4p

(2π)4

∫

F

d4q

(2π)4

(p− q)2

p2q2(p− q)2
=

∫

F

d4p

(2π)4

∫

F

d4q

(2π)4

p2 + q2 − 2p · q
p2q2(p− q)2

.

By definition the LHS is F2. The first two terms on the RHS are 2BF instead

of 2F2. The reason is that the momentum flow (p − q) is carried by a boson

(both p and q are carried by the fermions). Indeed from the two fermionic

diagrams, we see it is either a gauge boson or a scalar. So the fermionic cross

term is ∫

F

d4p

(2π)4

∫

F

d4q

(2π)4

p · q
p2q2(p− q)2

= BF − 1

2
F2. (2.61)

Parallel to the previous discussion, a direct check can be made for

1

β2

∑

n,m∈Z+ 1
2

∫
d3p

(2π)3

d3q

(2π)3

~p · ~q + ωnωm

(ω2
n + ~p 2)(ω2

m + ~q 2)[ω2
n−m + (~p− ~q )2]

.

The two summations are

∑

n,m∈Z+ 1
2

1

(n2 + p2)(m2 + q2)[(n−m)2 + k2]

=
2π2

(q2 − p2 − k2)2 − 4p2k2

+
π2 tanh pπ coth kπ

pk

q2 − p2 − k2

(q2 − p2 − k2)2 − 4p2k2
(2.62)

+
π2 tanh qπ coth kπ

qk

p2 − q2 − k2

(p2 − q2 − k2)2 − 4q2k2

+
π2 tanh pπ tanh qπ

pq

k2 − p2 − q2

(k2 − p2 − q2)2 − 4p2q2
,
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∑

n,m∈Z+ 1
2

nm

(n2 + p2)(m2 + q2)[(n−m)2 + k2]

= − π2(p2 + q2 − k2)

(q2 + k2 − p2)2 − 4q2k2

−pπ2 tanh pπ coth kπ

k

k2 + q2 − p2

(k2 + p2 − q2)2 − 4p2k2
(2.63)

−qπ2 tanh qπ coth kπ

k

k2 + p2 − q2

(k2 + q2 − p2)2 − 4q2k2

+
2pπ qπ tanh pπ tanh qπ

(k2 − p2 − q2)2 − 4p2q2
.

Integrating over ~p and ~q with ~k = ~p− ~q then gives BF − F2/2.

Other aspects of the two-loop calculation include contracting the space-

time indexes, computing the Casimir and the fermion trace. Assembling all

the factors, we finally have

FB
two−loop = −g2

YMN3V3 B2

{
1

8
(−24) +

1

8
(−60) +

1

4
(−48)

+
1

2

[
1

6
(27) +

(
−1

2

)
+

1

2
(18)

]}

= g2
YMN3V3 16

(
T 2

12
+∞2

)2

(2.64)

= g2
YMN3V3 16

(
T 4

144
+

T 2

6
∞2 +∞4

)
,

FF
two−loop = −g2

YMN3V3(BF − 1

2
F2)

[
1

2
(16 + 48)

]

= −g2
YMN3V3 32

[(
T 2

12
+∞2

)(
−T 2

24
+∞2

)
− 1

2

(
−T 2

24
+∞2

)2
]

= g2
YMN3V3 16

(
5

4

T 4

144
− T 2

6
∞2 −∞4

)
. (2.65)

44



Note the exact cancellation of the infinities between the bosonic and the

fermionic contributions. Therefore, the free energy of N = 4 U(N) SYM

theory at the two-loop level is given by

Ftwo−loop = FB
two−loop + FF

two−loop =
1

4
g2
YMN3T 4V3. (2.66)

Comparing to Eq. (2.26), we see

ftwo−loop = − 3

2π2
λ. (2.67)

So the first correction to f(λ) at small coupling does decrease as has been

conjectured before. However, this behavior is quite misleading as higher order

corrections can reverse the direction.

As an aside, we mention the above two-loop calculation can be gen-

eralized to all SYM theories in four dimensions. The free energy at λ ¿ 1

is

F = −π2

6
N2T 4V3

(
1

4
N − 3λ

32π2
N 2 + · · ·

)
, (2.68)

where N = 1, 2, 4 depending on the amount of supersymmetry of the theory.

This general result was obtained by the author about one month prior to the

appearance of [26] and is not contained there. The O(N ) term is obvious

since at one-loop there is no interaction and it merely counts all the degrees of

freedom. We suspect the O(N 2) term might not be a numerical coincidence.

Because N = 4 SYM theory can be viewed as a N = 2 SYM plus a hypermul-

tiplet, or as a N = 1 SYM plus three chiral multiplets, it is conceivable that

supersymmetry can conspire to contribute such a nice form.
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2.3 Higher Order Corrections

Based on the two-loop calculation, we can update the previous result

of the free energy Eq. (2.26):

F = −π2

6
f(λ)N2T 4V3,

where

f(λ ¿ 1) = 1− 3

2π2
λ + · · · at weak coupling,

f(λ À 1) =
3

4
+

45

32
ζ(3)(2λ)−3/2 + · · · at strong coupling.

It has been argued in [42] that the general form of the λ expansion in the weak

and strong coupling regimes should look like

f(λ ¿ 1) =
∑
n≥0

anλ
n +

∑
n≥0

bnλ
3
2
+n at weak coupling,

f(λ À 1) =
3

4
+

∑
n≥0

cnλ
− 3

2
−n +

∑
n≥0

dnλ
−2−n at strong coupling.

The an terms are expected from the usual loop expansion. Written in the

double line notation, each closed loop carries a N factor, which combines with

g2
YM from the vertices to form λ. The bn terms are a new feature at finite

temperature. Because of thermal fluctuations, gluons get an electric mass

mel ∝
√

λT at one-loop level [43]. This color screening makes heavy quarks

deconfine at high temperature in QCD. The self energy of gluons and scalars

contributes to the free energy via the so-called ring diagrams and renders the

weak coupling expansion nonanalytic in λ. So λ = 0 becomes a branch point in

the complex λ plane. On the other hand, the large λ expansion can be obtained
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by analyzing the closed string Virasoro-Shapiro amplitude. Expanding in α′,

we can get the corresponding higher derivative corrections to the Einstein

gravity. This is then translated into the λ−1/2 expansion via the AdS/CFT

correspondence (see Table 1.1). In fact, the cn and dn terms come from the

α′3+2n and α′4+2n corrections respectively. We see λ = ∞ is a second branch

point.

Now the question is whether there are other singularities on the positive

real axis in the λ plane. If they do exist, then there is a phase transition at some

finite λ and f(λ) can not be smoothly continued from zero to infinity. In [42],

it was argued by using Mellin transform that such continuation is impossible.

It would be helpful to look at more sub-leading corrections to get a clue to

the validity of this argument. On the supergravity side, it is really hard to

push the calculation further because currently there are no higher derivative

corrections to the supergravity action available other than the α′ 3R4 term. The

finite-temperature calculation has been improved to include the b0 term [44],

so we have

f(λ ¿ 1) = 1− 3

2π2
λ +

3 +
√

2

π3
λ

3
2 + · · · . (2.69)

Accordingly, Fig. 2.2 should be updated. Then it seems at this level the sin-

gularity may well exist. However, an improvement on the fixed-order pertur-

bative calculation by Padé approximant can reverse the direction of the curve

in Fig. 2.5 [44]. Furthermore, there will be new corrections like O(λ ln λ) and

the perturbation theory actually breaks down at order O(λ3) [45]. This is due

to a new infrared divergence associated with the exchange of magnetostatic
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Figure 2.5: The updated free energy of N = 4 U(N) SYM theory as a function
of the ’t Hooft coupling λ, where the green curve is the Padé approximant.

gluons, which get a mass mmag ∝ λT at two-loop level. All diagrams above

four-loop will contribute to the O(λ3) term, so it is impractical to sum all these

diagrams. The higher order terms beyond O(λ3) can only be obtained by some

nonperturbative method. Therefore, the question about the singularity and

phase transition still remains unsolved to this day.
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Chapter 3

Interacting Dipoles from Matrix Formulation

of Noncommutative Gauge Theories

3.1 Introduction

Noncommutative quantum field theories have been extensively studied

in the past few years. The motivation to study these systems stems from the

fact that noncommutative gauge theories arise naturally from string theory

through various decoupling limits [4][5]. However, the infrared behavior of

noncommutative quantum field theories remains poorly understood due to a

UV-IR connection in which the IR dynamics is not decoupled from the UV.

In particular, the UV region of loop integration in Feynman diagrams leads

to non-analytic behavior in external momenta indicative of novel IR dynamics

[7][46].

Recently, the insight of [47] and [48] as well as [49][50] has shed some

light on the interpretation of the leading IR singularities that occur in non-

supersymmetric noncommutative theories. The authors of [47][48], working in

the matrix formulation of noncommutative gauge theory, were able to match

the leading one-loop IR singularity with an instantaneous two-body interac-

tion between gauge invariant operators. Moreover, their results had a natural
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interpretation in terms of string and brane degrees of freedom that appear in

matrix theory.

Actually, in the decoupling limit of open string theory in which non-

commutative Yang-Mills (NCYM) emerges as the low energy effective theory,

the remaining degrees of freedom are known to be extended objects [5]. In

particular, the quanta can be thought of as dipoles with a transverse size

proportional to their center of mass momentum. In fact, this is the origin

of UV-IR mixing: high momentum dipoles grow long in spatial extent. We,

therefore, intuitively expect instantaneous interactions between distant points

mediated by long dipoles. However, in the conventional star product approach

to noncommutative field theory, the intrinsic dipole structure of the elementary

quanta is far from clear, although some suggestive results have been obtained

[49].

Perhaps the most important lesson gleaned from [47][48] is that the

matrix formulation is the most natural framework in which to study noncom-

mutative gauge theory. While [48] did not demonstrate the intrinsic dipole

structure of NCYM in the sense of [5], it did show that the noncommuta-

tive gauge invariance is manifest, which leads to immense simplification at the

technical level. Moreover, since matrix models naturally describe extended

objects, one might hope that the intrinsic dipole structure could be made

manifest as well, similar to the spirit of the bi-local representation discussed

in [47]. Surely, this would lead to great conceptual clarity regarding the physics

of NCYM. With this in mind, we seek to study noncommutative gauge theory
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in the matrix formulation in order to develop a better intuition for the physics

of dipole theories and the corresponding UV-IR connection.

However, there are some technical as well as conceptual obstacles to

be overcome. At the technical level, problems typically arise because conven-

tional field theory techniques often lead to ambiguous IR behavior, essentially

because, in the light of noncommutativity, UV and IR are no longer synony-

mous with short distance and long distance, respectively. Therefore, in order

to proceed, we will have to develop new calculational tools which will allow

us to calculate, in a straight forward fashion, terms in the quantum effective

action. We are then left to interpret the results. The conceptual challenge is

then to understand the matrix calculation in conventional field theory terms,

in addition to identifying the effects of the fundamental dipole structure and

the corresponding UV-IR mixing.

In order to develop an intuition for the IR behavior of noncommuta-

tive gauge theory, we calculate the Wilsonian quantum effective action for the

gauge field, in the matrix approach. After deriving the matrix propagator,

we proceed with perturbative calculations, which yield interaction terms sug-

gestive of dipole degrees of freedom. As expected, these dipoles have a length

proportional to their center of mass momentum, and therefore, integrating out

UV dipoles will lead to instantaneous long distance interactions. In fact, the

leading long distance interactions, that dominate in the IR, will be due to the

virtual UV dipoles. We are finally left with a very clear and intuitive picture

of the dynamics resulting from dipole degrees of freedom and UV-IR mixing,
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which is reminiscent of the bi-local field representation discussed in [47].

We will review the matrix formulation of noncommutative gauge theo-

ries first, and then the background field gauge fixing which we employ in later

sections in order to calculate the quantum effective action.

3.2 Matrix Formulation of NCYM

Consider the following Lagrangian describing a form of U(M) symmet-

ric matrix quantum mechanics

L = Tr

{
1

2
(Ẋ i − i[A0, X

i])2 +
1

4
[X i, Xj][X i, Xj] + · · ·

}
(3.1)

where (A0, X
i) are M × M hermitian matrices transforming in the vector

representation of SO(2p, 1) and the adjoint representation of U(M). The

· · · represent other fields such as the fermions in the supersymmetric theory.

However, in the following we will discuss only the treatment of the bosonic

fields, the generalization to fermions being obvious.

In the M → ∞ limit, we can consider the classical ground state given

by X i = x̂i ⊗ 11N×N and A0 = 0 where x̂i are time-independent hermitian

matrices satisfying the algebra of the noncommuting 2p-plane

[x̂i, x̂j] = iθij11. (3.2)

θij is a real constant anti-symmetric tensor of SO(2p). Following [51], we

expand in fluctuations about this background X i = x̂i⊗ 11N×N + θijAj(x̂) and
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A0 = A0(x̂). The resulting action describes NCYM

L =

∫
d2px trN

{
1

2
GijF0i(x)F0j(x)

− 1

4
GijGkl

[
Fik(x)− θ−1

ik

] [
Fjl(x)− θ−1

jl

]
+ · · ·

}
(3.3)

where Fµν(x) = ∂µAν(x) − ∂νAµ(x) − iAµ(x) ∗ Aν(x) + iAν(x) ∗ Aµ(x) is the

noncommutative field strength, and Gij = θikθkj is the inverse spatial met-

ric. In deriving the NCYM theory, we have used the standard map between

ordinary coordinates and noncommuting matrix coordinates [52]

A(x) ∗B(x) ←→ A(x̂)B(x̂),∫
d2px trN [A(x) ∗B(x)] ←→ Tr [A(x̂)B(x̂)] . (3.4)

Note that, for notational simplicity, we have set (2π)2p det(θ) = 1.

Thus, 2p + 1 dimensional NCYM with a constant background field

strength can be described by 0 + 1 dimensional matrix quantum mechanics.

From this point on, we will work almost exclusively in the matrix picture;

however, we will eventually arrive at an interpretation of the dynamics in

2p + 1 dimensions.

Ultimately, we will be interested in the IR behavior of the noncommu-

tative gauge field in the quantum theory. We can systematically compute the

quantum effective action by expanding the fields A0 = B0+A and X i = Bi+Y i

where B0 and Bi are background fields satisfying the equations of motion, while

A and Y i are fluctuating fields to be integrated out. For our purpose, we will

specialize to backgrounds of the form B0 = 0 and Bi = x̂i⊗ 11N×N + θijAj(x̂).
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In order to define the functional integral over A and Y i, we must gauge

fix the Lagrangian. This can be accomplished by adding both a gauge fixing

and a ghost term to the action

Lgf = Tr

{
−1

2

(
−Ȧ− i[Bi, Y i]

)2
}

,

Lgh = Tr
{

˙̄c (ċ− i[A, c]) + [Bi, c̄][X i, c]
}

. (3.5)

Upon expanding in fluctuations, the action takes the form L = L0+L2+L3+L4

where

L0 = Tr

{
1

2
Ḃi2 +

1

4
[Bi, Bj][Bi, Bj]

}
,

L2 = Tr

{
1

2
Ẏ j2 +

1

2
[Bi, Y j]2 − 1

2
Ȧ2 − 1

2
[Bi, A]2 + ˙̄cċ

+ [Bi, c̄][Bi, c] + [Bi, Bj][Y i, Y j]− 2iḂi[A, Y i]
}

,

L3 = Tr
{
[Bi, A][A, Y i] + [Bi, Y j][Y i, Y j] + [Bi, c̄][Y i, c]

− iẎ i[A, Y i]− i ˙̄c[A, c]
}

,

L4 = Tr

{
1

4
[Y i, Y j][Y i, Y j]− 1

2
[A, Y i]2

}
. (3.6)

From L2, we see that all of the fluctuating fields have similar quadratic terms

up to terms proportional to iḂi and [Bi, Bj]. If we write the background field

in terms of the noncommutative gauge field, Bi = x̂i ⊗ 11N×N + θijAj(x̂), we

find that

iḂi = iθijF0j [Bi, Bj] = iθikθlj(Fkl − θ−1
kl). (3.7)

Thus, these terms are proportional to the background gauge field strength.

As is well known, the background field dependence of the terms quadratic
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in the fluctuating fields can either be treated exactly or perturbatively, de-

pending on the definition of the propagator. In our calculation, it will be

most convenient to treat the field strength terms (3.7) perturbatively, while

absorbing the remaining background dependence into the propagator. From

a physical standpoint, this choice corresponds to a derivative expansion of

the background field. However, we will consider only the leading order long

distance interactions, in which case commutator terms will be suppressed.

3.3 Matrix Propagator

As discussed above, all of the fluctuating fields, Φ = (Y i, A, c̄, c) cor-

responding to gauge field degrees of freedom, have similar quadratic terms of

the form

Tr

{
1

2
Φ̇2 +

1

2
[Bi, Φ]2

}
. (3.8)

In terms of indices living in the fundamental and anti-fundamental representa-

tions of U(∞), the adjoint matrix Φ = Φb
a. In matrix notation, the quadratic

term becomes

1

2
Φb

a

(
−δc

bδa
d d2

dt2
−Bi

e
b
Bi

c
e
δa

d

−δc
bBi

e
d
Bi

a
e
+ 2Bi

c
b
Bi

a
d
)

Φd
c

=
1

2
ΦT

[
−11⊗ 11

d2

dt2
− (Bi ⊗ 11− 11⊗Bi)2

]
Φ. (3.9)

In the Wilsonian scheme, we are only interested in integrating out virtual states

with frequencies ω À 1/T , T being the time scale set by the background. For

these high frequency modes, the back-reaction coming from the background
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time dependence is a subleading effect. Therefore, the matrix propagator for

virtual states with frequencies above a Wilsonian cutoff, Λ À 1/T , can be

expressed in the following Fourier integral form

G(t− t′) =

∫

Λ

dω

2π

e−iω(t−t′)

ω2 −M2
+ · · · (3.10)

where M2 = (Bi ⊗ 11− 11⊗ Bi)2 and the · · · represent subleading terms that

are suppressed by factors of (TΛ)−1 ¿ 1. In the following, we consider only

the leading order term.

To relate this 0+1 dimensional matrix quantity to a 2p+1 dimensional

field theory quantity, we choose a convenient representation which is derived

in Appendix C

1

ω2 −M2

=

∫
d2pk

(2π)2p
e−ik·(B⊗1−1⊗B)

∫

θΛ

d2px
eik·x

ω2 − x2
(3.11)

=

∫
d2pk

(2π)2p
e−ik·B ⊗ eik·B

∫

θΛ

d2px eik·xG̃(ω, θ−1x)

where G̃(ω, p) = (ω2 − piG
ijpj)

−1 is the field theory momentum space prop-

agator for a massless state. As discussed in the appendix, there is a lower

cutoff applied to the integral over x such that x > θΛ À θ/L where L is the

length scale set by the background. Putting everything together, the matrix

propagator can be written in the following form

G(t− t′) =

∫

θΛ

d2px

∫

Λ

dω

2π

∫
d2pk

(2π)2p
e−iω(t−t′)+ik·x

× G̃(ω, θ−1x)e−ik·B ⊗ eik·B. (3.12)
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To our knowledge, neither this representation of the propagator, nor the in-

terpretation to follow has been previously recognized. However, our approach

is reminiscent of the work in [47] regarding bi-local fields.

We can now identify the various ingredients of the 0 + 1 dimensional

propagator from a 2p + 1 dimensional perspective. As suggested by the nota-

tion, (ω, k) is to be identified with the spacetime energy momentum; likewise,

(t, x) is the corresponding spacetime coordinate. The integral over x is then

understood in terms of the nonlocality of the noncommutative field theory.

Perhaps more surprising is the role played by the field theory propagator,

G̃. Evidently, the small k/large x region of the integral corresponding to low

momentum/large distance receives contributions from high momentum field

theory states and vice-versa. Actually, this type of behavior has a very nat-

ural interpretation in terms of the dipole degrees of freedom that we expect

from the decoupling limit of open string theory in a strong NS-NS B field [5].

In the decoupling limit, the noncommutative field quanta can be thought

of as dipoles with a transverse size proportional to the center of mass momen-

tum xi = θijpj. It is clear that this effect is encoded in (3.12) above, since the

momentum argument of the field theory propagator, G̃(ω, p), is p = θ−1x. It

is also clear that, due to the Fourier integral over position, these dipole states

probe a transverse momentum scale ki ∼ 1/xi. Combining these two relations,

we arrive at 1 ∼ piθ
ijkj, which is a familiar result from the star product formu-

lation [7]. In essence, this relation means that integrating out high momentum

states can lead to low momentum effects, which will become more concrete in
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subsequent sections. Thus, it seems that (3.12) naturally describes the dipole

degrees of freedom that appear in NCYM.

However, it is important to realize that this representation is only valid

for dipoles of high energy and momentum. More precisely, if the background

changes on time and length scales T and L, respectively, we can only integrate

over frequencies ω À 1/T and momenta p = θ−1x À 1/L. Otherwise, the

time derivatives and commutators involving the background field that were

dropped in the derivation of (3.12) are no longer negligible. Therefore, the

cutoff Λ is chosen such that Λ À 1/T and 1/L. In this case, the higher or-

der commutator and time derivative corrections are suppressed by factors of

(LΛ)−1 and (TΛ)−1 ¿ 1. Moreover, since the cutoff is chosen relative to the

scale of the background, Λ is naturally interpreted in the Wilsonian sense.

The matrix structure of the 0+1 dimensional propagator, which is con-

tained entirely in the tensor product of operators of the form exp(ik ·B), also

has an important field theory interpretation. Using the standard dictionary

between noncommuting matrix coordinates and ordinary coordinates, we can

identify [48]

eik·B = eik·x̂⊗1N×N+ik·θ·A(x̂) ←→ P∗ei
R 1
0 dσk·θ·A(x+σk·θ) ∗ eik·x (3.13)

where P∗ denotes path ordering of the exponential using the ∗ product. This

object transforms in the adjoint under gauge transformation, and in particular,

the trace is gauge invariant

Tr
(
eik·B) ←→

∫
d2pxeik·xtrN

[
P∗ei

R 1
0 dσk·θ·A(x+σk·θ)

]
. (3.14)
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We immediately recognize this object as an open Wilson line . In fact, this

structure was essentially guaranteed by the noncommutative gauge invariance

[53][54]. In later sections, when we use the matrix propagator in perturbative

calculations of the effective action, we will frequently encounter the Fourier

transform of the open Wilson line above. Following [48], we define the operator

ρ(x) =

∫
d2pk

(2π)2p
eik·xTr

(
e−ik·B)

. (3.15)

Note that although ρ(x) is generally a nonlocal field theory operator, for θ · k
sufficiently small such that (3.12) is valid, it is approximately local on length

scales given by the background configuration, as can be easily seen from (3.14)

and (3.15). In fact, all gauge invariant Wilson line operators, which differ only

by extra operator insertions, will share this property.

The interpretation of the matrix propagator in terms of dipole degrees

of freedom is made more concrete in the following section by calculating the

Wilsonian quantum effective action. We will find that integrating out UV

virtual states gives rise to long distance interaction terms which are naturally

interpreted in the dipole context discussed above. We will also identify terms

that correspond to traditional renormalization of coupling constants of the

theory.
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(a) Matrix theory diagram
(b) Field theory diagram

Figure 3.1: One-loop contributions in the matrix versus the star product ap-
proach: (a) single matrix diagram is manifestly gauge invariant and implicitly
contains all leading background dependence; (b) gauge invariance achieved by
summing over all background insertions on both the outer and inner bound-
aries.

3.4 One-Loop Effective Action

We begin the computation of the quantum effective action at one-loop,

where the advantage of the matrix formulation becomes immediately clear.

The leading one-loop contribution is manifestly gauge invariant and can be

expressed in a single diagram drawn in ’t Hooft double line notation as shown in

Fig. 3.1(a). This is to be contrasted with the field theory star product approach

in which an infinite number of diagrams of the form shown in Fig. 3.1(b) must

be summed up in order to achieve gauge invariance [49][50][54].

Using our representation of the propagator (3.12), the evaluation of the

matrix diagram is simple. The contraction of matrix indices, as indicated by

the double line diagram, gives a double trace contribution proportional to

∫
dω

2π
Tr log G(ω)

=

∫
d2px1d

2px2ρ(x1, t)ρ(x2, t)

∫
dω

2π
log G̃(ω, θ−1x12) (3.16)
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where x12 = x1−x2. Moreover, the contraction of spacetime vector and spinor

indices contributes a factor proportional to NB − NF where NB and NF are

the numbers of on shell bosonic and fermionic polarization states. Note that,

although we have not discussed fermions up to now, the matrix propagator for

fermionic fields can be constructed in the exact same way as for the bosonic

fields. Furthermore, the integrals are always assumed to be cutoff as previously

discussed.

Now let us understand the structure of (3.16) a bit more in terms of

conventional field theory diagrams Fig. 3.1(b). First of all, we choose to ex-

pand ρ(x) = trN(11) + ∆(x). The significance of ∆(x) is that it contains only

fluctuations around the constant background. In particular, ∆(x) vanishes for

trivial configurations gauge equivalent to Ai(x) = 0, which can be seen easily

from the formulas (3.14) and (3.15). Therefore, the field theory interpretation

of ∆(x) is that it represents the gauge invariant contribution from the inser-

tions of the background gauge field into either the outer or inner boundary

of the loop. On the other hand, the constant term of ρ(x) is gauge field in-

dependent, and therefore, must descend from field theory diagrams with no

background insertions on the corresponding outer or inner boundary.

For example, we can conclude that the ∆0 interaction involves no in-

sertions on either the outer or the inner boundary, and therefore, comes from

field theory vacuum diagrams. Using the same reasoning, we find that the ∆1

interactions involve background insertions on only one boundary, and there-

fore, are due to planar field theory diagrams. Finally, the ∆2 interaction
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involves insertions on both the outer and the inner boundary, and therefore,

arises from non-planar field theory diagrams. Thus, the single matrix diagram

in Fig. 3.1(a) contains contributions from both planar and non-planar field

theory diagrams.

However, the matrix calculation (3.16) only reproduces the leading or-

der terms of the expansion in external momenta, as can be verified by a direct

field theory calculation [48]. The reason is that in deriving the propagator

(3.12), the matrix formulation naturally leads to an expansion in commutators

and time derivatives. The subleading terms, as we have seen, are suppressed

by factors of (LΛ)−1, 1/L being the scale of the external momenta and Λ the

scale of the Wilsonian cutoff. Clearly, this corresponds to expanding the field

theory diagrams in the external momenta since the expansion parameter is the

same. Thus, as alluded to earlier, the physical nature of our approximation

is that of a derivative expansion of the background. In fact, order by order,

the matrix approach reproduces the momentum expansion of the field theory

if higher order commutators and time derivatives are retained. However, the

matrix approach is best equipped to describe long distance behavior, in which

case the (LΛ)−1 corrections are small and the leading order term dominates.

Back to the calculation at hand, as expected, the ∆0 and ∆1 interac-

tions, corresponding to planar field theory diagrams, are divergent. It is easy

to see that they are proportional to

∫
dω

2π
d2px12 log G̃(ω, θ−1x12) =

∫
dωd2pp

2π(2π)2p
log G̃(ω, p). (3.17)
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Figure 3.2: High momentum virtual dipoles grow long in the transverse di-
rection and mediate instantaneous interactions between distant background
fluctuations at x1 and x2.

In fact, this is nothing but the usual leading UV divergence that is familiar

from field theory. It is important to note, however, that these divergent terms

do not contribute to the dynamics of the background gauge field. The reason

is that
∫

d2px∆(x) = 0, as can be seen from (3.15). The same argument is

given in [48] from a different point of view. In any case, these contributions

are independent of the background configuration, so we ignore them.

On the other hand, the non-planar diagrams represented by the ∆2

interaction,

∫
d2px1d

2px2∆(x1, t)∆(x2, t)

∫
dω

2π
log G̃(ω, θ−1x12), (3.18)

are more interesting. This term illustrates how UV dipoles can mediate long

distance interactions: when the virtual dipoles in the loop have high momen-

tum, Fig. 3.1(a) “stretches out” into a long cylinder that joins distant points

x1 and x2. Each boundary of the cylinder contributes a trace which yields

a gauge invariant Wilson line operator corresponding to the low momentum

background insertions of the field theory diagrams. This process is depicted

in Fig. 3.2. Thus, we can interpret the double lines in the matrix diagram as

representing the physical separation of the two ends of the dipole quanta.
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At this point, however, there is a technicality to be addressed. Since

the leading contribution to the effective potential between ∆(x1) and ∆(x2)

grows strong at large separation

∫
dω

2π
log G̃(ω, θ−1x12) ∼ |x1 − x2|+ constant, (3.19)

the theory, in the presence of this term, is strongly interacting at long distances.

This fact has been recognized in [48], and it was shown that these strong

long distance interactions are due to the leading IR pole singularities that

appear in non-supersymmetric noncommutative theories. The significance of

the poles has also been discussed in [49][50]. However, we seek a weakly

coupled long distance description, since otherwise, we can not treat the system

perturbatively. Therefore, we demand NB = NF, in which case the leading

interaction cancels.

We must now consider the next to leading order one-loop contribution,

which has also been discussed from the star product perspective in [50]. As

alluded to earlier, the precise result requires that we keep the next to leading

order commutators that were dropped in the derivation of the propagator, as

well as extra insertions of the background field strength coming from terms

in L2 that were also excluded from the propagator. However, power counting

as well as symmetry arguments imply that the next to leading order one-loop

contribution will be of the same order as Fig. 3.1(a) with two extra insertions

of the field strength
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.

This contribution alone suffices to demonstrate the qualitative features of the

next to leading order one-loop behavior. It has the added virtue that the

calculation can be done with the propagator (3.12) because the field strength

insertions are already higher order. A straight forward calculation outlined in

Appendix D gives a term in the action proportional to

∫
dtd2px1d

2px2 [ρFF (x1, t)ρ(x2, t)− ρF (x1, t)ρF (x2, t)]

×
∫

dω

2π
G̃(ω, θ−1x12)G̃(ω, θ−1x21) (3.20)

where the subscript F denotes an extra insertion of the operator [Bi, Bj] into

the end of the Wilson line. For example, an insertion of an arbitrary operator

O into the end of the Wilson line gives

ρO(x) =

∫
d2pk

(2π)2p
eik·xTr

(Oe−ik·B)
. (3.21)

It is reassuring that the second term of (3.20) is similar to the result found

in [50] using field theory; however, the first term, which is of the same order,

was not mentioned there. Moreover, the physical interpretation here in terms

of dipoles is quite different.

At this point, we wish to make several comments. First of all, it is clear

that (3.20) describes the instantaneous interaction between two points x1 and
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x2, which is consistent with the long dipole picture depicted in Fig. 3.2. In

fact, all one-loop matrix diagrams, which differ only by extra operator inser-

tions, must have a similar double trace structure, and hence, have the physical

interpretation as two-body interactions. Secondly, note that this calculation

is manifestly IR safe due to the Wilsonian cutoff on frequency and separation.

However, our approach is to be contrasted with [50], in which an ad hoc IR

regulator is introduced as the smallest scale in the problem. Lastly, we can

identify a term in (3.20) that leads to one-loop renormalization [46].

The renormalization comes from a UV divergence in the planar sector,

corresponding to the constant term of ρ. The integral over position then

factorizes into

∫
dtd2px1ρFF (x1, t)

∫
dω

2π
d2px12G̃(ω, θ−1x12)

2

=

∫
dtTr

{
[Bi, Bj]

2
}∫

dωd2pp

2π(2π)2p
G̃(ω, p)

2
. (3.22)

This quantity is easily recognized as the familiar one-loop contribution to the

renormalization of the operator Tr[Bi, Bj]
2
. Although a systematic treatment

of renormalization is beyond the scope of this work, it is clear from this example

that UV dipoles in planar diagrams can lead to conventional renormalization

of the theory.

The most interesting effect, however, is the long range interaction aris-

ing from the UV finite non-planar diagrams. We have seen that these terms

come from high momentum dipoles that grow long in accordance with the UV-

IR connection. Nonetheless, the analysis has been restricted to one-loop order.
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In the next section, we consider some two loop contributions, which serve to

illustrate some of the general features of higher order quantum corrections.

3.5 Higher Order Quantum Corrections

In the analysis of the last section, we found that one-loop matrix dia-

grams naturally lead to double trace operators in the effective action, which

had the physical interpretation of instantaneous two-body interactions that

were mediated by long dipoles. In this section, we will study some higher order

loop effects. It’s not hard to see that these diagrams will involve more traces

and will, therefore, lead to instantaneous multi-body interactions. However

generically, UV divergences also appear, which can lead to strong quantum

corrections.

A simple example that illustrates some of the features of higher order

corrections is the analysis of the two-loop diagrams that come from treating

the quartic interactions to first order in perturbation theory

+

.

As discussed in Appendix E, the non-planar matrix diagram corresponds to

field theory diagrams with the two loops linked in a non-planar fashion; how-

ever, its contribution to the Wilsonian integration is negligible. Keeping only

the contribution from the planar matrix diagram, we arrive at the result de-
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rived in the appendix
∫

d2px1d
2px2d

2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)

∫
dω1

2π

dω2

2π

×G̃(ω1, θ
−1x13)G̃(ω2, θ

−1x23)

∼
∫

d2px1d
2px2d

2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)
1

|x1 − x3|
1

|x2 − x3| . (3.23)

Using the same splitting scheme ρ(x) = trN(11) + ∆(x), we can extract

the contributions from planar and non-planar field theory diagrams based on

the powers of ∆. For example, the ∆3 term, which descends from purely non-

planar field theory diagrams, is UV finite and corresponds to an instantaneous

three-body interaction as illustrated in Fig. 3.3(a). At large separations, the

interaction strength falls off, so this term is consistent with a weakly coupled

long distance description.

On the other hand, the terms with fewer than three ∆ fields all have

UV divergences arising from planar sub-diagrams in the field theory. First of

all, note that the ∆0 and ∆1 terms are independent of the background field

configuration, and therefore, do not contribute to the dynamics. We ignore

these divergent terms. However, there are two distinct divergences in the ∆2

terms which have non-trivial consequence. The first divergence comes from

the constant term in either ρ(x1) or ρ(x2). In this case the integral factorizes

into
∫

d2px1d
2px3∆(x1, t)∆(x3, t)

∫
dω1

2π
G̃(ω1, θ

−1x13)

∫
dω2d

2pp2

2π(2π)2p
G̃(ω2, p2).

(3.24)
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(a) Loop view
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(b) Tree view

Figure 3.3: Different dipole interpretations of the first order quartic interac-
tion: (a) shows loops of high momentum dipoles that are long in the transverse
direction, as discussed in this work; (b) shows tree of low momentum dipoles
that are small in the transverse direction, as discussed in [49].

This quantity is a quantum correction to the leading two-body interaction

(3.18). The UV divergent loop integration can be viewed as renormalizing

the coupling of this operator, which is not shown explicitly. Moreover, since

the interaction strength falls with separation, this term is consistent with our

perturbative analysis. However, the other divergence coming from the constant

term in ρ(x3) will lead to strong interactions

∫
d2px1d

2px2∆(x1, t)∆(x2, t)

∫
dω1

2π

×
∫

dω2d
2pp3

2π(2π)2p
G̃(ω21, p3 − θ−1x12)G̃(ω2, p3). (3.25)

It is clear that this interaction grows at large separation as a power |x1−x2|2p−2

for p > 1 or as log |x1 − x2| for p = 1. Thus, these quantum corrections lead

to strongly interacting long distance behavior.

More generally, by dimensional analysis, it is clear that strong long

distance behavior can only come from UV divergences in the theory. The
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physical reason is that, for dipole degrees of freedom, powers of separation are

the same as powers of momentum. Thus, the cancellation of strong interac-

tions in the matrix approach is the same as cancelling UV divergences in the

field theory. It is, therefore, reasonable to conjecture that, given a theory with

enough supersymmetry, our perturbative analysis would exhibit weakly cou-

pled long distance behavior, and hence, be justified. We leave this interesting

and important problem for future study.

The validity of perturbation theory aside, let us focus on the robust fea-

tures of our work. We have derived a matrix propagator for the quantum fields

of noncommutative gauge theory that embodies the intrinsic dipole structure

of the quanta as well as the UV-IR relation between the transverse size of

the dipoles and their center of mass momentum. This tremendously clarified

the physical effect of the quantum mechanical interactions. In particular, we

found that, quite generally, the leading IR interactions are mediated by virtual

UV dipoles that grow long in accordance with the UV-IR connection. This

picture sheds new light on UV-IR mixing in noncommutative gauge theory,

reminiscent of [47]. In fact, the intuition that we have developed seems very

generic and should apply to any brand of noncommutative theory. Further-

more, in this light, the non-analytic dependence of the quantum theory on

θ seems clear: in the θ → 0 limit, the quanta are no longer dipoles; there-

fore, the leading long distance interactions that are present for θ 6= 0 abruptly

disappear, drastically altering the IR behavior of the theory.

For some additional perspective, let us discuss the difference between
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(a) Loop view
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(b) Tree view

Figure 3.4: Different dipole interpretations of the second order cubic interac-
tion: (a) shows loops of high momentum dipoles that are long in the transverse
direction, as discussed in this work; (b) shows tree of low momentum dipoles
that are small in the transverse direction, as discussed in [49].

our work and [49]. These authors take the star product approach to study-

ing noncommutative scalar theory and also arrive at a dipole interpretation.

However, they interpret the long distance interactions as an exchange of low

momentum dipole states, which is in stark contrast to the interpretation dis-

cussed here. The crucial difference is that [49] associates the k variables to

dipole momentum, instead of the separation x. In particular, the Fourier

coefficients ρ̃(k) are interpreted as creating a dipole state of momentum k,

which leads to the scenario depicted in Fig. 3.3(b). This picture seems to

suggest a smooth θ → 0 limit, in which the transverse size of the dipoles goes

to zero and the interaction becomes local. Apparently, this interpretation is

completely different from the one discussed in our work.

Finally, for completeness, we include the contribution from the two-loop

diagram arising from the second order treatment of the cubic interactions
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+

.

Using by now familiar techniques, we get a result proportional to

∫
d2px1d

2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)

∫
dω1

2π

dω2

2π

×ω1G̃(ω1, θ
−1x12)ω2G̃(ω2, θ

−1x23)G̃(ω12, θ
−1x31). (3.26)

This process is illustrated in Fig. 3.4. However, we will not pursue the analysis

of this term any further since it is essentially identical to the analysis of (3.23).

Before closing this section we would like to emphasize the advantage of

the matrix formulation for calculating long distance interactions. The main

simplification is that the noncommutative gauge invariance is manifest, and

hence, the Wilson line structure emerges automatically. Furthermore, the

physical interpretation in terms of dipole degrees of freedom is clarified tremen-

dously. However, we have only studied the leading order long distance behav-

ior. Higher order terms in the derivative expansion must be retained in order

to probe the short distance structure of the theory.

3.6 Discussion and Outlook

We have calculated the Wilsonian quantum effective action of noncom-

mutative gauge theory in order to gain some intuition for the IR dynamics

of this system. We found interaction terms suggestive of the dipole degrees

of freedom that are expected from the decoupling limit of open string theory
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in a strong NS-NS B field. Moreover, the leading IR interactions were medi-

ated by long UV dipoles. In fact, this is the origin of the UV-IR mixing: UV

dipoles grow long and mediate long range interaction that dominate in the IR.

This behavior sheds new light on the non-analytic dependence of the quantum

theory on θ, which classically, is a smooth deformation.

Perhaps the most satisfying of our results was that we constructed a

representation for the matrix propagator that embodies the intrinsic dipole

structure of the elementary quanta of NCYM and the corresponding UV-

IR connection. This approach vastly simplified calculations of the long dis-

tance interactions, as well as the physical interpretation in terms of interacting

dipoles. However, our perturbative analysis is valid only when theory is weakly

coupled at long distances. We argued that this is the case in supersymmetric

theories, where UV quantum corrections are under control.

Finally, there remain some open questions. Most notable is that the

short distance behavior is still unknown. Our analysis is insufficient to describe

the quantum effects of short dipoles, which are very sensitive to the background

field configuration. In this case, higher order terms in the derivative expansion

must be retained. Of course, we expect some short distance corrections in the

form of star products in the interaction terms; however, it would be very

interesting to see some other novel effect from noncommutativity.
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Appendix A

Sommerfeld-Watson Transformation

The Sommerfeld-Watson Transformation [41] is a way to sum certain

types of series via contour integration. The basic idea is to construct a complex

function f(z) which has these properties: it has an infinite number of poles

whose residues correspond to the series; in addition, it may have some other

finite number of poles; and it dies out fast enough as z → ∞. Now consider

the integral along the blue contour C∞ plus all the small circles around the

poles.

� �
�

The infinite sequence of green dots denote the series and the finite number of

red dots are the other poles. By construction, we have

0 =

∮

C∞
f(z)dz − 2πi

∑
green

Res [f(z)]− 2πi
∑

red

Res [f(z)] . (A.1)
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Since the integration along C∞ vanishes, the summation of the series is given

by the residues at those extra poles

∑
green

Res [f(z)] = −
∑

red

Res [f(z)] . (A.2)

Applying this method to Eq. (2.52), we construct f(z) = cot(πz)/(z2 + p2),

which has poles at z = n ∈ Z and z = ±ip. The residues are

Resz=n

[
cot(πz)

z2 + p2

]
=

1

π(n2 + p2)
,

Resz=±ip

[
cot(πz)

z2 + p2

]
=

cot(±ipπ)

±2ip
= −coth(pπ)

2p
.

So we get
∑

n∈Z

1

n2 + p2
=

π

p
coth(pπ). (A.3)

The summation over half integers can be obtained similarly by choosing f(z) =

tan(πz)/(z2 + p2) and it is

∑

n∈Z+ 1
2

1

n2 + p2
=

π

p
tanh(pπ). (A.4)

The double-summation in Eq. (2.59) can be performed by summing over n

first. The related function is

f(z) =
cot(πz)

(z2 + p2) [(z + m)2 + k2]
,

which has poles at z = n ∈ Z, z = ±ip and z = −m ± ik. Summing up all

four residues, we have

76



∑

n∈Z

1

(n2 + p2) [(n + m)2 + k2]

=
π coth pπ

p

−p2 + m2 + k2

(−p2 + k2 + m2)2 + 4m2p2
(A.5)

+
π coth kπ

k

−k2 + m2 + p2

(−k2 + p2 + m2)2 + 4m2k2
.

Then a similar treatment of m gives the result quoted in Section 2.2. All the

other summations there can be computed in the same fashion.
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Appendix B

Direct Calculation of the Bosonic Cross Term

After substituting ~k = ~p + ~q, Eqs. (2.59) and (2.60) become

∑

n,m∈Z

1

(n2 + p2)(m2 + q2)[(n + m)2 + (~p + ~q )2]

=
π2

2p2q2(cos2 θ − 1)

[
1 +

coth pπ coth kπ

k
(−p− q cos θ) (B.1)

+
coth qπ coth kπ

k
(−q − p cos θ) + coth pπ coth qπ cos θ

]
,

∑

n,m∈Z

nm

(n2 + p2)(m2 + q2)[(n + m)2 + (~p + ~q )2]

=
π2

2p2q2(cos2 θ − 1)

[
−pq cos θ +

coth pπ coth kπ

k

(
pq2 + p2q cos θ

)

+
coth qπ coth kπ

k

(
p2q + pq2 cos θ

)− pq coth pπ coth qπ

]
, (B.2)

where we have used ~p · ~q = pq cos θ. So the sum of these two series is

∑

n,m∈Z

~p · ~q + nm

(n2 + p2)(m2 + q2)[(n + m)2 + (~p + ~q )2]

=
π2

2

(
−coth pπ coth kπ

pk
− coth qπ coth kπ

qk
+

coth pπ coth qπ

pq

)
. (B.3)

Now we can rescale the momentum ~p → β~p/2π and get

∑

n,m∈Z

~p · ~q + ωnωm

(ω2
n + ~p 2)(ω2

m + ~q 2)[ω2
n+m + (~p + ~q )2]

(B.4)

=
β2

8

(
coth 1

2
βp coth 1

2
βq

pq
− coth 1

2
βp coth 1

2
βk

pk
− coth 1

2
βq coth 1

2
βk

qk

)
.
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Then Eq. (2.58) reads

1

8

∫
d3p

(2π)3

d3q

(2π)3

(
coth 1

2
βp coth 1

2
βq

pq
− coth 1

2
βp coth 1

2
βk

pk

−coth 1
2
βq coth 1

2
βk

qk

)
. (B.5)

It is easy to see that the double-integrations of the three terms are identical.

For instance, in the second term, we can change the integration variable from

q to k and have d3q = d3k since ~q = ~k − ~p is just a translation; then it is the

same as the first term. The net result is

−1

8

∫
d3p

(2π)3

d3q

(2π)3

coth 1
2
βp coth 1

2
βq

pq
= −1

2

(∫
d3p

(2π)3

coth 1
2
βp

2p

)2

. (B.6)

From Eqs. (2.50) and (2.52), we see

B =

∫
d3p

(2π)3

coth 1
2
βp

2p
.

So this explicitly verifies that the bosonic cross term is equal to −B2/2. The

fermionic cross term can be checked similarly.
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Appendix C

Derivation of Matrix Propagator

In order to have a field theory interpretation of the matrix propagator,

we seek a representation of the form

1

ω2 −M2
=

∫
d2pk

(2π)2p
e−ik·(B⊗1−1⊗B)f̃(k). (C.1)

The Fourier coefficients, f̃(k), can be constrained by acting with ω2 −M2

1 =

∫
d2pk

(2π)2p
(ω2 −M2)e−ik·(B⊗1−1⊗B)f̃(k) (C.2)

=

∫
d2pk

(2π)2p

(
ω2 + ∂2

k

)
e−ik·(B⊗1−1⊗B)f̃(k) + · · ·

where the · · · represent commutator terms that are necessary to resolve the

ordering of the noncommuting matrices, Bi⊗11−11⊗Bi. It is easy to see that

the commutator corrections are negligible if

Bi À [k ·B,Bi],
[
k ·B, [k ·B,Bi]

]
, · · · (C.3)

Using the expression for the background field, Bi = x̂i ⊗ 11N×N + θijAj(x̂),

we see that [k · B, ] = k · θ · D where Di is the gauge covariant derivative.

Therefore the commutators are small if θ · k ¿ L, L being the length scale set

by the curvature of the background. Note that L <
√

θ because the NCYM
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dual description includes a constant background field strength of magnitude

θ−1.

Assuming that the commutators are negligible, we may keep only the

leading term in above equation. Then, upon an integration by parts, the

condition on f̃ becomes

(
ω2 + ∂2

k

)
f̃(k) = (2π)2pδ2p(k). (C.4)

From this equation, we arrive at the integral expression

f̃(k) =

∫
d2px

eik·x

ω2 − x2
. (C.5)

Note that the consistency condition θ · k ¿ L is equivalent to x À θ/L. We,

therefore, apply a cutoff x > θΛ À θ/L. Thus, up to commutator terms that

are suppressed by factors of (LΛ)−1 ¿ 1, we obtain the desired representation

1

ω2 −M2
=

∫
d2pk

(2π)2p
e−ik·(B⊗1−1⊗B)

∫

θΛ

d2px
eik·x

ω2 − x2
. (C.6)
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Appendix D

Next to Leading Order One-Loop Diagram

The qualitative features of the next to leading order one-loop behavior

is contained in Fig. 3.1(a) with two extra insertions of the field strength. A

straight forward perturbative treatment of the field strength term in L2 gives

∫
dt1d

2px1dt2d
2px2

∫
dω1d

2pk1

2π(2π)2p

dω2d
2pk2

2π(2π)2p
e−iω1(t1−t2)+ik1·x1

×e−iω2(t2−t1)+ik2·x2G̃(ω1, θ
−1x1)G̃(ω2, θ

−1x2) (D.1)

×{
Tr

(
[Bi, Bj](t1)e

ik1·B(t1)[Bi, Bj](t2)e
−ik2·B(t2)

)
Tr

(
e−ik1·B(t1)eik2·B(t2)

)

− Tr
(
[Bi, Bj](t1)e

ik1·B(t1)e−ik2·B(t2)
)
Tr

(
[Bi, Bj](t2)e

−ik1·B(t1)eik2·B(t2)
)}

.

Since we only integrate out virtual states with high energy and momentum,

time derivatives of the background as well as higher commutator terms are

further suppressed. Therefore, to lowest order, we obtain

∫
dtd2px1d

2px2

∫
dω

2π

d2pk1

(2π)2p

d2pk2

(2π)2p
eik1·x1eik2·x2G̃(ω, θ−1x1)G̃(ω, θ−1x2)

×{
Tr

(
[Bi, Bj](t)[Bi, Bj](t)ei(k1−k2)·B(t)

)
Tr

(
e−i(k1−k2)·B(t)

)
(D.2)

−Tr
(
[Bi, Bj](t)ei(k1−k2)·B(t)

)
Tr

(
[Bi, Bj](t)e−i(k1−k2)·B(t)

)}
.

after performing one integral over ω and one integral over t. Upon Fourier

transforming to position space, we are finally left with (3.20).
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Appendix E

Two-Loop Example

A straight forward evaluation of the quartic two-loop diagrams turns

out to be proportional to

∫
dtd2px1d

2px2

∫
dω1d

2pk1

2π(2π)2p

dω2d
2pk2

2π(2π)2p
eik1·x1eik2·x2

×G̃(ω1, θ
−1x1)G̃(ω2, θ

−1x2)

×{
Tr

[
eik1·B(t)

]
Tr

[
e−ik2·B(t)

]
Tr

[
e−ik1·B(t)eik2·B(t)

]

− Tr
[
eik1·B(t)eik2·B(t)e−ik1·B(t)e−ik2·B(t)

]}
. (E.1)

As indicated by the double line diagrams, the triple trace term comes from the

planar matrix diagram, and the single trace term comes from the non-planar

matrix diagram.

To understand the meaning of the non-planar matrix diagram, consider

the corresponding field theory vacuum diagram. As previously discussed, the

vacuum diagrams are obtained by setting Ai = 0, in which case the background

field Bi = x̂i ⊗ 11N×N . Substituting this background field into the single trace

term above, we find a result proportional to

∫
dtd2px1d

2px2

∫
dω1d

2pk1

2π(2π)2p

dω2d
2pk2

2π(2π)2p
eik1·x1eik2·x2

×G̃(ω1, θ
−1x1)G̃(ω2, θ

−1x2)e
ik1·θ·k2Tr(11). (E.2)
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Note that we have kept the higher order commutators, which lead to the

phase factor exp(ik1 · θ · k2), only to illustrate the qualitative nature of this

contribution. Upon performing the k integrals and using the identity Tr(11) =
∫

d2px3trN(11), we get a term proportional to

∫
dtd2px3

dω1d
2pp1

2π(2π)2p

dω2d
2pp2

2π(2π)2p
eip1·θ·p2G̃(ω1, p1)G̃(ω2, p2), (E.3)

note that we have changed variables of integration to p = θ−1 ·x. This term is

easily recognized as the contribution to the effective action from the two loop

non-planar field theory vacuum diagram below

.

Thus, the non-planar matrix diagram corresponds to field theory diagrams

with the loops linked in a non-planar fashion. Furthermore, it is easy to see

from the single trace term in (E.1) that the effect of the background gauge

field insertions is simply to include a series of higher dimensional field theory

operators in the integral over x3, and for dimensional reasons, more powers of

p in the denominator. The integration over ω, p remains decoupled from the

integral over x3, though.

However, a closer look at the non-planar matrix diagram reveals that it

is negligible in the domain of Wilsonian integration. In fact, the contribution

is nonperturbative in our expansion parameter (LΛ)−1. Essentially, the reason
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is that the phase factor exp(ip1 ·θ ·p2) is rapidly oscillating for dipole momenta

p above the Wilsonian cutoff, which gives rise to exponential suppression. To

see this, consider the integration over ω, p in (E.3)

∫

Λ

dω1d
2pp1

2π(2π)2p

dω2d
2pp2

2π(2π)2p
eip1·θ·p2G̃(ω1, p1)G̃(ω2, p2)

∼
∫

Λ

d2pp1

|θp1|
d2pp2

|θp2| e
ip1·θ·p2 ∼ Λ4p−2e−θΛ2

(E.4)

where the final integration can be performed with Schwinger parameters in

the stationary phase approximation. Note that LΛ < θΛ, as previously dis-

cussed. Clearly, the exponential suppression coming from the phase factor

exp(p1 · θ · p2) is universal, while the power of Λ comes from the powers of p in

the integral. Thus, in the domain of Wilsonian integration, the contribution

from the nonplanar matrix diagram is exponentially suppressed, and therefore,

utterly negligible. In fact, the same argument implies that we can neglect all

nonplanar matrix diagrams relative to the planar ones.

While nonplanar matrix diagrams do not contribute to the Wilsonian

integration, they do seem to involve non-trivial short distance effects. As is

well known from field theory, (E.3) is IR divergent without a cutoff [7]. Fur-

thermore, it seems natural to attribute this to short distance effects, since

the IR dipoles are small in spatial extent and only a single trace appears. Of

course, it would be interesting to better understand the quantum effects of

low momentum dipoles, but this is simply beyond the validity of our approx-

imations. However, the matrix approach does seem to clarify the role of this

IR singularity to the extent that it is not a long distance effect. Actually,
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[47] seems to suggest that the quantum effects of low momentum states in

noncommutative theories should be the same as that in ordinary theories.

Proceeding with the calculation, we keep only the triple trace term. To

leading order, we neglect the commutators in (E.1), in which case we are left

with

∫
dtd2px1d

2px2d
2px3ρ(x1, t)ρ(x2, t)ρ(x3, t)

∫
dω1

2π

dω2

2π

×G̃(ω1, θ
−1x13)G̃(ω2, θ

−1x23) (E.5)

after a Fourier transformation to position space.
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