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This dissertation presents a replication framework that facilitates semantic-aware data

replication (SAR) in wide area networks (WANs). WAN data replication is fundamen-

tally difficult. As a result, generic replication algorithms must make compromises among

Consistency, Availability, Response time, and Partition resilience (CARP) when used in

WANs. This dissertation seeks to design algorithms based on specific semantics of the

shared data sets (e.g. data properties, workload characteristics, and update patterns) to

achieve the optimized CARP trade-offs. Integrating a set of semantic-aware algorithms us-

ing distributed objects to form the SAR framework, we implement a practically important

e-commerce application, the distributed TPC-W benchmark. Our prototype evaluations

show significant improvements on system availability and response time while preserving

the consistency guarantees desired by the TPC-W benchmark. The primary focus of the

dissertation is on the development of the SAR framework. Within the framework, con-

tributions include (a) exploiting application semantics using the object-oriented approach,

(b) employing a hybrid method that integrates a number of novel replication algorithms to

make an important class of applications work, (c) proposing a novel replication algorithm

for the multi-writer/multi-reader replication scenario with a high access locality, and (d)
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outlining a general purpose replication library that uses semantic-aware objects for building

other distributed applications in WANs.
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Chapter 1

Introduction

In recent years, Internet services have evolved from publishing simple static content to

hosting dynamic, interactive applications backed up by large-scale storage systems. This

rapid change has revealed limitations of the traditional Internet service architecture and

driven the development of new technologies to deliver Internet services to end users with

improved response time and availability.

In additional to designing Internet services with good presentation and rich fea-

tures, service providers need to improve the availability and response time of their services

to attract customers. Because the Internet is convenient and fast, it has become a crucial

method for delivering to end users business solutions, including online commerce, supply

chains management, online health care, and grid systems for scientific research. For in-

stance, purchasing a book online at home (or in the office) is more convenient than driving

to the bookstore; integrating the flow of data between customers and suppliers via web-

based supply chains can reduce inventory and cost, add product value, extend resources,

accelerate time to market, and help retain customers; sharing medical records electroni-

cally within the healthcare industry can increase physician efficiencies and reduce costs.

Although innovative business concepts are essential to many Internet services, preserving

and maximizing the benefits of the Internet, i.e. being convenient and fast, play important
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roles in operating Internet services. By the time a class of Internet service becomes mature

and standardized, the quality of the service, such as the service availability and response

time, will determine the popularity of service providers in the particular type of Internet

service.

Because the traditional Internet service architecture requires most Internet services

to be delivered to end users through wide area networks (WANs), the service availability

and response time are primarily limited by the relatively frequent network failures and

volatile network delays in WANs. The abstraction of the traditional Internet architecture

consists of a central server (or a server cluster) hosting services at the site of the service

provider and a set of clients, normally web browsers, accessing the central server from

local machines of end users. An end user accesses the service by submitting requests

to the central server via the browser. The information presented to an end user as the

result of the user’s requests is computed based on the user’s requests and the state of

the server. The communication between a user and the central server is over WANs that

are uncontrolled environments in which network congestion and hardware failures lead

to partitions; furthermore, routing through multiple ISPs may causes long and volatile

delays. Those WAN characteristics prevent the central server from being highly accessible

to end users and introduce a large overhead in the end-to-end response time. Furthermore,

because both user requests and the server state are dynamic, the information returned to

the end user is difficult to cache by the browser or the user proxy. One cannot simply use

traditional web caching techniques to improve both the availability and response time of

Internet services on the traditional architecture.

This dissertation offers a solution to effectively replicate dynamic data to improve

the availability and performance of Internet services. By leveraging application-specific

semantics, our solution, semantic-aware replication (SAR), provides the replication support

for the edge services architecture that distributes business logic (code) and the underlying

storage system (data) onto different geographical regions to minimize the communication

2



in WANs. While other studies have addressed issues for distributing business logic [3, 9,

21, 119, 127] and routing of client queries [2, 16, 40, 119, 133] among distributed server

replicas, this dissertation focuses on the replication of storage systems that are shared

by distributed server replicas. While preserving the required consistency guarantees for

the shared data, our replication solution minimizes the synchronous communication across

WAN when accessing an Internet service to enhance the service availability and response

time.

1.1 The Evolution of Internet Service Architecture

The ongoing evolution of Internet service architectures aims to enhance the availability

and response time of Internet services. In this section, we will first present the basic

architecture, the client-server architecture, that consists of a central server and a set of

clients. Then we will describe two common variations of the client-server architecture, the

cluster-based architecture and the client-side cache and proxies. Each variation intends to

improve the client-server architecture on either the client or the server side. Finally, we

discuss the edge service architecture, an emerging architecture for pushing Internet services

closer to end users to maximize the availability and minimize the response time of Internet

services.

1.1.1 The client-server architecture

The traditional Internet service architecture consists of a central server and many web

clients, as illustrated in Figure 1.1. The central server hosts services at the site of the

service provider. A web client usually refers to a web browser running on a user’s local

machine that provides an interface for the user to access the services offered by the central

server. Using a web client, a user accesses the service by sending requests to the central

server that generates replies based on the user input and the state of the system. The

communication between the central server and the web client is over WANs.

3



WAN

DB

Service
Logic

Client

Client

Client

ClientServer

Figure 1.1: The client-server architecture

Although the Internet is a great way for making services (or information) avail-

able to end users from a central location, its traditional client-server architecture has many

drawbacks. First, the central server is a single point of failure. Second, the Internet is a un-

controlled environment where hardware failures, mis-configuration, and network congestion

lead to network partitions. Although the central server is running, users on different net-

work partitions cannot access the service. Third, network delays can be high and volatile,

especially when routing across different ISPs. The WAN delay that is up to hundreds

of milliseconds dominates the end-to-end response time of the Internet services [28, 66].

Therefore, regardless of the performance improvement brought to the central server in pro-

cessing user requests, end users will experience little improvement on the service response

time.

1.1.2 The cluster-based architecture

Cluster-based techniques eliminate the single point of failure in the client-server architec-

ture by providing server redundancy at the site of the service provider. Some cluster-based

architectures [4, 111] use a primary server to actively process requests and other servers

in the cluster are backups for the primary servers. When the primary server becomes

unavailable, one of the backups becomes the primary server to continuously process re-

quests. Some other cluster-based architectures [17, 79, 83] consider all servers equal and

synchronously forward requests to all servers in the cluster. Special protocols are required

to maintain the memberships of all active servers. For scalability purposes, cluster-based

4



WAN

Server Server 
Cluster Cluster 

DB

Service
Logic

Client

Client

Client

Client

DB

Service
Logic

DB

Service
Logic

LAN

Server 
Replica

Server 
Replica

Server 
Replica

Figure 1.2: The cluster-based architecture

architectures may partition the service and the underlying data sets onto different sets of

servers in the cluster. When client requests come in, a load balancer routes the requests to

the server(s) of the appropriate service partition based on the nature of requests. Figure 1.2

illustrates the abstraction of the cluster-based architecture.

However, two other drawbacks in the traditional client-server architecture are not

addressed by the cluster-based solutions. Because the server cluster runs at one central

location, network partitions can still prevent end users of other partitions from accessing

the service running on the server cluster. And WAN delays still dominate the end-to-end

response time.

1.1.3 Client-side cache and proxies

Figure 1.3 presents the abstraction of the client-server architecture that employs cache

techniques to improve the availability and response time of Internet services [23, 47, 52, 64,

75, 57, 132]. There is a reason to be concerned that caching alone will not provide significant

improvement because an increasing amount of HTTP traffic is uncachable [38, 129]. The

traditional client-side cache or the proxy cache saves web documents from the central

server onto local machines. A request to the same document will be satisfied by the locally
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Figure 1.3: The client-server architecture with caching

cached copy. Usually the central server specifies a time-to-live value [81] associated with

each document. The client polls the server for changes to the cached document when the

time-to-live value expires. Both client-polling [52] and server-pushing [75, 132] techniques

can be used to refresh the cached documents.

Traditional caching techniques do not effectively minimize the necessary commu-

nication between a client and the central server when dynamic web pages are considered.

Although some techniques allow the static segments of web pages to be cached [24, 37],

the dynamic segments are always generated and sent by the central server. As long as one

WAN trip is required to the central server to process each client request, network partitions

and WAN delays are unavoidable.

1.1.4 Edge service architecture

To minimize the effect of network partitions and WAN delays on Internet services, we need

a new model that can bring the services near end users. The edge service architecture [2] is

an example of the new model. In the edge service architecture presented in Figure 1.4, both

the business logic and the underlying storage system are replicated onto server replicas,

namely edge servers, that are distributed into geographically different regions closer to

end users. User requests are directed to the nearest available edge server with routing

techniques [2, 16, 40, 119, 133]. Upon receiving a user request, an edge server processes

the request by operating on its local data. The edge server communicates with other edge

servers and the central server over WANs to propagate any updates to the shared data.
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However, an edge server is not required to fully replicate the central server. Based on

application needs, data and services can be partially or fully replicated on edge servers.

Pushing Internet services closer to end users effectively address all three drawbacks

in the traditional Internet architecture. Because edge servers are widely distributed, there

is no single point of failure. Using appropriate re-routing techniques, the system can direct

end users to the next closest edge server when their default edge server becomes unavailable.

Furthermore, because users access Internet services through their nearest available edge

servers and edge servers can process user requests using their local data, the service is

unlikely to be affected when network is partitioned. As long as an end user can connect

to his local ISP, he should be able to access the service through the edge server located

within that ISP’s network although this ISP might have temporary connectivity problems

with other ISPs. Finally, network delays within an ISP are much shorter and less volatile

compared with delays for packets going across multiple ISPs or across countries.

1.2 Dissertation Focus

The dissertation focuses on providing the replication support for the edge service architec-

ture to deliver Internet services with the optimized CARP (i.e. Consistency, Availability,

Response time and Partition resilience) trade-offs. Currently, the challenge in building

the edge service architecture is to effectly support the replication of dynamic data among

servers. The challenge comes from the theory that no generic replication algorithms can
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achieve the optimized CARP trade-off desired for Internet services. In this dissertation,

we build a WAN replication library by leveraging on application-specific semantics, which

circumvents limits in the general WAN replication.

1.2.1 The challenge in the edge service architecture

The challenge in building the edge service architecture is to effectively maintain the consis-

tency of the shared data operated by all edge servers and the central server. The advantage

of the edge service architecture is to have user requests processed by edge servers with their

local data with a minimum amount of communication to other servers. It requires both

business logic (code) and storage systems (data) to be replicated on those edge servers.

Many systems for business logic (code) distribution and execution at edge servers have been

built [3, 9, 21, 119, 127], but the core challenge, dynamic data distribution and consistency,

still remains.

1.2.2 Challenges in general WAN replication

Although web-scale replication is well understood for traditional web caching where all

updates are made at a central server [23, 47, 52, 64, 75, 57, 132], replication and consistency

for edge servers that can both read and write data are more challenging. The data on which

edge servers operate must be consistently replicated for edge servers to correctly deliver the

services. But existing studies [20, 73] have found that generic WAN replication algorithms

always have to make trade-offs among CARP.

The CAP dilemma Brewer [20] suggests that there is a fundamental CAP dilemma for

data replication in large scale systems: systems cannot simultaneously achieve both high

Consistency and high Availability if they are subject to network Partitions. As a result,

distributed code is used for caching and content assembly [2, 21, 119] but seldom used for

replication of web services with a rich mix of reads and writes.
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The PC principle The study by Lipton and Sandburg [73] shows that there is a trade-off

between performance and consistency when data are shared by multiple nodes. The basic

principle, the PC principle, indicates that the Performance of any sequentially Consistent

algorithm is bounded by the minimal packet delay between nodes. In other words, when

two nodes are about to update the same shared value, they have to ensure that two update

events are observed in the same order by all nodes in the system to preserve a sequentially

consistent view of the shared value. Therefore, one node needs to wait for the other to

complete its current write before starting the next one.

1.3 Goal and Contributions

1.3.1 Goal

This dissertation seeks to optimize trade-offs among (CARP) consistency, availability, re-

sponse time, and partition resilience by taking advantage of application semantics. Accord-

ing to the CAP [20] dilemma and the PC [73] principle, application designers are forced

to make difficult choices among CARP when relying on generic replication frameworks for

distributing/replicating shared data in WANs. Our approach is to provide a SAR library

to support dynamic data sharing in WAN by distributed edge servers. Each replication

algorithm in the library distributes/replicates some shared data set in a specific replication

scenario based on the semantics (e.g. workloads, update topologies, and data properties)

of the shared data set. As a result, the individual algorithms can achieve the optimized

CARP trade-offs when used to replicate their target data sets.

1.3.2 Contributions

This dissertation makes the following contributions.

1. We exploit application semantics using the object-oriented approach. Although other

systems have exploited application-specific semantics in data replication, we are the
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first to systematically encapsulate such semantic-aware replication using the object-

oriented programming abstraction. Applying the object-oriented concepts to the

semantic-aware replication is important because it simplifies the development of dis-

tributed application by hiding the complexity of consistency maintenance of the

shared data sets. In this dissertation, we implement replication algorithms as a

set of distributed objects to encapsulate the algorithm details. One benefit is that we

can implement the tunable consistency [135] by restricting the access to the shared

data from the application logic using object encapsulation. For instance, we encap-

sulate the inventory distribution within a distributed object. The object controls

the access to the store inventory from the application (business logic) by restricting

what the application can ask for. Instead of having the application ask for the to-

tal amount of inventory, the object requires the application to ask for the specific

amount of inventory desired to process a user request. Accurate information from

all edge servers is necessary to compute the total amount of inventory in store while

approximate information at the local edge server is usually sufficient to correctly

process a user purchase request. The algorithm used to establish the approximate

local inventory information among edge servers as the local information changes is

hidden from the application. In general, once objects encapsulate the complexity of

the consistency maintenance of the shared data, application programmers can focus

more on application logic. Another benefit of the object-oriented approach is its ex-

tensibility. Because current replication algorithms exist in the system in the form of

distributed objects, any optimizations of those algorithms can be easily implemented

by inheriting from the existing objects.

2. We employ a hybrid method that integrates a number of novel replication algorithms

to make an important class of applications work. Although many of the specific al-

gorithms have been used separately for other applications, bringing them together to

build the distributed TPC-W system is a significant contribution because it offers the
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system optimized CARP trade-offs that have been proven difficult to achieve using

any of the existing algorithms alone. TPC-W is a transaction processing benchmark

for the Web that portrays an online e-commerce application. When building the dis-

tributed TPC-W application, we observe that this e-commerce application consists of

many underlying data sets, each with unique application semantics, i.e. different data

properties and workload characteristics. Our replication solution employs a number

of existing replication algorithms to separately take advantage of the unique seman-

tics exhibited by individual data sets. As a result, this hybrid method circumvents

limits in the general WAN data replication (CAP and PC) and achieves optimized

CARP trade-offs desired by the TPC-W application.

3. We propose a novel replication algorithm for the multi-writer/multi-reader replication

scenario with a high access locality. Existing replication algorithms do not provide

optimized trade-offs among consistency, availability, and response time for the multi-

writer/multi-reader replication scenario. The read-one/write-all (ROWA) protocol

family (including read-one/write-all-available) offers the optimal read performance,

but suffers from poor write availability. Quorum-based approaches yield good overall

availability, but cannot achieve the same read availability and performance as offered

by the ROWA protocol family. This dissertation proposes the dual-quorum replica-

tion algorithm that approximates the optimal read availability and performance of

the ROWA protocol family while preserving the same availability level as the quorum-

based approaches. This algorithm works extremely well under workloads consisting

of a large number of consecutive reads or writes to the same node. The dual-quorum

algorithm evolves from a TPC-W specific replication scenario, the replication of the

user profile.

4. Evolving from TPC-W specific distributed objects, our semantic-aware objects may

be used as a general purpose replication library for building other distributed ap-

plications in WANs. Although existing objects in the library are designed based on
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TPC-W specific requirements, those objects capture the abstractions of many impor-

tant and representative data replication scenarios commonly seen in a broad range

of applications. When building new applications, some or all of the objects in the

library can be reused by matching the semantics exhibited by individual shared data

sets. For example, the inventory object implements the algorithm for solving resource

allocation problems. It can be used in other e-commerce, supply-chain, and ticket

reservation systems to allocate identical resources on distributed nodes. The order

object implements the abstraction of the single-reader/multi-writer scenario that can

be used as an administrative tool in the distributed environment to collect statistical

information from multiple nodes. The catalog object implements the abstraction of

the multi-reader/single-writer (dissemination) scenario. It can be used for the client-

server oriented data replication such as AFS and IBM sports and event information

systems. Furthermore, when data sets within applications of other classes exhibit

new semantics not captured by the existing replication library, we can introduce ad-

ditional objects to exploit the new semantics with little change required to existing

objects.

1.4 Dissertation Map

In the next chapter, we provide the motivation for the dissertation with a trace-based

simulation that quantifies the limits of the traditional Internet service architecture and

suggests new architectures that push Internet services closer to end users to improve the

end-to-end service availability.

Chapter 3 presents the semantic-aware replication (SAR) framework that allows

us to build a practically important e-commerce system with optimized CARP trade-offs.

Through our prototype system, a distributed version of the TPC-W benchmark, we show

that we can circumvent limits in general WAN replication by leveraging on application-

specific semantics. In addition, the framework consisting of a collection of distributed
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objects simplifies the system design by applying the object-oriented concept to encapsulate

the complexity of the consistency management.

Chapter 4 describes a novel replication protocol, dual-quorum with volume leases

(DQVL), that deals with the multi-writer/multi-reader (MWMR) replication scenario with

a strong access locality. Because of limits suggested by the CAP dilemma and the PC prin-

ciple, general replication algorithms that support the MWMR replication scenario have to

either sacrifice the consistency level to improve availability and response time or reduce

the degrees of availability and response time to gain stronger consistency guarantees. But

our experience in building distributed TPC-W system suggests that we can design a new

algorithm to optimize those trade-offs for MWMR by leveraging the underlying workload

characteristics. DQVL outperforms existing replication protocols in the MWMR replica-

tion scenario when the workload exhibits a strong access (both read and write) locality.

We describe the detailed design and the evaluation of DQVL in this Chapter.

In Chapter 5, we outline our vision for the unified replication architecture. The

unified architecture merges our semantic-aware replication design with a set of power-

ful replication primitives, namely the PRACTI replication mechanisms. We describe the

architectural design of the unified replication system and the associated benefits in this

Chapter.

In Chapter 6, we describe other related work. And we discuss future research

directions in Chapter 7. Chapter 8 concludes the dissertation.
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Chapter 2

Coping with Internet Failures - the

model

In Chapter 1, we briefly described the evolution of the Internet service architecture that

ultimately aims to enhance the availability and response time of Internet services. For the

emerging edge service infrastructure to live up to its promise, i.e. pushing services closer to

end users to improve the quality of Internet services, our semantic-aware replication (SAR)

solution is essential because it answers to the challenge in the general WAN replication by

leveraging the semantics of the shared data sets.

Before diving into the detailed discussion on the edge service infrastructure and

our SAR solution, we devote this chapter to explain the motivation of the SAR work by

quantifying limits of the existing Internet architecture using a trace-based simulation study.

And because there are extensive studies [22, 28, 41, 67, 66, 69, 80, 126] on analyzing the

end-to-end WAN performance and its impact on Internet services, our simulation focuses

on the end-to-end availability of Internet services in this chapter.

Using the simulator implemented based on the Internet failure model by Dahlin et

al. [35], we show that traditional web caching techniques alone cannot cause significant

improvement on the end-to-end Internet service availability. But with a more sophisti-
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cated infrastructure, like the edge service infrastructure, that combines overlay routing

and more aggressive replication techniques (e.g. server replication and selection), can ser-

vice providers offer revolutionary end-to-end improvements to their Internet services.

2.1 The End-to-end Service Availability

Although several commercial hosting services today advertise 99.99% or 99.999% (“four

9’s” or “five 9’s”) server availability, providing highly available servers is not sufficient

for providing highly available service because it is not an end-to-end approach: other

types of failures can prevent users from accessing services. Internet connectivity failures,

unfortunately, are not rare. Studies measuring the end-to-end Internet availability [94, 138,

63] have reported that service delivery failure rates – even for these presumably carefully-

engineered sites – are about 2 to 3 orders of magnitude worse than state-of-the-art end-

server availability. In contrast with the 5 minutes per year of unavailability for a five-9’s

system, a typical two-9’s Internet-delivered service will be unavailable to typical clients for

nearly 15 minutes per day.

Although caching can improve file system availability [57, 64], there is reason to

be concerned that caching alone will not significantly improve WAN service availability

because much HTTP traffic is uncachable [38, 129]. This limitation motivates us to study

the potential effectiveness of other techniques such as hoarding [64], push-based content

distribution [51], relaxed consistency, mobile extensions to ship service code to proxies or

clients [7, 21, 61, 117, 119, 133], anycast [15, 40, 133], and overlay routing [97, 110, 98,

105, 54, 139]. Although the performance benefits of many of these techniques have been

studied, their potential impact on end-to-end availability has not been quantified.

This chapter seeks to understand how network failures affect the availability of ser-

vice delivery across wide area networks (WANs) and to evaluate classes of techniques for

improving end-to-end service availability. By providing a quantitative analysis of these

techniques, we hope to illustrate the effectiveness of the emerging Internet service archi-
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tecture that employs a number of such techniques, including server replication and selec-

tion [23, 48, 68, 95, 102, 104, 135], replication of active objects [7, 21, 61, 117, 119, 133]

and overlay routing [97, 110, 98, 105, 54, 139]. While overlay routing and replication of

active objects have been extensively studied in the context of wide area networks, existing

server replication techniques are limited when used in the WAN environment (i.e. the edge

service environment). We will describe our SAR approach that offers the effective WAN

replication support for the edge service architecture in the following chapters.

2.2 Network Failure Model

2.2.1 Model abstraction

Our simulation program is based on the Internet failure model developed by Dahlin et

al. [35]. In this model, a service is available to a client when that client can communicate

with it. A service is unavailable to a client when that client cannot communicate with

it due to a network or end-host failure. For each client, a service alternates between

being available and unavailable. The model terms a period of time when a service is

continuously available to a given client an availability event and a period of time when

a service is continuously unavailable to a given client a unavailability event. A service’s

average availability is the fraction of time when a service is available to an average client,

and a service’s unavailability is the fraction of time when a service is unavailable to an

average client. The model also consider request-average availability (or unavailability) -

the fraction of requests in a data set that succeed (or fail) in accessing a service.

These definitions describe a binary on/off model of availability: if a service is reach-

able it is available; otherwise it is unavailable. Whereas the model tracks periods of com-

plete disconnection, for some applications, the network has “failed” if the bandwidth falls

below a certain level or the latency rises above some level. However, the model is reason-

ablely adequate considering that our goal is to evaluate the effectiveness of techniques that
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can mask network failures atop a reasonable Internet failure model.

2.2.2 Model parameters

The failure model includes parameters of network failures that most directly affect tech-

niques to improve availability. The most basic parameter is failure rate: what fraction of

time are two nodes unable to communicate? The model also analyze failure patterns along

two dimensions: failure location and failure duration.

Failure duration influences the effectiveness of techniques for coping with failures.

For example, it may be simpler to use caching or prefetching to mask short failures than

long failures since masking long failures requires predicting access patterns across longer

periods of time, transferring more data to the cache, and storing more data in the cache.

Failure location influences the effectiveness of routing-based strategies. Dahlin et al.

use a simple model that classifies failures into three operationally significant categories –

“near-source,” “in-middle,” and “near-destination.” Near-source failures represent failures

of the client stub network that disconnect a source machine or source subnet from the rest

of the Internet. Near-destination failures have a similar effect on destinations. In-middle

failures represent connectivity failures in the middle of the network that prevent a pair of

nodes from contacting one another (on the default route), but where both nodes are able

to contact a significant fraction of the remaining nodes on the Internet. They also use the

term “stub failures” to refer to the combined near-source and near-destination categories.

The failure model uses a simple model for failure inter-arrival times. Given a failure

rate (expressed as a fraction of time a particular class of failures occurs at a particular

location) and an average failure duration, the model calculates the average inter-arrival

time for each class of failures. The model then assumes that failures arrive independently

with exponentially distributed inter-arrival times with the given average arrival rate.

Table 2.1 summarizes key parameters for the model. Since this dissertation makes

no claims for the contribution of the failure model, readers can refer to the study by Dahlin
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Parameter Default value Comment

Rate 1.5% (all failures) Varies from .4% to 7.4%
1.25% (> 30s) in different data sets

Location Src: 25% All locations significant.
Mid: 50% Ratio varies widely
Dest: 25% across traces.

Duration avg = 609 sec. Appears heavy-tailed
pdf(x) = 16x−1.85

Interarrival avg = 48111 sec.

Table 2.1: Default parameters for failure model.

et al. [35] for the details on how these parameters are obtained.

2.3 Masking Network Failures

This section studies two classes of techniques for improving end-to-end service availabil-

ity by masking network failures. Client-independence techniques – such as data caching,

prefetching, mobile code, and edge servers – provide a (possibly degraded) version of a

service using local resources when the remote server cannot be contacted. Routing and

connectivity techniques use alternate network paths to route around failures.

These experiments show that the traditional web cache alone yields limited avail-

ability improvements. In the process, we also seek to quantify the potential effectiveness

of two classes techniques at improving service availability. In order to provide informa-

tion about of a broad range of techniques, our experiments abstract away implementation

details and thus provide an upper bound on the techniques’ effectiveness.

Although this section focuses on service-level techniques for improving availability,

researchers will certainly work to improve reliability at the hardware and transport layers

as well. Indeed, achieving the goal of four- or five-nine services will likely require advances

at all layers. So, in addition to the experiments described above, we assess the sensitivity

of our results to changes in the reliability of the underlying infrastructure.
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Workload Date Clients Servers Sessions

Squid-P 3/28/00–4/03/00 1 131193 1557875
Squid-C 3/28/00 107 52526 403235
BU-P 1/17/95–5/17/95 1 4614 56789
BU-C 1/17/95–5/17/95 33 4614 68949

Table 2.2: Web access trace parameters.

2.3.1 Workload and methodology

In addition to the failure model described in the previous section, our simulator uses two

sets of web service access traces to represent Internet service access patterns. Table 2.2

summarizes key parameters for these traces. The workload is based on the Bo1 Squid

trace, a four-month trace taken at clients at Boston University [33]. This trace is old, but

it includes client cache hits, and the client-ID mappings are not changed over the trace

period. We examine both traces from the point of view of a proxy shared by all clients

in the trace (Squid-P and BU-P) and from the point of view of individual client machines

(Squid-C and BU-C) with no shared proxy. Because the Squid traces change the client-ID

mappings daily, we only look at the first day of the Squid-C trace.

For our simulations, we post-process the traces to group individual accesses into

sessions. We define a session as a set of accesses from a client (-C traces) or proxy (-

P traces) to a single server in which the maximum gap between successive requests is 60

seconds. Our figure of merit for availability is the fraction of sessions that complete without

interruption.

Our simulator tracks the references to objects in the traces and uses trace informa-

tion to classify the objects as cachable or uncachable and to identify when objects change.

It assumes that each simulated client (-C traces) or proxy (-P traces) has an infinite cache

that stores all objects accessed previously in the simulation. Otherwise, cache replacement

policies, which are not the focus of this work, will affect our measurements.

Because we do not know the details of some client independence techniques, such as

the prefetching and mobile code, we use the simulation parameter install time to represent

19



the amount of time from the first access by a client or proxy to a service until the service

has downloaded sufficient state or programs or both to the cache to cope with network

disconnections. Our default install time is 100 seconds. During the install time, clients

and proxies must access the service from cached data or via the origin server.

If the network remains up during an entire session, the simulator classifies the session

as No Failure. For sessions in which the network fails, the simulator examines the objects

referenced in the session and classifies the session as follows: Cache Hit if all requests are

for fresh cached web objects; Stale Hit if all requests are for cached web objects and if some

of those objects require updates from the server; Hoardable Degraded if the install time

for the service has completed at time of the failure and all requests are for cachable objects

but some miss; Dynamic Degraded if the install time has completed at the time of the

failure but not all session data are cachable; and Fail if the install time has not completed

at the time of the failure and either some data are not cachable or some data are cache

misses. Note that due to limitations of the trace and of the HTTP protocol, the traces

may overstate the cachability of data and may underestimate the rate of change of data.

Thus our results may understate the Stale Hit and Dynamic Degraded rates and overstate

the Cache Hit, Stale Hit, and Hoardable Degraded rates.

2.3.2 Client independence

A range of client independence techniques are available.

1. Caching. Caching hides network and server failures by serving requests from a

nearby cache rather than a distant server [57]. Most web clients today include some

form of caching.

2. Relaxed consistency and push-updates. Relaxed consistency can improve avail-

ability by allowing caches to serve potentially stale data during failures rather than

requiring the cache to use (unavailable) current data. Alternately, under a push-

updates protocol [72, 115], servers may update cached copies before clients issue
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reads requesting the new versions. Push-updates thus improves the chance that a

cache will contain current data during a disconnection.

3. Prefetching. Prefetching brings objects close to a client before the client accesses

them. Hoarding, a form of prefetching in which a user identifies groups of ob-

jects to fetch, is effective for disconnected operation in file systems [64], and the

Microsoft Internet Explorer browser implements a hoarding option for web pages.

Server push [51, 65] such as the content distribution networks becoming commer-

cially available can be thought of as a form of server-directed prefetching. Note that

prefetching is more aggressive than the “push update” approach described in the pre-

vious paragraph. “Push update” only distributes new versions of objects that have

already been referenced by a cache, while prefetching can distribute unreferenced

objects in order to avoid compulsory misses.

4. Replication of active objects. Several researchers have proposed systems in which

active service objects may be cached or replicated and then executed [7, 21, 61,

117, 119]. These techniques may provide ways to extend the benefits of caching,

relaxed consistency (or “application-specific adaptation” [89]), and prefetching to

the significant fraction of web services that are not cachable [38, 129].

This set of experiments examines the potential effectiveness of using these client

independence techniques to improve robustness of Internet services by transforming failed

sessions that are interrupted by network disconnections into degraded sessions that are

served by the cache or by downloaded mobile extensions. Clearly, the relative advantage

of degraded sessions over failed sessions will vary from service to service: some services can

provide full service while disconnected, others can provide tolerable service across short

disconnections, and still others require continuous on-line communication with a remote

site to be effective. To cope with this wide range of service behaviors, this experiment

does not attempt to quantify the benefit of degraded service over failed service; instead it
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seeks to quantify how often services have the option to use caching, relaxed consistency,

prefetching, or mobile extensions to improve their robustness to network disconnections.

For these experiments, we set the failure-location distribution to make all failures

“in-middle” failures, and we conduct five trials with different random seeds for the network

failure model and graph the mean and standard deviation of results. We describe improve-

ments to failure rates in terms analogous to the common definition of “speedup” [55]:

improvement =
failureRateorig

failureRatenew
.

Results. First, we examine the effectiveness of these general techniques as well as the

extent that installation time limits improvements. The y-axis of Figure 2.1 shows the

fraction of sessions classified in the categories listed above on a logarithmic scale so that

equal intervals reflect equal improvements to failure rates. The x-axis shows the install time

for each service also using a log scale, and each graph shows these results for a different

workload. When installation times are short, the combined effect of all techniques is to

improve the failure rate by at most factors of 14.4 (Squid-P), 15.4 (BU-P), 2.7 (Squid-

C) and 5.22 (BU-C) for the four workloads compared to the failure rate that would be

encountered if each request were sent to the origin server.

The improvements available from caching alone appear small (improvements to

failure rates of 1.1, 1.6, 1.1, and 1.4 for caching and of 1.1, 1.6, 1.1, and 1.4 for caching plus

relaxed consistency or push-updates). Note that the Squid workload’s lower-level caches

may hide sessions that only reference cached data, causing us to understate the benefits of

caching alone. Conversely, the BU trace are not filtered by caches, but they are old and

may reflect a workload that is unrealistically easy to cache. It seems likely that caching’s

benefits lie between these values.

In contrast with caching alone, aggressive prefetching plus caching may be able

to achieve significant improvements for those services where prefetching is feasible; the

simulations indicate upper bounds of 3.0, 6.2, 1.8, and 4.0 for this combination.

The only limiting factor to active object replication in this model is our assumption
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Figure 2.1: Session result v. state installation time. Each region between two lines represents the
fraction of sessions that can be handled by the specified technique plus those above it in the graph.

that each service requires different extension code and data, and that extensions cannot

be downloaded until a service is first accessed. Under this assumption, improvements to

failure rates are limited to about an order of magnitude for these traces because if the

network is down when a service is first accessed or during the first install time of accesses,

no code and data is available to mask the failure. These “compulsory misses” also limit the

prefetching line in these graphs. If compulsory misses and initialization times are ignored,

prefetching could provide improvements in failure rates of up to 3.7, 9.7, 4.7, and 12.2 and
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Figure 2.2: Session results as network failure rates vary.

replication of active objects and their data could, in principal, provide at least degraded

service 100% of the time.

The available benefits fall gradually as installation time increases and compulsory

misses become more expensive. At a 10,000 second installation time the upper bound on

availability improvements are 11.0, 11.1, 2.0, and 4.2 for the four workloads. This result is

promising: it suggests that services that need to download significant amounts of state to

provide acceptable disconnected service may have the opportunity to do so.

Next, we examine the sensitivity of our results to the underlying network failure
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rate. Figure 2.2 shows session results for both simulated client and proxy using tow traces

(Squid and BU) as we vary network failure rates by reducing the time between failures and

leaving the failure duration distribution unchanged. All four workloads are qualitatively

similar. These data suggest the improvement in session failure rates provided by caching,

prefetching, and replicas of active objects are relatively insensitive to the underlying net-

work failure patterns between failure rates of .0125% and 12.5%. At failure rates below

that, the traces are so short that relatively few failure events occur, and our results have

too much variance to reach definitive conclusions.

The experiments above suggest that to significantly improve overall service avail-

ability, services may need to resort to prefetching and mobile extensions rather than relying

on caching alone. Unfortunately, these techniques can dramatically increase the demand

for resources at a client, proxy, or network. A key limiting factor, therefore, may be how

many resources a cache can devote to each hosted service and how many services a cache

can simultaneously host. Figure 2.3 shows session results when the simulated client and

proxy maintain only a finite number of local copies of prefetched services and mobile ex-

tensions with MFU policy to evict the rest (results for LRU replacement and exponentially

decaying average MFU are similar but not shown). Graphs (a) and (b) show configurations

for proxies shared by all clients in the trace; graphs (c) and (d) show per-client configura-

tions. For all four workloads the results are qualitatively similar, but the cache size needed

for full benefits is larger for the Squid-P workload and smaller for the Squid-C and BU-C

workloads due to the differing number of services accessed by each of these workloads.

Then, we evaluate the sensitivity of different services to client-independence tech-

niques. In the previous experiments, we generalized all web services to evaluate their

service availability improvement after applying those failure masking techniques. It is

also necessary to explore the benefit that different kind services would receive from those

client-independence techniques. Figure 2.4 shows the cumulative distribution function of

availability improvement of services examined. We eliminate services with fewer than five
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Figure 2.3: Session failure rate v. number of cached service extensions.

failed access by clients in out BU trace. The graph shows that about half of services re-

ceive some (2-10 times) improvement with prefetching and replicated-object techniques.

15% of services receive improvement in 2 to 3 orders of magnitude. And there are less than

one quarter of services benefited little from those client-independence techniques. Notice

that in graph (c) and (d) of Figure 2.4 the improvement is proportional to the number of

requests made to each service. These vertical lines represent number of requests made to

each of examined web services. Failures could only occur to a particular client or proxy on

its first request to a particular service because the extension requires an install time. After
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Figure 2.4: Availability improvement v. fraction of services.

the extension is installed at the client or proxy, no requests will encounter any failures for

this session. Therefore, a popular service is likely to gain better availability improvement.

Finally, we examine the maximum duration requirements for client-independence

techniques to improve service availability to different levels. Figure 2.5 shows the service

improvement as we increase the maximum time that client-independence techniques sup-

port. For both proxy traces (Squid and BU), we gain one order of magnitude improvement

at 1e + 06 seconds. In other words, to improve the service availability one degree better,

we have to mask failures lasting for 1e + 06 seconds. Although designing techniques to

27



0.001

0.01

0.1

10 100 1000 10000 100000 1e+06

F
ra

ct
io

n 
of

 S
es

si
on

s

Maximum tolerable time

Failed Sessions

Dynamic Degraded Sessions

Hoardable Degraded Sessions

Stale Hit Sessions
Cache Hit Sessions

No Failure Sessions

0.0001

0.001

0.01

0.1

10 100 1000 10000 100000 1e+06

F
ra

ct
io

n 
of

 S
es

si
on

s

Maximum tolerable time

Failed Sessions

Dynamic Degraded Sessions

Hoardable Degraded Sessions

Stale Hit Sessions

Cache Hit Sessions

No Failure Sessions

(a) Squid-P (b) BU-P

0.001

0.01

10 100 1000 10000 100000 1e+06

F
ra

ct
io

n 
of

 S
es

si
on

s

Maximum tolerable time

Failed Sessions

Dynamic Degraded Sessions

Hoardable Degraded Sessions

Stale Hit Sessions Cache Hit Sessions

No Failure Sessions

0.001

0.01

0.1

10 100 1000 10000 100000 1e+06

F
ra

ct
io

n 
of

 S
es

si
on

s

Maximum tolerable time

Failed Sessions

Dynamic Degraded Sessions

Hoardable Degraded Sessions

Stale Hit Sessions

Cache Hit Sessions

No Failure Sessions

(c) Squid-C (d) BU-C

Figure 2.5: Session failure rate v. maximum tolerable time required.

tolerate long failures could be challenging, the employed failure model suggests that long

failures are rare.

These experiments suggest that to take full advantage of client-independence tech-

niques for improving availability, the virtual machines on clients and proxies must be

scalable to handle hundreds or thousands of simultaneously downloaded extensions in or-

der to replicate a significant fraction of accessed sites. And some of techniques might

require a large amount of system resources to mask long failures. We examine the resource

management challenges posed by such a scalable workload in a separate study [27].
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2.3.3 Network routing

In this section, we evaluate strategies that route around network failures. To simplify the

analysis, we classify strategies into two broad categories: network re-routing and server

replication and selection. The following discussions state the type of failures masked by

each strategy, how we model the strategies in our experiments, and the service availability

improvements that the strategies yield.

1. Re-routing. Techniques of this category send requests to the service’s original

server. But they may use alternate routes when failures occur. Overlay networks [97,

110, 98, 105, 54, 139] are examples of re-routing techniques. In the terminology of

this paper, these techniques address in-middle failures, but will be ineffective against

near-source and near-destination failures.

2. Server replication and selection. This category of techniques directs requests

to replicas of the origin servers when the origin servers are unreachable. Several file

systems [104] and databases [82] provide replicated servers to handle failures in dis-

tributed environments. In the context of the Web, mirror site with “manual failover”,

as well as replicated servers with anycast [15, 40, 133] can support server replication.

This class of techniques can resolve near-destination and in-middle failures but is

ineffective against near-source failures.

As in our analysis of client independence techniques, we abstract implementation

details of routing-based techniques and focus on bounding improvements that they may

provide. Several factors may limit these improvements in practice. For re-routing strate-

gies, overheads include the failure detection time and route switching time. For server

replication and selection, there are costs to maintain extra replicas and overheads to select

alternative servers. These overheads vary for different implementations and may vary for

different services (e.g. depending on failures, consistency, and semantics). Therefore, as

with client-independence techniques, clients may experience sessions handled by re-routing
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or server replication as “degraded” with the significance of the deterioration varying on a

service-by-service and implementation-by-implementation basis.

We group requests into sessions, and classify each failure by its network location:

near-source, in-middle, or near-destination. We run each experiment 25 times and plot the

mean with 90% confidence intervals.

Results. In our first set of experiments, we vary the fraction of failures in each location

category. These graphs are omitted due to space limits. Across a wide range of ratios, the

findings are as expected: the fraction of failures that each class of techniques can handle

varies in proportion to the fraction of failures assigned to a particular location category.

For example, when in-middle failures account for 50% of all failures, techniques that avoid

in-middle failures but not others can improve failure rates by about a factor of two. Given

that experiments found significant fraction of failures at each location, Amdahl’s Law

limits improvements from routing based strategies that do not address failures in all three

locations.

Figure 2.6 shows the sensitivity of these results as we vary the network failure rate.

As for the client-independence strategies, the relative improvements to failure rates pro-

vided by these techniques remains stable over a wide range of underlying failure rates. More

study is needed to quantify the prevalence of near-source failures precisely, but the prelim-

inary result of our study suggests that near-source failure account for at least 10%-20%,

probably limiting routing-based techniques to less than an order of magnitude improve-

ment. As noted above, our methodology is likely to underestimate near-source failures.

2.3.4 Combined Techniques

Client-independence techniques are limited by compulsory misses and installation time,

and re-routing techniques are limited by near-source failures. Since these techniques fail in

different circumstances, they may be combined to reduce system unavailability.
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Figure 2.6: Session failure rate v. network failure rate.
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Figure 2.7: Session failure rate v. network failure rate (all techniques).
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For example, Figure 2.7 shows session failure rates under a combined scheme in

which failures are masked by caching, prefetching, and active objects and in which prefetch-

ing and installation of active objects use anycast to access replicated servers. This com-

bined approach thus masks all failures except near-source failures during prefetching or

active object installation time. Figure 2.1 suggests that these results will be relatively

insensitive to increases in install time. Overall improvements in BU-P for this combined

scheme are factors of 117, 100, 18.2, and 24.5 for network failure rates of 0.0125%, 0.125%,

1.25%, and 12.5%, respectively. This relatively wide improvement range appears to be

due to experimental variation magnified by the small number of failure events observed

in the simulations. Other three graph, (a), (c) and (d) seem to have some variations in

improvement at different failure rate as well.

2.4 Discussions

2.4.1 Result summary

The simulation results above provide quantitative evidence that a centralized architecture

cannot solely rely on traditional caching technique to significantly improve the end-to-end

availability of Internet services. Although service providers can host Internet services on

highly available server clusters, deploying Internet services with high end-to-end service

availability remains problematic due to connectivity failures. A typical client may not be

able to reach a typical server for 15 minutes per day. During the disconnection, traditional

caching has limited availability improvement (speedup) of up to 1.6 while combining two

classes of techniques achieves a factor of over 100 availability improvement.

2.4.2 Dissertation context

This dissertation offers a semantic-aware replication (SAR) solution in the context of the

edge service model that is an abstraction of the infrastructure made commercially available
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by Akamai [2]. The edge service model outlines a distributed infrastructure where Internet

services are replicated and distributed to the edge of the Internet, i.e. being physically closer

to end users rather than at the site of the service provider. Server replicas hosting replicated

Internet services at the edge of the Internet are called edge servers. On edge servers, both

business logic (code) and storage systems are replicated either fully or partially. When

an end user accesses an Internet service through a web browser, the request sent by the

browser will be directed to the nearest available edge server by some routing techniques.

Although there is no limit to how many edge servers can be used in a typical deployment,

our SAR solution is targeted to support up to a few hundreds of edge servers. Because

the dissertation focuses on the data replication component of the edge service model, we

assume that we can simply refer to existing techniques to implement other components

such as the routing of user requests and security related issues.
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Chapter 3

Semantic-Aware Replication for

TPC-W Benchmark

Existing replication approaches fail to provide the optimized trade-offs among CARP

(consistency, availability, response time, and partition-resilience) when used to replicate

dynamic data in the edge service architecture. As we have described in Chapter 2, tra-

ditional architectures are incapable of delivering high end-to-end availability (i.e. “four-

9’s”(99.99%) or “five-9’s”(99.999%) of availability) and low response time (i.e. approxi-

mating LAN delays). The emerging edge service architecture aims to solve this problem

by distributing Internet services to a collection of edge servers across WANs and near end

users to process requests [2, 9, 21, 119, 127]. This architecture minimizes communication

over WANs during request processing in order to improve service availability and response

time. However, studies [20, 73] suggest that large-scale distributed systems like the edge

service architecture always face trade-offs among CARP when distributing/replicating its

underlying dynamic data.

This chapter describes the semantic-aware replication (SAR) that offers the opti-

mized CARP trade-offs for our prototype e-commerce system running atop the edge service

architecture by exploiting the semantics of shared data sets and encapsulating the corre-
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Figure 3.1: Internet edge service architecture

sponding replication techniques within distributed objects [121]. Standard e-commerce im-

plementations allow business logic (e.g. servlets, Enterprise Java Beans, or CGI programs)

to access the central databases directly. However, if business logic were distributed, ac-

cesses to a central database would become costly remote operations. We target an edge

service architecture that replicates both business logic and data to edge servers to minimize

the accesses to a central database. Data shared among the edge servers are encapsulated

within distributed objects that are aware of the semantics (i.e. workloads, update topolo-

gies, and data properties) of the underlying shard data. As illustrated in Figure 3.1, we

deploy business logic, distributed objects, a database, and a messaging layer on a set of

distributed servers that are accessed by clients via standard HTTP front ends. The dis-

tributed objects interpose between the business logic and the local database to control data

access. They also communicate with other instances of the distributed objects through the

persistent messaging layer [31, 59, 109] to manage data replication and consistency.

Our prototype system targets the TPC-W benchmark [32] that simulates an online

bookstore. To explore data replication issues in the edge service architecture, our study

uses a variation of the TPC-W benchmark, called the distributed bookstore. When we

replicate the benchmark on multiple edge servers and allow edge servers to process requests

using their local databases, we have to manage the consistency of the data across multiple

databases in WANs.

36



SAR includes five simple distributed objects to manage the consistency of different

shared data sets of the prototype system. The catalog object maintains catalog information

in our system. It exploits the fact that catalog updates occur at one place and are read at

many others. We use the order object to collect finalized orders at multiple locations and

process them at the backend server. This object takes advantage of the fact that many

nodes write orders but only one needs to read them, and it exploits the loose requirements

on sequencing updates across nodes. The profile object represents the user profile infor-

mation. It takes advantage of the low concurrency of accesses to each record, and it makes

use of field-specific reconciliation rules to cope with (rare) update conflicts [114]. The in-

ventory and best-seller-list objects track a bookstore’s inventory and best seller lists. The

inventory object exploits the fact that edge servers care about whether the inventory is

zero but do not need to know the actual value. The best-seller-list object takes advantage

of the fact that a few purchases of a non-popular book do not necessarily alter its ranking.

Encapsulating database access behind object-specific interfaces yields many ad-

vantages. First, client requests are locally satisfied by distributed objects, which asyn-

chronously manage the local database consistency. Thus, edge servers are able to continue

to operate even in the case when network partitions occur; and because requests are satis-

fied locally at edge servers, the response time is better than that of the centralized system.

Second, each distributed object can make use of object-specific strategies to replicate data

and to enforce exactly the consistency semantics it requires. Third, distributed objects re-

strict data access to a narrower interface than a general database interface, which permits

us to relax consistency guarantees internally while preserving the consistency requirements

from the application.

We construct and evaluate a prototype system based on Apache web servers, Tom-

cat Servlet engines, the JORAM implementation of the Java Message Service, and a DB2

database, and we find that the prototype has excellent availability, consistency, and per-

formance. Under this implementation, our edge servers approximate the ideal system in
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which high speed and reliable links connect end users to service front-ends and connect

service front-ends to backend databases. For instance, our system continues to process re-

quests with the same throughput and response time before, during, and after a 50-second

network partition that separates edge servers and the backend server. And the response

time of our system is nearly 5 times better than that of the traditional centralized system,

in which end users connect to web servers via slow WAN links.

Qualitatively, we find the semantic-aware consistency rules easy to build and un-

derstand. We speculate that this approach may be useful for engineering systems for two

reasons. First, once developed, distributed objects encapsulate the complexity of data

replication and provide simple interfaces for engineers to use to build edge services without

worrying about the intricacies of consistency protocols. Second, for the experts construct-

ing the distributed objects, the restricted interface makes it easier to build distributed

objects with the ability to handle consistency than to write reconciliation rules [114] for

generic database interfaces.

SAR’s main contribution is to demonstrate that object-based data replication makes

it easy to build a distributed e-commerce web service and thereby dramatically improve

both availability and performance. Although we focus on TPC-W and the more demanding

distributed bookstore benchmark in this study, we speculate that similar techniques might

also apply to a broader range of applications. Some consistency optimizations we exploit are

similar to some proposed in previous studies [84, 86, 112, 114, 121, 135], but our emphasis

is on how to integrate application semantics with the design of replication algorithms

and effectively apply the class of specially tuned algorithms to make a broad range of

applications work.

3.1 TPC-W Background

TPC Benchmark W (TPC-W) is an industry-standard transactional web benchmark that

models an online bookstore [32]. It is intended to apply to any industry that markets
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and sells products or services over the Internet. It defines both the workload exercising a

breadth of system components associated with the e-commerce environment and the logic

of a business oriented transactional web server. The benchmark defines activities including

multiple concurrent online browsing sessions, dynamic page generation from a database,

contention of database accesses and updates, the simultaneous execution of multiple trans-

action types, and transaction integrity (ACID properties). Above activities are the crucial

components in many e-commerce applications, but their weights may be different across

applications.

The benchmark defines three scenarios (workload mixes): browsing, shopping, and

ordering. The browsing scenario consists of a mix of 95% browsing interactions, such as

searches and product detail displays, and 5% ordering interactions, such as shopping cart

activities and customer registrations. The shopping scenario consists of a mix of 80%

browsing interactions and 20% ordering interactions. The ordering scenario comprises

equal amounts of browsing and ordering. For scalability measurements, the benchmark

defines the number of data entries which include numbers of unique books, registered

customers, and book photos of various sizes.

The primary metric of the TPC-W benchmark is WIPS, which refers to the average

number of Web Interactions Per Second completed. This metric is used for measuring

the system throughput. Another metric is the Web Interaction Response Time, (WIRT ),

which is used for measuring the responsiveness of the system.

3.2 System Design

3.2.1 Overall architecture

As Figure 3.1 indicates, the edge services architecture consists of a backend cluster and

a collection of edge servers distributed across the network. The common components on

both edge and backend servers are business logic, a messaging layer, a database, and the
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distributed objects. Edge servers have an additional component, the HTTP front-end

server, through which clients access the service.

The edge services model works as follows. Clients use HTTP to access services

through edge servers that are located near them. A number of suitable mechanisms for

directing clients to nearby servers exist [2, 16, 40, 119, 133], and these mechanisms are

orthogonal to our design. The HTTP front-end passes user requests to business logic units

for processing and forwards replies from the business logic units (e.g. servlets, cgi, or ASP)

to the end users. The business logic executes client requests on the edge server, and it

stores and retrieves shared data using the interface provided by distributed objects. Each

distributed object stores and retrieves data in the local database and also communicates

with remote instances of the object in order to maintain the required globally consistent

view of the distributed state [121]. Distributed objects use JDBC to operate on the local

database and use the messaging layer to communicate with instances on other servers.

The messaging layer uses persistent message queues [31, 59, 109] for reliable message

delivery and an event-based model for message handling at the receivers. To ensure exactly

once reliable delivery even in the presence of partitions and machine crashes, the local mes-

saging layer instance logs messages on the local disk before attempting to send them. Upon

the arrival of each message at its destination, the destination’s messaging layer instance

invokes the message handler to pass this message to the corresponding distributed object

instance. The messaging layer provides transactional send/receive for multiple messages.

We choose IBM DB2 for the database in our distributed TPC-W system. On each

edge server, we use the Apache Web Server as the HTTP front-end and Tomcat servlet

engine to host business logic servlets. We use a third party implementation of Java Message

Service (JMS), called JORAM [60], for the messaging layer. In some of our experiments, we

find that the relatively untuned JORAM implementation limits performance. Therefore,

as a rough guide to the performance that a more tuned messaging layer might deliver, we

also implement a quick messaging layer that provides the same interface as JORAM but
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without the guaranteed correct behavior across long network partitions or node failures.

We report performance results for both systems. We modify the TPC-W database schema

and business logic for the TPC-W online bookstore from the University of Wisconsin [118]

to fit in our object-based edge service architecture. We add five distributed objects on

both the backend and edge servers to manage the shared information, namely the catalog,

order, profile, inventory, and best-seller-list.

In the rest of the section, we focus our discussion on the design of the five distributed

objects. By targeting consistency requirements for each individual distributed object, we

explain how to design simple consistency models to resolve the CAP dilemma in building

a replication framework for edge services at the object level.

3.2.2 Design Principles

Design trade-offs for our distributed TPC-W system are guided by our goal of providing

high availability and good performance for e-commerce edge services as well as by technol-

ogy trends. When making trade-offs, we consider the fact that technology trends reduce the

cost of computer resources while making human time relatively expensive [26]. Therefore,

we are willing to trade hardware resources, such as network bandwidth and disk space,

for better system availability and shorter latency for users as well as design simplicity and

better consistency for system builders. Our first set of priorities are, therefore, availability

and latency because both availability and latency directly impact the service quality expe-

rienced by end users. The second set of priorities are the consistency and simplicity of the

system. Good consistency that restricts the range of observable behaviors by the memory

system [42] is a high priority because a key challenge in any relaxed consistency system

is reasoning about subtle corner cases. Increasing the strength of consistency guarantees

makes this reasoning more straightforward for system designers. Simplicity is important

for making the approach useful in practice by making the system feasible to understand,

build, and deploy. The third and lowest set of priorities is optimizing resource usage such as
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network bandwidth, processing power, and storage. Therefore, we seek a simple distributed

object architecture that improves availability and response time while keeping throughput

and system cost competitive with existing systems.

We have made several design decisions based on these priorities. We focus our

attention on moderate scale replication with 2-20 edge server locations rather than large

scale replication to hundreds or thousands of edge servers. Recent work has suggested

that moderate scale replication provides better availability when consistency constraints

are considered [137], and this assumption also simplifies the design of distributed objects.

Because our main objective is to show the feasibility and the effectiveness of using the dis-

tributed object architecture for WAN replication, we place a heavy emphasis on simplicity,

and we bypass a number of potentially attractive optimization options for each distributed

object. Future work may further enhance the benefits of the architecture by systematically

optimizing performance.

Our distributed object architecture assumes that edge servers are trusted. This

requirement of trust is another argument for focusing on replication to a few (2-20) edge

servers and not hundreds or thousands of replicas. This trust model is reasonable in

the environment where the service provider owns and manages geographically distributed

service replicas, and it also is appropriate when a service provider out-sources replication

to a trusted edge service infrastructure provider or CDN that ensures physical and logical

security of edge-server resources. We also assume edge servers and the backend server

communicate through secured channels although our current prototype does not encrypt

network traffic.

3.2.3 Distributed objects

Distributed objects may be a simple way to achieve high availability, good performance, and

good consistency compared to a more general shared data interface for two reasons. First,

the restricted interface of a given object encapsulates the internal state of the object and
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may prevent data inconsistencies from being observed. Second, the fact that the workload

may be known to each object allows the data replication protocol used by the object

to exploit the specific workload characteristics to improve availability, responsiveness, or

consistency.

In this section we discuss the design of the key distributed objects in our distributed

TPC-W system. We seek to demonstrate insides on how semantic-aware designs of data

replication/distribution can enhance the availability and responsiveness of the system.

The catalog object

The catalog object provides the abstraction of one-to-many updates. It accepts writes at

one place and propagates changes to multiple locations for subsequent reads. In the dis-

tributed TPC-W system, we use this object to manage catalog information, which contains

book descriptions, book prices, and book photos. Update operations on catalog data are

performed at the backend and propagated to edge servers.

The interface of the catalog object includes a write operation that takes a key-value

pair, and a read operation that takes a key and returns the corresponding value. The

backend server issues updates by invoking the write operation, and edge servers retrieve

the updates with the read operation. An update from the backend server must be seen

at some future time by all edge servers, who retrieve a set of values corresponding to

keys. For correctness, the system must guarantee FIFO consistency [113] (aka PRAM

consistency [73]) in which writes by the backend are seen by each edge server in the order

they were issued. Enforcing FIFO consistency guarantees that, for example, if the backend

server creates an object and then updates a page to refer to that object, then an edge server

that reads the new page will also see the new object. Note that because only one node

issues writes, FIFO consistency is equivalent to sequential consistency [86]. But for this

same reason it is much easier to implement than general sequential consistency. Also note

that although FIFO consistency provides strong guarantees on the order that updates are
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observed, it does allow time delays between when an update occurs and when it is seen by

an edge server. Also, FIFO consistency does not require different edge servers to operate

in lock step. For example, if a web page is updated while an edge server, se1, is unable

to connect to the backend server, another edge server, se2, may still read and make use of

this updated page while se1 continues to use the old version.

In our prototype, the catalog object uses a simple push-all update strategy to dis-

tribute updates. Once the update is made at the backend, the catalog object immediately

hands it to the local messaging layer for forwarding to all edge servers. Some time later, the

update arrives at each edge server. The catalog instances at edge servers read the update,

apply it to the local database, and serve it when requested by clients. Although this simple

strategy can potentially use a lot of bandwidth by sending all updates, we see little need

to optimize the bandwidth consumption for our TPC-W catalog object because the writes

to reads ratio is quite small for the catalog information. In particular, TPC-W benchmark

defines the catalog update operations as 0.11% of all operations in the workload.

This simple implementation meets our system design priorities. It provides high

availability and excellent latency to our system because edge servers can always respond

immediately to requests using local data. Furthermore, this implementation provides FI-

FO/PRAM consistency for shared catalog information using a straightforward approach.

Variations of the catalog object may be useful for other applications that require one-

to-many data dissemination semantics. For example, a dissemination object could provide

a mechanism for propagating edge service infrastructure information such as program or

configuration updates. Similar behaviors can also be found in other applications such as

IBM’s geographically-distributed sporting and event service [23], traditional web caching,

content assembly, dynamic data caching [24], and personalization. Systems may benefit

from additional features/optimizations under different workloads. We discuss three of such

features/optimizations that may be useful to other distributed applications, but that are

not included in the design of the catalog object.
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1. Atomic multi-object update: Some distributed applications require a mechanism to

atomically update multiple objects. For example, it may be desirable to atomically

update several component parts that are assembled into a single page [25]. Given

the support of transactional updates provided by most persistent messaging layers,

it should be straightforward to modify the catalog object to support atomic multi-

object operations (read/write). Potential costs for this feature include a slightly

more complex interface and/or a reduction in concurrency of writes and reads due to

locking.

2. Data lease: The data served by some time critical applications, such as stock quotes,

are meaningful only within a fixed interval. If the local data becomes excessively

stale (for instance due to a network partition), some time-critical applications may

prefer to deny service rather than serve bad data. To extend our catalog object to

support such functionality, we could add a new parameter in the write operation to

specify a lease [39, 47, 131] for each update. Of course such a feature may reduce

availability because servers may be forced to deny service rather than serving stale

data.

3. Bandwidth constrained update: Applications that have high write/read ratio with

large data objects might not want to use a push-all strategy for propagating updates

because it would take a lot of bandwidth to send all updates to all edge servers. Thus,

applications with high write/read ratio might need a more sophisticated algorithm to

propagate updates. Nayate et al.’s transparent information dissemination system [87]

can be viewed as a highly tuned version of our catalog object. It implements both

optimization 2 (data lease) and optimization 3 (bandwidth constrained update).

The order object

The abstraction of the order object is that of many-to-one updates. It gathers writes at

various locations and forwards them to a single place for reading. In our distributed online
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bookstore application, we use the order object to manage the propagation of completed

orders. Locally, edge servers accept user orders, which need to be processed at the backend

server for fulfillment.

The interface for the order object includes an insert operation that takes an order,

an order sequence ID, an edge server ID, and a message handler that processes orders when

they arrive from edge servers. Each order is identified by the pair, edge server ID and order

sequence ID, which increments by one whenever a new order is created on an edge server.

Orders are sent by each edge server in the sequence that they are initially created on that

edge server, and the messaging layer delivers messages in the same sequence as they are

inserted. Therefore, orders from the same edge server maintain FIFO consistency at the

backend server but different servers’ orders can be arbitrarily interleaved. The handler

interacts with the persistent message layer to guarantee that all orders are to be processed

exactly once by the backend order object instance.

An incoming message is deleted from the local messaging layer only if the handler

successfully processes the order. If a crash happens while an order is being processed, the

incomplete processing is rolled back during database recovery. In such a case, because the

message handler did not complete, the messaging layer invokes the handler again during

recovery. The handler also detects duplicates when it processes an order. In that case, it

executes a no-op and returns to the messaging layer as if the order had been successfully

processed.

The order object provides high availability and excellent latency to our system by

decoupling edge servers’ local requests processing from the persistent store-and-forward

processing of orders to the backend server.

The mechanism of the order object can be extended for other applications. For

example, because it supports FIFO consistency for updates from the same machine, we

can use it to gather the system logs in distributed systems to, for example, gather user

click patterns at a web site.
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The profile object

The profile object handles reads/writes with low concurrency and high locality. Each

entry contains information about a single user such as name, password, address, credit

card information, and the user’s last order. Users can only access or modify fields of their

own profile records.

The interface of the profile object includes a simple read operation and a write

operation. The read operation takes the user ID, and returns the corresponding profile

record. The write operation takes the user ID, the field ID, and a value. The profile

information has a low write/read ratio of less than 12.86% [32]. We assume the server

selection logic that directs users to specific edge servers will generally send the same user

to the same edge server for relatively long periods of time so that the user usually modifies

his/her profile record on the same edge server. Therefore, the chances for concurrent

access of the same profile record at two edge servers is generally low. However, sometimes

users will be switched from one edge server to another (e.g. in response to geographic

movement of the user, load balancing, or network or server failures). Therefore, we require

an implementation of the profile object to allow edge servers to access any profile.

Given the low concurrency and high locality of access to profile records and rela-

tively low volume of writes, our prototype implementation (1) uses a write-any read-any

policy that does not require locking across servers, (2) propagates updates among all edge

servers with best effort to propagate all changes quickly, and (3) applies object-specific

“reconciliation rules” [91, 114] to resolve conflicting updates to the same field of the same

record on multiple edge servers. Whenever a profile record is modified, the update is en-

queued in the message layer and then sent to the other edge servers. If a set of edge servers

is disconnected at the time of the update, the persistent messaging layer ensures delivery

of the update after those servers recover. If two concurrent write operations update the

same field of a record on different edge servers, the object code resolves the conflict with

reconciliation rules at the field level. For example, the object-specific reconciliation rule for
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the last-order field of a profile record is to compare the orders’ timestamps and to select

the more recent order; the rule for credit card records or shipping addresses is to merge

multiple updates and prompt the user for selection when the client makes a subsequent

purchase.

The design of the profile object ensures availability and minimizes latency by re-

laxing consistency compared to sequential consistency [20]. Updates can take place on any

edge server without having to lock the targeted record. Access locality and rapid best-

effort propagation of all updates to all locations reduce the number of conflicts [48], and

rare update conflicts are satisfactorily resolved by simple per-field reconciliation rules.

Our decision to replicate all profile records on all edge servers maximizes availability,

optimizes response time, and emphasizes simplicity at the cost of increasing storage space

and update bandwidth in keeping with our design priorities. Because the profile objects

are small and updates to them are infrequent, partial replication would modestly reduce

overhead and might hurt performance, availability, or simplicity. However, systems with

large numbers of replicas could see benefits from more sophisticated partial replication.

A wide design space exists for providing consistency on read/write objects in dis-

tributed systems [113], and the trade-offs selected for the profile object may not be appro-

priate for other read/write records. In an environment where access patterns and object

semantics are less benign than the profile object, general approaches might proceed in two

dimensions.

1. Strengthening consistency from the underlying FIFO/PRAM propagation of updates

to provide stronger semantics such as casual consistency (which may require Bayou’s

anti-entropy [95]) or sequential consistency (which may require locking). Quorum

based solutions such as [30] could also be explored.

2. The “reconciliation rules” currently hand-coded in the profile object logic might be

made more general by, for instance, providing an interface on a read/write object to

specify reconciliation rules as a parameter [114].
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The inventory object

To examine consistency constraints beyond that of the standard TPC-W benchmark, our

distributed-bookstore benchmark adds the constraint of a finite inventory for each item.

It requires that if the inventory of an object is 0, users requesting this object must be

notified that delivery may take longer than normal (e.g. the item is not in stock and is

on back-order). We enforce this constraint with an inventory object. We observe that

the actual count of the inventory is not important for processing order requests as long as

stock is sufficient. The inventory responds either “OK” to process the order or “warning”

for back-orders. It is acceptable to be conservative and issue warnings when the inventory

is unsure whether items remain. (The downside is that users may cancel orders when they

receive warnings in the ordering process. But we can minimize these false positives with

careful system design and implementation.)

The inventory information can be interpreted as ID and quantity pairs. Every pair

maps a particular book in the store to the number of copies of the book. The interface

of the inventory object is the reserve operation, which takes a numeric value and a book

ID, and returns a boolean value. If the returned value is true, it implies that the reserve

operation successfully decrements the number of copies of the specified book by the given

amount. If the inventory is insufficient to accommodate the request, false is returned.

Note that the use of a transactional database and persistent messaging layer allows us to

restore this escrowed inventory if the transaction fails to complete due to a failure or user

cancellation.

In our simple prototype system, the total available inventory is divided among edge

servers by giving each object instance a localCount and enforcing the invariant that the sum

of all local counts across all instances never exceeds the global inventory count. Initially,

inventory is evenly distributed among all edge servers. Edge servers process requests with

their local inventory without communicating with the backend or other edge servers, and

their local inventory decreases over time. We implement a simple protocol between the
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backend server and edge servers for inventory re-distribution. By observing the orders

received at the backend server (see section 3.2.3), the inventory object instance at the

backend server keeps track of the edge server with the most inventory and the edge server

with the least inventory. Whenever the inventory difference between these two servers

exceeds a certain threshold, the inventory instance at the backend server requests inventory

re-distribution between them. In this edge server pair, the one with higher inventory is

the donor and the other is the recipient. Note that such a re-distribution request may

fail because the backend might have stale information about donor’s inventory. Such a

failure is benign because the backend server eventually becomes aware of the donor’s true

inventory and selects a different donor. Also note that our use of a persistent messaging

layer greatly simplifies the design of this redistribution by ensuring that inventory is never

lost or duplicated in transfer.

The inventory implementation meets our design goals by increasing the overall avail-

ability of the system while providing acceptable consistency guarantees on the data served

to clients. It also reduces the communication between edge servers and the backend be-

cause edge servers do not need to check availability of the central inventory upon every

order request. Therefore, we improve the system response time and make the system more

tolerant to network partitions. The limitation of our design is occasional “false positives”

when local count is 0 and inventory instance reports false while counts on other edge

servers is not 0. However, “false positives” only occur under some extreme conditions as

illustrated in Section 3.3.4. Furthermore, we can reduce those rare cases with enhance-

ments described below that we considered but did not adopt in our implementation for the

purpose of simplicity.

1. Fetch on-demand: When the system realizes the local inventory is insufficient to

accommodate an incoming request, it could delay processing the request and send

messages to other edge servers to request more inventory. If it receives a positive

response, the request could then be processed. If no positive response is returned
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within a time period, the request would be reported as back-ordered as it is now.

2. Peer-to-peer inventory exchange: The mechanism of the inventory object is similar

to the numerical error guarantee mechanism in TACT [135]. Unlike TACT, our

system adjusts the local inventory with a centralized coordinator for simplicity. We

could change this object to employ the peer-to-peer to model in which edge servers

exchange inventory directly.

3. Adaptive redistribution: When a particular edge server experiences heavy demand

for an item, the system might allocate a larger percentage of inventory to that edge

server.

4. Partition-aware redistribution: Our current design of the inventory object assumes

that no partitions last infinitely long so that lost messages can be recovered when

partitions heal. Therefore, inventory may not leak from the system. But this design

cannot bound the amount of inventory that may be lost when network partitions do

not heal. Sussman et al. present four partition-aware resource distribution solutions

in their Bancomat study [112], which can be used to distribute inventory in the

environment where network partitions last arbitrarily long. Their solutions minimize

the inventory leakage due to the lost of messages when network partitions occur.

The best-seller-list object

The best-seller-list object maintains lists of best selling books for each subject. In TPC-W

the best sellers are the fifty most popular books computed for each subject based on the

3,333 most recent orders with each order containing up to 100 books.

The interface of this object includes a read operation that takes a string as the

subject and returns a list of best selling books under the subject. The best sellers change

over time as different books are sold. For the best seller lists to be accurate on every edge

server, all sales activities on all edge servers must be taken into account when computing
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Object Object State Replica-

tion

Updates Propagation Concurrent Updating Rules

Catalog all records at all servers backend ⇒ all edges n/a

Order 1/N at edge; N/N at back-
end

edges ⇒ backend timestamp ordering

Profile all records at all servers all edges ⇒ all edges and
backend

field-level reconciliation rules

Inventory local view at edge; all local
views at backend

on threshold: an edge ⇒
backend ⇒ an edge

on threshold: timestamp ordering

Best-seller-list approximate view at edge;
current view at backend

on threshold: backend ⇒
all edge

on threshold: timestamp ordering

Table 3.1: Distributed object state replication and propagation.

the lists. However, the lists may not change on every sale. For example, several additional

purchases of books that are already in the best seller lists may not change the lists. The

system only cares about the sales activities exceeding some threshold. Furthermore, it

is preferable to return slightly stale best seller lists rather than to stop serving requests.

Some delay in propagating order information is also acceptable.

In our prototype system, we maintain a copy of the best seller lists on every edge

server. The approach that we take to maintaining the best seller lists is similar to that

for maintaining the inventory among edge servers. By observing the orders received at the

backend server (see section 3.2.3), the best-seller-list object instance at the backend server

keeps track of the sales volumes of all books. As soon as the lists change, the instance at

the backend server sends messages through the messaging layer to best-seller-list instances

on all edge servers to update the lists.

This simple implementation meets our design goal. It improves system response

time and increases system availability by minimizing the communication among edge

servers and to the backend server for computing and updating the lists and detecting

the changes in the lists. It reduces bandwidth consumption and dependencies among edge

servers by monitoring all orders at the backend server instead of exchanging order infor-

mation among edge servers.

Table 3.1 contains the summary of state replication and update propagation of
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distributed objects.

3.3 System Evaluation

The experiments evaluate the availability, performance, and consistency of the distributed

bookstore system in normal operation and while the system is partitioned due to network

failures.

3.3.1 Environment and implementation

To demonstrate our distributed bookstore system, we deploy a prototype across four

servers, three of which act as edge servers and one as the backend server. Each server

runs on a Pentium 900MHz machine with 256MB memory. IBM DB2 databases are in-

stalled on all server machines. On the three edge servers, we use Apache and Tomcat to

host the servlets that implement the server logic. Machines in our lab are connected via

100Mbit Ethernet connections. However, in order to simulate a wide area network (WAN)

environment among servers during experiments, we direct all the traffic (both in and out)

of server machines to an intermediate router, which simulates WAN delays and tempo-

rary network outages with Nistnet [88]. In the remaining discussion, we refer to links via

Nistnet with bandwidth of 10Mbit/s and latency of 50ms as WAN links, and we refer to

direct 100Mbit/s links between machines as network links in a local area network (LAN).

We use three client machines to generate workload. These three machines have Pentium

900MHz processors, and each of them connects to a separate edge server via a LAN link.

One instance of the TPC-W client program is running on each client machine generating a

pre-defined workload against each edge server. TPC-W defines three workload mixes, each

with a different concentration of writes. In our experiments, we focus on the ordering mix,

which generates the highest percentage of writes (50% of browsing and 50% of shopping

interactions in this mix).

One of our goals was simplicity. It is difficult to precisely characterize the extend
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Figure 3.2: The network configuration of WAN service architectures.

to which the goal was met. Qualitatively, the designers regard the system as easy to

understand. As a very rough quantitative measure, we note that the latest distributed

TPC-W implementation consists of 6600 lines of source code, which is about 1000 lines

more than that of the centralized version. The additional source code is primarily for the

implementation of the specialized and simple replication protocols employed by distributed

objects for managing shared data.

3.3.2 Performance

In this section, we evaluate the performance of our distributed bookstore system with

respect to two criteria: latency and throughput. As noted in Section 3, our most important

performance goal is to minimize the system latency because latency alters the expensive

“human waiting cost.” At the same time, we want to see if our system throughput is

competitive with a traditional centralized architecture.

To evaluate the system performance, we run the benchmark on four architectures

as illustrated in Figure 3.2. We use one frontend machine and one backend machine in this

experiment to evaluate the performance of each architecture. The traditional centralized

architecture has both its front-end and central database connected by LAN links, but
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end users must access the front-end via WAN links. The naive edge service architecture

replicates its front-ends at the edges of the network near end users. The front-ends connect

to end users via LAN links and connect to the central database via WAN links. The

ideal architecture has end users, front-ends, and the central database all within a LAN

environment. This architecture is unrealistically optimistic, but it serves as a point of

reference. The distributed object architecture, presented in this chapter, replicates both

its front-ends and databases at the edges of the network near end users. The front-ends

(edge servers) connect to end users via LAN links and connect to the core server and

other front-ends (edge servers) through the distributed objects via WAN links. In addition

to the one front-end system, we examine the performance of the distributed architecture

with 3 edge servers (front-ends). For the communication layer, we use both JORAM

that uses persistent message queues to send messages and the quick messaging layer that

asynchronously sends messages without storing them on the local disk. Note that the latter

configuration is intended to illustrate the range of performance that different messaging

layers might provide, but because it does not provide reliable messaging across failures, it

would not be appropriate for production deployment.

By comparing the performance results of the distributed bookstore application

across four architectures, we seek to demonstrate three points. First, at low workloads, the

latency when using the distributed object architecture matches that of the ideal architec-

ture and is significantly better than that of the traditional architecture or the naive edge

server architecture. Second, the throughput when using the distributed object architecture

is competitive with the ideal or the traditional architecture. Third, when the edge server

becomes the bottleneck under heavy workloads, we can increase system throughput by

adding more edge servers.

We measure both system throughput and response time while varying the request

rate. In all systems we expect to have the best response time when the request rate is

low. Then, as the request rate increases, the response time will increase as well, until the
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maximum system throughput is reached and the system becomes saturated, at which point

the response time will increase sharply.

In Figure 3.3, curves from graph (a) indicate the performance of four architectures

when using only one edge server. Graph (b) shows the performance of the distributed object

architecture with additional enhancements and the scalability of the enhanced architecture

when running on two different messaging layers, the JORAM messaging layer and the

quick messaging layer. In both graphs, the x-axis represents the throughput in WIPS

(web interactions per second), and the y-axis represents the response time of the bookstore

application deployed on different architectures.

First, we explain the curves in graph (a) from the top to the bottom. The top

curve represents the response time for the naive edge service architecture. This system

experiences the worst minimum response time of 2.42s/req because a client request to the

edge server usually triggers multiple requests from the edge server to the central database at

the core server across the WAN. The WAN delays, which are set to 100ms RTT, dominate

the system response time. In contrast, under the traditional centralized architecture, every

client request goes across WAN links just once. The overall response time for the traditional

centralized system is indicated by the second curve from the top, and it shows nearly a

factor of two improvement to 1.25s/req. The third curve from the top indicates that the

response time of the ideal architecture improves response time by nearly another factor

of five, to 0.26s/req. The response time of the distributed object architecture is slightly

better than that of the ideal architecture while both architectures yield approximately the

same maximum throughput of 5.2WIPS, as indicated by the forth curve from the top in

graph (a). The slight improvement of response time for the distributed object architecture

is due the caching of Shopping Cart information at the edge server. (In all three other

architectures, Shopping Cart information is stored in the central database only).

After demonstrating the excellent performance of our distributed object architecture

with one edge server, we evaluate the performance of this architecture with multiple edge
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servers. Before we add more edge servers to the system, we try to reduce implementation

specific bottlenecks that may limit the system performance when heavier workloads are

applied. In the subsequent tuning process: (1) we double the size of the main memory to

accommodate message buffering; and (2) we cache the best-seller lists in each distributed

object instance instead of computing them from the local database for client request.

Note that both of these improvements are orthogonal to our decision to use distributed

objects and the similar optimizations are applicable to the other architectures as well.

The performance improvement of the enhanced architecture is illustrated by the second

curve from the left in graph (b). Comparing with the first curve from the left in graph

(b), which represents the performance of the original distributed object architecture, the

enhanced architecture shows a consistent response time at approximately 0.26s/req under

the moderate workload and an improved maximum throughput of nearly 8WIPS. After we

add two more edge servers, the maximum system throughput of the enhanced architecture

increases to 17.5WIPS as shown by the third curve from the left. Notice that we do not

achieve a full linear improvement in throughput by adding two edge servers. This speedup

shortage is due to both the overhead for the message logging and the inefficiency of the

JORAM messaging layer implementation. We also implement a quick messaging layer that

sends messages without logging them to disk first. The maximum throughput of the system

with three edge server reaches 21.74WIPS when using the quick messaging layer for the

message exchange, as illustrated by the bottom curve in graph (b).

The edge service architecture sends all updates to the backend server, which ulti-

mately limits scalability of throughput. However, two facts allow adding more machines to

increase system throughput. First, the read operations, which constitute more than 50%

of the workload, are distributed among edge servers. Second, technology exists to make

the backend database scalable, and indeed current centralized architectures achieve good

scalability by directing all of their queries to a scalable backend database. We believe that

the distributed architecture approach should be viewed as a way to increase availability
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Figure 3.3: System response time as the workload increases.

and improve latency while scalability of throughput is improved with cluster technology.

The throughput of our distributed TPC-W bookstore system is competitive with

that of other academic systems [5, 44, 118]. If we assume that a typical Pentium III

machine costs roughly $800, the price/performance cost of our system is roughly 147.19-

182.85$/WIPS, which falls in the range of published standard industry TPC-W perfor-

mance results, 24.50-277.80$/WIPS [128]. The throughput of the enhanced distributed

object architecture is primarily limited by the throughput of its underling databases, which

is not the concern of our current investigation.

3.3.3 Availability

A key aspect of our design is that each edge server processes all requests with only local

information. As long as a client can access any edge server, it can access the service even if

some of the servers are down or if network failures prevent communication among some or

all of the servers. In this section, we examine the performance impact of message buffering

and processing during and after failures with both JORAM Messaging Layer and Quick

Messaging Layer.
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Figure 3.4: 700-second session with network outage lasting for 50 seconds.

Figure 3.4 shows the system throughput, average response time, and message queue

lengths when the system uses either JORAM Messaging Layer or Quick Messaging Layer

before, during, and after a network failure. Each run lasts for 700 seconds, and a network

outage occurs roughly 350 seconds after the experiment starts and lasts for 50 seconds.

During the network outage, no server can communicate with any other server, but the

normal communication among servers resumes once the network is restored. To provide a

moderate load that does not cause queues to develop before the network fails, we apply a

workload of 1.2WIPS to the system that runs on the top of JORAM and apply a workload

of 6.8WIPS to the system on the top of the quick messaging layer.

Graph (a) and (b) in Figure 3.4 indicate the system throughput throughout the
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700-second session. The x-axis represents the time progression and the y-axis represents

the system throughput. In each graph, the straight horizontal dashed line represents the

average throughput of the 700-second session and the solid slightly wiggly line represents

the running average of throughput over 50-second intervals. The wiggly line stays close

to the straight dash line in both graphs. It implies that the throughput of systems with

both messaging layers is consistent throughout the session, and the network failures during

the session have little effect on the system. Our distributed TPC-W system can oper-

ate normally while being partitioned because the databases are replicated locally through

distributed objects, and they can continuously provide data for server computation while

partitioned by network outage.

Figure 3.4 (c) shows the 50-second average response time for the two systems, one

running JORAM messaging layer, the other running the quick messaging layer. The x-axis

in the graph represents the time progression in seconds and the y-axis represents the system

response time. The system response time appears unaffected by the network outage during

the session because the graph does not show an increase in response time during the failure

interval, between 350 and 400. Because the response times for different interactions vary,

the curves in this graph tend to fluctuate throughout the session.

Figure 3.4 (d) shows the average queue lengths in the two messaging layers. The

x-axis represents the time progression and the y-axis represents the queue length in the

number of messages queued. There are few messages queued by the messaging layers before

the failure starts, but the number of queued messages starts growing after 350 seconds.

The curve that represents the queue length of the quick message layer indicates a sharper

increase in message length than that of JORAM because the workload used on the quick

message layer is about 4 times bigger than the workload on JORAM. But all messages

are quickly cleared out of the queues after the network partition is fixed. Note that the

JORAM Messaging Layer clears out queued messages relatively slower because it has a

fixed message forwarding rate, approximately 4 msg/sec, which is much less than that of
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the Quick Messaging Layer. This behavior is due to the persistent queuing overhead and

the vendor specific design of JORAM Messaging Layer.

During the network failure, the information on each edge may become stale. How-

ever, instead of completely stopping sales during these failures, the service provider prefers

to continue serving users with stale information, such as a stale catalog and stale best seller

lists, accepting orders with stale inventory which may cause false-positive back-order rate,

and delaying orders to be processed at the backend server by buffering them on local disks.

These trade-offs seem appropriate and acceptable for this application.

3.3.4 Consistency

Because the system slightly relaxes consistency for higher availability and performance,

users may view stale information even during normal system operations. In this section,

we evaluate the impact of the relaxed consistency model on the distributed bookstore

system, during normal operations, by examining the staleness of local best-seller lists and

local inventory.

Local inventory: By distributing the bookstore inventory among all edge servers,

the system allows edge servers to accept orders locally. However, when a heavy workload

is unbalanced across servers and the inventory is low, some books may be sold out on

a particular edge server during a short time frame before the inventory re-distribution

arrives from other edge servers. In this case, some order requests targeting the sold out

books may pessimistically report that the shipment may be delayed. In this experiment, we

examine the false-positive back-order rate under a condition where the inventory is low and

workload is unbalanced. We expect the false-positive back-order rate to approximate the

ideal back-order rate seen by a centralized system as long as the inventory re-distribution

time is less than the inter-arrival time between requests targeting the same book.

In order to create a purchasing imbalance across edge servers, we direct all order

requests to only one of the three edge servers. To maintain a low inventory count at each
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Figure 3.5: The back-order rate.

edge server, we choose three sets of inventory for each run of the experiment: 2 copies per

title with 5 titles, 4 copies per title with 5 titles, and 6 copies per title with 5 titles. The

workload is designed such that each order request randomly targets one of 5 books, and

we run the experiment long enough so that the average total number of books ordered is

50% of the inventory on the edge server, which is roughly 16.7% of overall inventory in the

system. By varying the average inter-arrival time of requests targeting the same book, we

can measure the average back-order rate for different sets of inventory. If we run against

the traditional centralized architecture with given sets of inventory and workload, there

will be no back-order because even under the most extreme case where all requests target

the same book in the centralized system, the total number of requested copies is less than

the number of copies of any particular book. The ideal back-order rate is zero for the

defined sets of inventory and workload.

Furthermore, we speculate that if the distributed-object architecture has the inven-

tory re-distribution time (RDT) much less than the requests inter-arrival time (RIT) per

title, the distributed-object architecture can approximate the ideal back-order rate, i.e.:

RDT ≪ RIT/titles

Figure 3.5 shows the percentage of orders resulting in false-positive back-orders due
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to the inventory shortage as we vary the request inter-arrival time per book title. In the

graph, the x-axis represents the average inter-arrival time of requests targeting the same

book and the y-axis represents the percentage of rejected requests over all requests. All

three curves approach the x-axis (the true back-order rate of orders) as they extend to

the right where the request inter-arrival time is large. The workload that has the average

request inter-arrival time of less than 2 seconds has the false-positive back-order rate greater

than 1%. It indicates that our system inventory re-distribution process takes roughly 2

seconds or less to complete, which is expected because edge servers use asynchronous

message exchange across WAN for computing and re-distributing inventory.

It is worth noting that the small back-order rate shown in Figure 3.5 only represents

the system consistency in the extreme cases where inventory is small, 2-6 copies per book

with 5 different books, and the workload is unbalanced. Also as noted in section 3.2.3

several optimizations can be applied to further reduce the system inconsistency.

Local best-seller lists: To maximize the availability and performance, every front-

end in our system keeps a local copy of best-seller lists, which refer to the fifty most popular

items in the most recent order-window in every category. Note that an order-window refers

to a given number of purchases completed. The back-end monitors incoming orders that

can potentially alter best-seller lists. Whenever incoming orders trigger a change in best-

seller lists at the back-end, the back-end multicasts the change to all front-ends. However,

changes may not immediately be reflected at all front-ends because of the asynchrony of

updates to front-ends. Because front-ends always serve clients with their local copies of

best-seller lists, stale best-seller lists are sometimes returned to clients. In this experiment,

we evaluate the effect of such a lazy update approach on best-seller lists in the distributed

bookstore, and we show that the amount of stale best-seller lists served by front-ends

is small and tolerable under two conditions: (1) moderate workload that is within the

system steady-state throughput; and (2) a reasonably sized order-window for computing

best sellers.

63



Figure 3.6 shows, in the best-seller lists served to clients, the fraction of items that

are out of position relative to their positions in the best-seller lists at the back-end. For

this set of experiments, we use 3 enhanced edge servers all running atop the non-persistent

messaging layer. Graph (a) shows that with the TPC-W defined order-window size of

3333, the fraction of out-of-position items increases as client workload increases. Graph

(b) illustrates that, given the workload of 11.5WIPS, the fraction of out-of-position items

decreases when the order-window for computing best sellers increases.

In graph (a), the x-axis represents the system throughput in WIPS, and the y-axis

represents the fraction of client-received items that are out of position with respect to their

positions in lists at the back-end. In this experiment we use TPC-W defined parameters:

the order-window for computing best-sellers is 3333 and each order purchases up to 100

items [32]. Each curve in the graph indicates the fraction of client-received lists with items

that are off their original positions at the back-end by at least the specified number of

positions. For instance, the top most curve shows the fraction of items that are off their

original positions by at least one. Respectively, curves below the first one indicate the

fraction of list entries displaced by at least two positions, five positions, etc. The bottom

most curve shows the fraction of items that are not in the client-received best-seller lists

but are in the lists at the back-end. Notice that when the workload is light (e.g., less

then 5WIPS), we see few (less then 1%) out-of-position items returned to clients. Under

a light workload there is only a small probability for a best-seller query to closely follow

a purchase request that alters the best-seller lists, but as the workload increases, this

probability increases. Under the high workload the fraction of out-of-position items is

relatively high, e.g., the fraction of items with minimal off-distance of one is around 70%

and the fraction of items that are entirely displaced from the best-seller lists is between

10% and 15%. However, more then half of the out-of-position items have an off-distance

of less than 10.

This relatively high inconsistency ratio is due to the small size of the order-window:
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Figure 3.6: Staleness of local best-seller lists subject to workload & the base size.

an order-window of 3333 purchase transactions spans only the past few minutes, and when

the order-window is small, the probability that a new order can change the best-seller

lists at the back-end is high. Graph (b) illustrates that as the order-window becomes

reasonably large, the fraction of out-of-position items decreases. The x-axis represents

the order-window size and the y-axis still represents the fraction of client-received items

that are out of position with respect to their positions in lists at the back-end. Similar to

graph (a), each curve in this graph represents the fraction of items with some minimal off-

distance. Those curves indicate that when the order-window increases from 3333 (about

50 minutes) to 16665 (about 250 minutes) under a fixed workload of 11.256WIPS, the

fraction of out-of-position items decreases by 75% on average, e.g., the fraction of items

with minimal off-distance of one drops from 67.4% to 14.9% and the fraction of items that

are incorrectly moved off the best-seller lists drops from 6.76% to 1.77%.

This result suggests that a system that takes a lazy update approach for maintaining

best-seller lists can provide clients with the consistent data when the size of the order-

window is sufficiently large. In practice, online bookstore systems usually track orders over

days or weeks for computing best-seller lists, and the fraction of out-of-position items will

65



be smaller in such systems. We should note that even in cases where inconsistent best-seller

lists are returned to clients, most client-received lists are useful since most items are only

out of position by a small distance.

3.4 Summary

Our TPC-W bookstore is built using a distributed object architecture and appears to

provide high availability and good performance. The throughput and response time of

our system are consistent before, during, and after network partition. By measuring all

WAN latencies of four architectures, we show that the response time of our system closely

approximates that of the ideal system under a normal workload.

Building the replication framework with a distributed object approach is relatively

straightforward. We design the consistency model for each individual distributed object

by using the corresponding application specific semantics. It then becomes easy to reason

about the trade-offs between availability and consistency for each object. Usually, we can

slightly relax the consistency of a distributed object to achieve high availability and effi-

ciency. In addition, distributed objects encapsulate the complexity of data replication and

provide simple interfaces for applications to access shared data. Thus, an attractive soft-

ware engineering strategy is to combine WAN availability, performance, and consistency

expertise with semantics to craft distributed objects for a class of distributed applica-

tion/services on the Internet. In our particular case, we provide a WAN replication library

for building distributed e-commerce applications.

3.4.1 Scalability

Replicating shared data everywhere might be seen limit the system’s scalability. We do

not view the distributed architecture approach primarily as a way to improve the system

scalability in terms of throughput, but mainly as a way to increase availability and improve

latency. Still, edge services architecture provides opportunities to improve throughput by
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processing reads at edge servers and absorbing bursts of updates in edge servers’ message

queues for deferred processing. Furthermore, partitioning techniques can be used to break

each shared data sets into multiple subsets and replicate each subset among a group of

edge servers.

Therefore, by adding new edge server groups and breaking each shared data sets into

a larger number of subsets, we have the potential increase the throughput of the overall

system. In our on-going study, we are exploring the partitioning and related routing

techniques that can be applied in the edge service architecture to enhance the scalability.

3.4.2 Consistency related issues

In order to avoid complexity in our evaluation, we keep the design of distributed objects

simple while meeting the performance and consistency demands of our TPC-W system.

However, we see some limitations in the design of existing objects that might not be desir-

able when used in building systems with different consistency requirements. For instance,

the design of the profile object uses Bayou gossip protocol that can result in conflicting

updates. Because most conflict-resolution solutions are based on application-specific se-

mantics, the corresponding implementations could be complex and not desirable for certain

classes of applications. But on the other hand, algorithms that can prevent update conflicts

usually suffer from their suboptimal performance or poor availability compared with our

current solution. In next chapter, we address this issue by introducing a novel algorithm,

the dual-quorum with volume leases.

As mentioned before, distributed objects are designed based on the specific appli-

cation semantics such that they hide the complexity of WAN data replication and consis-

tency with simple interfaces. In addition, objects provide consistency guarantees that are

straightforward and easy to reason about for both developers and users of the objects. Our

distributed TPC-W system works well using distributed objects because the consistency

guarantee of one object has few dependencies on other objects. However, the assumption
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we used in building the distributed TPC-W system may not hold in other distributed WAN

applications/services. In Chapter 5 we outline the high-level design of the unified replica-

tion approach that provides a base for reasoning about the cross-object consistency for the

object-oriented replication architecture. One important future work is to precisely char-

acterize the system consistency guarantees in the presence of interactions among different

consistency models.

The distributed objects maintain the consistency of each edge server such that each

edge server has a consistent view of the shared state. However, occasionally the edge

server selection algorithm may switch clients from one edge server to another to balance

load or in response to node failures, network partitions, or client mobility, and clients could

then observe inconsistency. For example, edge server se1 may have a newer version of the

catalog information than edge server se2. When a client is switched from se1 to se2, this

client may see older catalog information on se2. One solution to resolve this issue is to

use client browser cookies to enforce Bayou’s session guarantees [114] to ensure that clients

always communicate with sufficiently updated servers. In this example, we would need to

bring the state of se2 up to that of se1 before allowing the client to interact with se2. We

will consider this feature in our future work.
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Chapter 4

Dual-Quorum Replication

4.1 Introduction

This chapter introduces dual-quorum replication, a novel data replication algorithm mo-

tivated by the desire to support data replication for edge services [2, 9, 43, 127]. As

Figure 4.1 illustrates, the edge service architecture attempts to improve service availability

and latency by allowing clients to access the closest available edge servers rather than a

centralized server (or a centralized server cluster). But as Figure 4.1 also indicates, in

order to provide a single service from multiple locations, service logic (code) replicated on

all edge servers must access a collection of shared data. Thus, support for data replication

is a key problem in realizing the promise of Internet edge services.

By exploiting object-specific workload characteristics, we seek to design a data

replication system for edge services that offers good trade-offs among availability, consis-

tency, and response time. Although it is provably impossible to provide simultaneously

optimal consistency, optimal availability, and optimal performance for general-case wide-

area-network replication [20, 73], we can, perhaps, provide nearly optimal behavior for

specific objects by taking advantage of a given application’s workload characteristics. For

example, our previous studies show how to provide nearly optimal replication for infor-
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mation dissemination applications such as news [87] and e-commerce applications such

as TPC-W [43]. In particular, we developed customized consistency protocols for three

categories of objects: (1) single-writer, multi-reader objects like product descriptions and

prices; (2) multi-writer, single-reader objects like lists of orders; and (3) commutative-write,

approximate-read objects like the current inventory count of each product.

However, a key limitation of our previous efforts to support edge services was our

decision to use weak consistency—and thereby introduce considerable complexity—for a

fourth category of objects: multi-writer, multi-reader objects such as per-customer pro-

file information (e.g., name, account number, recent orders, credit card number, and ad-

dress.) We, like several other systems [95, 114, 136], made use of a Read-One, Write-All-

Asynchronously (ROWA-A) protocol based on local reads and asynchronous epidemic prop-

agation of writes. ROWA-A protocols provide excellent read performance and availability;

and although ROWA-A protocols allow applications to observe inconsistencies between

reads and writes, such inconsistencies should be rare because multi-reader, multi-writer

shared objects often have workloads with low concurrency to any given object. For exam-

ple, in our edge-server TPC-W application, reads and writes to a given customer’s profile

typically come from just one edge server for some interval of time, until the customer is

redirected to a different server. Unfortunately, although inconsistencies are rare for the

workloads of interest, these rare cases introduce considerable complexity into the design,

because all cases must be handled no matter how rare they are and because reasoning
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about corner cases in consistency protocols is complex. Furthermore, because reads can

always complete locally, these protocols provide no worst-case bound on staleness, i.e.,

it is possible for a read to return stale data arbitrarily long after a write, which can be

unacceptable for some applications.

By introducing dual-quorum replication, this chapter provides the key missing piece

to achieve highly-available, low-latency, and consistent data replication for a range of In-

ternet services. In particular, dual-quorum replication optimizes these properties for data

elements that can be both read and written from many locations, but whose reads and

writes exhibit locality in two dimensions: (1) at any given time access to a given element

tends to come from a single node and (2) reads tend to be followed by other reads and

writes tend to be followed by other writes. For other workloads, our algorithm continues

to provide regular consistency semantics [71], but its performance and availability may

degrade.

Our dual-quorum replication protocol combines ideas from volume leases [132] with

quorum based techniques [45, 46]. The protocol employs two quorum systems, an input

quorum system (IQS ) and an output quorum system (OQS ). Clients send their writes to

the IQS and they read from the OQS. The two quorum systems communicate with each

other when necessary to synchronize the state of replicated objects. By using two quorum

systems, we are able to optimize construction of the OQS ’s read quorum to provide low

latency and high availability for reads while optimizing construction of the IQS ’s write

quorum to provide modest overhead and high availability for writes. In particular, OQS

nodes cache data from the IQS servers using a quorum-based generalization of Yin et

al.’s volume lease protocol [132], which invalidates individual cached objects as they are

updated. The protocol uses short-duration volume leases to allow writes to complete

despite network partitions and aggregates these leases across large numbers of objects in

a volume to amortize the cost of renewing short leases. Using our dual-quorum protocol,

workloads with large numbers of repeated reads (or writes) perform well because reads (or
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writes) can often be supplied by a read-optimized OQS read quorum (or write-optimized

IQS write quorum) without requiring communication with the IQS (or OQS ).

Through both analytical and experimental evaluations, we compare the availability,

response time, communication overhead, and consistency guarantees of the dual-quorum

protocol against other popular replication protocols: the synchronous and asynchronous

Read-One/Write-All (ROWA) protocol family, 1 majority quorum system, and grid quorum

system [30]. For the important special case of single-node OQS read quorum, average read

response time can approach a node’s local read time, making the read performance of

this approach competitive with ROWA-A epidemic algorithms such as Bayou [114]. But,

the dual quorum approach avoids suffering the weak consistency guarantees and resulting

complexity inherent in ROWA-A designs. Additionally, analytical evaluations show that

the overall availability of the dual-quorum protocol is competitive with the majority quorum

protocol for the targeted workloads. Finally, for the targeted workloads, the communication

overheads of this approach are comparable with existing approaches. However, in the

worst-case scenario in which the workload consists of only interleaved reads and writes,

the dual-quorum protocol requires significantly more message exchanges than traditional

quorum protocols to coordinate internal nodes.

The main contribution of this work is to introduce the dual-quorum algorithm,

a novel data replication algorithm targeted to a key workload for Internet edge service

environments. Note that although our work is motivated by a specific replication scenario,

we speculate that it will be more generally useful. In particular, we believe that it may not

be uncommon for systems that can, in principle, have any node read or write any item of

data to, in practice, experience sufficient locality to benefit from our approach.

1Note that ROWA protocols are, in fact, a special case of quorum protocols, but they are often treated
separately in the literature [13, 14].
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4.2 System Model and Definitions

Our edge service environment consists of a collection of edge server nodes that each play

one or more of the following three roles: (a) front end nodes that handle service client

requests from across the Internet, execute application-specific processing, and act as edge

server clients or just clients to the dual-quorum storage system; (b) Output Quorum System

(OQS ) nodes that process client read requests; and (c) Input Quorum System (IQS ) nodes

that process client write requests. We assume a request redirection architecture that directs

clients to a good (e.g., nearby, lightly loaded, or available) front end edge server; a number

of suitable redirection systems are discussed in the literature [62, 133]. Note that clients

are unaware of the underlying data storage system and never contact the OQS or IQS

interfaces directly.

In an edge service environment, servers typically process sensitive or valuable in-

formation, so they must run on trusted machines such as dedicated servers in a hosting

center. We therefore assume a fail-stop model in which servers may crash but cannot issue

incorrect requests or replies. The network may delay, duplicate, or reorder messages. We

assume secure communication among nodes and that if the network corrupts a message,

this corruption is detected by low-level checksums and the message is silently discarded.

Each node can read a local real-time clock and that there exists a maximum drift rate

maxDrift (ǫ) between any pair of clocks. Our protocol ensures safety regardless of timing

assumptions: nodes may operate at arbitrarily different speeds and we require no bound

on message delivery delay. However, long processing times or message delays may interfere

with liveness for some requests. In particular, if machine A requests a least at time t0 and

receives a reply at time t1 from node B granting a least of length T , then A conservatively

expires the lease at time t0 + (1 − ǫ)T ; this approach ensures that the receiver of a lease

(A) expires the lease no later then the grantor of the lease (B).

For performance, our system assumes that concurrent reads and writes to a given

object by different nodes are rare. But, for correctness, we must define the system’s
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consistency semantics in the presence of concurrent reads and writes to the same object.

The dual quorum design provides regular semantics [71]: a read r that is not concurrent

with any write returns the value of the latest write that completed before r began, and a

read r that is concurrent with one or more writes returns one of (a) the value of the last

write that completed before r began, or (b) the value of one of the writes concurrent with

r.

For convenience of exposition, we describe interactions with a quorum system in

terms of a QRPC operation [77]. replies = QRPC(system, READ/WRITE, request)

sends request to a collection of nodes in the specified quorum system (e.g., the IQS or

OQS ). The QRPC call then blocks until a set of replies constituting the specified quorum

(READ or WRITE) on the specified system have been gathered. The call then returns

the set of replies that it received. The QRPC operator abstracts away details of selecting

a quorum, retransmissions, and timeouts. In particular, different implementations may

choose different ways to select which nodes from system to send requests to, and they

may select different retransmission strategies: our simple prototype implementation al-

ways transmits requests to the local node if the local node is a member of system; it then

randomly selects a sufficient number of additional nodes to form a READ or WRITE

quorum and transmits the request to them; retransmissions are each to a new randomly

selected quorum using an exponentially-increasing retransmission interval. A more aggres-

sive implementation might send to all nodes in system and return when the fastest quorum

has responded or might track which nodes have responded quickly in the past and first try

sending to them. To simplify the discussion of the protocol, we refer to a server holding

an invalid object as an invalid server. Since there multiple object exists in the system,

the status of a server may be considered invalid with respect to one object while being

considered valid with respect to other objects. Similarly, a quorum only containing invalid

servers with respect to a particular object is considered an invalid quorum with respect to

this object. Note that a quorum is valid as long as it includes at lease one valid server.
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Figure 4.2: Dual quorum architecture overview.

4.3 Dual Quorum Protocol Design

This section describes the design of the dual-quorum replication system and the key ideas

for achieving our design goals. The basic idea is to separate the read and write quorum

into two quorum systems so that they can be optimized individually to improve response

time and availability for read-dominated or write-dominated workloads. The read and

write quorum of the OQS and IQS can be separately configured in any way desired, but

we would expect one common configuration to be to optimize read performance by having

the OQS span all nodes in the system with a read quorum size of 1 and to get good write

availability by having the IQS span a modest number of nodes with any majority of the

IQS nodes forming a write quorum. As Figure 4.2 illustrates, in the dual quorum system

clients retrieve objects from a read quorum (perhaps containing only one node) in OQS and

send object updates to a write quorum (typically containing a majority of nodes) in IQS.

(In the context of the edge service architecture described in Figure 4.1, all dual-quorum

servers are edge servers.) The two quorum systems conditionally synchronize with each

other to maintain the consistency of data replicated on them when processing both reads

and writes.

To simplify the discussion, we present the protocol in two steps. First, we will discuss

the basic dual-quorum protocol, a simplified asynchronous protocol, in Section 4.3.1. This

protocol allows separate optimizations of read and write quorum, but because it assumes an

asynchronous system model, a write can block for an arbitrarily long period of time. Then,
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in Section 4.3.2 we describe how we introduce volume leases to improve write availability

while retaining good read performance.

4.3.1 Dual quorum protocol

High level overview The basic idea of the dual quorum replication is to process reads

and writes in two different quorum systems, IQS and OQS , and use a cache invalida-

tion strategy to synchronize the state of objects replicated in IQS nodes and cached in

OQS nodes.

Clients2 perform similar tasks for reading and writing data as in the conventional

quorum based protocols. When a client read arrives in OQS , two possible scenarios can

happen, as illustrated in Figure 4.3 (a) and (b). In a read hit case, the OQS read quorum

contains a valid cache copy of the requested object, which is immediately sent back to the

client. When there is a read miss, i.e. the cache copy on the OQS read quorum is invalid,

the OQS read quorum validates the cache copy by querying an IQS read quorum for the

latest update. Once the cache copy of the OQS read quorum is validated, the OQS read

quorum sends the updated value to the client. There are also two scenarios when processing

client writes, as illustrated in Figure 4.3 (c) and (d). In a write suppress case, the cache

copy in an OQS write quorum is already invalid. the IQS write quorum can just apply

the write to the local object and send the completion acknowledgment to the client. In

the case of a write through, no OQS write quorum holds invalid cache copy. Therefore, the

IQS write quorum that receives the client write has to invalidate the cache copy on one

OQS write quorum before the write can complete.

For workloads consisting of read bursts, the first read forces all OQS nodes of the

read quorum to validate their cached copies. Therefore, all subsequent reads are read

hits. Once we configure the OQS read quorum to contain only one node, reads becomes

local. Therefore, the protocol yields optimal read response time and availability for such

2Client reads and writes come from edge-server clients of the dual-quorum system not form untrusted
services clients.
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Figure 4.3: Request processing scenarios

workloads. For workloads consisting of write bursts of the same data, the first write

invalidates cached copies in an OQS write quorum, making all subsequent writes as write

throughs. Naturally, we can configure IQS as a majority quorum system to provide the

optimal write availability for such workloads.

Protocol details The following paragraphs provide the details of the basic dual-quorum

protocol by describing the actions taken at individual nodes.

Data structures. Each IQS node maintains the following state for each object o: lastWriteLCo

stores the logical clock of the last write to o, lastReadLCo stores the value of lastWriteLCo

from the time of the last read of o, lastAckLCo,n stores the logical clock contained in the

highest invalidation reply from node n for o, and valueo stores the value of o. Each node

in IQS maintains a logical clock logicalClock whose value is always at least as large as the
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node’s largest lastWriteLCo for any object o. Each node in OQS maintains the following

per-object o per-node n state: epocho,n indicates the last epoch for which a valid object

lease on o from n was held, logicalClocko,n indicates the highest version number (logical

clock) of o for which an invalidation or update has been received from n, and valido,n is

true if logicalClocko,n corresponds to an update (false if it corresponds to an invalidate).

Finally valueo stores the update body for the highest logical clock received in any update

message for o from any node.

Object validity. The system maintains the following key invariant: If node j in OQS

has from node i in IQS a valid object o (j.valido,i) then node i in IQS knows node j in

OQS has a valid object callback (i.lastReadLCo > i.lastAckLCo,j).

Client read. From the client’s point of view, a dual-quorum read is the same as a

standard quorum read [45, 46]. client sends a read request to the OQS via QRPC. After

receiving replies from a read quorum in OQS, client selects the value with the highest

logical clock.

A node j in OQS that receives a client read request checks whether the object o is

valid. j performs the check by verifying locally if there exists a read quorum irq in IQS such

that j holds a valid object from every node i in this read quorum (i.e. valido,i = TRUE

for all i in a read quorum irq). o is valid if a read quorum irq satisfying the condition

can be verified, invalid otherwise. If o is valid, j returns the object’s locally-stored logical

clock and value. If not, j renews the object by sending object renewal messages to IQS

using QRPC. After receiving replies R from a read quorum in IQS, j updates its local

state (∀i, s.t. i ∈ R: if R.ro,i.lc ≥ logicalClocko,i, then logicalClocko,i := R.ro,i.lc and

valido,i := true). Then, j updates valueo with the value in the reply with the highest

logical clock and returns both the value valueo and the highest logical clock to the client.

Each IQS server that receives an object renewal message returns to the OQS server

valueo and lastWriteLCo and then updates lastReadLCo = max(lastReadLCo, lastWriteLCo).
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Client write. Just like the standard quorum write protocol [45, 46], client first queries

IQS using QRPC to retrieve the highest logical clock from a read quorum in IQS. Next,

client advances the logical clock and embeds it in the write request that is then sent to the

IQS via QRPC. The write completes after client receives acknowledgments from a write

quorum in IQS.

An IQS server i that receives a client request for the highest logical clock of the last

completed write responds with its logical clock logicalClock. When i receives a client write

whose logical clock is larger than that associated with the last completed write of o on i

(lastWriteLCo), i updates lastWriteLCo and valueo with those in the write. Then, to

ensure that a write quorum in OQS is unable to read the old version of the data, i performs

one of the following tasks: (a) if no OQS server has renewed since the completion of the

last write, (e.g. ∀j, s.t. j ∈ OQS, lastReadLCo < lastAckLCo,j), i suppresses invalidations

to OQS; (b) otherwise, i sends invalidations with the logical clock of the write to OQS

using QRPC. The write completes after receiving invalidation replies from a write quorum

in OQS, at which point i updates lastAckLCo,j for all j in the QRPC reply and returns

to the client.

An OQS server j that receives from node i in IQS an invalidation with a logical

clock lco,i compares lco,i with logicalClocko,i. If the invalidation has the higher logical

clock, j updates the local state (logicalClocko,i = lco,i and valido,i = false). Finally, j

sends an invalidation acknowledgment back to i.

4.3.2 Dual quorum with volume leases

The basic protocol just described allows one to vary read and write quorum sizes inde-

pendently. However, our application would benefit from using a read quorum size of 1

so that reads can be serviced locally; any larger read quorum size introduces a network

delay to every read and provides qualitatively worse read response time. However, a read

quorum size of 1 could lead to unacceptable write availability because it requires a write
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1 processLCReadRequest ( ) {
2 sendMsg (CLIENT LC READ REPLY , logicalClock) ;
3 }
4
5 processWri teRequest ( Object o , Value v , Log ica lClock lc){
6 i f ( lc > lastW riteLCo ){
7 valueo := v ;
8 lastWriteLCo := lc ;
9 // ensure an OQS wri te quorum i s i nva l i da t ed

10 whi l e ( ! isOWQInvalid (o , lc) ){
11 invalidateOWQ (o , lc) ; / / see t ext f o r

d e s c r i p t i o n s
12 }
13 }
14 sendMsg (CLIENT WRITE ACK, o , lc) ;
15 }
16
17 proces s Inva lAck ( Object o , Sender j , Log ica lC lock lc){
18 // update the l a s t i nva l ack in the record f o r the

sender
19 lastAckLCo,j := MAX(lastAckLCo,j , lc) ;

20 }

20 processVLRenewal (Volume v , Sender j , RequestorTime
tv,0 ){

21 expiresv,j := L + currentTime ;

22 sendMsg (VOLUME RENEW REPLY, delayedv,j , L , epochv,j

, tv,0 ) ;

23 }
24
25 processVLRenewalAck (Volume v , Sender j , LogicalC lc)

{
26 // remove delayed i nva l s a l r eady app l i ed at the

sender
27 ∀k, s.t. invalk,j ∈ delayedv,j {

28 i f ( lc ≥ invalk,j .lc){

29 d e l e t e invalk,j ;

30 }
31 }
32 }
33
34 processObjRenewal ( Object o){
35 // update the l a s t read l o g i c a l c lo ck
36 lastReadLCo := lastW riteLCo ;
37 sendMsg (OBJECT RENEW REPLY, valueo , lastWriteLCo )

;
38 }

Figure 4.4: IQS server operations (pseudocode) - Dual quorum with volume leases

to successfully contact all nodes in the OQS to invalidate cached data. We therefore adapt

Yin et al.’s volume lease protocol [132] to support very small read quorums in OQS while

retaining acceptable availability on writes.

High level overview We group objects into collections called volumes. To process a

read, a read quorum in OQS must hold both a valid volume lease and a valid object lease

for some read quorum in IQS. A lease represents permission to access some object that

expires at some specified time [47]. Similar to the basic dual quorum protocol described in

the previous section, when an OQS read quorum holds both valid leases, all client reads

processed by this read quorum are read hit. A read miss implies that either or both leases

are invalid; they can be renewed by querying from an IQS read quorum. Similarly, a write

suppress is when either or both leases are invalid in at least one OQS write quorum. To

process a write in the write through scenario, the IQS write quorum can (a) invalidate the

object lease in an OQS write quorum or (b) wait for the lease to expire on the volume

containing the requested object in an OQS write quorum. This second option is what

allows the system to function well even with very small OQS read quorum.
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1 processVLRenewReply (Volume v , Sender i , Lease L , Epoch e ,
DI di , RequestorTime tv,0 ){

2 expiresv,i := MAX(expiresv,i, tv,0 + L ∗ (1 − maxDrift)) ;

3 epochv,i := MAX(epochv,i, e) ;

4 // apply delayed i n va l s i f e x i s t in the r ep l y
5 ∀k, s.t. invalk,i ∈ di {

6 i f (invalk,i.lc > logicalClockk,i ){

7 logicalClockk,i := invalk,i.lc ;

8 validk,i := false ;

9 }
10 }
11 sendMsg (VOLUME RENEW REPLY ACK, v , MAX(di.lc)) ;
12 }
13
14 pro c e s s In va l ( Object o , Sender i , Log ica lC lock lc){
15 // update the l o c a l l o g i c c l ock and ob je c t s ta tu s
16 i f ( logicalClocko,i < lc){

17 logicalClocko,i := lc ;

18 valido,i := false

19 }
20 sendMsg (INVAL ACK, l c ) ;
21 }

21 processReadRequest ( Object o){
22 // ensure the l o c a l ob j ec t and volume are va l i d
23 whi l e ( ! i sLoca lVa l i d (o) ){
24 // i f not , renew inva l i d volume or ob je c t

or both
25 va l i d a teLoca l (o) ;
26 }
27 // once both l e a s e s are va l idated , send rep l y

to c i l e n t
28 lc := MAX∀i, s.t. valueo,i=true(logicalClocko,i) ;

29 sendMsg (CLIENT READ REPLY, valueo , lc) ;
30 }
31
32 processRenewReply ( Object o , Sender i , Epoch epoch ,

Logica lC lock lc , ObjectValue value){
33 epocho,i := MAX(epocho,i, epoch) ;

34 i f ( logicalClocko,i ≤ lc){

35 logicalClocko,i := lc ;

36 valido,i := true ;

37 }
38 i f (valido,i = true &&

logicClocko,i ≥ MAX∀k, s.t. k∈IQS(logicalClocko,k)){

39 valueo := value ;
40 }
41 }

Figure 4.5: OQS server operations (pseudocode) - Dual quorum with volume leases

The key benefit of volume leases is that they are of short duration while object

leases are of long duration.3 This combination yields good read response time and high

availability for systems with small OQS read quorum; nodes in OQS can cache objects

locally for a long time, and although they must frequently renew volume leases, the cost

is amortized across a large number of objects in a volume [132]. At the same time, the

combination does not suffer from poor write availability although OQS write quorum is

large: a write that cannot contact all nodes in an OQS write quorum needs only wait for

the (short) volume lease to expire.

The key challenge in introducing volume leases is to manage the callback state

when invalidations are suppressed at IQS when the volume lease expires in an OQS write

quorum. When an IQS write quorum processes a write to o while the lease has expired

for the volume v containing o in an OQS write quorum, i.e. a write suppress scenario,

the IQS write quorum enqueues the invalidation of o as a delayed invalidation [132]. The

delayed invalidation of o must be processed by an OQS write quorum before v’s lease can

3For simplicity, we will assume infinite-length object leases or callbacks [57]. Generalizing to finite-length
object leases is straightforward and can help optimize space and network costs [39].
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be renewed so that a callback to IQS is installed on an OQS write quorum. The callback

ensures OQS to query from IQS for the update to o when o is requested at OQS .

A final implementation detail we take from Yin et al. [132] is to bound the size of

the list of delayed invalidations for OQS using epochs. Volume lease renewals are marked

with an epoch number, and when this epoch number changes, OQS conservatively assumes

all object callbacks have been revoked by IQS . In this case, OQS suspects that all objects

under this volume are updated at IQS and OQS needs to query an IQS read quorum to

validate the cache copy before sending any object to clients.

Protocol details The protocol details at the node level are similar to the basic dual

quorum protocol except that each IQS node tracks the volume lease and callback state on

all OQS nodes in addition to the status of the cache copies. The pseudo-code describing

actions at an IQS and an OQS node is shown in Figures 4.4 and 4.5.

Data structures. Each node in IQS maintains a real time clock currentT ime (with

bounded drift with respect to the other clocks as described in Section 4.2) and a logical

clock logicalClock. Each IQS node also maintains the following per-volume v, per-OQS-

node j state: expiresv,j which indicates when v expires at j, delayedv,j which contains a

list of delayed invalidations that must be delivered to j before v is renewed, and epochv,j

which indicates j’s current epoch number for v. Finally, each IQS node maintains the

following per-object o state: lastWriteLCo stores the logical clock of the last write to

o, lastReadLCo stores the value of lastWriteLCo from the time of the last read of o,

lastAckLCo,j stores the logical clock contained in the highest invalidation reply from node

j for o, and valueo stores the value of o.

Each node in OQS maintains a bounded-drift real time clock currentT ime. In

addition, it maintains the following per-volume v per-IQS-node i state: epochv,i is the

highest epoch number for which a valid volume lease from i was held on v and expiresv,i is

the time when the lease on v from i will expire. And, it maintains the following per-object
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o per-IQS-node i state: epocho,i indicates the last epoch for which a valid object lease

on o from i was held, logicalClocko,i indicates the highest version number (logical clock)

of o for which an invalidation or update has been received from i, and valido,i is true if

logicalClocko,i corresponds to an update (false if it corresponds to an invalidate). Finally

valueo stores the update body for the highest logical clock received in any update message

for o from any node.

Volume and object validity. The system maintains the following key invariant: If

node j in OQS has from node i in IQS both a valid volume v (expiresv,i > currentT ime)

and a valid object o (epochv,i = epocho,i && valido,i) then node i in IQS knows node j

in OQS has a valid volume lease (expiresv,j > currentT ime) and valid object callback

(lastReadLCo > lastAckLCo,j).

Client read. As detailed by processReadRequest in the pseudo-code, a node j in

OQS processes a client read of object o as follows. j must ensure Condition C: there exists

a read quorum irq in IQS such that j holds both a valid volume lease and valid object

lease from irq. If C is already true, then j can immediately return the value valueo and

the associated logical clock MAX∀i, s.t. i∈IQS(logicalClocko,i).

If C is not true, then j performs a variation on QRPC. QRPC as defined in Sec-

tion 4.2 sends and resends a request to different nodes until it receives a quorum of replies.

This variation sends different requests to different nodes and processes replies until con-

dition C becomes true. In particular, for each target node i selected, j sends one of

three things: (a) if the volume from i has expired and the object from i is invalid, it

sends a combined volume renewal and object read; (b) if just the volume has expired,

it sends a volume renewal; or (c) if just the object is invalid, it sends an object read.

As detailed in the pseudo-code processVLRenewReply, j processes replies to volume

renewal requests from IQS node i by applying the delayed invalidations included in the

reply (in the same way as applying normal invalidations as described below) and updating
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expiresv,i as well as epochv,i. To account for worst-case clock drift, j conservatively sets

expiresv,i = to+L∗(1−maxDrift) where to is the time that j sent the volume lease renewal

request, L is the volume lease length granted in the reply, and maxDrift is as defined in

Section 4.2. Finally, j sends i a volume lease renewal acknowledgment (which i uses to clear

its delayed invalidation queue.) As detailed in the pseudo-code processRenewReply, j

processes object renewal replies from i by updating epocho,i, logicalClocko,i, and valido,i;

furthermore, if valido,i is true and logicalClocko,i exceeds the logical clock of any other

valid logical clock for this object, j updates valueo. The repeated sends and the processing

of replies in this QRPC variation ensure that C eventually becomes true, at which point

j returns valueo and the associated logical clock (logicalClocko,imax) as the result of the

read.

On the IQS side, node i in IQS processes volume renewal messages for volume v

from node j as described in the pseudo-code processVLRenewal: i sends the delayed in-

validations delayedv,j and the volume renewal, containing the epoch number epochv,n and

lease length L. i then records the volume expiration time (expiresv,j = L+ currentT ime).

When i receives a volume lease renewal acknowledgment for volume v and logical clock

lc from j, as detailed in the pseudo-code processVLRenewalAck, i clears all delayed

invalidations with logical clocks up to lc from delayedv,j. As processObjRenewal indi-

cates, when i in IQS processes a read of object o from OQS node j, it replies with valueo

and lastWriteLCo and updates lastReadLCo = lastWriteLCo. Note that lastReadLCo,

lastAckLCo,j, and lastWriteLCo allow i in IQS to track which nodes j in OQS may hold

valid object callbacks. Finally, if an IQS server i wishes to garbage collect delayed invali-

dation state for j, i advances epochv,j and and deletes the delayed invalidations delayedv,j .

Note that if j receives from i a volume lease with a new epoch, then epochv,i 6= epocho,i for

all o. So all previously valid object leases from i immediately become invalid. Thus, if j

misses some object invalidations from i when its volume lease from i has expired, a volume

lease renewal from i can resynchronize j’s state by either (a) updating valido,i with the
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missing delayed invalidations or (b) advancing epochv,i by sending a volume renewal with

a new epoch number.

Client write. A client first determines the highest logical clock of any completed write by

calling IQS’s processLCReadRequest. A node i in IQS responds to such a call for object

o by returning the node’s global logical clock logicalClock. A client then issues the actual

write of object o. As detailed in processWriteRequest in the pseudo-code, if the write’s

logical clock exceeds that of the highest write seen so far (lastWriteLCo), node i stores the

write’s logical clock and value. i then ensures that a write quorum in OQS is unable to read

the old version of the data by performing a variation on QRPC that “sends” differently to

different nodes depending on whether their volume and object leases are valid. There are

three cases for i to consider for node j, object o, and volume v: (a) if i knows o is invalid

at j (e.g., lastReadLCo < lastAckLCo,j) then i need take no action for j; (b) otherwise

if o is valid at j but v is invalid at j (e.g., expiresv,j < currentT ime) then i enqueues an

invalidation in delayedv,j which will be processed at j when it renews its volume; or (c)

both the object and volume are valid (e.g., lastReadLCo > lastInvalLCo,j) then j sends

an object invalidation containing the write’s logical clock (lastWriteLCo) to j. In this

last case, if j receives an invalidation from i for object o with logical clock lc, then as the

pseudo-code in processInval describes, j applies the invalidation: if the invalidation is the

newest information about o from i (e.g., lc > logicalClocko,i) then update the logical clock

and validity information ({logicalClocko,i = lc; validi = false}). Finally, if i receives

an invalidation-acknowledgment from j for logical clock lc, then as the pseudo-code in

processClientInvalAck describes, i updates lastAckLCo,j = max(lastAckLCo,j, lc).

4.3.3 Correctness

In this section, we prove that the dual-quorum protocol provides Pseudo-Regular Seman-

tics [96]:
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• Property 1: A read of o that is not concurrent with any writes of o can return only

the value and logical clock from the completed write of o with the highest logical

clock and

• Property 2: A read of o that is concurrent with one or more writes of o can (a)

return the value and logical clock from the completed write of o with the highest

logical clock, (b) return the value and logical clock from some concurrent write of o,

or (c) keep retrying.

Proof of Dual-Quorum Protocol

We refer to a server in OQS SrOQS and a server in IQS SrIQS. When a write to o

with timestamp n completes on a SrIQS , the SrIQS must have received lastAckLCo,j with

timestamp n from every SrOQS j of an owq.

Lemma 1 After a write with timestamp n completes on a SrIQS, no subsequent reads

return a value with timestamp lower than n.

Proof: Receiving lastAckLCo,j with timestamp n from every server j of an owq implies

that at least one server in any orq contains the invalidation with timestamp n. Any subse-

quent reads will be sent to at least one OQS server holding the invalidation with timestamp

n which prevents any value with timestamps lower than n from returning by subsequent

reads.

Lemma 2 If lastAckLCo,j > lastReadLCo, ∀j ∈ OQS on every server of an iwq and

the timestamp of the last completed write is n, no subsequent reads return a value with

timestamp lower than n.

Proof: When lastAckLCo,j > lastReadLCo, ∀j ∈ OQS on a SrIQS , it implies that no

SrOQS has renewed from this SrIQS since the last write completed on this SrIQS. (1)

When lastAckLCo,j > lastReadLCo,∀j ∈ OQS on all SrIQS of an iwq, it implies that no
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SrOQS has renewed from any SrIQS of this iwq since the last write, the write with times-

tamp n, completes on every SrIQS of this iwq. Because an iwq intersects with all irq, we

can also conclude that no SrOQS has renewed from any irq since the last write completed

on this iwq. (2) From the proof of Lemma 1 we know that after any SrIQS completes the

last write, at least one server in any orq contains an invalidation. From (1) and (2) we

conclude the following: When lastAckLCo,j > lastReadLCo,∀j ∈ OQS on all SrIQS of an

iwq, at least one server in any orq received an invalidation and has not yet renewed from

any irq. Therefore, when a read arrives at an orq, invalid servers (at least one) of this orq

will read from an irq. If the last completed write in the system has timestamp n, the irq

will not return any value with timestamp lower than n. Consequently, a subsequent read

will return a value with timestamp no lower than n. Similarly, subsequent reads arriving

at any orq will also return a value with timestamp no lower than n.

Property 1: When a write with timestamp n arrives at an iwq, every server of the

iwq performs one of the two tasks: 1. If lastAckLCo,j > lastReadLCo,∀j ∈ OQS is true

for any server of the iwq, it applies the write locally and sends a completion acknowledg-

ment to the client. 2. Otherwise, the server attempts to send invalidations to all SrOQS

j of an owq and updates its lastAckLCo,j to n upon receiving the acknowledgment from

each j in the owq. If all servers of the iwq perform only task 1, every read after the write

with timestamp n completes return values with timestamp no lower than n according to

Lemma 2. If any server of the iwq performs task 2, all reads after the write with timestamp

n completes return values with timestamp no lower than n according to Lemma 1.

Property 2: Assume the last completed write has timestamp n − 1. As a write with

timestamp n and a read arrive in the system at the same time, there are two cases to

consider. Case 1, if lastAckLCo,j > lastReadLCo, ∀j ∈ OQS on every server of an iwq,

the read causes at least one SrOQS to renew from an irq according to the proof of Lemma
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2. Then we have a situation where both the renewal and the write are active in the IQS.

Because IQS provides Regular Semantics, the renewal could return a value with either n−1

or n. Therefore, the read can return either n − 1 or n to the client. Case 2, if there does

not exist an iwq with all its servers satisfying lastAckLCo,j > lastReadLCo,∀j ∈ OQS,

invalid servers in some orq may have renewed from an irq and received the value with

timestamp n − 1 due to some previous reads. If this concurrent read touches one of those

orq validated by previous reads, it returns n− 1 as previous reads. If this concurrent read

touches an orq with at least one invalid SrOQS , the result is the same as in Case 1. In

both cases if an invalid SrOQS receives the invalidation with timestamp n followed by a

renew reply containing the value with timestamp n− 1, it has to retry from some irq until

the value with timestamp n is returned. In conclusion, a read that is concurrent with any

write will return the value of the last completed write, the value of the concurrent write,

or it retries to get the value of the concurrent write.

Proof of Dual-Quorum Protocol with Volume Leases

Each SrIQS has a nonExpSetv that contains all SrOQS j with valid leases of volume v (i.e.

expiresv,j > currentT ime).

Lemma 4 If v’s lease has not expired on a SrOQS j, expiresv,j > currentT ime on at

least one SrIQS in any iwq.

Proof: When the SrOQS j obtains a new lease for v, j needs to query an irq. As j sets

v’s new expiration time to the minimal expiration time returned from the irq, every server

i of the irq records the expiration time it sends to j in expiresv.j which is equivalent to

or larger than the expiration time held by j. Since the irq intersects with all iwq, at least

one server, i, of any iwq belongs to the irq. Therefore, as long as v is not expired on j,

expiresv,j > currentT ime on at least one server in any iwq.
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Lemma 5 If nonExpSetv is an empty set on every SrIQS of an iwq, v must have ex-

pired on every server of an owq.

Proof: The counter-positive of Lemma 4 states that if every SrIQS of an iwq con-

tains expiresv.j <= currentT ime for the same SrOQS j, j′v must have expired. When

nonExpSetv is an empty set on every server of the iwq, no SrOQS contains a non-expired

v. Therefore, v must have expired on every SrOQS of an owq.

Property 1: When a write to o in volume v with timestamp n arrives at an iwq, every

SrIQS of the iwq performs one of the three tasks: 1. If nonExpSetv is an empty set on a

SrIQS , it applies the write locally, buffers the invalidation with timestamp n on the SrIQS ,

and sends a completion acknowledgment to the client. 2. If lastAckLCo,j > lastReadLCo

is true on a SrIQS , it applies the write locally and sends a completion acknowledgment

to the client. 3. Otherwise, the SrIQS attempts to send invalidations to all SrOQS j of

an owq and updates its lastAckLCo,j to n upon receiving each acknowledgment from each

j in the owq. If every SrIQS performs only task 1, we know that the volume must have

expired on every SrOQS of an owq according to Lemma 5. Because an owq intersects with

all orq, any subsequent read arrives on at least one SrOQS with expired volume lease. The

SrOQS with expired volume lease will renew its volume from an irq. At least one SrIQS

that buffers the invalidation with timestamp n is queried. Therefore, the invalidation with

timestamp n is returned to the SrOQS as it receives its new volume lease. Because the

SrOQS contains an invalidation with timestamp n, it prevents the read from returning a

value with timestamp less than n to the client. The rest of the proof is the same as the

proof of Property 1 for the Dual-Quorum protocol.

Property 2: The proof of property 2 is similar to that for the dual-quorum protocol.

Case 1, the condition changes from “lastAckLCo,j > lastReadLCo” to “lastAckLCo,j >

lastReadLCo or nonExpSet = ∅” for every server of an iwq. Case 2, the condition

89



changes from “lastAckLCo,j > lastReadLCo” to “lastAckLCo,j > lastReadLCo and

nonExpSet = ∅”

4.4 Evaluation

Through both analytical and experimental evaluations, we compare the availability, perfor-

mance, and communication overhead of DQVL against other popular replication protocols.

We show that DQVL yields read performance competitive with ROWA-A epidemic algo-

rithms and overall availability competitive with the majority quorum protocol.

4.4.1 Response time

Analytical evaluation First, we analyze the response time of DQVL and make com-

parisons with other popular protocols in the context of the edge service environment where

every client connects to a nearby edge server via a fast connection, e.g. a LAN-like con-

nection, lan, with 6 ms RTT. All edge servers connect to each other through an overlay

network, overlay, with RTT delays of 80 ms. For a client to connect to servers other than

its nearby edge server, it has to go through a WAN-like connection, wan, with 86 ms RTT.

To preserve the optimal availability, the IQS is configured as a majority quorum

system so that a client needs to contact more than its nearby edge server to complete a

write. But the read quorum in OQS can be configured to consist of one node so that a

client needs to read only from its nearby server. Therefore, the response time of a read

hit will only involve lan delays. But the response time of a read miss is lan + overlay

because this closest server needs to renew from other edge servers. The response time of

write suppress is wan ∗ 2, one trip to retrieve the highest timestamp and another trip to

perform the actual write. The response time of write thru is wan∗2+ overlay because the

write has to send invalidations and wait for acknowledgments to come back from a write

quorum in OQS in addition to retrieving the highest timestamps and sending the write

to be performed. If we assume the workload consists of all consecutive reads followed by
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consecutive writes (or all consecutive writes followed by consecutive reads), most reads are

read hit (except for the first one) and most writes are write suppress (except for the first

one). And we have the best case average response time for DQVL:

respDQ−best = w ∗ wan ∗ 2 + (1 − w) ∗ lan (4.1)

When the workload consists of interleaved reads and writes, most reads are read miss and

most writes are write thru. The average response time in this case is the worst:

respw<0.5
DQ−worst = w ∗ (wan + wan + overlay) + (1 − w) ∗ (lan + overlay) (4.2)

respW≥0.5
DQ−worst = w ∗ ((2w − 1)/w ∗ (wan + wan) + (1 − w)/w ∗ (wan + wan + overlay))

+ (1 − w) ∗ (lan + overlay) (4.3)

The average response time of other protocols are as follows:

respROWA = w ∗ wan + (1 − w) ∗ lan (4.4)

respROWAA = lan (4.5)

respMajority(orrespGrid) = w ∗ wan ∗ 2 + (1 − w) ∗ wan (4.6)

Average response times of various protocols are illustrated in Figure 4.6 where we

plot the average response times while varying the write ratio and fix the number of replicas

to 15. DQVL provides its best case response time when workloads consist of only read hits

and write suppresses. As indicated by the third curve from the bottom, DQVL read hits

yield performance competitive with ROWA-A epidemic algorithms against read-dominated

workloads because they only need to communicate with the closest server. DQVL has the

worst case response time against workloads consisting of a large number of read misses and

write thrus. DQVL read misses and write thrus require communication with distant servers

similar to the behaviors of both majority and grid quorum operations. Therefore, they all

experience the wan delays. Furthermore, because writes in quorum systems (including
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Figure 4.6: Average response time

DQVL) require one wan trip to retrieve the highest timestamp and another to perform the

actual write, their response time is twice as much as that of ROWAA. write thrus require

an additional wan trip to invalidate a write quorum in OQS. At 50% write ratio, when

DQVL has the maximum amount of write thrus, the overall response time of DQVL reaches

its worst case as indicated by the top most curve.

Experimental evaluation We have also developed replication prototypes for DQVL,

primary/backup, majority quorum, ROWA-Async and ROWA protocols. All the proto-

types are built in Java and run on eight Emulab nodes. In our prototype experiment, we

set the “lan” delay between a client and its closest edge server to 8 ms. The “wan” delay

between the client and other edge servers is 86 ms. And the network delay among edge

servers is 80 ms.

In the rest of this section, we compare the response time of five protocols under

our target workload, the TPC-W workload specified for the user profile. We show that

DQVL yields better response time than protocols providing strong consistency guarantees

and competitive response time to protocols with relaxed consistency guarantees.
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Figure 4.7: Response time vs. write rate

Write ratio We first evaluate the response time by fixing the write rate to 5%, which

is the update rate for TPC-W profile object, i.e. a workload with a low update rate and

strong access locality. Accesses to the profile object consist of 95% reads on a customer’s

purchase history, credit information, and addresses and 5% writes on a customer’s shipping

address when processing an online purchase. When the profile is replicated on edge servers,

a customer is routed to the closest edge server to access its profile information.

As illustrated in Figure 4.7 (a), DQVL provides at least six times read response time

improvement over primary/backup and majority quorum protocols that are used to provide

strong consistency guarantees. DQVL yields almost the same read response time as ROWA

and ROWA-Async protocols because it allows most client reads to be processed only at the

client’s closest replicas with only 8 milliseconds RTT4 while maintaining the same level of

consistency guarantees as both primary/backup and majority quorum protocols by running

the dual-quorum invalidation protocol between the closest replica and the rest of replicas

in the system.

Figure 4.7 (b) is the sensitivity graph illustrating the overall response time changes

as we vary the write rate. As writes dominate the workload, DQVL’s response time ap-

proximates that of the majority quorum protocol and becomes higher than those of pri-

4Response times of all prototypes are higher than the underlying minimum network delays due to
experimental variation and un-tuned code.

93



mary/backup and ROWA. The main reason is that DQVL clients, following the same

procedure as the majority quorum protocol, need to obtain the latest timestamp from a

read quorum before sending the write to a write quorum in IQS . Two round trips are

required for both the majority quorum protocol and DQVL while only one round trip is

needed for primary/backup and ROWA protocols. The additional trip to obtain the times-

tamp prior to performing the actual write increases the average response times of both

DQVL and the majority quorum protocol compared with ROWA protocol.

Access locality In this subsection, we evaluate response time when some portion of client

requests are routed to replicas other than the client’s default closest one. Under normal

circumstances, requests are routed to the client’s closest server. But the unavailability of

the closest replica or the geographical movement of the client can sometimes result in the

requests being routed to distant replicas.

Figure 4.8 (a) illustrates protocols’ response times at our target 5% write rate and

90% access locality (i.e. 10% of client requests are sent to distanced replicas and 90%

of client requests are sent to the client’s closest replica). The 90% access locality is a

pessimistic measure for Internet edge servers given topical network failure rate is below

10% and the majority of end users do not travel frequently. DQVL outperforms both

primary/backup and majority quorum protocols for the workload of our interest while

preserving the same consistency level even in cases where client requests are directed to

distanced replicas. Note that ROWA-Async protocol yields the optimal response time at

the cost of serving reads with potentially inconsistent data when requests are directed to

the distanced replicas.

In DQVL protocol, the response time of reads at distanced replicas is higher than

the normal response time experienced when reading from the closest one. As the access

locality varies, the overall response time changes accordingly. Figure 4.8 (b) indicates the

relationship between the access locality and the overall response time of five protocols.

DQVL suffers at the low access locality because both reads and writes needs to contact
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Figure 4.8: Average response time vs. access locality

replicas in both input and output quorum systems. But DQVL’s response time keeps im-

proving as the access locality becomes higher. The majority quorum and primary/backup

protocols are not affected by the access locality because neither protocol is designed to take

advantage of the access locality in the edge service environment. This graph suggests that

when the access locality is 70% or higher, DQVL should be preferred over primary/backup

or majority quorum protocols for replication systems requires low response time and strong

consistency guarantees.

4.4.2 Availability

In this section, we provide analytical models to evaluate the availability of the dual quorum

protocol in comparison with other popular replication protocols.

We define the availability (av) as the number of client requests successfully processed

by the system over the total number of requests submitted to the system during a given

time period. A request is rejected by the system when target consistency semantics cannot

be satisfied [136] or if insufficient nodes are available to process requests. In the context

of this dissertation, systems are required to provide regular semantics [71]. For example,

if more than half of the nodes are unavailable in IQS of a dual quorum system or in a

majority quorum system, a client write will be rejected because the system can no longer
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guarantee that a later read can always retrieve the value of this write. Because ROWA-

Async protocol allows reads to return stale data from nodes without the latest update, it

does not provide the regular semantics. The availability comparison among protocols is fair

only if those protocols offer the same level of consistency. Therefore, to avoid ROWA-Async

protocol returning arbitrary value, we design the experiment implementing ROWA-Async

protocol to reject client reads returning stale data.

The availability of both read hit and read miss are min(avorq, avirq). The availability

of both write thru and write suppress are min(avirq, aviwq). Given that the size of a quorum

(referring to voting based quorum systems) is qs and the total replication size is N , the

availability of the quorum is

avquroum =

N−qs∑

i=0

N

qs
(1 − p)qs+ipn−qs−i (4.7)

The availability of the dual-quorum system can be expressed as

avDQV L = (1 − w) ∗ min(avorq, avirq) + w ∗ min(aviwq, avirq)

Noticed that the above model provides the worst-case availability analysis of the dual-

quorum system because it under estimates the availabilities of both read hits and write

suppresses. Because a read hit requires only a read quorum in OQS and a write suppress

requires only a write quorum in IQS. Similarity, we derive the available models of other

quorum systems as the following:

avROWA = (1 − w) ∗ (1 − pn) + w ∗ (1 − p)n (4.8)

avROWAA = 1 − pn (4.9)

avMajority =

n−1
2

+1∑

i=1

n
n−1

2 + i
(1 − p)

n−1
2

+i ∗ p
n−1

2
+1−i (4.10)

avGrid = (1 − p
√

n)
√

n − w ∗ (1 − (1 − p)
√

n − p
√

n)
√

n (4.11)

Figure 4.9 illustrates the unavailability of DQVL in comparison with other protocols

in log scale. The unavailability is computed as 1−av. An unavailability of 10−i corresponds
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Figure 4.9: System unavailability

to the availability of i 9’s. Our simple model assumes the failure probability p = 0.01 and

that failures (including server crashes and network failures) are independent. Read and

write rates are defined as 1 − w and w.

Figure 4.9 (a) illustrates the systems’ unavailability as we vary the write ratio

and fix the number of replicas to 15 (in both IQS and OQS ). The key result is that

DQVL’s availability tracks that of the majority quorum. Note that the DQVL’s availability

measurement is pessimistic because a read can proceed without contacting any read quorum

in IQS if the read quorum in OQS holds valid volume and object leases; this effect may

mask some failures that are shorter than the volume lease duration. Note that ROWA-

Async protocol provides excellent availability by allowing reads to return arbitrarily stale

data to clients. When our experiments allow no stale reads in ROWA-Async protocol, it

yields poor availability that is several orders of magnitude worse compared to other quorum

based protocols and our DQVL protocol.

Figure 4.9 (b) illustrates systems’ unavailability as we vary the number of replicas

and fix the write ratio at 25%. It shows that the unavailability of DQVL has similar

behavior as the majority quorum system. The availability of quorum based protocols,

including DQVL, improves as the total number of nodes increases. The availability of

ROWA and ROWA-Async with no stale reads is insensitive to the number of nodes in the

97



system.

4.4.3 Communication Overhead

This section analyzes DQVL’s communication overhead in terms of the number of message

exchanges required in processing a client request. To simplify the model, the study assumes

weights of all message types are equal. In addition to notation used in the previous ana-

lytical study, we introduce |irq| that represents the size of a read quorum in IQS. When

a OQS server sends renews an object or an volume lease from a read quorum in IQS, we

use |irq| to indicate the number of messages sent by the OQS server (one message to each

server of the IQS read quorum). msgr and msgw denote numbers of message exchanges

when processing a read and a write. Our model targets the average number of message

exchanges which is calculated as msgr ∗ (1 − w) + msgw ∗ w.

A read hit requires 2∗|orq| messages because a client sends to and receives from each

server of an OQS read quorum one message. But for a read miss, each participating OQS

server that needs to renew the volume lease or the object sends a renewal request, receives

a renewal reply, and responds with an renewal acknowledgment to a read quorum in IQS,

which requires 3∗|irq| messages in addition to the 2∗|orq| messages. when all servers of the

OQS read quorum need to renew their local volume leases or the object, the total message

cost is 2∗|orq|+3∗ |orq| ∗ |irq|. A write suppress requires 2∗(|irq+ iwq|) messages because

it retrieves the highest timestamp from an IQS read quorum and performs the write on an

IQS write quorum. But a write thru requires additional 2 ∗ |iwq| ∗ |owq| messages because

of invalidations and acknowledgments between an IQS write quorum and an OQS write

quorum. The total messages required for a write thru is 2 ∗ (|irq + iwq| + |iwq| ∗ |owq|).

Therefore, the average number of message exchanges for DQVL when workload consists of

only consecutive reads followed by consecutive writes (or vice versa) is:

msgDQ−best = w ∗ 2 ∗ (|iwq| + |irq|) + (1 − w) ∗ 2 ∗ |orq| (4.12)

When the workload consists of only interleaving reads and writes, the average number of
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messages required is:

msgw<0.5
DQ−worst = w ∗ 2 ∗ (|irq| + |iwq| + |iwq| ∗ |owq|)

+ (1 − w) ∗ (3 ∗ |irq| ∗ |orq| + 2 ∗ |orq|) (4.13)

and

msgw≥0.5
DQ−worst = w∗ (

2w − 1

w
∗2∗(|irq|+ |iwq|)+

1 − w

w
∗2∗ (|irq|+ |iwqq|+ |iwq| ∗ |owq|))

+ (1 − w) ∗ (3 ∗ |irq| ∗ |orq| + 2 ∗ |orq|) (4.14)

The average number of messages required in other protocols are as the following:

msgROWA = w ∗ 2 ∗ N + (1 − w) ∗ 2 ∗ 1 (4.15)

msgMajority(or msgGrid) = w ∗ 2 ∗ (|rq| + |wq|) + (1 − w) ∗ 2 ∗ |rq| (4.16)

To make the comparison fair, both IQS and OQS systems of DQVL are configured the

same as in the previous study, i.e. read and write quorums of IQS include a majority of

servers and the read quorum size of OQS is one.

Figure 4.10 shows the average number of messages required to process a client

request in log scale. As illustrated in Figure 4.10 (a), in the worst case where the write ratio

is at 50%, DQVL can have high communication overhead as reads and writes interleave

with each others. In this case, most reads are read misses and most writes are write

throughs which involve both IQS and OQS in processing requests. However, DQVL’s

overhead should be comparable to other approaches in practice. First, workloads that

DQVL is designed to face are dominated by reads. Consecutive reads are likely to benefit

from having objects cached on OQS servers, i.e. the target workloads have a large number

of read hits. Second, the design of DQVL allows us to vary the OQS size to meet read

performance goals while varying the IQS size to balance overhead vs. availability goals.

As shown in Figure 4.10 (b), once we fix IQS at a moderate size while letting the OQS size
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Figure 4.10: Communication overhead

grow, the communication overhead yielded by DQVL is at the same level as the majority

quorum without requiring many read hits in the workload.

Although the dual quorum protocol is described in terms of two quorum systems,

IQS and OQS , an IQS server can physically be on the same node as an OQS server.

Therefore, the overall communication overhead could be less because some messages become

local.

4.5 Summary

This section presents dual-quorum replication, a novel data replication algorithm designed

to support Internet edge services. Through both analytical and experimental evaluations,

we demonstrate that this replication protocol offers nearly ideal trade-offs among high

availability, good performance, and strong consistency under the target workloads.

Several important issues will be addressed in our future work. It will be interesting

to configure both IQS and OQS to optimize other metrics. For example, we can configure

the read quorum size in OQS to be larger than one to avoid timeouts on invalidations. We

can also configure IQS as a grid quorum system [29] to reduce the overall system load.

We are also interested in modifying DQVL to provide different consistency semantics (e.g.
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atomic semantics [71]) and comparing the cost difference.
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Chapter 5

Towards the Unified Replication

Architecture

In this chapter, we advance the design methodology of the semantic-aware replication

(SAR) by introducing the replication microkernel concept. We will first introduce a novel

replication framework, PRACTI replication, that will be used as the “microkernel” in the

envisioned new replication architecture. Then we outline the new replication architecture

based on the microkernel approach used for designing operating systems [18, 34, 99, 53].

One approach to building new distributed applications is reusing our SAR objects.

Although existing objects are designed based on TPC-W specific requirements, those ob-

jects capture the abstractions of many important and representative data replication sce-

narios commonly seen in a broad range of applications. When building new applications,

some or all of the objects may be reused by matching the semantics exhibited by indi-

vidual shared data sets. For example, the inventory object implements the algorithm for

solving resource allocation problems. It can be used in other e-commerce, supply-chain,

and ticket reservation systems to allocate identical resources on distributed nodes. The

order object implements the abstraction of the single-reader/multi-writer scenario that

can be used as an administrative tool in the distributed environment to collect statistical
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information from multiple nodes. The catalog object implements the abstraction of the

multi-reader/single-writer (dissemination) scenario. It can be used for the client-server

oriented data replication such as AFS and IBM sports and event information systems.

Relying on the SAR objects, however, has three limitations. First, the scope of new

applications that may be built with the existing objects is limited. When data sets within

applications of other classes exhibit new semantics not captured by the SAR objects, we

have to introduce additional objects to exploit those semantics. Second, it is rather expen-

sive to introduce new objects based on SAR’s initial design because SAR objects are built

from scratch. The ad-hoc approach currently used to design SAR objects involves devel-

opment overhead because low-level mechanisms used for exchanging and ordering updates

among nodes are repeatly implemented for each object. Third, the current SAR design

does not address the cross-object consistency that may be a critical issue in applications

of other classes. Reasoning about the cross-object consistency is hard because SAR ob-

jects work independently. Leaving this issue open in the distributed TPC-W prototype is

acceptable because no consistency requirements are violated. However, the same design

approach may not work in building other applications that demand consistency guarantees

across objects.

A joint effort with colleagues from the LASR lab investigates the first PRACTI

(Partial Replication, Arbitrary Consistency, and Topology Independent) replication frame-

work [36] that can potentially refine the design of SAR to eliminate those limitations. This

chapter explores the integration of the semantic-aware methodology and the PRACTI

framework. By offering a set of flexible primitives for building data replication systems in

WANs, PRACTI simplifies the design of SAR objects by allowing a single framework to

subsume a broad range of existing approaches. We can consider PRACTI mechanisms as a

replication microkernel and implement SAR objects as domain-specific replication libraries

using primitives supported by the microkernel. The replication libraries implement policies

based on specific semantics that they exploit. Furthermore, because PRACTI mechanisms
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are not entangled with specific policies, they can be used to facilitate the implementation

of SAR objects with any point-solution policies embedded in existing mechanisms.

In this chapter, we briefly describe the high-level design and key insights of PRACTI

mechanisms. (However, to fully understand PRACTI’s detailed design and features, read-

ers need refer to our technical report [36].) Then, we outline the envisioned new SAR

architecture with the support from PRACTI primitives, followed by a discussion on how

to implement TPC-W objects atop PRACTI primitives. Finally, we demonstrate the ad-

vantage of combining the SAR design methodology with the PRACTI mechanisms using

two benchmark evaluations.

5.1 Design of PRACTI Replication

Our research on PRACTI replication was motivated by the fact that mechanisms and poli-

cies are entangled in existing replication systems. As a result, when building a replication

system for a new environment, we must either develop it from scratch or modify existing

mechanisms to accommodate new policy trade-offs. PRACTI seeks to define core primi-

tives on which different replication policies can be implemented. In this section, we will

briefly describe the overall design of PRACTI and primitives it provides.

5.1.1 Design overview

PRACTI is based on a log-exchange protocol similar to that of Bayou [95] to enable synchro-

nization between two nodes. Basically, nodes exchange portions of their logs to propagate

writes through the system. Bayou log-exchange protocol allows an arbitrary node pair to

exchange updates and offers the basis for providing a range of consistency guarantees [136].

But a fundamental limit in Bayou log-exchange approach is that the protocol requires full

replication in order to ensure the causally-consistent prefix of the system’s writes on every

node.
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Figure 5.1: High level PRACTI architecture for one node.

To allow any node to replicate a subset of the data, PRACTI mechanisms separate

the associated meta data, namely invalidations, from the actual updates. A node may

replicate a subset of the data and specifies to receive only the invalidations and update

bodies of the subset from other nodes. Furthermore, the invalidations that are not as-

sociated with the updates to the subset replicated on a node are explicitly encoded via

imprecise invalidations when received by the node.

Figure 5.1 illustrates the high-level design of the PRACTI framework. Each node

has two main components: the replication core and the controller. The core contains the

basic PRACTI mechanisms to process incoming messages and maintain a local view of

the system’s state. The controller embodies a system’s policies by initiating communi-

cation among nodes, similar to the semantic-aware replication policies we have explored

in previous chapters. In other words, different controllers can be implemented with spe-

cific replication topologies and consistency guarantees. In the rest of this section, we will

describe the replication core in detail and leave the discussion of the controller to the

next section where we talk about combining the SAR design approach with PRACTI in

Section 5.2.
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5.1.2 Separate invalidations from bodies

The separation of invalidations from bodies allows partial replication of data. While in-

validations are sent to all replicas eventually, bodies are sent to replicas based on specific

replication policies. To accomplish this separation, the PRACTI architecture splits write

messages into two parts: (1) invalidation messages identify what objects were written and

when the writes occurred and (2) body messages contain the bodies of the writes.

PRACTI distributes invalidations using a straightforward variation of Bayou’s log

exchange protocol that operates on invalidations rather than complete writes. When a

node receives a new invalidation message, it applies the message to its log, and when it

sends its log to another node, this log contains invalidations rather than complete writes.

When a node receives an invalidation, then if the invalidation’s logical timestamp exceeds

the logical time for the object in the data store, the node updates the object’s state in data

store by marking it INVALID and updating its logical timestamp. PRACTI thus retains

three key invariants on invalidations [95]. First the prefix property requires that a node’s

state always reflects a prefix of the sequence of invalidations by each node in the system.

I.e., If a node’s state reflects the ith invalidation by some node η in the system, then the

node’s state reflects all earlier invalidations by η. Second, each node’s local state always

reflects causally consistent [58] view of all invalidations that have occurred. This property

follows from the prefix property and from the use of Lamport clocks [70] to ensure that

once a node has observed the invalidation for write w, all of its subsequent writes’ logical

timestamps will exceed w’s. Third, the system ensures eventual consistency: all connected

nodes eventually agree on the same total order of all invalidations. Given this basis, we

can enforce a broad range of consistency semantics [136].

Although invalidations must be sent and applied in causal, logical timestamp order,

PRACTI nodes can distribute bodies according to arbitrary policies, in arbitrary order,

across arbitrary topologies. A PRACTI node must therefore synchronize arriving bodies

with the invalidation streams before applying bodies to its local state. PRACTI maintains
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the invariant that update bodies are not applied to the data store until after the corre-

sponding invalidation message. To ensure this invariant, the core’s applyBody interface

buffers updates until they may be safely applied. When a node finally can apply a body

message, if the logical time for the object in the data store has not advanced past the

body’s logical time, the data store marks the object VALID and stores the body.

The separation of bodies from invalidations affects local read requests. The system

blocks a local read request until the requested object’s status is VALID. Of course, to

ensure liveness, when an INVALID object is read, an implementation should arrange for

someone to send the body. A controller can implement any policy for doing this from a

static hierarchy (i.e., ask your parent [19] or a central server [57] for the missing data) to

a separate, centralized directory, to a DHT-based directory [115], to a hint-based search

strategy [103], to a push-all strategy [95] (i.e., “just wait and the data will come.”) In

addition to distributing bodies in response to demand reads, controllers can also prefetch

bodies [50], pre-push bodies [51, 101, 124], or pre-position bodies according to a global

placement policy [123].

5.1.3 Imprecise invalidations and interest sets

Where separation of invalidations from bodies supports partial replication of data, impre-

cise invalidations allow partial replication of meta data: nodes receive precise invalidations

for objects they plan to access but receive only summaries of invalidations for other objects.

Although each invalidation is small, imprecise invalidations are crucial for large systems.

As demonstrated by Mike et al. [36], imprecise invalidations can reduce replication costs

by an order of magnitude compared to requiring every node to see every invalidation of

every object.

An imprecise invalidation is a conservative summary of a group of ordinary invali-

dations, which we refer to as precise invalidations. We use the term general invalidation to

refer to either a precise or imprecise invalidation. An imprecise invalidation includes a set
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of targets and a range of logical times defined by some start and end times, and it denotes

that “One or more objects in targets was updated between start and end.” An imprecise

invalidation must cover all summarized invalidations—any invalidation summarized by an

imprecise invalidation i must have its target ID included in i.targets and its logical time

included between i.start and i.end. Notice that a general invalidation’s start and end times

are partial version vectors with as few as one element (to cover invalidations by one node)

and as many as n elements (to cover invalidations by all nodes in the system). Also note

that an imprecise invalidation i can be conservative: i.targets can include objects that

were not invalidated between i.start and i.end. This rule supports concise encodings of

large numbers of files (e.g., a list of subdirectories or a Bloom filter of object IDs).

When a node α receives an imprecise invalidation i, α applies i to both its log

and its data store. For the log, i serves as a “placeholder” so that if α sends its log to

another node, i indicates which precise invalidations are omitted. Logs thus still maintain

the prefix property, causal consistency, and eventual consistency invariants. The benefit of

imprecision is efficiency: when a controller tells node α to send invalidations to node β, the

request indicates subsets of the object ID space for which α should summarize invalidations

using imprecise invalidations before sending them.

Imprecise invalidation i must also update the data store. A naive strategy would

mark every object covered by i.target as INVALID to logical time i.end. Such an approach

has two problems. The first is performance: the cost to process an imprecise invalidation

would be proportional to its target set size. The second problem is liveness: each invali-

dated object o would remain INVALID until the node receives a body for o with a logical

time at least i.end. Note that typically, only one object in i.targets actually was written

as late as i.end by the summarized invalidations; for any other object p in i.target, there

may exist no write in the system that can make p VALID.

To address these performance and liveness problems, nodes use a more sophisticated

approach: nodes allow portions of the data store to include stale state after an imprecise
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invalidation, but they ensure consistency by preventing observation of stale data store

entries. To do this, a node partitions its data store into one or more interest sets. An

interest set is a portion of the object ID space that is either PRECISE or IMPRECISE.

An interest set IS is PRECISE if and only if the data store reflects all precise invalidations

for all objects in IS up to the node’s current logical time. For consistency, a local read of

an object must block until the enclosing interest set is PRECISE; when a read blocks, the

controller must initiate sufficient communication in order to make the interest set PRECISE

and to allow the read to complete. We differ the detailed algorithm to the technical

report [36] since the focus of this chapter is on combining the PRACTI mechanisms with

SAR design methodology.

5.2 The Replication Microkernel Architecture

In this section, we outline the new replication architecture by leveraging PRACTI mech-

anisms. Note that we currently do not have a fully implemented SAR replication system

that utilizes PRACTI mechanisms. This section outlines our vision to combine the SAR

approach, a methodology to design/tune replication policies based on the semantics of the

shared data, with the PRACTI mechanisms, a single framework to subsume a broad range

of existing replication techniques. The combined approach is similar to the microkernel

concept used to design operating systems [18, 34, 99, 53]. In the following discussion, we

call our envisioned replication architecture the replication microkernel architecture.

In the replication microkernel architecture, we aim to use the PRACTI controller to

accommodate various SAR policies. We first discuss the PRACTI controller that provides

us the interfaces to the PRACTI core. Second, we describe how to implement various SAR

policies by utilizing the PRACTI controller. Then, we present the high-level design of the

replication microkernel architecture.
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5.2.1 PRACTI controller

The PRACTI core’s mechanisms enforce their safety properties regardless of what incom-

ing messages they see. Our cores use an asynchronous style of communication in which

incoming messages or streams are self-describing—the rules for processing each incoming

message are completely defined, and interpreting a message does not require knowledge of

what request triggered its transmission. Any machine can therefore send any legal protocol

message to any other machine at any time. Each core provides an interface for request-

ing that the node send invalidations or bodies to other nodes, but these requests can be

regarded as hints: the loss of messages or the introduction of extra messages can affect

system performance but not the correctness of responses to application read and write

requests.

The controller implements policies that focus on liveness (including performance

and availability.) The controller’s basic job is to ensure that the right cores send useful

data at the right times in order to do such things as satisfy a read miss, prefetch data

to improve performance, or provision a node’s local storage for disconnected operation.

Controllers accomplish this by sending requests to trigger communication between cores.

The controller is defined by its interface. Within this interface, different implemen-

tations provide different policies. Controllers use three sets of interfaces to accomplish their

work: a core calls a controller’s inform interface to inform the controller of important local

events like message arrival or read miss, a controller calls a remote core’s remote request

interface to trigger sends of invalidation streams or bodies, and a controller calls its core’s

management interface for maintenance functions like garbage collection and interest set

split/join. Additionally, a set of controllers implementing a specific distributed policy may

communicate with one another using policy-specific interfaces.
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5.2.2 Disentangle mechanism from policy

Disentangling mechanism from policy is the key to solving the extensibility problem in

the current SAR design. As we mentioned in previous discussions, the implementation

of SAR objects includes both replication policies and mechanisms. This design limits the

extensibility of SAR because similar sets of mechanisms need to be implemented in every

object.

The PRACTI techniques cleanly separate mechanism from policy in order to support

a broader range of replication, topology, and consistency policies than made available by

current techniques. This implementation provides low level mechanisms over which higher-

level services that control policy choices can be built. As we adapt PRACTI mechanisms

to build SAR objects, the implementation of objects will only consist of replication policies

as the higher-level services supported by low level PRACTI mechanisms. Furthermore, the

flexibility of PRACTI mechanisms allows for building replication policies that are embedded

in existing replication mechanisms.

5.2.3 Replication microkernel architecture

A straightforward way to combine SAR and PRACTI is to implement SAR objects within

the PRACTI controller. As we have described earlier in this section, PRACTI controllers

are designed to manage when and where an update or an invalidation should be sent to or

requested from by using a set of interfaces to the low level mechanisms. The implemen-

tations of PRACTI controllers focus on policies, matching the design goal of separating

mechanism from policy for extensible SAR objects.

The combined approach is similar to the microkernel approach used for designing

operating systems. The PRACTI core provides replication primitives for implementing

policies that allow partial-replication, arbitrary-consistency, and topology-independence.

I.e. policies can specify replication of any subsets of data on any nodes, tunable consistency

guarantees [136], and arbitrary paths for the propagation of updates among nodes. Because
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the PRACTI exports the interface to low level mechanisms, we can subclass a semantic-

aware controller that runs a set of SAR objects, each managing the replication of some

interest sets by using specifically tuned policies. The function of SAR objects is similar to

that of the domain-specific libraries built for microkernel operating systems.

Figure 5.2 illustrates the architecture of the new edge server that employs the repli-

cation microkernel for WAN data replication in comparison with the architecture of the

edge server described in Chapter 3. The architecture of the new edge server breaks the

original SAR layer into two layers: semantic-aware policy layer and replication microker-

nel. The semantic-aware policy layer include the semantic-aware controller and a set of

distributed objects running within the controller. The replication microkernel consists of

the PRACTI primitives. Because the PRACTI primitives persistently store the content

of the out-bound messages in the data store, the new architecture does not require a per-

sistent messaging layer to survive crashes. But the policies need to include the logic to

request for re-connection and re-transmission of any lost messages.
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5.3 The PRACTI Implementation of TPC-W Objects

Leveraging PRACTI primitives, the implementations of some TPC-W objects are straight-

forward while that of others requires additional design efforts. This section focuses on how

to utilize and extend PRACTI primitives to implement the TPC-W specific objects dis-

cussed in Chapter 3. As described in the previous section, the TPC-W objects need to be

implemented by using the PRACTI controller interface.

5.3.1 Topology independence

Two TPC-W objects, catalog and order, exploit the update topology. Those two objects

are straightforward to implement using PRACTI primitives because PRACTI allows any

node to exchange updates with any other node in the system.

Catalog object

The catalog object implements the abstraction of one-to-many update, i.e. update at one

location and read at multiple locations. The catalog object running inside the PRACTI

controller manages the propagation of local updates. At a high level, all the nodes are

configured to be either the writer-node or a reader-node in the one-to-many scenario. All

reader-nodes subscribe for both invalidations and bodies from the writer-node during their

bootstraps. And updates will be sent from the writer-node to all reader-nodes in a FIFO

order.

To implement this update topology, the catalog object relies on the following PRACTI

primitives. During a node’s bootstrap, a catalog object is instantiated in the PRACTI

controller. Based on the configuration information, the instance of the catalog object

recognizes itself as either the writer or a reader. All the writes at the writer-node are

bounded, i.e. the PRACTI core does not separate invalidations from the actual writes

and propagates writes to other nodes through invalidation streams as bounded invali-

dations. A reader-node subscribes to the writer-node for the invalidations by using the
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subscribeInval interface exported by the controller. Because Bayou’s log-exchange pro-

tocol offers a casually-consistent pre-fix of the updates, all reader-nodes see invalidations

(bounded) in the same order as their associated writes are performed at the writer-node.

When a reader-node receives a bounded invalidation, it updates both its log and data store

with the content in the bounded invalidation.

Order object

The order object implements the abstraction of many-to-one update, i.e. update at mul-

tiple locations and read at one location. At a high level, all the nodes are configured to

be either a writer-node or the reader-node in the one-to-many scenario. The reader-node

subscribes for both invalidations and bodies from all writer-nodes during its bootstrap.

Each writer-node sends its local update to the read in a FIFO order.

The PRACTI implementation of the order object is similar to that of the catalog

object. All writer-nodes process local writes as bounded. The instance of the order object

on the reader-node initially subscribes to all writer-nodes for the bounded invalidations to

the order data. The PRACTI core ensures invalidates from the same writer-node arrive

at the reader-node in FIFO order. The reader-node retrieves the update content from the

bounded invalidations received.

Discussion

As described above, the catalog object is easy to implement using PRACTI. In addition,

optimizations of this object, such as self-tuning updates and scalable update topologies, are

easier to implement on PRACTI. Although we can modify existing TPC-W implementa-

tions to include those optimizations, the new implementations are nearly as complex as the

PRACTI core. And some of the mechanisms need to be re-implemented for optimizations

of other objects. On the other hand, few design changes are required to implement those

optimizations for the catalog object using PRACTI primitives. The actual implementa-
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tions using PRACTI are as simple as configuring update subscriptions at bootstraps and

issuing demand reads to the appropriate nodes using interfaces to the PRACTI core.

Self-tuning updates A reader-node subscribes for both invalidations and bodies of the

catalog data from the writer-node by using the subscribeInval and subscribeBody inter-

faces exported by the controller. When a local update is performed, the PRACTI core

at the writer-node separates the update into an invalidation and a body. The invalida-

tion is sent in the foreground to all reader-nodes using Bayou’s log-exchange protocol and

bodies are sent in the background using TCP-nice [122]. Because bodies are sent in the

background, they may arrive at a reader-node much later after the corresponding inval-

idation arrives. When the PRACTI core on a reader-node observes that the requested

data is invalidated while processing a client read, it notifies the controller about the in-

valid status. Then the controller passes the notification to the catalog object. The catalog

object invokes demandRead function in the PRACTI core to retrieve the body from the

writer-node. However, demandRead may time out due to network partitions. The current

PRACTI implementation lacks the ability to notify readers when the local copy cannot be

validated. To implement this optimization, we need to extend PRACTI to measure the

staleness and propagate the staleness information to clients when necessary.

Scalable update topologies Our existing catalog object assumes a star topology for

propagations of both invalidations and bodies. The star topology is not scalable, for

example, when the bandwidth at the writer-node is limited. An hierarchical dissemination

or aggregation topology can solve this problem by offloading the amount of out-bound

traffic at the writer-node. The catalog object can implement a hierarchical dissemination

by categorizing nodes in different levels and letting a node subscribe to another node at

one level lower. The writer-node is the only node at level zero and all other nodes are

at level one or higher. Another alternative is to adjust PRACTI to delay applying an

invalidation until the body arrives [87]. This approach yields less staleness and bandwidth
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consumptions compared with the design that does not separate invalidations from updates.

The next section shows the advantage of using the optimized propagation topologies.

5.3.2 Numeric updates

The implementations of both the inventory and best-seller list objects are based on the

fact that the shared data are of the numeric type. The updates either increase or de-

crease data’s numeric value. Our original design minimizes the communication cost since

inventory updates are commutative and can be aggregated. In addition, the design allows

for numerical error [136] on local copies, i.e. buffering a certain number of updates (e.g.

decrements of the numeric value) on each local node with the total decrements combined

on all nodes never exceeding the numeric value.

Inventory object

Recall that the implementation of the inventory object divides the total inventory among

all nodes by giving each object instance a localCount and enforcing the invariant that the

sum of all local counts never exceeds the total global inventory count. In the prototype

development in Chapter 3, we implement a simple protocol between the backend node

and edge nodes for inventory re-distribution. Whenever the inventory difference between

a pair of edge nodes exceeds a certain threshold, the backend node requests the inventory

re-distribution between the two edge nodes. The backend node gains inventory information

on edge nodes by monitoring the purchase orders submitted from those nodes.

To implement the inventory object on PRACTI, we need to introduce a new variable

on each edge node, localSalesCount. A localSalesCount represents the number of a specific

items sold at a given edge node. Each edge node still keeps a copy of localCount while the

backend node keeps copies of both localCount and localSalesCount on all edge nodes. The

backend nodes subscribes to all edge nodes for updates on localSalesCount and edge nodes

subscribe to the backend node for updates on localCount. An inventory re-distribution is
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triggered when the difference between localCount and localSalesCount falls below a certain

threshold on a node. All updates are propagated as bounded writes through invalidation

streams between the backend node and all edge nodes. During an inventory re-distribution

between node a and b with a’s localCount below the threshold, the backend first updates its

local copy of b’s localCount to a lower value. After ensuring that the update is propagated

and applied at b (by issuing a sync to b and waiting for it to return from b), the backend node

issues a demandRead to retrieve b’s localSalesCount to ensure that the difference between

b’s localCount and localSalesCount does not fall below the threshold. If the difference is

above the threshold, the backend node update its local copy of a’s localCount to a higher

value and propagate the update to node a. If the difference falls below the threshold, the

backend node change back b’s localCount to its original value and propagate the update to

b. The backend node will then choose to take away the local inventory from another node.

Node that the implementation of the best-seller list on PRACTI is similar to that

described above.

Discussion

The implementation of the inventory object described above lacks the ability to support

commutative updates that are originally designed for the TPC-W inventory object. The

original design of the inventory object propagates the update operations, e.g. increment or

decrement the local inventory by a certain amount, rather than the updated values. Be-

cause additions and subtractions are commutative, they do not need to be propagated to

remote nodes in the same order as they are applied on the local node. Based this observa-

tion, the inventory object is initially designed to support the propagation of commutative

updates, which imposes less constraints compared with Bayou’s gossip protocol.

However, PRACTI only has the mechanisms to propagate the updated values be-

cause this approach is simpler to implement and works well in most systems. Typically,

when a node propagates a local operation on the shared data to other nodes, it has to
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include the timestamp of the previous value that the operation modifies. When a remote

node receives the update, it uses the timestamp of the previous value in the update to

detect conflicting updates and roll back the state of the system as necessary to apply the

update. The rollback is necessary because for a operation to yield the same result on a

remote node, the remote node has to reflect the same state as when the operation is applied

on the original node. PRACTI simplifies the design by eliminating the need for roll-backs.

A PRACTI update contains the value as the result of the update operation instead of

the actual update operation. Therefore, no roll-backs are necessary when a node observes

conflicting updates. Once the conflict resolution rule determines the winning update, the

value contained in the winning update is applied to the system.

We can extend PRACTI to support the propagation of operations without the need

for system roll-backs. Although the implementations of both inventory and best-seller list

are required to propagate operations, those operations can be applied at remote nodes

without having to first read the previous value. The observation implies that the system

does not need to roll back to a previous state to apply a certain operation. Operations

can be applied incrementally yet commutatively. But a special feature is needed to ensure

that the global constraint is not violated (i.e. the sum of all local counts never exceeds the

total global inventory count).

Propagating commutative updates To propagate operations on the inventory data,

the PRACTI core needs to distinguish inventory data from other shared data. Only the

operations are propagated for the inventory (and the best-seller list) updates while only

modified values are propagated for updates of other shared data. In other words, the

system cannot be allowed to propagate both the operations and modified values of the

same shared data. Furthermore, because inventory operations are commutative, we can

propagate them in the body stream or a new stream that does not require a casually

consistent pre-fix property.

Following the design of the current inventory object, the global inventory is divided
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among all nodes. A backend node contains copies of inventory count on all nodes. During

the bootstrap, the backend node subscribes for the body streams of all nodes to collect

inventory updates from each of them. Each node also subscribes for the body stream of

the backend node to receive inventory re-distribution. The inventory re-distribution is

done by the backend node that sends a decrement operation to the node with a higher

inventory count, and then send a increment operation to the node with a low inventory

count. Because all nodes asynchronously send inventory updates to the backend node, the

backend node has only approximate views of inventory counts on all nodes. Therefore,

during the inventory re-distribution from node a to b, node a may receive a decrement

operation from the backend but does not have sufficient local inventory to accommodate

the operation. In this case, a’s local inventory count becomes negative after processing

the decrement operation. The backend node has to issue an increment operation to a to

maintain a non-negative count on a. The attempt to take away some inventory from a

is considered a failure and the backend will attempt to take away inventory from other

nodes to give to b. The backend node will issue an increment operation to b only after it

successfully takes away some inventory from a or some other node. To prevent a node’s

local inventory being negative after processing the decrement operation by the backend,

the backend has to query the node’s local inventory by issuing a demand read with the

same timestamp as the decrement operation.

5.3.3 TPC-W profile object

TPC-W profile object described in Chapter 3 is implemented based on Bayou’s log-exchange

protocol. It uses the protocol to asynchronously propagate profile updates among nodes

and ensures the eventual consistency of the profile data. When implemented with PRACTI

primitives, local writes are propagated as bounded updates to other nodes, similar to the

basic implementations of both the catalog and order objects. But because the profile object

handles the multi-writer/multi-reader scenario, any node can read and modify the shared
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data. The additional tasks are to detect and resolve conflicting updates on the profile

data. PRACTI provides the conflict detection mechanism by including the timestamp of

the previous update in the invalidation (in both bounded and unbounded). Two updates

conflict when their previous timestamp are the same. To resolve the conflict, PRACTI

compares the timestamps (Lamport clocks) of conflicting updates and uses the latest-win

strategy to decide the final value.

Discussion

We can also implement self-tuning updates similar to the catalog object by separating

invalidations from bodies of the profile updates. But we still need to extend PRACTI to

bound the staleness of the data returned to clients as required in the optimization of the

catalog object. Furthermore, the conflict detection and resolution have always been chal-

lenging tasks in replication systems that use the gossip protocol for asynchronous update

propagations. The latest-win strategy implemented in the PRACTI core may not provide

sufficient semantics for some applications. For example, the per-field resolution, which is

originally designed for the profile object, cannot be implemented using the PRACTI mech-

anisms. We might be able to extend the mechanism for resolving the byte-range conflicts

in file systems to work for the per-field resolution in database systems.

A replication system is much easier to implement when no conflict detection and

resolution is necessary. Implementing the dual-quorum with volume leases (DQVL) pro-

tocol on PRACTI to replicate the TPC-W profile data is more attractive. DQVL offers

the optimized trade-offs among consistency, availability, and response time while avoid-

ing conflicting writes and bounding the staleness of the replicated data as described in

Chapter 4.

However, we need to extend PRACTI to implement DQVL. Several high-level com-

ponents need to be introduced in PRACTI as the building blocks for DQVL: (1) quorum-

based operations (read and write), (2) callbacks, and (3) temporal error. A complete DQVL
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design on PRACTI is beyond the scope of this dissertation. In the following paragraphs,

we discuss how to use extend PRACTI to build the three building blocks.

Quorum-based operations The PRACTI core imposes no policies on where a local

update should be propagated and where a demand read should query data from. To process

a local update, the PRACTI core generates an invalidation and a body. The invalidation

is applied to the log and the body is applied to the data store. Both the invalidation

and the body are propagated to remote nodes subscribing for the interest set containing

the datum. But no policies specify what remote nodes should subscribe for the update.

When the PRACTI core processes a local read, the datum is returned immediately if it is

valid. When the core discovers that the target datum is invalid, it blocks the read until

the datum is validated. The core notifies the controller when it discovers that the target

datum is invalid and depends on the controller to retrieve the body from remote nodes

before unblocking the read.

We can implement policies in the controller to enforce quorum operations. Basically,

the controller blocks the return of local operations to clients before receiving confirmations

from a quorum of nodes. To extend a PRACTI local read to a quorum read, the controller

issues demand reads to all nodes (including the local node) upon receiving a local read.

After receiving replies from a read quorum of nodes, the controller selects a value with

the highest timestamp as the result of the local read. To extend a PRACTI local write

to a quorum write, the controller performs the task similar to a quorum read to obtain

the highest timestamp from a read quorum of remote nodes. Then a higher timestamp

is generated and sent to all nodes along with the write. To confirm that at least a write

quorum of nodes has received the body (because a write is propagated as an invalidation

and a body with the body propagated in the background), the controller issues syncBody

calls to all nodes with the timestamp of the write. A syncBody call does not return until

the target node successfully applies the body with a timestamp no less then the timestamp

specified. After syncBody calls return from a write quorum of nodes, the controller allows
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the local write to return, with the timestamp of the write.

Note that appropriate quorum configurations need to be specified for the controller

to correctly perform the corresponding quorum-based operations.

Temporal error In the current PRACTI system, a node cannot bound the staleness

of the data returned to clients. There is no information associated with each datum to

indicate the time the datum is updated at remote nodes. When processing a local read,

the PRACTI core cannot tell the freshness of the local data.

To bound the staleness of data, we need to introduce a vector clock on every node.

Each entry of the vector clock represents the wall-clock time when the last invalidation is

sent by the corresponding remote node. When a node sends a stream of invalidations to

another node as the node is subscribed for invalidations, the wall-clock time of the sender

is attached. When the invalidations arrive, the receiver updates the corresponding vector

clock entry to the time associated with the last invalidation in the stream. To process a

local read, a node checks for the the minimum time in the vector clock. If the difference

between the local wall-clock time and the minimum time is greater than the maximum

staleness allowed, the node has to subscribe to the remote node corresponding to the entry

with the minimum time for both invalidations and bodies. The entry is updated to the

new time attached to the last invalidation in the stream. A datum can be returned only

when the difference between the current time and the minimum time in the vector clock is

no greater than the maximum staleness bound.

Callbacks Existing PRACTI supports inefficient callbacks because a node sends all in-

validations to remote nodes regardless the status of the data on the remote nodes. For

example, when node b subscribes to node a for invalidations on an interest set is, all in-

validations on is are sent to b and invalidations on other interest sets are sent to b as

imprecise invalidations. In other words, no invalidations on any data are suppressed by a

(invalidations are sent as either precise or imprecise invalidations to b). This approach may
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be inefficient because a might send invalidations of a datum that is already invalidated.

But because DQVL is design for workloads with a low write ratio, using the existing

PRACTI mechanisms to implement callbacks in DQVL is an acceptable solution. The fact

that PRACTI never suppresses any invalidations eliminates the write suppress scenario in

DQVL. Recall that a write suppress is resulted when two consecutive writes on the same

data are processed. In this case, the invalidation resulted in the second write will not be

sent to remote nodes caching the data because the first write has already invalidated the

data on remote nodes. In the workloads targeted by DQVL where writes are infrequent,

we do not anticipate too many consecutive writes. Therefore, the overall performance of

DQVL will not be significantly degraded when callbacks are implemented using existing

PRACTI primitives. And we will explore a more efficient callback implementation using

PRACTI primitives in future work.

5.4 Case Study

In this section, we show that PRACTI mechanisms provide a flexible platform to incorpo-

rate the SAR design methodology by implementing on PRACIT two benchmarks, mobile

storage and WAN-FS, and comparing their performance with the same benchmarks imple-

mented atop existing replication frameworks. Note that we have not fully re-implemented

our TPC-W prototype using the replication microkernel approach. However, we seek to

demonstrate the feasibility of PRACTI mechanisms when used in the replication microker-

nel architecture. In particular, we compare PRACTI with existing replication techniques

when used to implement the two benchmarks, which demand partial data replication on

distributed nodes in WANs and vary the paths through which updates are propagated

among those nodes.

Because PRACTI mechanisms support a wide range of policies, we are able to

apply the SAR methodology when implementing two benchmarks, i.e. tune replication

policies based on update topologies in building various aspects of two benchmarks. We
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Figure 5.3: Synchronization time among devices for different network topologies and pro-
tocols.

anticipate that the PRACTI implementations will outperform the implementations using

other replication techniques. The SAR design methodology focuses on constructing repli-

cation policies based on the semantics of shared date sets. For these two instances, the

semantics that we leverage are the different update topologies. As described in detail in

following paragraphs, while replication policies are fixed in other techniques, we are able

to implement specific policies to optimize for different update topologies.

5.4.1 Mobile storage

Figure 5.3 evaluates PRACTI in the context of a mobile storage system that distributes

data across palmtop, laptop, home desktop, and office server machines. We compare

PRACTI to a client-server Coda-like system (that supports partial replication but that
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Storage Dirty Data Wireless Internet

Office server 1000GB 100MB 10Mb/s 100Mb/s

Home desktop 10GB 10MB 10Mb/s 1Mb/s

Laptop 10GB 10MB 10Mb/s 50Kb/s
1Mb/s Hotel only

Palmtop 100MB 100KB 1Mb/s N/A

Figure 5.4: Configuration for “mobile storage” experiments.

distributes updates via a central server) [64] and to a full-replication Bayou-like system

(that can distribute updates directly between interested nodes but that requires full repli-

cation) [95]. All three systems are realized by implementing different controller policies

over PRACTI.

As summarized in Figure 5.4 our synthetic workload models a department file system

that supports mobility: an office server stores data for 100 users, a user’s home machine

and laptop each store 1% of that data, and a user’s palmtop stores 1% of a user’s data.

Note that due to resource limitations, we store only the “dirty data” on our test machines,

and we use desktop-class machines for all nodes; we control the network bandwidth of each

scenario using a library that throttles transmission.

Figure 5.3 charts the time to synchronize dirty data among machines in four sce-

narios: (a) Plane—the user is on a plane with no Internet connection, (b) Hotel—the

user’s laptop has a 50Kb/s modem connection to the Internet, (c) Home—the user’s home

machine has a 1Mb/s connection to the Internet, and (d) Office—the user’s office has a

100Mb/s connection to the Internet. The user carries her laptop and palmtop to each of

these locations and co-located machines communicate via wireless network at speeds indi-

cated in Figure 5.4. For each location, we measure time for machines to exchange updates:

(1) P↔L: the palmtop and laptop exchange updates, (2) P↔L: the palmtop and home

machine exchange updates, (3) L→H: the laptop sends updates to the home machine, (4)

O→*: the office server sends updates to all other machines.
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In comparing the optimized PRACTI system to a client-server system, topology

independence has significant gains when the machines that need to synchronize are near

one another but far from the server: in the isolated Plane location, the palmtop and laptop

can not synchronize at all in a client-server topology; in the Hotel location, direct synchro-

nization between these two devices is an order of magnitude faster than synchronizing via

the server (1.7s v. 66s); and in the home location directly synchronizing co-located devices

is between 3 and 20 times faster than client-server synchronization.

5.4.2 WAN-FS for Researchers

Figure 5.5 evaluates a wide-area-network file system called PLFS designed for PlanetLab

and Grid researchers. The controller for PLFS is simple: for invalidations, PLFS forms a

multicast tree to distribute all precise invalidations to all nodes. And, when an INVALID

file is read, PLFS uses a DHT-based system [130] to find the nearest copy of the file;

not only does this approach minimize transfer latency, it effectively forms a multicast tree

when multiple concurrent reads of a file occur [6]. Like Shark [6], PLFS is designed to

be convenient for allowing a user to export data from her local file system to a collection

of remotely running nodes. However, unlike the read-only Shark system, PLFS supports

read/write data.

We examine a 3-phase benchmark that represents running an experiment: in phase

1 Disseminate, each node fetches 10MB of new executables and input data from the user’s

home node; in phase 2 Process, each node writes 10 files each of 100KB and then reads

10 files from randomly selected peers; in phase 3, Post-process, each node writes a 1MB

output file and the home node reads all of these output files. We compare PLFS to three

systems: a client-server system, client-server with cooperative caching of read-only data

(e.g., a Shark-like system [6]), and server-replication (e.g., a Bayou-like system [95]). All 4

systems are implemented over PRACTI.

Figure 5.5 shows performance for an experiment running on (a) 50 distributed nodes
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Figure 5.5: Execution time for the WAN-Experiment benchmark.

each with a 5.6Mb/s connection to the Internet (we emulate this case by throttling band-

width) and (b) 50 “cluster” nodes at university X with a switched 100Mbit/s network

among them and a shared path via Internet2 to the origin server at university Y . PLFS’s

combination of partial replication and topology independence allows it to dominate the

other designs. Compared to client/server, it is faster in both the Dissemination and Pro-

cess phases due to its multicast transmission and direct data transfer. Compared to full

replication, it is faster in the Process and Post-process phases because it only sends the

required data. And compared to cooperative caching of read only data, it is faster in the

Processing phase because data can be transferred directly between nodes.

5.4.3 Generalized APIs

APIs of SAR objects described in Chapter 3 are simple because the specific semantics that

individual SAR objects leverage have been implemented within objects. When we export

the SAR objects as a WAN replication library for building other WAN applications, objects

will become easier to use by application developers if we modify their APIs to reflect the

exact semantics they support. Therefore, by matching the semantics implemented within

objects and those exhibited in the target data sets, a developer can effectively select the
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appropriate objects to replicate the target data sets.

Each SAR object is extended to include a new constructor that takes three addi-

tional arguments, updateTopology, dataType, and writeRatio. The first argument specifies

the topology of the update propagation. For example, when replicating the TPC-W catalog

data or implementing the dissemination phase of the WAN-FS benchmark, one-to-many

needs to be used as the updateTopology. When replicating the TPC-W order data or im-

plementing the post-process phase of the WAN-FS benchmark, many-to-one needs to be

specified instead. And when the update topology is many-to-many, the second and third

arguments need to be considered. If the second argument is numeric, the inventory object

is instantiated; otherwise we need to examine the third argument and decide whether to

use the DQVL implementation of the TPC-W profile object. However, when no objects

with the similar semantics are found, it is time to introduce new objects into our replication

library.

Of course, we can extend APIs to allow scalable dissemination when the replication

scale increases. But because this dissertation mainly focuses on optimizing CARP trade-

offs, scalability issues are to be considered in future work.

5.5 Discussion

This chapter presents our vision and initial steps to build a replication microkernel architec-

ture by combining the PRACTI mechanisms with the SAR design methodology. However,

many open issues remain to be addressed before we can have a complete implementation

of the microkernel architecture and use it to re-build the distributed TPC-W prototype.

5.5.1 Support for replicated database

The invalidation schema in the current PRACTI core does not support database systems.

The data structures employed in the core support updates and invalidations to byte ranges.

The data store in PRACTI manages a file in the form of byte ranges. A file is broken into
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multiple ranges of bytes that can be merged or divided based on the update patterns.

The data store also reserves an extra storage to store the status of a byte range. When an

invalidation is applied in the system, the corresponding range of bytes are marked invalid in

the associated extra storage. But this design cannot accommodate the relational database

tables because data store cannot represent database tuples in byte ranges.

A potential schema to represent invalidations to database tuples is to add a status

column in every writable table. For this schema to work, we need to modify the existing

data store to add SQL capability. Instead of reading byte ranges from the disk, data store

needs to perform SQL operations to store and retrieve database tuples. Although the

status column is a part of the regular database attributes from the point of view of DBMS,

the data store depends on this information to perform read and update operations.

5.5.2 Cross-object consistency

Not only could the replication microkernel architecture enhance the extensibility of our

SAR approach, it also yields a framework for reasoning about the cross-object consistency.

In SAR approach, consistency guarantees of a shared data set is provided by a single

distributed object. And because SAR objects do not communicate with each other while

managing their own shared data sets, few guarantees are provided across different objects

in one application.

In the replication microkernel architecture, a single point (e.g. the PRACTI core)

controls the propagation of updates on all data sets in a given application. SAR objects

running inside the controller refer to their specific policies to manage the order in which

local updates are sent to other nodes and remote update are applied to the local data

store. No policies specify how to order between two updates when they target data sets

maintained by two different objects. But once those updates are passed to the core, they

will be maintained with the causally consistent prefix property as we have described in the

previous section.
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Chapter 6

Related Work

This chapter describes related work in data replication and systems research on the TPC-W

benchmark.

6.1 General Data Replication

Replication is fundamentally difficult. For example Siegel [107] proves what has come

to be known as the CAP dilemma [20]: a replication system that provides sequential

Consistency cannot simultaneously provide 100% Availability in an environment that can

be Partitioned. Similarly, Lipton and Sandberg describe fundamental performance lim-

itations for any sequentially consistent algorithms [73]. As a result, systems must make

compromises or optimize for specific workloads.

6.1.1 Web caching

The traditional web caching is a simple form of data replication where read-only data

are replicated from the central server to client machines or proxies. All updates are per-

formed only at the server. Clients and the server use cache invalidation protocols [47, 132]

to manage the consistency of the cached data. But because current HTTP traffic is un-
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cachable [38, 129], the traditional web caching provides limited availability and response

time improvements to WAN services.

Many studies have addressed the importance of caching dynamic content to improve

system performance and availability. Challenger et al. [23] develop an approach for consis-

tently caching dynamic Web data that became a critical component of the 1998 Olympic

Winter Games Web site. But it concerns only the single writer case. Arlitt et al. [8] study

the scalability of a large online shopping system by performing workload characterization,

and they conclude that linear scalability is not always adequate in case of workload bursts.

They suggest efficient caching and capacity planning techniques to increase the system

scalability and performance. But the fact that dynamic content is always generated by

the central server limits availability and performance improvements offered by caching

techniques.

6.1.2 Database replication

Replicated database systems offer the flexibility for distributed services to operate on local

database replicas. Most commercial databases support data replication with an eager or

lazy consistency model [48]. The eager update model considers updating every replica

as part of a single transaction, which may decrease the system availability and response

time when used in wide area replication. The eager consistency model cannot tolerate

network partitions. They are therefore not suitable for WAN data replication. The lazy

update model is usually preferred for WAN replication because updates are asynchronously

propagated to other replicas. Although general database systems support procedures for

resolving conflicts, those procedures are normally defined with database level semantics [91]

and are difficult for applications to leverage on.
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6.1.3 Replication with eager consistency

There are many variations of the eager consistency model that are designed for both

distributed database and file systems.

The most obvious protocol in this category is the read-one/write-all (ROWA) pro-

tocol. In ROWA the “read-one” property yields excellent read availability and response

time. But this protocol has limited write availability and response time because writes can

not complete if any of the replicas are unavailable. Protocols with the read-one/write-all-

available property (ROWA-A) [13, 14] perform writes synchronously only on the available

replicas to improve write availability and response time when some replicas fail. But

ROWA-A protocols do not tolerate network partitions, nor communication failures in gen-

eral.

The primary-backup (or primary-copy) model [4, 111] is simpler to implement com-

pared with ROWA protocol family. A variation of the primary-backup protocol proposed

by Oki et al. [90] can tolerate network partitions by combining with a voting-based proto-

col that detects the existence of a majority partition. Alternatively, group-communication

based techniques [17, 79, 83], enable the election of a new primary by actively propagating

updates to all group members and constantly running membership protocols to maintain

the correct memberships. The new primary can be selected from active members and the

change of memberships is also broadcast to all active members as well. This class of tech-

niques has degraded performance in WANs because the membership protocol may always

need to run to constantly include/exclude certain replicas when they are mistakenly con-

sidered as crashed/recovered due to slow WAN links. In addition, all primary-server based

protocols are inflexibly in favor of reads’ availability and performance.

Quorum based protocols [1, 29, 45, 46, 76, 92, 116] can tolerate network partitions

as long as connected replicas can form a quorum to process reads/writes. However, the

reads’ response time and availability of most quorum systems are worse than those of

ROWA-A or primary-backup based protocols because reads usually need to query a larger
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set of servers. Quorum based protocols may not be desirable to handle a read-dominated

workload, e.g. a workload from interactive online applications.

Recently, studies on probabilistic quorum systems [78, 134] show that the proba-

bilistic intersection approach increases the availability and reduces the load for quorum

systems. But few practical implementations of the probabilistic quorum systems are avail-

able to validated the claim.

Some quorum based techniques use light-weight nodes, such as ghosts [93, 120] to

help form quorums for processing requests. When propagating a write, a replica only sends

to these nodes the timestamp and object ID of the write. Our dual-quorum invalidation

protocol shares the idea in terms of replacing writes with invalidations when propagating

to some replicas. But our use of invalidations also allows us to reduce the future message

propagation to other replicas.

6.1.4 Replication with relaxed consistency

The relaxed consistency model is widely used for data replication in WANs. Studies [64,

68, 85, 95, 102, 135] have explored the space of relaxed consistency models. The Coda file

system [64] employs a hierarchical architecture for replicating data volumes onto clients

(smaller devises) and supports disconnected operations by clients to tolerate network par-

titions and client mobility. Ladin et al. [68] propose a lazy replication technique to increase

the system availability and performance with the guarantee for causal ordering. All up-

dates are processed asynchronously while queries are processed in a sequence that reflects

casual ordering with support from both the information in the label associated with every

query and the gossip process among replicas. The Bayou [95] replication framework uses

an anti-entropy protocol to guarantee the eventual consistency of the system, and it uses

version vectors and application-specific reconciliation to ensure client consistency. Saito et

al. [102] focus on minimizing the space and the computation overhead using the optimistic

replication approach to provide the eventual consistency. TACT [135] constructs a model
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for evaluating the trade-offs between availability and consistency. The system can be tuned

to provide availability that is subject to the specified consistency requirements. Both Bayou

and TACT provide hooks for application developers to attach specific reconciliation rules

to resolve update conflicts [114]. The design of some of our distributed objects make use

of these ideas.

The drawback with the relaxed consistency model is the additional programming

complexity needed to handle subtle cases. For example, because the relaxed consistency

model does not impose a restrict global order on all writes, the system need to detect and

resolve any conflicting writes. In some cases, the system need to depend on applications-

specific resolution rules to resolve conflicts.

6.2 Semantic-aware replication approaches

While generic algorithms are forced to make compromises when used for data replica-

tion in WANs, algorithms designed based on specific semantics (data properties, workload

characteristics, and update patterns) can achieve optimized trade-offs.

Existing studies [56, 100, 112] exploit type-specific properties in managing repli-

cated data. Herlihy [56] introduces a replication technique that systematically exploits

properties that are specific to data types and derives constraints on building a quorum-

based replication system. Herlihy argues that understanding type-specific properties can

reduce the constraints on the availability of the replication system. This idea is similar to

ours except that we focus on applying such techniques to e-commerce applications and are

not restricted to use only quorum-based approaches for building our replication framework.

Sussman et al. [112] use the Bancomat problem as a simple partition-aware ap-

plication to evaluate the properties provided by different partitionable group membership

protocols. In the Bancomat study, authors exploit the properties of both the shared data

that are of the numeric type and the associated updates that reduce the numeric value by

a certain amount. Because of those properties, updates are commutative and they can also
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be aggregated as one update or partitioned into multiple updates as needed by the various

partitionable group membership protocols evaluated by authors. Our order, inventory,

and best-seller-list objects take advantage of the fact that updates are commutative and

can be slightly reordered before the threshold is reached. The value of commutativity for

simplifying consistency has also been used in write-anywhere databases [48].

Porcupine [100] is a mail service that runs on a cluster of commodity PCs. This mail

service consists of a collection of data structures, each managing the different shared data

sets of the mail service using specifically designed policies to achieve the desired overall

system manageability, availability, and performance.

Nayate et al. examine data dissemination services with self-tuning, push-based

prefetch from the server [86]. In this work, the authors argue for separating invalidations

from the actual updates of the shared data. Synchronizing invalidation messages arriving

at replicas enforces the system’s consistency requirement, and prefetching updates in the

background maximizes the hit rate at replicas, minimizes the response time, and maximizes

the service availability. We could incorporate this approach to enhance the catalog object.

Studies described in this section are examples of semantic-aware replication solu-

tions that achieve the optimized trade-offs for specific replication scenarios that they aim

for. This dissertation differs from above studies in that it seeks to provide a framework for

exploiting semantics to optimize WAN replication algorithms. Those studies are focus on

individual instances of algorithms supported in our framework.

6.3 Object-oriented Replication/Distribution Approaches

Our replication framework uses the encapsulation concept from the object-oriented model

to implement semantic-aware algorithms. This approach is similar to those in other sys-

tems [49, 74, 106, 121] which propose to encapsulate the complexity of structures and

computations in distributed systems with objects. Both Gribble [49] and Litwin et al. [74]

use distributed data structures to abstract the implementation details and provide scalable
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and efficient data sharing and distribution in a cluster environment. Shapiro [106] proposes

to structure a distributed system as a set of services or subsystems, each of which may be

made of a number of communicating objects across the network. But this work focuses on

low level components such as system processes, services, and resources. Globe objects [121]

are application level objects specifically for the WAN data replication. They are similar

to our distributed objects in that they both allow application programmers to make use

of pre-constructed replication modules to easily invoke standard consistency algorithms

with different objects and let programmers exploit application semantics in the design and

implementation of individual objects. This distributed objects model provides a flexible

and powerful way to build distributed applications in WAN. But to our knowledge, there is

little work quantitatively evaluating the benefits of this approach in building data-oriented

services, such as e-commerce applications. Our specific implementation differs from Globe

in that we do not follow the same uniform internal structure of Globe objects that separate

“semantics object” from “replication object”. Our initial implementation found it simpler

to integrate the code for object semantics and replication consistency. But the replication

microkernel architecture outlines the new design where “replication objects” in Globe are

integrated into the microkernel consisting of the replication primitives.

6.4 TPC-W benchmark related systems research

We use a variation of TPC-W benchmark to demonstrate the gains in availability and

performance when using SAR for WAN data replication. The TPC-W is also used as the

evaluation benchmark in studies on WAN data replication and computer architecture.

Walsh et al. build the TPC-W benchmark on top of TACT to demonstrate the

feasibility of using TACT as a database middleware for traditional, SQL-based database

applications [125]. They evaluate both the performance benefit and consistency costs of

continuous consistency for their TPC-W implementation across a variety of replication

scenarios and consistency bounds.
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Garcia et al. [44] study the TPC-W benchmark, including its architecture, opera-

tional procedures for carrying out tests, and the performance metrics it generates. Their

experimental results demonstrate that TPC-W is a useful tool for generating a standard

metric of the transactional capacity of servers working in e-commerce environments. The

PHARM project [118] at the University of Wisconsin focuses on the micro-architectural

characterization of the TPC-W defined workload such as branch predictability, caching

behaviors, and multiprocessor data sharing patterns. Amza et al. [5] characterize the

bottleneck of dynamic web site benchmarks, including the TPC-W online bookstore and

auction site. Their study focuses on discovering and explaining the bottleneck resources in

each benchmark.
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Chapter 7

Future Directions

Data replication and distribution in wide area networks (WANs) are fundamental problems

for many important and popular infrastructures besides Internet edge services, such as on-

demand computing, grid computing, and large-scale file systems. In addition to our vision

of the unified replication architecture described in Chapter 5, the following research topics

warrant further exploration.

7.1 Distributed Data Stream Management

Our experience with building distributed TPC-W objects suggests that a peer-to-peer

infrastructure is more suitable than a centralized one for highly available and scalable dis-

tributed data stream management (DDSM). Distributed data stream management (DDSM)

is widely employed in database systems, network monitoring, sensor networks, and man-

ufacturing. DDSM provides a platform for managing and querying distributed data sets

that change constantly in the form of stream, such as link bandwidth usage (targeted by

network monitoring), chemical concentration (targeted by sensor networks), and inventory

planning (targeted by manufacturing). Scalability and availability of existing DDSM sys-

tems are fundamentally limited because they rely on a central coordinator to eventually
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gather and process streams of changes from distributed sources. Although there have been

extensive studies on how to improve the scalability of DDSM by minimizing the monitoring

and processing efforts [10, 11, 12, 108], including the communication overhead and CPU

cycles, the central coordinator is still the availability and scalability bottleneck. A peer-to-

peer approach could solve this bottleneck problem at the cost of reducing the accuracy of

the global state information. The challenge in this work is to design the right peer-to-peer

infrastructure that can offer trade-offs among availability, scalability, and accuracy of the

global state. With given available trade-offs from this infrastructure, we can identify the

appropriate DDSM applications.

7.2 Adaptive Replication

Ultimately, the WAN data replication problem will be solved by one data replication so-

lution that can continuously adapt to the dynamic environment. The semantic-aware

distributed objects solution works well because we design specific objects to handle the

shared data under environments with various workloads (e.g. write ratios and access lo-

calities), fault-loads (e.g. failure locations and failure rate), propagation topologies, etc.

However, we may also consider a system that can monitor the changes of the environment

and dynamically adjust the underlying data replication strategies according to environ-

mental changes. The basic idea is to create a set of cost functions that can estimate the

availability, performance, and consistency guarantees of a given replication strategy based

on a set of metrics, such as workloads, fault-loads, and update topologies. Then, the

distributed objects can use cost functions to determine the most suitable replication proto-

cols and continuously adjust internal replication protocols to adapt to any changes of the

environment. Challenges in this work include the fact that too many metrics need to be

considered while designing the environment monitor and cost functions. We might discover

different sets of important metrics across various application classes. Furthermore, we also

need to evaluate the cost and benefit of dynamically switching replication protocols.
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7.3 Dynamic Replica Placement

The advantage provided by dynamic replication is that we can effectively respond to the

unpredictable geographical shift of the service demand. The unpredictable shift could be

caused by link failures at backbones, network congestion, and client access pattern changes.

If a system can not respond to this change in demand well, some server replicas might be

overloaded. Therefore, the performance and availability of the system will decrease. It is

necessary for replication systems to have the ability to capture the access patterns and

network failure patterns. Once the system notices a change, it can deploy new replicas at

the estimated hot-spots to accommodate the load increase at specific regions.

However, the advantage of dynamic replica placement for the edge service model is

unclear. On one hand, it appears that the system could effectively achieve better availabil-

ity and efficiency by dynamically creating replicas at the Internet hot-spot as the workload

and fault-load vary overtime. On the other hand, the cost for creating new replicas, tear-

ing down obsolete replicas, and maintaining consistency across all replicas can potentially

offset the benefit gained with the dynamic placement strategy. Therefore, there are two

questions to be investigated: 1. How much benefit do we gain with dynamic replication?

2. What is the minimal cost for creating and tearing down replicas on-demand?
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Chapter 8

Conclusions

Quantitatively, we have showed the limits of the existing Internet architecture using a

trace-based simulator. Using the failure model developed by Dahlin et al. [35], our study

shows that using traditional web caching techniques alone cannot cause significant im-

provement on the end-to-end Internet service availability. Only with a more sophisticated

infrastructure, like the edge service infrastructure, which combines overlay routing and

more aggressive replication techniques (e.g. server replication and selection), can service

providers offer revolutionary end-to-end improvements to their Internet services.

We present the semantic-aware replication (SAR) that offers the optimized CARP

(consistency, availability, response time, and partition-resilience) trade-offs when replicat-

ing dynamic data in the edge service architecture. Although generic WAN replication

approaches have been proven incapable of providing the optimized CARP trade-offs, SAR

reduces the constraints in WAN replication by leveraging the semantics of shared data

sets and encapsulating the consistency maintenance using the object-oriented approach.

SAR solves the replication of dynamic data in WANs for the edge service architecture that

distributes both business logic and data to edge servers to minimize access to a central

database. In the SAR approach, data shared among the edge servers are encapsulated

within distributed objects that are aware of the semantics (i.e. workloads, update topolo-
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gies, and data properties) of the underlying shard data. Replication techniques imple-

mented in each object are specially tuned to leverage on the semantics of the corresponding

data set. Access to the shared data sets is restricted through narrower interfaces of ob-

jects that hide the complexity of WAN data replication. The experimental results confirm

our claim that SAR offers the optimized CARP trade-offs that are difficult to achieve by

generic WAN replication techniques. For instance, our prototype TPC-W system continues

to process requests with the same throughput and response time before, during, and after

a 50-second network partition that separates edge servers and the backend server. And

the response time of our system is nearly five times better than that of the traditional

centralized system, in which end users connect to web servers via slow WAN links.

Then, we discussed the dual-quorum with volume leases (DQVL) protocol to op-

timize the multi-writer/multi-reader replication scenario that is managed by the profile

object in SAR. DQVL is a novel data replication algorithm that provides the key missing

piece to achieve highly-available, low-latency, and consistent data replication for a range

of Internet services. In particular, dual-quorum replication optimizes these properties for

data elements that can be both read and written from many locations, but whose reads and

writes exhibit locality in two dimensions: (1) at any given time access to a given element

tends to come from a single node and (2) reads tend to be followed by other reads and

writes tend to be followed by other writes. Our dual-quorum replication protocol com-

bines ideas from volume leases and quorum based techniques. Through both analytical

and experimental evaluations, we show that, for the important special case of single-node

OQS read quorums, the average read response time of DQVL can approach a node’s lo-

cal read time, making the read performance of this approach competitive with ROWA-A

epidemic algorithms such as Bayou. At the same time, the overall availability of DQVL is

competitive with the majority quorum protocol for the targeted workloads.

Finally, we outline our vision of the unified replication architecture that applies the

SAR design approach atop the PRACTI replication mechanisms. The unified architec-
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ture allows the separation of policies from mechanisms. While PRACTI provides flexible

mechanisms to implement replication policies that may demand partial-replication, ar-

bitrary consistency, and topology independence, actual policies are specified in forms of

distributed objects as in SAR. The unified architecture advances the SAR approach by

providing a single environment for leveraging semantics of shared data sets across classes

of Internet services. We have a framework for reasoning about cross-object consistency

that is difficult to argue when objects are independently built. The development of dis-

tributed objects becomes easier and faster because we can reuse mechanisms exported from

PRACTI.
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