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Abstract

We introduce a new method of mass measurement for particles in

decay chains. The method relies upon performing a likelihood analysis

on the phase space of the decay in its full dimensionality in a Lorentz-

invariant formulation. This method is applicable for any decay chain, but

we demonstrate it specifically in the case of a four-body final state decay

in which one of the final particles is invisible. We directly compare our

method to the edge and endpoint method and show that our new method

can achieve higher precision with limited statistics.
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1 Introduction

With the advent of the LHC, there now exists the potential to explore new

physics beyond the standard model. We expect new physics for various theo-

retical reasons; one of which is the so-called hierarchy problem. Essentially the

hierarchy problem asks why the scale of electroweak-symmetry breaking appears

to be fine tuned. One of the most popular solutions to this problem is supersym-

metry, which implies that there should be new particles close to the TeV scale.

Such theories also typically imply the existence of weakly-interacting, massive

particles (WIMPs), which are suitable candidates for the so-called dark matter.

As of yet, however, no trace of new physics has been found. This implies that,

should new physics be found, it will only display itself in limited statistics. This

magnifies the difficulties in the detection of new particles. Various theoretical

issues also increase the difficulty of the detection of new particles. This is

because most extenstions of the Standard Model are dominated by Z2 symmetry.

Once Z2-odd particles are produced in pairs, they will decay through two and

three-body decays until stable Z2 particles are produced which escape detection.

Given both these issues, it becomes important to optimize mass measurements

given a relatively low number of events. While there are already numerous mass

measurement methods, none of these work particularly well at low statistics,

and several of them are computationally expensive. We will demonstrate a

new method that works well at low statistics. Our method achieves this by

determining the boundary of the kinematically accessible phase space in its

full dimensionality. In addition our method is sensitive to shifts in the entire
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spectrum, something that present methods are not sensitive to.
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2 Background

Given the importance of mass measurements, it is not surprising that nu-

merous measurement methods have been contrived. They rely upon an analysis

of the phase space of the particles produced by the decay chain. In order to

improve upon current methods, we first digress into the phase space of decay

chains.

We will start by studying the dimensionality of the phase space. As an

example, let us consider the simplest possible case: a single particle decaying

into two. Since each particle has a four-momentum, there are in principle as

many as eight degrees of freedom in the final state. The fact that the energy is

fixed in terms of the momentum reduces the dimensionality of the phase space

by 2. Now we are down to 6. We then have the constraint of energy-momentum

conservation which reduces the degrees of freedom by four, so we are down to

2. Finally, we have rotational freedom to define our system of coordinates (this

enables us to reduce our degrees of freedom by up to three), thus reducing our

degrees of freedom to none. Thus the two-body decay is entirely constrained,

or to put it another way all two-body decays have the same kinematics.

The three-body decay is somewhat different. Here a single particle decays

into three particles, so we have as many as twelve degrees of freedom. Here

again the energy is fixed in terms of the momentum, reducing the freedoms by 3.

Again we also have energy-momentum conservation to fulfill, further reducing

the degrees of freedom by 4. So now we have 5 degrees of freedom. Finally

rotational freedom allows us to reduce the dimensionality by 3, yielding a final

3



Figure 1: A Dalitz plot obtained from a three-body decay. Here we have used

the parameters M = 10 GeV, m1 = 1 GeV, m2 = 2 GeV, m3 = 3 GeV.

value of 2 degrees of freedom. Extending this analysis to an arbitrary number

of particles it can be seen that the dimensionality of an n-particle phase space

is 3n− 7: the expected value of 4n is reduced by n due to the constraint of the

fixed energy in terms of the momentum, by 4 given momentum conservation,

and by 3 due to rotational invariance. This yields a dimensionality of 3n − 7,

or 2 for the three-body case.

To describe the three-body decay we thus need two variables. We will choose

a Lorentz-invariant parametrization. Our choice will be (pi + pj)
2 = m2

ij , the

sum of any two daughter-particle momenta. In 3-body decay, there are three

such variables: m2
12, m2

13, and m2
23. Since we have only two degrees of freedom,

we can eliminate one and choose any two as our independent variables, such as

m2
12 and m2

23. If we make a graph of these two variables, we produce what is

called the Dalitz plot.

The Dalitz plot is key to the edge and endpoint method, one of the key mass
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Figure 2: A graph of simple three-body decay without any intermediate reso-

nances.

Figure 3: A graph of a three-body decay with an intermediate resonance. It is

labeled as the 2+2 case.

Figure 4: An example of an endpoint. Endpoints are found by projecting the

phase space of the Dalitz plot onto the m2
12 axis. The parameters used are

M = 10 GeV, m1 = 2 GeV, m2 = 2 GeV, m3 = 3 GeV.
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Figure 5: An edge. Edges are typically produced in 2+2 decays. Here m2
23

only takes one value since we have an additional constraint. The edge is then

formed by projecting the phase space of the Dalitz plot onto the m2
12 axis. The

parameters used here are M = 10 GeV, m1 = 1 GeV, m2 = 2 GeV, m3 = 3

GeV.

measurement methods. To see what an edge or endpoint is, assume one of the

final particles is invisible, say particle 3. Then we are not able to graph m23,

instead all we can do is measure the projection of the phase space of the Dalitz

plot onto m12. An example of this can be seen in Figure 4. This form is called

an endpoint.

We shall now derive a formula for the position of endpoints. Given the

definitions of m2
ij (and defining M as the mass of the mother particle), we have

m2
12 = (p1 + p2)

2
= (P − p3)

2
, (1)

m2
23 = (p2 + p3)

2
= (P − p1)

2
, (2)

m2
13 = (p1 + p3)

2
= (P − p2)

2
. (3)

The endpoint is located at the maximum value of m12. To find this we expand
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the right-hand side of equation 1. This yields

m2
12 = M2 +m2

3 − 2P · p3. (4)

We are analyzing this in the rest frame of the mother particle. This gives us

m2
12 = M2 +m2

3 − 2ME3. (5)

The maximal value of m12 occurs when m3 have no momentum. In this case

equation 5 becomes

(
m2

12

)
max

= M2 +m2
3 − 2Mm3 = (M −m3)

2
. (6)

Thus, we obtain the final value for the endpoint:

(m12)max = M −m3. (7)

So much for endpoints. There is, however, another way to get three daughter

particles out of one mother particle. In this case, the mother particle decays into

two particles, one of which further decays into two daughter particles, leaving a

total of three daughter particles. This case is known as a 2+2 decay. An example

of this is given in Figure 3. This case will be different, however, because as was

previously argued all two-body decays are kinematically the same. Because of

this only a small portion of the total Dalitz plot will be sampled. This results in

a very different shape when the plot is collapsed down to one dimension. This

is called an edge (see Figure 5).

Let us now derive a formula for the position of the edges. This has been well

studied in the literature [1-14]. We will work in the rest frame of Y , in which ~q
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is the 3-momentum of X and 1, while ~k is the 3-momentum of 2 and 3. From

energy conservation for the first decay

√
m2
X + ~q2 =

√
m2

1 + ~q2 +mY (8)

|~q| =

√
m4

1 + (m2
X −m2

Y )
2 − 2m2

1 (m2
X +m2

Y )

2mY
. (9)

Likewise, energy conservation for the second decay allows us to find ~k and yields

√
m2

3 + ~k2 +

√
m2

2 + ~k2 = mY (10)

|~k| =

√
m4

2 + (m2
Y −m2

3)
2 − 2m2

2 (m2
Y +m2

3)

2mY
. (11)

We can now parametrize our variables in terms of Lorentz-invariant quantities;

we will use the already introduced m2
ij = (pi + pj)

2
. Now we can compute m12.

Based upon the conservation of momentum:

m2
12 = m2

1 +m2
2 +m2

3 +m2
X −m2

Y −m2
31

= m2
1 +m2

2 +m2
3 +m2

X −m2
Y− (12)((√

~k2 +m2
3 +

√
~q2 +m2

1

)2

−
(
~k + ~q

)2
)

As can be seen from the previous equation, if ~k and ~q are anti-parallel m2
12 is
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maximized. Plugging this in yields the position of the edge:

m2
12 =

1

2m2
Y

(
m2

2

(
m2
X +m2

Y

)
+ (mX −mY ) (mX +mY ) (mY −m3) (mY +m3)

+ [(m1 −mX −mY ) (m1 +mX −mY ) (m1 −mX +mY )

(m1 +mX +mY ) (−m2 +mY −m3) (m2 +mY −m3)

(−m2 +mY +m3) (m2 +mY +m3)

+m2
1

(
−m2

2 +m2
Y +m2

3

) 1
2 .

(13)

This equation is quite complex; it can be simplified by making the assumption

that m1 ' m2 ' 0. We have verified numerically that this assumption is

justified in our case. This greatly simplifies our equation to

(
m2

12

)
max

=

(
M2 −m2

Y

) (
m2
Y −m2

3

)
m2
Y

. (14)

So much for three-body decay. In this paper we will be looking mostly at

four-body decay. We will look at a full analysis of four-body phase space in the

next section. For now, we consider two possible cases. In the first, an initial

mother particle decays into two daughter particles, one of which decays into two

further particles, one of which decays yet again into two particles. This process

is referred to as the 2+2+2 case. The other case we will be examining is known

as the 2+3 case. Here a mother particle decays into two daughter particles, one

of which then decays into three particles. A diagram of these decays is shown

in Figure 6.

We can write formulas for edges and endpoints in these four-body cases as

well. Full derivations of this are given in [3] and [5]. Note that this requires us
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Figure 6: A graph of the two cases of four-body decay that we will be consider-

ing. They are referred to as the 2+2+2 case and the 2+3 case, respectively.

to make the approximation m1 = m2 = m3 ' 0. We have numerically verified

that this approximation is valid for our case. Finally, this gives us the formulas

for edges and endpoints. For the 2+2+2 case,

(
m2

123

)
max

=



(m2
X−m2

Y )(m2
Y −m2

4)
m2
Y

mX
mY

> mY
mZ

mZ
m4

(m2
Xm

2
Z−m2

Ym
2
4)(m

2
Y −m2

Z)
m2
Ym

2
Z

mY
mZ

> mZ
m4

mX
mY

(m2
X−m2

Z)(m2
Z−m2

4)
m2
Z

mZ
m4

> mX
mY

mY
mZ

(mX −m4)
2

otherwise

(15)

The equations for m2
ij are very similar to m2

23 in the three-body case.

(
m2

23

)
max

=
(
m2
Y −m2

Z

) (
m2
Z −m2

4

)
/m2

Z , (16)

(
m2

12

)
max

=
(
m2
X −m2

Y

) (
m2
Y −m2

Z

)
/m2

Y , (17)

(
m2

13

)
max

=
(
m2
X −m2

Y

) (
m2
Z −m2

4

)
/m2

Z . (18)

For the 2+3 topology, there is no distinction between particles 2 and 3, so

the kinematics must exhibit a symmetry between 2 and 3,

(
m2

123

)
max

=


(m2

X−mY )(m2
Y −m2

Z)
m2
Y

mX
mY

> mY
m4

(mX −m4)
2

otherwise

(19)
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(
m2

23

)
max

= (mY −m4)
2
, (20)

(
m2

12

)
max

=
(
m2

13

)
max

=
(
m2
X −m2

Y

) (
m2
Y −m2

4

)
/m2

Y . (21)

So far we have explained the edge and endpoint method of mass measure-

ment. This is because it is the method we will use to directly compare to our

new method, which will rely on a full-dimensional phase space analysis. There

are other methods of mass measurement that rely upon methods that are not

fully Lorentz invariant but are invariant under boosts along the beam direction

(useful in the context of hadron colliders). An example of such a method is

the MT2 method, which is examined in [15-21]. Another is the “polynomial”

method. This method is most useful for those decay chains which are possible

to solve analytically. This makes it very useful in the case of the 2+2+2 de-

cay chain. However, our method is superior for the 2+3 decay chain. Further

discussion of the polynomial method can be found in [14], [22], and [23].
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3 Four-body phase space

In this thesis we will be dealing mainly with four-body problems, so we now

consider four-body phase space. Based upon our previous analysis, the phase

space will have a dimensionality of 3n− 7, or 5 in the specific case of four-body

decay. For now, we will rely on the Lorentz-invariant pi ·pj = zij as our variables

of choice. To organize this formalism, we will introduce the matrix Z = {mij}.

Since we have only 5 degrees of freedom, not all of the zij are independent.

Introducing Z allows us to define

∆l = (−1)
l−1
∑

determinant of all l × l diagonal minors of Z, (22)

which will become important shortly.

A phase space density is expressed in terms of a differential volume element

for each degree of freedom. So our volume element should have
∏
i<j

dzij with

six terms, which will be reduced to five do to the presence of a delta function

expressing momentum conservation. In general the reduction of degrees of free-

dom from n (n− 1) /2 to five will be expressed by the inclusion of a number of

Dirac-δ functions.

Beyond this simple overview, the full derivation of the Lorentz invariant

volume element of four-body phase space is surprisingly nontrivial. The full

derivation is given in [24]. Here, we will only cite the results. Switching to the

set of variables m2
ij = (pi + pj)

2
, the volume element of four-body phace space

is

dΠ4 =

∏
i<j

dm2
ij

 C

M2
X∆

1/2
4

δ

∑
i<j

m2
ij −K

 , (23)
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where

C = 8
(4π)10

, K = M2
X + 2

4∑
i=1

m2
i . (24)

Note that MX is the mass of the mother particle. Note that unlike 3-body

phase space this is not a constant: it depends upon ∆4 which depends upon

the kinematics of the event. [24] discusses the boundary of the kinematically

accessible region. For n ≥ 4, the kinematically accessible region is defined by

the conditions

∆l > 0 for l ≤ 4 (25)

and

∆l = 0 for l > 4 (26)

with the bounday of the physical region corresponding to ∆4 = 0.
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4 Mass measurements

Now that we have covered the basic theory of particle decay, we will discuss

our method of mass measurements in detail. In this case, we will be looking a

four-body decay (either the 2+2+2 or the 2+3 decays). For a given data set of

the masses of the final particles (we will label them as particles 1−4 with particle

4 being invisible), we will be looking for the mass values of the intermediate

particles and the invisible particle (labeled X,Y, Z and 4). To do this in our

phase-space method, we will determine a likelihood for each hypothesized mass

value of the intermediate particles.

What is needed, then, is the probability that a given mass hypothesis fits the

given data. Mathematically, this can be represented as follows: the probability

of some event A to occur given that A is dependent upon another event B

occuring is labeled as P (A,B). This is equal to the probability of B times the

probability of A given that B occurs, or expressed mathematically

P (A,B) = P (B)P (A|B) . (27)

If A and B are symmetric, then

P (B)P (A|B) = P (A)P (B|A) . (28)

Recasting this in our language leads to

P (data)P ({m}|data) = P ({m})P (data|{m}) . (29)

This equation should be read as the probability of the data multiplied by the

probability of a particular mass hypothesis given the data is equal to the prob-

14



ability of the mass hypothesis multiplied by the probability of the data given

the mass hypothesis. This equation can be rearranged to yield

P ({m}|data) =
P ({m})
P (data)

P (data|{m}) (30)

This solves for what we are interested in: namely the probability of the mass

hypotheses given the data. Now, it is not known how to compute the probability

of the data nor the probability of the mass hypothses in isolation. However,

this is not necessary as these two quantities can be treated as constants for our

purposes. This leads us to the result

P ({m}|data) ∝ P (data|{m}) . (31)

This we can indeed calculate.

The probability is proportional to the differential width, which is equal to

the phase-space density times the amplitude of the decay:

dΓ =
1

2mX
dΠ4|M|2. (32)

Again, dΠ4 is the four-body phase space from equation 23. What the amplitude

|M|2 looks like will depend upon whether we are in the 2+2+2 decay case or

the 2+3 decay case.

Let us start with the 2+2+2 case. Here the amplitude is proportional to the

Y and Z propagators,

|M|2 ∝ 1

|m2
Y − (p2 + p3 + p4)

2
+ imyΓY |2

1

|m2
Z − (p3 + p4)

2
+ imZΓZ |2

, (33)

where the Γs are the widths of their respective particles. However, usage of the

15



narrow width approximation results in the following simplifications,

1

|m2
Y − (p2 + p3 + p4)

2
+ imyΓY |2

' δ
(
m2

23 +m2
24 +m2

34 −KY

) π

mY ΓY
(34)

where KY = m2
Y +m2

2 +m2
3 +m2

4, and

1

|m2
Z − (p3 + p4)

2
+ imZΓZ |2

' δ
(
m2

34 −m2
Z

) π

mZΓZ
. (35)

Combining this simplified amplitude with the phase-space density we already

reviewed, we can compute the total probability.

The phase space included a factor of
∏

dm2
ij , which in this instance has six

terms: m2
12,m

2
13,m

2
14,m

2
23,m

2
24, and m2

34. The phase space itself has one delta

function that can eliminate one variable, and the amplitude in this case has two

such delta functions. This allows us to reduce the total number of variables to

three. This is convenient because it allows us to eliminate the terms involving

particle four (which may be invisible in our scheme): m2
14,m

2
24, and m2

34.

All this allows us to write the probability of obtaining an event given a

particular mass hypothesis {mσ}

L
(
mσ,m

2
ij

)
=

1

ΓX

1

2mX
µ2
XY 1µ

2
Y Z2µ

2
Z34

π

mY ΓY

π

mZΓZ

1

(4π)
6

2m2
X

Θ (∆4)
1

∆
1/2
4

. (36)

A few explanations are in order. The initial factor 1
ΓX

is a normalization that

ensures that the probability is one when integrated over all possible values (re-

member particle X is the mother particle). The 1
2mX

comes from the definition

of a differential width. The factors of µ are trilinear couplings (the subscripts

represent which particles are coupled) that come from the amplitude. Finally,
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the Θ function ensures that any value that falls outside the physically allowed

region is excluded.

We use the likelihood to determine the best mass hypothesis in a given

number of events. Each of set of events is called a pseudo-experiment. We then

do many pseudo-experiments to get a distribution of winning mass hypotheses.

To obtain a probability for the whole sample, we must multiply the probailities

obtained from each indiviual event. Thus,

L (mσ) =
∏

events

L
(
mσ,m

2
ij

)
. (37)

However, to avoid minute probabilities (the type that computers are likely to

round off to zero), we will take the log of each probability and sum them, which

is mathematically equivalent.

The 2+3 case is a little more complicated, for now we have lost one of our

on-shell constraints. So we now have four degrees of freedom, but we still only

have three known variables (particle four is still invisible). This means our

likelihood function will include an integration over the additional variable. This

yields a similar, but somewhat different, likelihood function

L
(
mσ,m

2
ij

)
=

1

ΓX

∫
dm2

34

1

2mX
µ2
XY 1λ

2
Y 234

π

mY ΓY

1

mY ΓY

1

(4π)
6

2m2
X

Θ (∆4)
1

∆
1/2
4

. (38)

Note that this probability is quite similar to the first one, having many of the

same terms. It differs only by having a quartic coupling λ in place of the trilinear

coupling of the previous equation, and in the presence of the integral over m2
34.

It is possible to perform this integral analytically. This can be done by
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switching variables from m2
ij to {m12,m23,m123,m34}. In this basis, ∆4 may

be written as

∆4 =
1

16

(
am4

34 + bm2
34 + c

)
. (39)

Given this, the range of the m2
34 integral is from s−34 to s+

34. Where,

s±34 = − b

2a
±
√
b2 − 4ac

2a
. (40)

The functional forms of the constants a, b, c are expressed below:

a = λ
(
m2

1,m
2
23,m

2
123

)
, (41)

b = 2Det


2m2

23 m2
123 +m2

23 −m2
1 m2

23 −m2
Y +m2

4

m2
123 +m2

23 −m2
1 2m2

123 m2
123 −m2

X +m2
4

m2
23 −m2

2 +m2
3 m2

123 −m2
12 +m2

3 m2
3 +m2

4

 (42)

b2 − 4ac =

16G
(
m2

12,m
2
23,m

2
123,m

2
2,m

2
1,m

2
3

)
G
(
m2

123,m
2
Y ,m

2
X ,m

2
23,m

2
1,m

2
4

)
. (43)

Here we have introduced the functions λ and G which are defined as such

λ (X,Y, Z) = X2 + Y 2 + Z2 − 2XY − 2Y Z − 2ZX, (44)

G (X,Y, Z, U, V,W ) = XY (X + Y − Z − U − V −W ) +

ZU (Z + U −X − Y − V −W ) +

VW (V +W −X − Y − Z − U) +XZW + Y ZW + Y UW. (45)
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Solving the integral in this basis results in

L
(
mσ,m

2
ij

)
=

1

ΓX

1

2mX
µ2
XY 1λ

2
Y 234

π

mY ΓY

1

(4π)
5

2m2
X

1√
λ0

Θ (−G1) Θ (−G2) , (46)

where

λ0 =
(
m2

1,m
2
23,m

2
123

)
, (47)

G1 = G
(
m2

12,m
2
23,m

2
123,m

2
2,m

2
1,m

2
3

)
, (48)

G2 = G
(
m2

123,m
2
Y ,m

2
X ,m

2
23,m

2
1,m

2
4

)
. (49)

The method for determining liklihoods is unchanged from the 2+2+2 case,

so in the 2+3 case we will also use a large number of events to form into a

number of samples. We will then find the total liklihood:

L (mσ) =
∏

events

L
(
mσ,m

2
ij

)
. (50)

We will now compare the results obtained through the traditional method

of using edges and endpoints with our new method utilizing four-body phase

space. For the 2+2+2 topology, Y and Z are on-shell, this means that m2
12 and

m2
23 have edges. By constrast, m2

13 and m2
123 have endpoints. We can define

the quality-of-fit variable for any mass hypothesis for each set of events as

Q =

 ∑
i=endpts.

(
Oi,predicted −Oi,measured

Oi,measured

)2
F . (51)

Here O represents the predicted and measured positions of each edge and end-

point. F is a function that is defined to be equal to one if the postions of the

(measured) edges and endpoints are smaller than the predicted ones. Otherwise
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F is equal to zero. Thus, it performs much the same role as the step function

in the phase-space analysis.

For the 2+3 case, we no longer have an on-shell condition due to Z. This

turns m2
12 and m2

23 from edges to endpoints. Otherwise, the definition of quality

of fit is not different.

For our liklihood method, let’s start with the 2+2+2 decay chain. We will

work with the spectrum

MX = 500GeV, MY = 350GeV,

MZ = 200GeV, M4 = 100GeV,

m1 = m2 = m3 = 5GeV, (52)

and for each ”experiment” we will use 100 events. We will scan our hypotheses

over a tilted lattice of the form

mσ = M+ (100GeV)
(
αV(1)σ + βV (2)

σ + γV (3)
σ + δV (4)

σ

)
, σ = X,Y, Z, 4, (53)

where

V
(1)
σ = {1, 1, 1, 1},

V
(2)
σ = {1,−1, 0, 0},

V
(3)
σ = {1, 1,−1,−1},

V
(4)
σ = {0, 0, 1,−1}.

(54)

Here V (1) corresponds to the flat direction. For the phase space analysis, we

will scan over a very small range of values:

α ∈
[
−1.5× 10−2, 1.5× 10−2

]
(55)

and

β, γ, δ ∈
[
−1.5× 10−3, 1.5× 10−3

]
. (56)
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We now have a benchmark spectrum and a set of mass hypotheses. We may

now proceed with the analysis described in the previous sections, both the edge

and endpoint analysis and the phase space analysis, where we will use O(103)

pseudo-experiments. For the phase space analysis, as previously described, the

winning value will be the mass hypothesis with the largest phase space density,

determined by the likelihood.

For the 2+3 topology, we will use a similar method. Here our mass spectrum

will be

mX = 500 GeV, mY = 350 GeV, m4 = 100 GeV,

m1 = m2 = m3 = 5 GeV. (57)

Again we will choose an off-axis set of mass hypotheses:

mσ = Mσ + (100 GeV)
(
αV (1)

σ + βV (2)
σ + γV (3)

σ

)
, σ = {X,Y, 4}, (58)

where

V
(1)
σ = {1, 1, 1}

V
(2)
σ = {0, 1,−2}

V
(3)
σ = {2,−1,−1}.

(59)

Here again, V
(1)
σ is the flat direction. Here our range to scan over is

α ∈ [−1, 1]

β ∈ [−0.1, 0.1]

γ ∈ [−0.05, 0.05] .

(60)

This is for the case where the number of events per pseudo-experiment is one

hundred. We will also do this for the case where there are one thousand events
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per pseudo-experiment. For this we will scan over a more appropriate range:

α ∈
[
−3.5× 10−2, 1.0× 10−2

]
β ∈

[
−4.0× 10−3, 4.0× 10−3

]
γ ∈

[
−1.5× 10−3, 0.5× 10−3

]
.

(61)

For the endpoint method, the following numbers were chosen

α ∈ [−2.0, 2.0]

β ∈
[
−4.0× 10−2, 4.0× 10−2]

γ ∈
[
−2.0× 10−2, 2.0× 10−2].

(62)

Again, our method for determining the likelihood is the same as the 2+2+2

decay chain: namely that the most likely mass hypothesis is determined by the

value of our previously defined likelihood function.
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5 Results

We proceeded to run both the phase space and endpoint analyses for one

thousand pseudo-experiments. Here we will list the mean and standard devia-

tion of the distribution of the winning mass hypotheses across pseudo-experiments

(remember that each pseudo-experiment consists of one hundred events). We

have also graphed the distributions for both the 2+2+2 and 2+3 decay chains.

The difference between the two methods can be clearly seen from these graphs:

the phase space method is decisively superior.

First we will analyze the 2+2+2 case as seen in Table 1. Note here the

inaccuracy of the endpoint method compared to the phase space method. How-

ever, the endpoint method is not merely less accurate, but it also is much less

sensitive that the phase space method as shown by its large error. By contrast,

the values obtained by the phase space method is very tightly constrained. This

can also be seen in Figure 7.

Now we will show the same results for the 2+3 decay chain. As can be

seen from Table 2 and Figure 8, the difference between the two methods is

dramatic and decisively in favor of the phase space method. Here, however,

we perform the analysis twice. First, we will use pseudo-experiments of one

hundred events each. Then we will do a second analysis using one thousand

events per experiment. We do this to check our conclusions for low versus high

statistics. Comparing the results shows that the endpoint method actually does

quite well in the N = 1000 case, however it does poorly in the N = 100 case.

This shows us that it requires higher statistics to work well. By contrast our
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Mass (GeV) Phase space End-points

mX 499.89 ±0.60 677.41 ±157.47

mY 349.90 ±0.59 527.19 ±155.96

mZ 199.92 ±0.59 380.11 ±160.57

m4 99.93 ±0.65 277.87 ±156.42

α (−0.87± 6.03)× 10−3 1.78±1.58

β (−0.07± 0.38)
−3

(0.11± 1.54)× 10−2

γ (−0.17± 0.44)× 10−3 (−0.84± 1.44)× 10−2

δ (−0.09± 0.66)× 10−3 (1.12± 3.08)× 10−2

Table 1: The results for the 2+2+2 decay case. Note that the values for the

phase space method are much closer to the actual values than the values ob-

tained by endpoint method. The “error” here is the value of one standard

deviation.
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Figure 7: A graph of the distribution of the winning mass hypotheses for the

phase space and endpoint analysis for the 2+2+2 decay chain. The dashed red

line is the true value of the mass. The dark blue distribution is the phase space

analysis and the light blue distribution represented the endpoint analysis.
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Mass (Gev)
Nevents = 100 Nevents = 1000

Phase space Endpoints Phase space Endpoints

mX 495.84±11.95 434.32±25.93 499.40±0.96 463.32±11.66

mY 345.69±12.13 284.11±28.48 349.39±0.97 312.94±12.08

m4 96.86±13.97 37.61±27.45 99.56±1.08 63.83±11.91

α -0.039±0.127 -0.647±0.272 (−5.49 ± 9.97) × 10−3 -0.37±0.12

β -0.006±0.013 -0.017± 0.020 (0.89 ± 1.05) × 10−3 (−4.4 ± 3.9) × 10−3

γ −0.001 ± 0.005 −0.005 ± 0.012 (0.23 ± 0.38) × 10−3 (−0.2 ± 3.0) × 10−3

Table 2: The mean and standard deviation of the 2+3 case, for both theN = 100

and N = 1000 cases.

method works well in both cases. Our results suggest that, in order for the

endpoint method to converge on the right answer, it would need more statistics,

perhaps on the order of N = 10000. However, the phase space method has

already converged upon the answer in the N = 100 case.
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Figure 8: The distributions for the 2+3 decay cases. The top graphs are for the

N = 100 case, and the lower graphs are for the N = 1000 case. Again, notice

the much better fit of the phase-space method (dark blue) versus the endpoint

method (light blue).
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6 Conclusions

We have demonstrated that the phase space method provides significantly

superior results to the endpoint method. This is especially true in the case of low

statistics. This is important because we might be forced to use low statistics to

test any future new physics. This is to be expected because some information is

lost when the phase space is projected onto a one-dimensional observable, which

happens when using edges or endpoints.

While our method is very useful, there are some areas for further study to

improve its effectiveness, especially to simulate realistic conditions in particle

accelerators. For instance, in this paper, we have assumed perfect energy reso-

lution. Clearly, this is an approximation. Imperfect detectors can be taken into

account by convoluting the likelihood with the response of the detector. The

likelihood then has a tail beyond the boundary of phase space. We have also

ignored the possibility of backgrounds in our analysis. However, it is entirely

possible to modify the liklihood so that it is based upon a joint signal plus

background hypothesis to be applicable to the more general case.
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