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The matrix plays an essential role in many theoretical computer science and machine learning problems. In this thesis, we develop a better understanding of matrices with a view towards these applications. Our insights yield improvements for a number of old, well-studied algorithmic problems.

In this thesis, we study matrices from three perspectives. We first consider their role in optimization. We study a number of matrix optimization problems, and propose new solvers and results for linear programs, empirical risk minimization, ordinary differential equations, deep neural networks. We next consider how random matrices concentrate. Specifically, we generalize a number of scalar Chernoff-type concentration inequalities and the Spencer-type discrepancy theorems to matrices. Finally, we develop new algorithms for problems on matrices. These fall roughly into two sub-categories, namely matrix factorization problems and structured recovery problems. In the first category, we propose a number of new algorithms
for a variety of low-rank matrix factorization problems. In the second category, we give new algorithms for some recovery tasks with structured matrices. We design matrices and corresponding algorithms for compressed sensing tasks, and we give fast algorithms for the sparse Fourier transform problem, which can be thought of as a sparse recovery problem where one cannot freely choose the matrix. We now describe our contributions in more detail.

Linear programming is one of the fundamental problems in computer science. In both theory and practice, many problems can be solved via linear programming, and doing so often yields the best-known runtime. We present an algorithm that runs in the current matrix multiplication time, which breaks a thirty-year-old barrier. Furthermore, our technique can be generalized to speed up a large family of convex optimization problems, i.e., empirical risk minimization.

Sampling logconcave functions which arise in statistics and machine learning has been the subject of intensive study. This problem can be thought of as a special case of solving multivariate ordinary differential equations (ODEs). Under sufficiently strong smoothness conditions, discrete algorithms of Hamiltonian Monte Carlo (HMC) have runtime and number of function evaluations growing with the dimension. We give new algorithms that obtain a nearly linear implementation of HMC for a broad class of smooth, strongly logconcave densities, with the number of iterations (parallel depth) and gradient evaluations being polylogarithmic in the dimension (rather than polynomial, as in previous work).

Deep neural networks (DNNs) have demonstrated dominating performance in many fields; since AlexNet, networks used in practice are going wider and deeper. We prove why stochastic gradient descent (SGD) can find global minima on the training objective of DNNs in polynomial time. We only make two assumptions: the inputs are non-degenerate and
the network is over-parameterized. Furthermore, our results also hold for Recurrent Neural Networks (RNNs) which are multi-layer networks widely used in natural language processing. They are harder to analyze than feedforward neural networks, because the same recurrent unit is repeatedly applied across the entire time horizon.

The Chernoff bound for the concentration of scalar random variables is a fundamental tool in the analysis of randomized algorithms. Over the past decade, a matrix generalization of the Chernoff bound has also found widespread application, but this generalization is fairly restrictive. For a number of decades, it has been open whether one can remove some of these restrictions. We answer this question in the affirmative by giving a number of new matrix Chernoff bounds under more relaxed independence assumptions than before.

Spencer's theorem is a famous result in discrepancy theory, and it is an important open question how to generalize this result to the matrix setting. We make progress on this, and prove a matrix generalization of this result, in some restricted settings. Our result also generalizes the famous Kadison-Singer conjecture.

The classical low rank approximation problem is : given a matrix $A$, find a rank- $k$ matrix $B$ such that the Frobenius norm of $A-B$ is minimized. It can be solved in polynomialtime using, for instance, singular value decomposition. If one allows randomization and approximation, it can be solved in time proportional to the number of non-zero entries of $A$ with high probability. We consider a number of natural generalizations of this important problem. We generalize the problem to consider a number of different norms, including weighted norms, entry-wise L1, and more general loss functions including Huber and Tukey loss. We also consider the natural tensor version of the problem. For all these settings, we give new state-of-the-art algorithms, including a number of new fixed parameter tractable
algorithms.
Compressed Sensing, or sparse recovery, is a powerful mathematical framework whose goal is to reconstruct an approximately sparse signal from linear measurements. We consider the extensively studied problem of L2/L2 compressed sensing. Our algorithm has faster decoding time and significantly smaller column sparsity, answering two open questions of prior work. Previous work on sublinear-time compressed sensing employed an iterative procedure, recovering the heavy coordinates in phases. We completely depart from that framework, and give the first sublinear-time algorithm which achieves the optimal number of measurements without iterating.

The Fourier transform is ubiquitous in computer science, mathematics, and beyond. In recent years, a number of works have studied methods for computing the Fourier transform in sublinear time if the output is sparse. We consider two important settings in which this occurs: namely, the sparse high-dimensional setting, and the sparse continuous setting. In the high dimensional setting, we consider the extensively studied problem of computing a $k$-sparse approximation to the $d$-dimensional Fourier transform of a length $n$ signal. Our algorithm achieves a nearly optimal sample complexity and runs in time comparable to the Fast Fourier Transform. All previous algorithms proceed either via the Restricted Isometry Property or via filter functions. Our approach totally departs from the aforementioned techniques, and we believe is a new approach to the sparse Fourier transform problem.

While many of the works on sparse Fourier transforms have focused on the discrete setting, in many applications the input signal is continuous and naive discretization significantly worsens the sparsity level. Assuming the frequency gap is known, we present an algorithm for robustly computing sparse Fourier transforms in the continuous setting. Know-
ing the frequency gap is necessary for robustly identifying individual frequencies. However, was unknown whether interpolating the signal also requires a frequency gap. We resolve this problem by giving an algorithm which shows that such a gap not necessary for estimating the signal.
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> 11.1 Filter $\widehat{G^{\prime}}(f)$
> 11.2 For an arbitrary frequency interval $\left[l_{j}-\frac{\Delta l}{2}, l_{j}+\frac{\Delta l}{2}\right]$, we scale it by $2 \pi \sigma \beta$ to get a longer interval $\left[2 \pi \sigma \beta\left(l_{j}+\frac{\Delta l}{2}\right), 2 \pi \sigma \beta\left(l_{j}-\frac{\Delta l}{2}\right)\right]$. Then, we wrap the longer interval on a circle $[0,2 \pi)$. The number of folds after wrapping is $\lceil\sigma \beta \Delta l\rceil$. For any random sample, the observation $c_{j}$ is close to the true answer within $1 / \rho$ with some "good" probability.
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\begin{aligned}
& \text { 11.3 The number of "blue" regions is equal to the number of folds } m \text {. The number } \\
& \text { of total regions is } t \text {. For each observed } c_{j} \text {, instead of checking all the } t \text { regions, } \\
& \text { we only assign vote to the these "blue" regions. Since only these } m \text { "blue" } \\
& \text { regions can be the candidate region that contains frequency } f \text {. . . . . . } 727
\end{aligned}
$$

11.4 We demonstrate the algorithm for merging various stages $(R=O(\log k))$ on
2-dimensional data. Note that the true data should be 3-dimensional, since
for each tone $\left(v_{i}, f_{i}\right), v_{i} \in \mathbb{C}$ and $f_{i} \in \mathbb{R}$. The $x$-axis represents the frequency
and the $y$-axis represents the real part of magnitude.
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13.1 Illustration of box $\mathcal{B}_{\infty}(c, r)$ and grid $\mathcal{G}_{r_{g}}$. Box $\mathcal{B}_{\infty}(c, r)$ refers to all the points in the square centered at $c$ with side length $2 r$. Grid $\mathcal{G}_{r_{g}}$ refers to all the solid round points, and the distance between origin $O$ and $A_{0}$ is $r_{g}$. Note that the dashed lines are decision boundaries of the projection $\Pi_{r_{g}}$, and all the points inside a minimum cell separated by the dashed lines are mapped (by $\Pi_{r_{g}}$ ) to the same grid point in $\mathcal{G}_{r_{g}}$ (which is the center of the cell). We have $\Pi_{r_{g}}(c)=A_{1}$ and $\Pi_{r_{g}}\left(\mathcal{B}_{\infty}(c, r)\right)=\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$.
13.2 Illustration of the behavior of Line 16 to Line 20 in Algorithm 13.3. For any $f \in[p]^{d}$, we draw box $\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}, 2^{1-h} \nu_{\ell}\right)$ after $h$ iterations of the for loop between Line 17 and Line 19 in Algorithm 13.3, where $h \in\{0,1, \ldots, H\}$. Conditioned on LinfinityReduce is correct, for every $h \in\{0,1, \ldots, H\}$, after $h$-th iteration we have $\widehat{x}_{f} \in \mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}, 2^{1-h} \nu_{\ell}\right)$. When $h=0$, i.e. before the loop between Line 17 and Line 19 starts, we know that $\widehat{x}_{f} \in$ $\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}, 2 \nu_{\ell}\right)$ as depicted by (a). After each iteration in $h$, the radius of the box shrinks by half (and its center might change). Finally after $H$ iterations, as depicted by (c), we obtain $z^{(\ell-1)}$ such that $\widehat{x}_{f} \in \mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)$.
13.3 Illustration of the iteration between Line 25 and Line 28 in Algorithm 13.3. The round solid points represent grid points in $\mathcal{G}_{\beta \nu}$, and the dashed lines represent decision boundaries of $\Pi_{\beta \nu_{\ell}}$. In this example we have $\mid \operatorname{supp}\left(y^{(\ell-1)}+\right.$ $\left.z^{(\ell)}\right) \mid=3$, and the dotted squares represent boxes $\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)$ for $f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)$. The algorithm repeatedly samples a random shift $s \sim \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)$, until all the shifted boxes $\left\{\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)+\right.$ $s\}_{f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)}$ do not intersect with the dashed lines (i.e. decision boundaries of $\Pi_{\beta \nu_{\ell}}$ ). In the figure, we color a shifted box in green if it does not intersect with dashed lines, and color in red otherwise. After a series of failed attempts from (a) to (b), we finally have a successful attempt in (c).
13.4 Illustration of good and bad shifts in Definition 13.2.6. In (a), the small square represents box $\mathcal{B}_{\infty}\left(c, r_{b}\right)$, and the dashed lines represent the decision boundary of $\Pi_{r_{g}}$. The arrows in (b) and (c) represent two different shifts, where the shift in (b) is an example of good shift, since the shifted box does not intersect with the decision boundaries of $\Pi_{r_{g}}$, while the shift in (c) is an example of bad shift, since the shifted box intersects with the decision boundaries of $\Pi_{r_{g}}$.
13.5 Illustration of Lemma 13.2.6. In (a) the smallest square represents box $\mathcal{B}_{\infty}\left(c, r_{b}\right)$, the medium-sized square represents $\mathcal{B}_{\infty}\left(c, r_{s}\right)$, and the dashed lines represent decision boundaries of $\Pi_{r_{g}}$. Note that for $s \sim \mathcal{B}_{\infty}\left(0, r_{s}\right)$, the center of the shifted box $s+\mathcal{B}_{\infty}\left(c, r_{b}\right)$ is $s+c \sim \mathcal{B}_{\infty}\left(c, r_{s}\right)$. Shift $s$ is good (recall in Definition 13.2.6) for box $\mathcal{B}_{\infty}\left(c, r_{b}\right)$ and grid $\mathcal{G}_{r_{g}}$ if and only if the distance between $s+c$ and decision boundaries of $\Pi_{r_{g}}$ is greater than $r_{b}$. In (b), we draw in red the set of points which are within distance at most $r_{b}$ to the decision boundaries of $\Pi_{r_{g}}$. Then in (b) the red part inside $\mathcal{B}_{\infty}\left(c, r_{s}\right)$ corresponds to bad shifts (plus $c$ ), and the green part corresponds to good shifts (plus c). Intuitively, the fraction of the green part is at least $\left(1-r_{b} / r_{s}\right)^{2}$ because the vertical red strips can cover a width of at most $2 r_{b}$ on the $x$-axis of $\mathcal{B}_{\infty}\left(c, r_{s}\right)$ (whose side length is $2 r_{s}$ ), and the horizontal red strips can cover a width of at most $2 r_{b}$ on the $y$-axis.
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15.1 (a) Huber function (top) (b) Tukey function (bottom) ..... 994
15.2 $\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{T \cap \bar{S}}\right\|_{H}$ is the displacement error ..... 1000
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17.1 The $x$-axis is $n$ where $A \in \mathbb{R}^{n \times n}$, and the $y$-axis is $\left\|A^{\prime}-A\right\|_{1}$ where $\operatorname{rank}\left(A^{\prime}\right)=$ $k$. This figure shows the performance of both our algorithm and [DZHZ06] on input matrix $A$ defined as Equation (17.40).1287
17.2 The $x$-axis is $n$ where $A \in \mathbb{R}^{n \times n}$, and the $y$-axis is $\left\|A^{\prime}-A\right\|_{1}$ where $\operatorname{rank}\left(A^{\prime}\right)=$ $k$. This figure shows the performance of both our algorithm and [BDB13] on input matrix $A$ defined as Equation (17.41).
17.3 The $x$-axis is $n$ where $A \in \mathbb{R}^{n \times n}$, and the $y$-axis is $\left\|A^{\prime}-A\right\|_{1}$ where $\operatorname{rank}\left(A^{\prime}\right)=$ $k$. This figure shows the performance of both our algorithm and [Kwa08] on input matrix $A$ defined as Equation (17.42). Algorithm [Kwa08] has two ways of initialization, which have similar performance on matrix $A$.
17.4 The $x$-axis is $n$ where $A \in \mathbb{R}^{n \times n}$, and the $y$-axis is $\left\|A^{\prime}-A\right\|_{1}$ where $\operatorname{rank}\left(A^{\prime}\right)=$ $k$. Algorithm [KK05] has two ways of initialization. The left figure shows the performance of both our algorithm and [KK05] with random vector initialization on input matrix $A$ defined as Equation (17.43). The right figure shows the performance of both our algorithm and [KK05] with top singular vector initialization on input matrix $A$ defined as Equation (17.45).
17.5 Let $A$ be $(2 n+2) \times(2 n+2)$ input matirx. (a) shows the performance of all the algorithms when the matrix dimension is growing. The $x$-axis is $n$, and the $y$-axis is $\left\|A^{\prime}-A\right\|_{1}$ where $A^{\prime}$ is the rank- 3 solution output by all the heuristic algorithms and also ours. The $\ell_{1}$ residual cost of all the other algorithms is growing much faster than ours, which is consistent with our theoretical results. (b) shows the running time (in seconds) of all the algorithms when the matrix dimension $n$ is growing. The $x$-axis is $n$ and the $y$-axis is time (seconds). The running time of some of the algorithms is longer than 3 seconds. For most of the algorithms (including ours), the running time is always less than 3 seconds. 1298
20.1 The blue curve is the Huber function which combines an $\ell_{2}$-like measure for small $x$ with an $\ell_{1}$-like measure for large $x$. The red curve is the "reverse" Huber function which combines an $\ell_{1}$-like measure for small $x$ with an $\ell_{2}$-like measure for large $x$.
21.1 A 3rd order tensor with size $8 \times 8 \times 8$.
21.2 Flattening. We flatten a third order $4 \times 4 \times 4$ tensor along the 1 st dimension to obtain a $4 \times 16$ matrix. The red blocks correspond to a column in the original third order tensor, the blue blocks correspond to a row in the original third order tensor, and the green blocks correspond to a tube in the original third order tensor.
21.3 A 3rd order tensor contains $n^{2}$ columns, $n^{2}$ rows, and $n^{2}$ tubes.
21.4 A third order tensor has three types of faces: the column-row faces, the column-tube faces, and the row-tube faces ..... 1500
21.5 Column subset selection, row subset selection and tube subset selection. ..... 1503
21.6 An example tensor CURT decomposition. ..... 1506
21.7 Let $W$ denote a tensor that has columns(red), rows(green) and tubes(blue). For each $i \in[3]$, let $W_{i}$ denote the matrix obtained by flattening tensor $W$ along the $i$-th dimension. ..... 1659
21.8 Each face $W_{*, *, i}$ is a column-row face. $W_{*, *, 1}$ is the bottom column-row face. $r=3$. The blue blocks represent column-tube faces, the red blocks represent column-tube faces. ..... 1661
21.9 Each face $W_{*, *, i}$ is a column-row face. $W_{*, *, 1}$ is the bottom column-row face. $r=3$. The blue blocks represent $\left|C_{3}\right|$ column-tube faces. The green blocks represet $\left|R_{3}\right|$ row-tube faces. In each column-row face, the intersection be- tween blue faces and green faces is a size $\left|R_{3}\right| \times\left|C_{3}\right|$ block, and all the entries in this block are the same. ..... 1666
21.10Cover number. For a 3SAT instance with $n$ variables and $m$ clauses, we can draw a bipartite graph which has $n$ nodes on the left and $m$ nodes on the right. Each node (blue) on the left corresponds to a variable $x_{i}$, each node (green) on the right corresponds to a clause $C_{j}$. If either $x_{i}$ or $\bar{x}_{i}$ belongs to clause $C_{j}$, then we draw a line between these two nodes. Consider an input string $y \in\{0,1\}^{7}$. There exists some unsatisfied clauses with respect to this input string $y$. For for example, let $C_{1}, C_{2}$ and $C_{3}$ denote those unsatisfied clauses. We want to pick a smallest set of nodes on the left partition of the graph to guarantee that for each unsatisfied clause in the right partition, there exists a node on the left to cover it. The cover number is defined to be the smallest such number over all possible input strings. ..... 1682
21.11There are $3 n+m$ column-row faces, $V_{i}, \forall i \in[n], S_{i}, \forall i \in[n], M_{i}, \forall i \in[n]$, $C_{l}, \forall l \in[m]$. In face $C_{l}$, each $u_{l, j}$ is either $x_{i}$ or $\bar{x}_{i}$ where $x_{i}=e_{2 i-1}$ and $\bar{x}_{i}=e_{2 i-1}+e_{2 i}$ ..... 1688
21.12Two possibilities for $V_{i}^{(1)}, \forall i \in[n], V^{(2)}, \forall i \in[n], M_{i}^{(1)}, \forall i \in[n]$. ..... 1690
$21.13 \widetilde{V}_{i}, \widetilde{S}_{i}, \widetilde{M}_{i}, \widetilde{C}_{l}$. ..... 169321.14There are $n+p$ matrices $A_{i} \in \mathbb{R}^{2 \times(2 n+p)}, \forall i \in[n+p]$ and $2 n+p$ matrices$B_{i} \in \mathbb{R}^{2 \times(n+p)}, \forall i \in[2 n+p]$. Tensor $A$ and tensor $B$ represet the same tensor,and for each $i \in[n+p], j \in[2], l \in[2 n+p],\left(A_{i}\right)_{j, l}=\left(B_{l}\right)_{j, i}$.1694
21.15For any $i \in[n], \beta_{i, 1} \in \mathbb{R}$, for any $l \in[m], \gamma_{l, 1}, \gamma_{l, 2} \in \mathbb{R}$, for any $l \in[m]$, if the first literal of clause $l$ is $x_{j}$, then row vector $u_{l, 1}=e_{2 i-1} \in \mathbb{R}^{2 n}$; if the first literal of clause $l$ is $\bar{x}_{j}$, then row vector $u_{l, 1}=e_{2 i-1}+e_{2 i} \in \mathbb{R}^{2 n}$. .
21.16For any $i \in[n], \beta_{i, 1} \in \mathbb{R}$. For any $i \in[q], \beta_{i, 2} \in \mathbb{R}$. For any $l \in[m]$, $\gamma_{l, 1}, \gamma_{l, 2} \in \mathbb{R}$. For any $l \in[m]$, if the first literal of clause $l$ is $x_{j}$, then row vector $u_{l, 1}=e_{2 i-1} \in \mathbb{R}^{2 n}$; if the first literal of clause $l$ is $\bar{x}_{j}$, then row vector $u_{l, 1}=e_{2 i-1}+e_{2 i} \in \mathbb{R}^{2 n}$.
22.1 Sketching v.s. importance sampling. Running time with growing dimension .

24.1 Our construction of $A$ and $b$ for the proof that Count-Sketch does not obey
the $\ell_{\infty}$ guarantee. $\alpha<d$. .
24.2 Count Sketch matrix $S \in \mathbb{R}^{m \times n}$. Event I, for any $k^{\prime} \in[d]$ and $k^{\prime} \neq k$, $\operatorname{supp}\left(S_{k}\right) \cap \operatorname{supp}\left(S_{k^{\prime}}\right)=\emptyset$. Event II, there exists a unique $k^{\prime} \in\{d+1, d+$ $2, \cdots, d+\alpha\}$ such that $S_{k}$ and $S_{k^{\prime}}$ intersect at exactly one location(row index).
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25.1 Algorithm for Orlicz norm regression
27.1 The grid structure over the point set. From top to bottom, three levels of grids are
shown. Each cell splits into $2^{d}$ cells in the next level. . . . . . . . . . . . . . . . 2091
27.2 Random shift of grid brings down the number of heavy cells. In the left panel, we have a bad alignment of points and grids such that many cells contain lots of points. In the right panel, after the random shift, only two cells contain many points.
30.1 Birthday paradox for triangle inequality: let $w_{1}, w_{2}, w_{3}$ be three windows of length $d=8$ and assume $\lambda=1 / 2$. The LCS between $w_{1}$ and $w_{2}$ is $\lambda d=4$ and the LCS between $w_{2}$ and $w_{3}$ is $\lambda d=4$. Finally due to birthday paradox, we expect that the LCS between $w_{1}$ and $w_{3}$ is $\lambda^{2} d=2$.
30.2 Let $w_{i}, w_{a}, w_{b}$ and $w_{j}$ denote four windows and each of them has length $d=8$. This figure shows how the intersection of the edges of three windows are taken in order to construct a solution for the LCS of $w_{i}$ and $w_{j}$. If the size of the intersection is large, then such a tuple is called constructive. The solid lines represent LCS between two strings, and the dashed line represents the intersection of the three LCSs.
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30.3 Red rectangles show the elements of $\mathrm{sa}_{i}$ that contribute to lis $(A)$ and gray circles show the elements of sa that are sampled via our algorithm.
30.4 The graph on the left is an example of the string-based graph and the graph on the right is an example of the character-based graph.
30.5 computing a set of common subsequences between $w_{a}$ and $w_{i}$ for each $i$ such that every character of $w_{a}$ appears at most once among the sequences for a fixed $i$
30.6 The flowchart of the $O_{\lambda}\left(n^{\epsilon}\right)$ time algorithm is shown.
32.1 Each tree with green edges on the top-left is a rooted tree of each contracted component. For example, there are five components $\{1,2,3\},\{4,5,6,7\},\{8,9$, $10,11,12\},\{13,14,15\},\{16,17\}$. The dashed edges in the bottom-left figure is a root spanning tree of five components. The red edges in the top-right figure correspond to the dashed edges in the bottom-left figure before contraction. In bottom-right figure, by changing (see blue edges) the root of each contracted tree, we get a rooted spanning tree in the original graph
32.2 Given a tree that has 42 vertices (top-left), we label all the vertices from 1 to 42. Firstly, we sample some leaves (red vertices, i.e. $\{5,13,24,30,32,34,36,37$, $40,42\}$ ) in the tree (top-right tree). Then we find a DFS sequence of the tree (the tree formed by all the blue and red vertices in the bottom-left tree) which only contains all the sampled leaves and their ancestors. Finally, we recursively find the DFS sequences of remaining subtrees(bottom-right).
32.3 A hard example for [RMCS13]. For each $i \in\{2,3, \cdots, n / D-1\}$ and $j \in$ $\{1,2, \cdots, D-1\}$, node $(i-1) \cdot D+j$ has degree 4 . For node $D$ and $n$, they have degree 2. Node 0 has degree $D$. All the other nodes have degree 3. . . .
32.4 An example where \#roots $\approx \sum_{i=1}^{20} 1 /\left(d\left(v_{i}\right)+1\right)$. For each node, it has two numbers, the first number is the ID, and the second number is weight. $\sum_{i=1}^{20} 1 /\left(d\left(v_{i}\right)+1\right)=1 / 4+1 / 3+1 / 3+1 / 6+1 / 5+1 / 5+1 / 5+1 / 5+1 / 5+1 / 6$ $+1 / 4+1 / 6+1 / 8+1 / 7+1 / 6+1 / 9+1 / 8+1 / 7+1 / 6+1 / 4 \approx 3.89$ and \#roots= 4 .
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## Chapter 1

## Introduction

### 1.1 Introduction

Many important questions in computer science can be formulated as problems on matrices. Having a better understanding of the matrix is crucial for devising fast algorithms for many fundamental problems, including a majority of the 10 most important algorithms of the 20th century [Cip00]. Examples of this include linear programming, Metropolis algorithm for Monte Carlo, matrix/tensor factorization, low-rank approximation, Fourier transforms, etc. In this thesis, we make progress on a number of long-standing open problems related to this areas. Along the way, we propose a number of new techniques which be could be useful in the future. We first summarize several core ideas, new insights, and new techniques related to the matrix. These techniques will eventually lead to fast algorithms. Later on in the introduction, we go to the details of each category.

- Sketching. A powerful technique we will use in many places throughout this thesis is sketching. Given a matrix $A \in \mathbb{R}^{n \times d}$, our goal is to produce a concise representation of $A$ to summarize informationa about $A$ without using $A$ directly. This is typically done by choosing a "small" sketching matrix $S$, and replacing $A$ with $S A$. We say $S A$ is a sketch of $A$. There are many previously studied choices for $S$, depending on the specific problem instance, including random Gaussian matrices, subsampled
randomized Hadamard matrices, and Count-Sketch matrices. By using $S A$, which is typically much smaller than $A$, we are able to speed up a number of algorithms.

This idea is often called "sketch and solve" in numerical linear algebra. Suppose that, for a given problem, we can produce a solver, which we wish to speed up. Oftentimes, we can apply a sketching matrix to reduce the dimensionality/freedom/size of the original problem, and then run the original solver on this smaller problem, and obtain a faster algorithm. Some classical examples are $\ell_{2}$ norm linear regression and Frobenius norm low-rank approximation. A number of results in this thesis use much more complicated versions of these sketching techniques, such as "guess and sketch" and "sketch and iterate," to achieve similar speed-ups in other problem settings. Many results in this thesis modify the classical iterating algorithms more decently with a better understanding of hashing-trick, sampling, and concentration techniques.

- Sampling. Given a matrix $A \in \mathbb{R}^{n \times d}$, our goal is to obtain a concise representation of $A$ by sampling some rows of $A$ and reweighting them. Let $D \in \mathbb{R}^{n \times n}$ denote a sparse diagonal matrix. Then $D A$ can be viewed as a sampled version of $A$. The goal of this is similar to sketching, as the goal is to produce a smaller representation of $A$, so that our algorithms run faster. In our context, the main difference between sketching and sampling is that in sketching, each row of $S A$ is a linear combination of rows in $A$, and whereas when we sample, each row of $D A$ is a row of $A$ with reasonable rescaling factor. There are several well-known examples, e.g. importance sampling, leverage scores sampling, and Lewis weights sampling.
- By sampling (in conjunction with some other ideas), we are able improve the
runtime for solving some convex problems, e.g. linear programs [CLS19]. We propose an algorithm that solves linear programs in the current matrix multiplication time. Our result breaks a thirty-year-old barrier.
- Sampling can also be used to solve some non-convex problems. We give a nearly optimal matrix CUR decomposition [SWZ17, SWZ19b] algorithm. We also extend the definition of matrix CUR problem to tensor CURT problem [SWZ19b] and provide a nearly optimal algorithm.
- Sampling can be used to speed up the iterating algorithm for orthogonal tensor decomposition [SWZ16]. This leads to a sublinear time finally.
- Matrix Maintainance. Given a matrix $A$ and a sequence of $T$ matrices $W^{1}, W^{2}, \cdots$, $W^{T}$, our goal is to approximately maintain $f\left(A, W^{t}\right)$ over all the iterations. Formally speaking, whenever we receives $W^{t}$, we want to generate $g\left(A, W^{t}\right)$ such that $g\left(A, W^{t}\right) \approx f\left(A, W^{t}\right)$. The objective is to do so faster than simply calculating $f\left(A, W^{t}\right)$ independently for each $t=1, \ldots, T$, by leveraging some structure in the sequence of update matrices.
- In [LSZ19], we propose a technique for doing this, which we call "iterate and sketch", when $f$ takes the form of a projection. Specifically, we consider functions $f$ of the form

$$
f(A, W)=\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}
$$

When using the central path method to solve linear programs, in each iteration we need to multiply $f\left(A, W^{t}\right)$ by some vector. However, since the updates $W^{t}$ are
very structured, we don't need to compute this from scratch. By instead cleverly maintaining the sequence of updates, we are able to decrease the running time of the solver. Note that this idea is very different from "sketch and solve" described in the early paragraph. The main difference between "sketch and solve" and "iterate and sketch" is, the former just uses the original solver as a black-box, whereas the latter changes the original solver and uses a different sketching matrix over each iteration of the solver. There are other examples in the thesis can be thought of as "iterate and sketch", e.g. [CLS19, SWZ16].

- Matrix Concentration. The Chernoff bound for the concentration of scalar random variables is a fundamental and ubiquitous tool in the analysis of randomized algorithms. One common form of the bound is the following: given a list of independent random variables $x_{1}, \cdots, x_{k} \in[0,1]$ with mean $\mu$, then

$$
\operatorname{Pr}\left[\left|\frac{1}{k} \sum_{i=1}^{k} x_{i}-\mu\right|>\epsilon\right] \leq 2 \exp \left(-\Omega\left(k \epsilon^{2}\right)\right) .
$$

There is a natural generalization of this to matrices. Namely, if $X_{1}, \cdots, X_{k}$ are independent $n \times n$ complex Hermitian random matrices with $\left\|X_{i}\right\| \leq 1$ and mean $\mu$, then the following is true:

$$
\operatorname{Pr}\left[\left\|\frac{1}{k} \sum_{i=1}^{k} X_{i}-\mu\right\|>\epsilon\right] \leq 2 n \exp \left(-\Omega\left(k \epsilon^{2}\right)\right)
$$

Over the past decade, the matrix generalization of the Chernoff bound has also found widespread application, but this generalization is fairly restrictive. In particular, this bound requires strong independence of the individual $X_{i}$. In contrast, in the scalar setting, it is known that often times one can get away with some weak dependences
between the summands. For a number of decades, it has been open whether one can remove some of these restrictions in the matrix setting as well.

- In the scalar setting, it is well-known that if the random variables follow the dependence structure of a random walk on a graph, then the random variables still obey a Chernoff-style bound. It was conjectured by Wigderson and Xiao that a similar result holds in the matrix setting. In [GLSS18], we resolve this conjecture in the affirmative. Formally speaking, let $v_{1}, \cdots, v_{k}$ denote a random walk on expander graph $G$, let $f$ denote a mapping $f: V \rightarrow \mathbb{R}^{n \times n}$ with $\|f(v)\| \leq 1$, $\forall v \in V$, then $\sum_{i=1}^{k} f\left(v_{i}\right)$ follows matrix Chernoff bound.
- We show a matrix Chernoff bound for random spanning trees [KS18]. Such a result was conjectured by Batson, Spielman, Srivastava and Teng [BSST13]. Formally speaking, let $A_{1}, \cdots, A_{k} \in \mathbb{R}^{n \times n}$ denote a list of matrices where each of them corresponds to a random spanning tree. We show that $k=O\left(\log ^{2} n\right)$ suffices to imply that $\sum_{i=1}^{k} A_{i}$ gives spectral sparsifier for graph $G$.
- Sketch and Guess. The "sketch and guess" is the following, surprisingly powerful, paradigm: to solve matrix (or tensor) factorization problem, first demonstrate that the optimal solution may be represented as a concise sketch with fewer degrees of freedom, and then simply "guess" this sketch by exhaustively searching over all possible sketches. Since we have reduced the degrees of freedom, this exhaustive search can be done relatively efficiently. For instance, consider the problem of low-rank factorization. Given a matrix $A \in \mathbb{R}^{n \times n}$, our goal is to find two matrices $U \in \mathbb{R}^{n \times k}$ and $V \in \mathbb{R}^{k \times n}$ so that $\|U V-A\|_{F}$ is minimized. The idea is to write a polynomial system with a small
number of variables and constraints, abd low degree, and then run a polynomial system solver on this small polynomial system. For example, in order to solve min $\|U V-A\|_{F}^{2}$, we can create $2 n k$ variable (one for every entry of $U$ and $V$ ), and minimize the resulting degree-4 polynomial system. The polynomial system solver has exponential dependence on the number of variables, and thus has runtime $2^{O(n k)}$. The trick to reduce the number of variables is choosing two sketching matrices $S$ (a fat one, it has size $O(k) \times n$ ) and $R$ (a tall one, it has size $n \times O(k)$ ), then focusing on $\min _{X, Y}\|A S X Y R A-A\|_{F}^{2}$. To solve this problem, we can create $O\left(k^{2}\right)$ variables to minimize a degree-4 polynomial system, resulting in a runtime that, while exponential in $k^{2}$, is polynomial in $n$. Of course, for this specific problem, this technique is overkill, as we can solve this problem in time which is polynomial in both $n$ and $k$ via SVD. However, in situations where the problem we are trying to solve is NP-hard, this technique (and extensions thereof) can provide a nearly optimal approximation algorithms.
- We first propose the "guess a sketch" idea in [RSW16]. The combination of guessing and sketching can be used to get FPT-type algorithms for several matrix/tensor factorization problems [SWZ17, SWZ19b].
- For the entry-wise L1 norm, we propose "sketch and relax" idea in [SWZ17]. We want to solve min $\|U V-A\|_{1}$. To write a polynomial, we need to create variables for $U, V$ and also $n^{2}$ sign variables. To reduce the number of variables, we use L1 embedding matrix to reduce the dimension from $n$ to $r=\operatorname{poly}(k)$ and then relax the problem to Frobenius by losing some factors in the approximation ratio.

Eventually, we just need to solve

$$
\min _{X, Y}\left\|T_{1} A S X Y R A T_{2}-T_{1} A T_{2}\right\|_{1}
$$

Since the number of rows of $T_{1}$ and $T_{2}^{\top}$ is small, thus, we only need to create small number of sign variables, and as a result we obtain a faster runtime.

- For the tensor case, we propose "sketch and rotate" idea in [SWZ19b]. We want to solve min $\|U \otimes V \otimes W-A\|_{F}^{2}$. Slightly different from matrix case, we can create $3 n k$ variables to minimize a degree-6 polynomial system. Applying the sketching trick again, we can write

$$
\min _{X, Y, Z}\left\|A_{1} S X \otimes A_{2} R Y \otimes A_{3} T Z-A\right\|_{F}^{2}
$$

where $A_{1}, A_{2}, A_{3} \in \mathbb{R}^{n \times n^{2}}$ are the three possible flattening of tensor $A$ and $S, R, T$ are random sketching matrices.

- Iterating and Concentration. Deep neural networks (DNNs) have demonstrated dominating performance in many fields; since AlexNet, networks used in practice are going wider and deeper. We want to give some explanation about why stochastic gradient descent (SGD) can find global minima on the training objective of DNNs and Recurrent Neural Networks (RNNs). In previous paragraphs, we have discussed several techniques for improving convex, non-convex, and NP-hard problems. Unfortunately, the theory of deep learning cannot benefit from those "sketch and solve", "sketch and iterate", and "sketch and guess" techniques.
- One view of the over-parameterization theory of DNNs [AZLS19] is, $\|\phi(W x)\|_{2}$ has a good concentration when $x$ is some fixed unit vector, $W$ is random Gaussian matrix, and $\phi(t)=\max \{t, 0\}$ is the ReLU activation function. Technically
speaking, if we normalize $W$ properly, $\|\phi(W x)\| \approx(1+\epsilon)\|x\|_{2}$ with very high probability. In each of iteration of SGD, we update $W \leftarrow W+\Delta W$. There, we need to argue such concentration-type result for different $W$ s in each iteration. We call it "iterate and concentrate". A variation of this idea appears in [LSZ19] (not involved ReLU), where we use subsampled randomized Hadamard matrix to show concentration over each iteration.
- RNNs are multi-layer networks widely used in natural language processing. They are harder to analyze than feedforward neural networks, because the same recurrent unit is repeatedly applied across the entire time horizon. By doing a more careful randomness decomposition (in conjunction with other ideas, e.g., concentrations, Gram-Schmidt process), we can show the provable guarantees of RNNs [AZLS18].
- Hashing. For a given vector $x \in \mathbb{C}^{n}$ and a parameter $k$, we consider the problem where we observe $y=\Phi x$, and our goal is to figure out a $O(k)$-sparse approximation to $x$. There are two situations in which this problem is often considered. In one setting, we can design the matrix $\Phi$. In this case, we want $\Phi$ to implement some hashing-based function. The major things to minimize are, the number of rows of $\Phi$, the column sparsity of $\Phi$ (encoding time), and decoding time [GI10]. Alternatively, in some other settings, we cannot design the matrix $\Phi$. Typically, in this setting, $\Phi$ is a discrete Fourier matrix, and the problem is referred to as the sparse Fourier transform problem. In this case, we want to smartly take some samples from $\Phi x$, and those samples are able to do a hashing job. The major things to minimize are sample complexity and decoding time.

The sparse Fourier transform also can be defined in the continuous setting. This problem can be thought of as the mathematical abstraction of supperresolution problems [Moi15], the development of which was awarded the 2014 Nobel Prize in Chemistry. Intuitively, in the discrete setting we are working with a matrix $\Phi$ of finite size, but in the continuous setting, we need to understand the "infinite matrix" $\Phi$, which is more formally a linear operator over functions. However, by generalizing intuitions from the finite setting, many of the ideas can be transferred over to this infinite setting. In the continuous setting, there is one more important parameter to consider, in addition to the ones mentioned above. Namely, we should try to minimize the duration of the signal our algorithm needs to observe.

- The setting where we can design $\Phi$ is often called the compressed sensing problem [Don06, CRT06b]. We give a new construction of $\Phi$ and the corresponding algorithm that improves the classical L2/L2 compressed sensing task [NS19].
- We give a new iterating algorithm for the $d$-dimensional discrete sparse Fourier transform with nearly optimal sample complexity [NSW19a].
- In the continuous setting, in [PS15] we propose an algorithm for the robust sparse Fourier transform under the assumption of a frequency gap. The sample complexity is linear in $k$ and logarithmic in the signal-to-noise ratio and the frequency resolution. Previous results with similar sample complexities could not tolerate an infinitesimal amount of i.i.d. Gaussian noise, and even algorithms with higher sample complexities increased the noise by a polynomial factor. We also give new results for how precisely the individual frequencies of the signal can be recovered.
- The previously mentioned work of [PS15] relies on recovering the frequencies, and as a result, requires a dependence on the frequency gap. However, if all we care about is reconstructing a $k$-sparse signal which is close to the original, but which potentially uses different frequencies, such a gap is not necessary. In [CKPS16], we demonstrate an algorithm for the robust sparse Fourier transform that does not require any dependence on the frequency gap. In some ways, both [PS15] and [CKPS16] can be thought of generalizations of the aforementioned hashing techniques to the continuous setting.


### 1.2 Optimization

Linear programming is one of the key problems in computer science. In both theory and practice, many problems can be reformulated as linear programs to take advantage of fast algorithms. For an arbitrary linear program $\min _{A x=b, x \geq 0} c^{\top} x$ with $n$ variables and $d$ constraints ${ }^{1}$, the fastest algorithm takes $O^{*}\left(\sqrt{d} \cdot \mathrm{nnz}(A)+d^{2.5}\right)^{2}$ where $\mathrm{nnz}(A)$ is the number of non-zeros in $A$ [LS14, LS15].

For the generic case $d=\Omega(n)$ we focus in this thesis, the current fastest runtime is dominated by $O^{*}\left(n^{2.5}\right)$. This runtime has not been improved since the result by Vaidya on 1989 [Vai87, Vai89b]. The $n^{2.5}$ bound originated from two factors: the cost per iteration $n^{2}$ and the number of iterations $\sqrt{n}$. The $n^{2}$ cost per iteration looks optimal because this is the cost to compute $A x$ for a dense $A$. Therefore, many efforts [Kar84, Ren88, NN89, Vai89a,
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Figure 1.1: Linear Programming is Chasing Matrix Multiplication

LS14] have been focused on decreasing the number of iterations while maintaining the cost per iteration. As for many important linear programs (and convex programs), the number of iterations has been decreased, including maximum flow [Mad13, Mad16], minimum cost flow [CMSV17], geometric median [CLM $\left.{ }^{+} 16\right]$, matrix scaling and balancing [CMTV17], and $\ell_{p}$ regression [BCLL18]. Unfortunately, beating $\sqrt{n}$ iterations (or $\sqrt{d}$ when $d \ll n$ ) for the general case remains one of the biggest open problems in optimization.

Avoiding this open problem, this thesis develops a stochastic central path method that has a runtime of $O^{*}\left(n^{\omega}+n^{2.5-\alpha / 2}+n^{2+1 / 6}\right)$, where $\omega$ is the exponent of matrix multiplication
and $\alpha$ is the dual exponent of matrix multiplication ${ }^{3}$. For the current value of $\omega \sim 2.38$ and $\alpha \sim 0.31$, the runtime is simply $O^{*}\left(n^{\omega}\right)$. This achieves the natural barrier for solving linear programs because linear system is a special case of linear program and that the currently fastest way to solve general linear systems involves matrix multiplication. Despite the exact approach used in [CW87, Wil12, DS13, LG14] cannot give a bound on $\omega$ better than 2.3078 [AFLG15] and all known approaches cannot achieve the bound $\omega=2$ [AW18b], it is still possible that $\omega=2.01$ using all known approaches. Therefore, we believe improving the additive $2+1 / 6$ term remains an interesting open problem.

Our method is a stochastic version of the short step central path method. This short step method takes $O^{*}(\sqrt{n})$ steps and each step decreases $x_{i} s_{i}$ by a $1-1 / \sqrt{n}$ factor for all $i$ where $s$ is the dual variable [Ren88] (See the definition of $s$ in (2.1)). This results in $O^{*}(\sqrt{n}) \times n=O^{*}\left(n^{1.5}\right)$ coordinate updates. Our method takes the same number of step but only updates $\widetilde{O}(\sqrt{n})$ coordinates each step. Therefore, we only update $O^{*}(n)$ coordinates in total, which is nearly optimal.

Our framework is efficient enough to take a much smaller step while maintaining the same running time. For the current value of $\omega \sim 2.38$, we show how to obtain the same runtime of $O^{*}\left(n^{\omega}\right)$ by taking $O^{*}(n)$ steps and $\widetilde{O}(1)$ coordinates update per steps. This is because the complexity of each step decreases proportionally when the step size decreases. Beyond the cost per iteration, we remark that our algorithm is one of the very few central path algorithms [PRT02, Mad13, Mad16] that does not maintain $x_{i} s_{i}$ close to some ideal vector in $\ell_{2}$ norm. We are hopeful that our stochastic method and our proof will be useful

[^1]| Year | Author | Refs | \#Iters | Cost/Iter | Total |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1984 | Karmarkar | $[$ Kar84] | $O(n L)$ | $\widetilde{O}\left(n^{2.2}\right)$ | $\widetilde{O}\left(n^{3.2} L\right)$ |
| 1986 | Renegar | $[$ Ren88] | $O(\sqrt{n} L)$ |  | $\widetilde{O}\left(n^{2.7} L\right)$ |
| 1989 | Vaidya | $[$ Vai89b] | $O(\sqrt{n} L)$ | $O\left(n^{2}\right)$ | $O\left(n^{2.5} L\right)$ |
| 1994 | Nesterov and Nemirovskii | [NN94] | $O(\sqrt{n} L)$ | $O\left(n^{2}\right)$ | $O\left(n^{2.5} L\right)$ |
| 2014 | Lee, Sidford | $[$ LS14] | $\widetilde{O}(\sqrt{n} L)$ | $\widetilde{O}\left(n^{2}\right)$ | $O\left(n^{2.5} L\right)$ |
| 2015 | Lee, Sidford | [LS15] | $\widetilde{O}(\sqrt{n} L)$ | $\widetilde{O}\left(n^{2}\right)$ | $O\left(n^{2.5} L\right)$ |
| 2019 | Cohen, Lee, Song | [CLS19](thesis) | $\widetilde{O}(\sqrt{n} L)$ | $\widetilde{O}\left(n^{\omega-1 / 2}\right)$ | $O\left(n^{\omega} L\right)$ |

Table 1.1: Let $\omega$ denote the exponent of the current matrix multiplication. "Iters" denotes the "number of iterations". "Cost/Iter" denotes the "cost per iteration". LP has $n$ variables, $d=n$ constraints, and can be encoded in $L$ input bits. We consider the case where $A$ is a dense full rank matrix. We remark that all of results have difference when $\operatorname{rank}(A)$ is low $\operatorname{rank}, \operatorname{nnz}(A)$ is sparse and $n \not \approx d$. However, when $d=n, \operatorname{rank}(A)=n$ and $\operatorname{nnz}(A)=n^{2}$, the running time remains to be $O\left(n^{2.5}\right)$ for three decades.
for future research on interior point methods. In particular, it would be interesting to see how this can be combined with techniques in [Cla95, LS14] to get a faster algorithm for linear programs with $d \ll n$.

Besides the applications to linear programs, some of our techniques are probably useful for studying other important problems in convex optimization. In particular, our framework should be naturally extendable to a larger class of convex programs.

Empirical Risk Minimization Empirical Risk Minimization (ERM) problem is a fundamental question in statistical machine learning. There are a huge number of papers that have considered this topic [Nes83, Vap92, PJ92, Nes04, BBM05, BB08, NJLS09, MB11, FGRW12, LRSB12, JZ13, Vap13, SSZ13, DB14, DBLJ14, FGKS15, DB16, SLC+17, ZYJ17, ZX17, ZWX ${ }^{+} 17$, GSS17, MS17, NS17, AKK+17, Csi18, JLGJ18] as almost all convex optimization
machine learning can be phrased in the ERM framework [SSBD14, Vap92]. While the statistical convergence properties and generalization bounds for ERM are well-understood, a general runtime bound for general ERM is not known although fast runtime bounds do exist for specific instances [AKPS19].

Examples of applications of ERM include linear regression, LASSO [Tib96], elastic net [ZH05], logistic regression [Cox58, HJLS13], support vector machines [CV95], $\ell_{p}$ regression [Cla05, $\mathrm{DDH}^{+} 09$, BCLL18, AKPS19], quantile regression [Koe00, KH01, Koe05], AdaBoost [FS97], kernel regression [Nad64, Wat64], and mean-field variational inference [XJR02].

The classical Empirical Risk Minimization problem is defined as

$$
\min _{x} \sum_{i=1}^{m} f_{i}\left(a_{i}^{\top} x+b_{i}\right)
$$

where $f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function, $a_{i} \in \mathbb{R}^{d}$, and $b_{i} \in \mathbb{R}, \forall i \in[m]$. Note that this formulation also captures most standard forms of regularization as well.

Letting $y_{i}=a_{i}^{\top} x+b_{i}$, and $z_{i}=f_{i}\left(a_{i}^{\top} x+b_{i}\right)$ allows us to rewrite the original problem in the following sense,

$$
\begin{array}{ll}
\min _{x, y, z} & \sum_{i=1}^{m} z_{i}  \tag{1.1}\\
\text { s.t. } & A x+b=y \\
& \left(y_{i}, z_{i}\right) \in K_{i}=\left\{\left(y_{i}, z_{i}\right): f_{i}\left(y_{i}\right) \leq z_{i}\right\}, \forall i \in[m]
\end{array}
$$

We can consider a more general version where dimension of $K_{i}$ can be arbitrary, e.g. $n_{i}$. Therefore, we come to study the general $n$-variable form

$$
\min _{x \in \prod_{i=1}^{m} K_{i}, A x=b} c^{\top} x
$$

where $\sum_{i=1}^{m} n_{i}=n$. We give a result for solving the general model.
First-order algorithms for ERM are well-studied and a long series of accelerated stochastic gradient descent algorithms have been developed and optimized [Nes98, JZ13, XZ14, SSZ14, FGKS15, LMH15, MLF15, AY16, RHS+16, SS16, AH16, SLRB17, MS17, LMH17, LJCJ17, All17b, All17a, All18b, All18a]. However, these rates depend polynomially on the Lipschitz constant of $\nabla f_{i}$ and in order to achieve a $\log (1 / \epsilon)$ dependence, the runtime will also have to depend on the strong convexity of the $\sum_{i} f_{i}$. In this thesis, we want to focus on algorithms that depend logarithmically on diameter/smoothness/strong convexity constants, as well as the error parameter $\epsilon$. Note that gradient descent and a direct application of Newton's method do not belong to these class of algorithms, but for example, interior point method and ellipsoid method does.

Therefore, in order to achieve high-accuracy solutions for non-smooth and non strongly convex case, most convex optimization problems will rely on second-order methods, often under the general interior point method (IPM) or some sort of iterative refinement framework. So, we note that our algorithm is thus optimal in this general setting since second-order methods require at least $n^{\omega}$ runtime for general matrix inversion.

Our algorithm applies the interior point method framework to solve ERM. The most general interior point methods require $O(\sqrt{n})$-iterations of linear system solves [Nes98], requiring a naive runtime bound of $O\left(n^{\omega+1 / 2}\right)$. Using the inverse maintenance technique [Vai89b, CLS19], one can improve the running time for LP to $O\left(n^{\omega}\right)$. This essentially implies that almost all convex optimization problems can be solved, up to subpolynomial factors, as fast as linear regression or matrix inversion!

The specific case of $\ell_{2}$ regression can be solved in $O\left(n^{\omega}\right)$ time since the solution is explicitly given by solving a linear system. In the more general case of $\ell_{p}$ regression, [BCLL18] proposed a $\widetilde{O}_{p}\left(n^{|1 / 2-1 / p|}\right)$-iteration iterative solver with a naive $O\left(n^{\omega}\right)$ system solve at each step. Recently, [AKPS19] improved the runtime to $\widetilde{O}_{p}\left(n^{\max (\omega, 7 / 3)}\right)$, which is current matrix multiplication time as $\omega>7 / 3$. However, both these results depend exponentially on $p$ and fail to be impressive for large $p$. Otherwise, we are unaware of other ERM formulations that have have general runtime bounds for obtaining high-accuracy solutions.

Recently several works [AW18a, AW18b, Alm19] try to show the limitation of current known techniques for improving matrix multiplication time. Alman and Vassilevska Williams [AW18b] proved limitations of using the Galactic method applied to many tensors of interest (including Coppersmith-Winograd tensors [CW87]). More recently, Alman [Alm19] proved that by applying the Universal method on those tensors, we cannot hope to achieve any running time better than $n^{2.168}$ which is already above our $n^{2+1 / 6}$.

Algorithmic Theory of ODEs The complexity of sampling a high-dimensional density of the form $e^{-f(x)}$ where $f$ is a convex function is a fundamental problem with many applications [LS90, LS92, LS93, LV06a, LV06b, Dal17, DK17, DRD18, DCWY18]. The focus of this part is to give very fast, i.e., nearly linear time algorithms, for a large subclass of such densities. A motivating and important case is the loss function for logistic regression, widely used in machine learning applications [Ber44, Paa00, NJ02, HJLS13, Bou14]:

$$
\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)
$$

where $\phi_{i}$ are convex functions; a popular choice is $\phi(t)=\log \left(1+e^{-t}\right)$. Sampling according to $e^{-f}$ for this choice of $f$ corresponds to sampling models according to their KL-divergence,
a natural and effective choice for classification problems [HJLS13].
A general approach to sampling is by an ergodic Markov chain whose stationary distribution is designed to have the desired density. Traditionally, this is done via a Metropolis filter, which accepts a proposed (random) next step $y$ from the current point $x$ with probability $\min \left\{1, \frac{f(y)}{f(x)}\right\}$. While very general, one downside of this approach is the possibility of high rejection probabilities, which typically force local steps to be very small. Nevertheless, for arbitrary logconcave functions (including nonsmooth ones), this approach has the current best guarantees [LV06b].

Another family of algorithms is derived from an underlying continuous stochastic process with the desired stationary density. A classic example of such a continuous process is Brownian motion. To sample a convex body for example, one could use Brownian motion with a boundary reflection condition. This is written as the stochastic equation:

$$
\mathrm{d} X_{t}=\mathrm{d} W_{t}
$$

with reflection at the boundary of the domain, and $d W_{t}$ being infinitesimal Brownian motion. To sample from the density proportional to $e^{-f(x)}$, one can use the stochastic differential equation,

$$
\mathrm{d} X_{t}=-\nabla f\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} W_{t} .
$$

By the classical Fokker-Planck equation, under mild assumptions on $f$, the stationary density of this process is proportional to $e^{-f(x)}$.

How can we turn these continuous processes into algorithms? One approach is to take small rather than infinitesimal steps, and this leads to the Langevin dynamics, of which there are multiple flavors [Dal17, DK17, ZLC17, RRT17, DRD18, CCBJ18, $\left.\mathrm{CCAY}^{+} 18, \mathrm{CFM}^{+} 18\right]$.

| Year | Refs. | Method | Iters. | Gra/Iter | Total time |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2006 | $[$ LV06b $]$ | B./H. $^{*}$ | $d^{3}, d^{4}$ | 1 | $d^{5}, d^{6}$ |
| 2017 | $[$ Dal17] | LMC $^{*}$ | $\kappa^{2} d, \kappa^{3} d^{3}$ | 1 | $\kappa^{2} d^{2}, \kappa^{3} d^{4}$ |
| 2017 | $[$ Dal17] | LMCO $^{*}$ | $\kappa^{2} d, \kappa^{2} d^{2.5}$ | 1 | $\kappa^{2} d^{4}, \kappa^{2} d^{5.5}$ |
| 2018 | $[$ CCBJ18] | DL | $\kappa^{2} d^{0.5}$ | 1 | $\kappa^{2} d^{1.5}$ |
| 2018 | $[$ DCWY18] | MALA $^{*}$ | $\kappa d, \kappa d^{2}$ | 1 | $\kappa d^{2}, \kappa d^{3}$ |
| 2017 | $[$ MS17] | HMC $^{*, \dagger}$ | $\kappa^{6.5} d^{0.5}$ | 1 | $\kappa^{6.5} d^{1.5}$ |
| 2018 | $[$ MV18] | HMC $^{2.7}$ | $\kappa^{2.75} d^{0.25}, \kappa^{3.5} d^{0.25}$ | 1 | $\kappa^{2.75} d^{1.25}, \kappa^{3.5} d^{1.25}$ |
| 2018 | [LSV18] <br> (thesis) | HMC <br>  <br> HMC | $\kappa^{1.5}$ <br> $\kappa^{1.5}$ | $\kappa^{1.5} d$ <br> $\kappa^{0.25} d^{0.5}$ | $\kappa^{1.75} d^{1.5}$ |

* have different bounds for warm start and general (cold) start. We stated the runtime for cold start in green color.
${ }^{\dagger}$ make smoothness and incoherence assumptions motivated by and applicable to Bayesian logistic regression.

Table 1.2: Summary of results, $d$ is the dimension, $\kappa$ is the condition number of $\nabla^{2} f$. "Iters" denotes "the number of iterations / parallel depth". "Gra/Iter" denotes the "the number of gradients per iteration". We use the parallel depth of the algorithm as the number of iterations. We suppress polylogarithmic terms and dependence on the error parameter. Ball walk/hit-and-run apply to general logconcave distributions, the rest assume strongly logconcave with Lipschitz gradient and possibly more. "B./H." denotes "Ball Walk/Hit-andrun". "DL" denotes "Damped Langevin". In all previous work, for simplicity, we report the most favorable bounds by making various assumptions such as $\kappa \ll d$.

Starting with Dalalyan [Dal17], it has been established that these dynamics converge in polynomial (in dimension) time for strongly logconcave functions, with the underdamped version converging in $O(\sqrt{d})$ iterations (and polynomial dependences on appropriate condition numbers) [CCBJ18]. The dependence on dimension seems unavoidable in the discretized algorithm, even though the continuous process has no such dependence.

Hamiltonian Monte Carlo. HMC is a random process that maintains a position $x$ and velocity pair $v$. To sample according to $e^{-f}$, we define a Hamiltonian $H(x, v)=f(x)+\frac{1}{2}\|v\|^{2}$.

At each step $v$ is chosen randomly from $N(0, I)$ and $x$ is updated using the following Ordinary Differential Equation (ODE) for a some fixed time interval.

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=v(t), \quad \frac{\mathrm{d} v(t)}{\mathrm{d} t}=-\nabla f(x(t)) \tag{1.2}
\end{equation*}
$$

This process has the particularly nice property that it conserves the value of $H$, and as a result there is no need to apply a Metropolis filter. HMC has been studied in many works [MS17, MV18, LV18]. Mangoubi and Smith [MS17] gave the following guarantee for strongly logconcave densities.

Note that Eq. (1.2) is a special case of the following first order ODE

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x(t)=F(x(t), t), x(0)=v
$$

where $F: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d}, x(t) \in \mathbb{R}^{d}$ and $v \in \mathbb{R}^{d}$.

Moreover, we can write the $k$-th order ODE in the following way

$$
\begin{aligned}
\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} x(t) & =F\left(\frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, x(t), t\right) \\
\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x(0) & =v_{i}, \forall i \in\{k-1, \cdots, 1,0\} .
\end{aligned}
$$

where $F: \mathbb{R}^{k d+1} \rightarrow \mathbb{R}^{d}, x(t) \in \mathbb{R}^{d}$, and $v_{0}, v_{1}, \cdots, v_{k-1} \in \mathbb{R}^{d}$.
To solve HMC such special case ODE efficiently, it requires a better understanding of the ODE system. We analyze the collocation method for solving ODEs [Ise09]. This method is classical in numerical analysis.

We present the multivariate high-oder ODE guarantee. This generalizes and improves on the guarantee from [LV17]. Note that our result is a general result about solving ODE
efficiently, independent of the application to sampling. The only assumptions needed are that the ODE function is Lipschitz and that the solution is close to the span of small number of basis of functions. These natural assumptions suffice to get around the worst-case complexity lower bounds for solving such general ODEs [KF82, Ko83, Ko10, Kaw10, KC12].

Deep Neural Networks Neural networks have demonstrated a great success in numerous machine-learning tasks [KSH12, GMH13, $\left.\mathrm{LHP}^{+} 15, \mathrm{AAA}^{+} 16, \mathrm{HZRS}^{2} 16, \mathrm{SHM}^{+} 16, \mathrm{SSS}^{+} 17\right]$. One of the empirical findings is that neural networks, trained by first-order methods from random initialization, have a remarkable ability to fit training data $\left[\mathrm{ZBH}^{+} 17\right]$.

From an expressibility perspective, this may not be surprising since modern neural networks are often over-parameterized: they have much more parameters than the number of training samples. There certainly exist parameter choices with zero training error as long as data is non-degenerate.

Yet, from an optimization perspective, the fact that randomly-initialized first-order methods can find global minima on the training data is quite non-trivial: neural networks are often equipped with the ReLU activation, making the training objective not only nonconvex, but even non-smooth. Even the general convergence for finding approximate critical points of a non-convex, non-smooth function is not fully-understood [BLO05] and appears to be a challenging question on its own. This is in direct contrast to practice, in which ReLU networks trained by stochastic gradient descent (SGD) from random initialization almost never suffer from non-smoothness or non-convexity, and can avoid local minima for a variety of network architectures (see [GVS15]). A theoretical justification was missing to explain this phenomenon.

There are quite a few papers trying to understand the success of neural networks from optimization perspective. Many of them focus on the case when the inputs are random Gaussian, and work only for two-layer neural networks [BG17, Son17, Tia17, LY17, DLT ${ }^{+}$18, GLM17, PRSZ18, ZSJ ${ }^{+}$17, ZSD17]. [LL18] show that for a two-layer network with ReLU activation, SGD finds nearly-global optimal (say, 99\% classification accuracy) solutions on the training data, as long as the network is over-parameterized, meaning that the number of neurons is polynomially large comparing to the input size. Moreover, if the data is sufficiently structured (say, coming from mixtures of separable distributions), this accuracy extends also to test data. As a separate note, over-parameterization is suggested as the possible key to avoid bad local minima by [SS18] even for two-layer networks.

There are also results that go beyond two-layer networks with limitations. Some consider deep linear neural networks without any activation functions [HM17, ACGH18, BHL18, Kaw16]. [Dal17] studies multi-layer neural networks but essentially only with respect to the convex task of training the last layer. ${ }^{4}$ [SC16] show that under over-parameterization and under random input perturbation, there is bad local minima for multi-layer neural networks. [JGH18] derive global convergence using neural tangent kernel for infinite-width neural networks.

In this thesis, we study the following fundamental questions

Can DNN be trained close to zero training error efficiently under mild assumptions?
If so, can the running time depend only polynomially in the network depth and input size?

[^2]Motivation In 2012, AlexNet was born with 5 convolutional layers [KSH12]. The later VGG network uses 19 layers [SSZ14], and GoogleNet uses 22 layers [SLJ ${ }^{+}$15]. In practice, we cannot go deeper by naively stacking layers together, due to the so-called vanishing/exploding gradient problem. To deal with this issue, networks with residual links (ResNet) were proposed with the capability of handling at least 152 layers [HZRS16]. Compared with practical networks that go much deeper, existing theory has been mostly around two-layer (thus one-hidden-layer) neural networks, even just for the training process alone. Thus,

Can we theoretically justify how the training process has worked for multi-layer neural networks?

In this thesis, we extend the over-parameterization theory to multi-layer neural networks.

Recurrent Neural Networks Among different architectures of neural networks, one of the least theoretically-understood structure is the recurrent one [Elm90]. A recurrent neural network recurrently applies the same network unit to a sequence of input tokens, such as a sequence of words in a language sentence. RNN is particularly useful when there are longterm, non-linear interactions between input tokens in the same sequence. These networks are widely used in practice for natural language processing, language generation, machine translation, speech recognition, video and music processing, and many other tasks [MKB ${ }^{+} 10$, MKB $^{+}$11, SSN12, KB13, SSB14, SVL14, CVMBB14, CGCB14]. On the theory side, while there are some attempts to show that an RNN is more expressive than a feedforward neural network [KNO18], when and how an RNN can be efficiently learned has little theoretical explanation.

In practice, RNN is usually trained by simple local-search algorithms such as SGD. However, unlike shallow networks, the training process of RNN often runs into the trouble of vanishing or exploding gradient [SMH11]. That is, the value of the gradient becomes exponentially small or large in the time horizon, even when the training objective is still constant. ${ }^{5}$

In practice, one of the popular ways to resolve this is by the long short term memory (LSTM) structure [HS97]. However, one can also use rectified linear units (ReLUs) as activation functions to avoid vanishing or exploding gradient [ $\left.\mathrm{SBS}^{+} 17\right]$. In fact, one of the earliest adoptions of ReLUs was on applications of RNNs for this purpose twenty years ago [Hah98, SA96].

Since the RNN structure was proposed, a large number of variations have been designed over past decades. For a more detailed survey, we refer the readers to [ $\left.\mathrm{SBS}^{+} 17\right]$.

In this thesis, we study the following general question

- Can ReLU provably stabilize the training process and avoid vanishing/exploding gradient?
- Can RNN be trained close to zero training error efficiently under mild assumptions?

Remark 1.2.1. When there is no activation function, RNN is known as linear dynamical system. Hardt, Ma and Recht [HMR18] first proved the convergence of finding global minima for

[^3]such linear dynamical systems. Followups in this line of research include [HSZ17, HLS ${ }^{+}$18].
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### 1.3 Concentration

The study of concentration of sums of random variables dates back to Central Limit Theorems, and hence de Moivre and Laplace [Tij], while modern concentration bounds for sums of random variables were perhaps first established by Bernstein [Ber24], and a popular variant now known as Chernoff bounds was introduced by Rubin and published by Chernoff [Che52].

Concentration of measure for matrix-valued random variables is the phenomenon that many matrix valued distributions are to close their mean with high probability, closeness usually being measured by spectral norm. Modern quantitative bounds of the form often used in theoretical computer science were derived by Rudelson [Rud99], while Ahlswede and Winter [AW02] established a useful matrix-version of the Laplace transform that plays a central role in scalar concentration results such as those of Bernstein. [AW02] combined this with the Golden-Thompson trace inequality to prove matrix concentration results. Tropp refined this approach, and by replacing the use of Golden-Thompson with deep a theorem on concavity of certain trace functions due to Lieb, Tropp was able to recover strong versions of a wide range of scalar concentration results, including matrix Chernoff bounds, Azuma and Freedman's inequalities for matrix martingales [Tro12].

Matrix concentration results have had an enormous range of applications in computer science, and are ubiquitous throughout spectral graph theory [ST04, SS11, CKP ${ }^{+}$17], sketching [Coh16a], approximation algorithms [HSSS16], numerical linear algebra, quantum information theory, and deep learning [ZSJ ${ }^{+}$17, ZSD17, SY19]. Most applications are based on results for independent random matrices, but more flexible bounds, such as Tropp's Matrix Freedman Inquality [Tro11a], have been used to greatly simplify algorithms, e.g.
for solving Laplacian linear equations [KS16] and for semi-streaming graph sparsification [AG09, KPPS17]. Matrix concentration results are also closely related to other popular tools sampling tools, such as Karger's techniques for generating sparse graphs that approximately preserve the cuts of denser graphs [BK96].

We formally state the natural generalization of the Chernoff bound appeared in the works of Rudelson [Rud99], Ahlswede-Winter [AW02], and Tropp [Tro12]. They showed that a similar concentration phenomenon is true for matrix-valued random variables. In particular, if $X_{1}, \ldots, X_{k}$ are independent $d \times d$ complex Hermitian random matrices with $\left\|X_{i}\right\| \leq 1$, then the following is true:

$$
\begin{equation*}
\operatorname{Pr}\left[\left\|\frac{1}{k} \sum_{i=1}^{k} X_{i}-\mathbb{E}[X]\right\|>\epsilon\right] \leq 2 d \cdot \exp \left(-\Omega\left(k \epsilon^{2}\right)\right) \tag{1.3}
\end{equation*}
$$

The only difference between this and the usual Chernoff bound is the factor of $d$ in front of the deviation probability; to see that it is necessary, notice that the diagonal case simply corresponds to a direct sum of $d$ arbitrarily correlated instances of the scalar Chernoff bound, so by the union bound the probability should be $d$ times as large in the worst case. This so called "Matrix Chernoff Bound".

Expander Walk An important generalization of this bound was achieved by Gillman [Gil98] (with refinements later by [Lez98, Kah97, LP04, WX05, Hea08, Wag08, CLLM12, RR17]), who significantly relaxed the independence assumption to Markov dependence. In particular, suppose $G$ is a regular graph with vertex set $V=[n], X: V \rightarrow \mathbb{C}$ is a bounded function, and $v_{1}, \ldots, v_{k}$ is a stationary random walk ${ }^{6}$ of length $k$ on $G$. Then, even though

[^4]the random variables $X\left(v_{i}\right)$ are in not independent (except when $G$ is the complete graph with self loops), it is shown that:
\[

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\frac{1}{k} \sum_{i=1}^{k} X\left(v_{i}\right)-\mathbb{E}[X]\right|>\epsilon\right] \leq 2 \cdot \exp \left(-\Omega\left((1-\lambda) k \epsilon^{2}\right)\right), \tag{1.4}
\end{equation*}
$$

\]

where $1-\lambda$ is the spectral gap of the transition matrix of the random walk. The gain here is that sampling a stationary random walk of length $k$ on a constant degree graph with constant spectral gap requires $\log (n)+O(k)$ random bits, which is much less than the $k \log (n)$ bits required to produce $k$ independent samples. Since such graphs can be explicitly constructed, this leads to a generic "derandomization" of the Chernoff bound, which has had several important applications (see [WX05] for a detailed discussion). In particular, it leads to the following randomness efficient sampler for scalar-valued functions ([Gil98]) using known strongly explicit constructions of expander graphs [RVW00, LPS88]:

Theorem 1.3.1 ([Gil98]). For any $\epsilon>0$ and $k \geq 1$, there is a poly $(r)$-time computable sampler $\sigma:\{0,1\}^{r} \rightarrow[n]^{k}$, where $r=\log (n)+O(k)$ s.t. for all functions $f:[n] \rightarrow[-1,1]$ satisfying $\mathbb{E} f=0$, we have that

$$
\operatorname{Pr}_{w \in \in_{R 0,1\}^{r}}}\left[\left|\frac{1}{k} \sum_{i=1}^{k} f\left(\sigma(w)_{i}\right)\right| \geq \epsilon\right] \leq 2 \exp \left(-\Omega\left(\epsilon^{2} k\right)\right)
$$

In many applications of interest $k$ is about $\log (n)$, and going from $O\left(\log ^{2}(n)\right)$ to $O(\log (n))$ random bits leads to a complete derandomization by cycling over all seeds $w \in$ $\{0,1\}^{r}$.

It is natural to wonder whether there is a common generalization of (1.4) and (1.3), i.e., a "Matrix Expander Chernoff Bound". Such a result was conjectured by Wigderson and

Xiao in [WX06]. In this thesis, we prove the Wigderson and Xiao conjecture. In order to prove that conjecture, we also propose a new Golden-Thompson inequality. The original Golden-Thompson inequality only holds for two matrices [Gol65, Tho65]. Our new GoldenThompson inequality holds for multiple matrices.

## Strongly Rayleigh and Matrix Chernoff for Random Spanning Trees Negative

 dependence of random variables is an appealing property that intuition suggests should help with concentration of measure. Notions of negative dependence can be formalized in many ways. Roughly speaking, these notions characterize distributions where where some event occurring ensures that other events of interest become less likely. A simple example is the distribution of a sequence of coin flips, conditioned on the total number of heads in the outcome. In this distribution, conditioning on some coin coming out heads makes all other coins less likely to come out heads. Unfortunately, negative dependence phenomena are not as robust as positive association which can be established from local conditions using the powerful FKG theorem [FKG71].Strongly Rayleigh distributions were introduced recently by Borcea, Brändén, and Liggett [BBL09] as a class of negatively dependent distributions of binary-valued random variables with many useful properties. Strongly Rayleigh distributions satisfy useful negative dependence properties, and retain these properties under natural conditioning operations. Strongly Rayleigh distributions also satisfy a powerful stability property under conditioning known as Stochastic Covering [PP14], which is useful for analyzing them through martingale techniques. A measure on $\{0,1\}^{n}$ is said to be Strongly Rayleigh if its generating polynomial is real stable [BBL09]. There are many interesting examples of Strongly Rayleigh distribu-
tions [PP14]: The example mentioned earlier of heads of independent coin flips conditional on the total number of heads in the outcome; symmetric exclusion processes; determinental point processes and determinental measures on a boolean lattice. An example of particular interest to us is the edges of uniform or weighted random spanning trees, which form a Strongly Rayleigh distribution.

We prove a Matrix Chernoff bound for the case of $k$-homogeneous Strongly Rayleigh distributions. Our bound is slightly weaker than the bound for independent variables. We give lower bounds that show our bounds are close to tight in some regimes, but importantly, our lower bounds do not establish separation from the behaviour of indepedent random matrices, leaving open the question of whether the true bound should match the independent case in all regimes - which seems plausible.

We use our bound to show new concentration results related to random spanning trees of graphs. Random spanning trees are one among the most well-studied probabilistic objects in graph theory, going back to the work of Kirchoff [Kir47] in 1847, who gave formula relating the number of spanning trees in a graph to the determinant of the Laplacian of the same graph.

Algorithms for sampling of random spanning trees have been studied extensively, [Gue83, Bro89, Ald90, Kul90, Wil96, CMN96, KM09, MST15, HX16, DKP+17, DPPR17, Sch18], and a random spanning tree can now be sampled in almost linear time [Sch18]. There is also a long line [BK96, ST11, SS11, BSS12, Zou12, LS17, LS18] of research about generating graph spectral sparsifier as fast as possible. However, the connection between those two objects is open for decades. We answer the question positively by providing the following result

Theorem 1.3.2. Given as input a weighted graph $G$ with $n$ vertices and a parameter $\epsilon>0$, let $T_{1}, T_{2}, \cdots, T_{t}$ denote $t$ independent inverse leverage score weighted random spanning trees, if we choose $t=O\left(\epsilon^{-2} \log ^{2} n\right)$ then with probability $1-1 / \operatorname{poly}(n)$,

$$
(1-\epsilon) L_{G} \preceq \frac{1}{t} \sum_{i=1}^{t} L_{T_{i}} \preceq(1+\epsilon) L_{G} .
$$

In addition, we also show $t=\Omega\left(\epsilon^{-2} \log n\right)$ is necessary.

Discrepancy Discrepancy theory is an area of combinatorics that studies how well continuous objects can be approximated by discrete ones. It lies at the heart of numerous problems in mathematics and computer science [Cha00]. Although closely tied to probability theory, direct randomized approaches rarely yield the best bounds. In a classical formulation in discrepancy theory, we have $n$ sets on $n$ elements, and would like to two-color the elements so that each set has roughly the same number of elements of each color. Using a simple random coloring, it is an easy consequence of Chernoff's bound that there exists a coloring such that the discrepancy in all $n$ sets is $O(\sqrt{n \log n})$ [AS16]. However, in a celebrated result, Spencer showed that in fact there is a coloring with discrepancy at most $6 \sqrt{n}$ [Spe85].

Recently, there has been significant success in generalizing Chernoff [Che52], Hoeffding, Bernstein, and Bennett-type concentration bounds for scalar random variables to matrix-valued random variables [Rud99, AW02, Tro12]. Consider the following matrix concentration bound, which is a direct consequence of a matrix Hoeffding bound.

Theorem 1.3.3 ([Tro12]). Let $\xi_{i} \in\{ \pm 1\}$ be independent, symmetric random signs and $A_{1}, \ldots, A_{n} \in \mathbb{C}^{m \times m}$ be positive semi-definite matrices. Suppose $\max _{i \in[n]}\left\|A_{i}\right\| \leq \epsilon$ and
$\left\|\sum_{i=1}^{n} A_{i}\right\| \leq 1$. Then,

$$
\operatorname{Pr}\left[\left\|\sum_{i=1}^{n} \xi_{i} A_{i}\right\| \geq t \sqrt{\epsilon}\right] \leq 2 m \exp \left(-t^{2} / 2\right)
$$

A consequence of this theorem is that with high probability

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \xi_{i} A_{i}\right\|=O(\sqrt{\log m}) \sqrt{\epsilon} \tag{1.5}
\end{equation*}
$$

The Kadison-Singer theorem of [MSS15b] is essentially equivalent to the following statement (which can readily be derived from the bipartition statement in [MSS15b]).

Theorem 1.3.4 (Kadison-Singer [MSS15b]). Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and suppose $\max _{i \in[n]}\left\|u_{i} u_{i}^{*}\right\| \leq$ $\epsilon$ and $\sum_{i=1}^{n} u_{i} u_{i}^{*}=I$. Then, there exists signs $\xi_{i} \in\{ \pm 1\}$ s.t.

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq O(\sqrt{\epsilon})
$$

Thus, for rank 1 matrices the theorem improves on the norm bound in Equation (1.5), by a factor $\sqrt{\log m}$, in a manner analogous to the improvement of Spencer's theorem over the bound based on the scalar Chernoff bound.

For random signings of matrices one can establish bounds in some cases that are much stronger than Theorem 1.3.3.

Theorem 1.3.5 ([Tro12]). Let $\xi_{i} \in\{ \pm 1\}$ be independent random signs, and let $A_{1}, \ldots, A_{n} \in$ $\mathbb{C}^{m \times m}$ be Hermitian matrices. Let $\sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{V}\left[\xi_{i}\right] A_{i}^{2}\right\|$. Then,

$$
\operatorname{Pr}\left[\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \xi_{i} A_{i}\right\| \geq t \cdot \sigma\right] \leq 2 m \exp \left(-t^{2} / 2\right)
$$

From this theorem we deduce that with high probability

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \xi_{i} A_{i}\right\|=O(\sqrt{\log m}) \sigma . \tag{1.6}
\end{equation*}
$$

Of course, this implies that there exists a choice of signs $\epsilon_{1}, \ldots, \epsilon_{n} \in\{ \pm 1\}$ such that

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \epsilon_{i} A_{i}\right\|=O(\sqrt{\log m}) \sigma
$$

For rank-1 matrices, we want to show there exists a choice of signs with a stronger guarantee. Formally speaking, we can prove the following result.

Theorem 1.3.6. Consider any independent scalar random variables $\xi_{1}, \ldots, \xi_{n}$ with finite support. Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and

$$
\sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{V}\left[\xi_{i}\right]\left(u_{i} u_{i}^{*}\right)^{2}\right\|
$$

Then there exists a choice of outcomes $\epsilon_{1}, \ldots, \epsilon_{n}$ in the support of $\xi_{1}, \ldots, \xi_{n}$

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] u_{i} u_{i}^{*}-\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq O(\sigma) .
$$
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### 1.4 Compressed Sensing and Sparse Fourier Transform

Compressed Sensing, or sparse recovery, is a powerful mathematical framework the goal of which is to reconstruct an approximately $k$-sparse vector $x \in \mathbb{R}^{n}$ from linear measurements $y=\Phi x$, where $\Phi \in \mathbb{R}^{m \times n}$. The most important goal is to reduce the number of measurements $m$ needed to approximate the vector $x$, avoiding the linear dependence on $n$. In discrete signal processing, where this framework was initiated [CRT06b, Don06], the core principle that the sparsity of a signal can be exploited to recover it using much fewer samples than the Shannon-Nyquist Theorem. We refer to the matrix $\Phi$ as the sketching or sensing matrix, and $y=\Phi x$ as the sketch of vector $x$.

Sparse recovery is the primary task of interest in a number of applications, such as image processing $\left[\mathrm{TLW}^{+} 06, \mathrm{LDP} 07 \mathrm{a}, \mathrm{DDT}^{+} 08\right]$, design pooling schemes for biological tests [ECG $\left.{ }^{+} 09, \mathrm{DWG}^{+} 13\right]$, pattern matching [CEPR07], combinatorial group testing [SAZ09, ESAZ09, $\left.\mathrm{KBG}^{+} 10\right]$, localizing sources in sensor networks [ZBSG05, ZPB06], as well as neuroscience [GS12]. Furthermore, not surprisingly, tracking heavy hitters in data streams, also known as frequent items, can be captured by the sparse recovery framework [Mut05a, CH09, KSZC03, Ind07]. In practice, streaming algorithms for detecting heavy hitters have been used to find popular destination addresses and heavy bandwidth users by AT\&T [CJK $\left.{ }^{+} 04\right]$ or answer "iceberg queries" in databases [FSGM ${ }^{+} 99$ ].

Sparse recovery attracts researchers from different communities, from both theoret-
ical and practical perspective. During the last ten years, hundreds of papers have been published by theoretical computer scientists, applied mathematicians and electrical engineers that specialize in compressed sensing. While numerous algorithms using space linear in the universe size $n$ are known, [Don06, CRT06b, IR08a, NT09a, BIR08a, BD09a, SV16] to name a few, our goal is to obtain algorithms that are sublinear, something that is crucial in many applications.

The desirable quantities we want to optimize may vary depending on the application. For example, in network management, $x_{i}$ could denote the total number of packets with destination $i$ passing through a network router. In such an application, storing the sketching matrix explicitly is typically not a tenable solution, since this would lead to an enormous space consumption; the number of possible IP addresses is $2^{32}$. Moreover, both the query and the update time should be very fast, in order to avoid congestion on the network. Incremental updates to $x$ come rapidly, and the changes to the sketch should also be implemented very fast; we note that in this case, even poly-logarithmic factors might be prohibitive. Interested readers can refer to [KSZC03, EV03] for more information about streaming algorithms for network management applications.
"The goal of that research is to obtain encoding and recovery schemes with good compression rate (i.e., short sketch lengths) as well as good algorithmic properties (i.e., low encoding, update and recovery times)." - Anna Gilbert and Piotr Indyk [GI10]

In this thesis, we consider the extensively studied problem of L2/L2 compressed sensing. The main contribution of our work is an improvement over [GLPS10] with faster decoding time and significantly smaller column sparsity, answering two open questions of the aforementioned work.

| Year | Reference | Measurements | Decoding Time | Encoding Time |
| :--- | :--- | :--- | :--- | :--- |
| 2006 | [Don06, CRT06b] | $k \log (n / k)$ | LP | $k \log (n / k)$ |
| 2006 | [CCF02, CM06] | $\epsilon^{-2} k \log n$ | $\epsilon^{-1} n \log n$ | $\log n$ |
| 2008 | [NT09a] | $k \log (n / k)$ | $n k \log (n / k)$ | $\log (n / k)$ |
| 2004 | [CM04] | $\epsilon^{-2} k \log ^{2} n$ | $\epsilon^{-1} k \log ^{c} n$ | $\log ^{2} n$ |
| 2006 | [CCF02, CM06] | $\epsilon^{-2} k \log ^{c} n$ | $\epsilon^{-1} k \log ^{2} n$ | $\log ^{c} n$ |
| 2010 | [GLPS10] | $\epsilon^{-1} k \log (n / k)$ | $\epsilon^{-1} k \log ^{c} n$ | $\log (n / k) \cdot \log ^{2} k$ |
| 2019 | [NS19] (thesis) | $\epsilon^{-1} k \log (n / k)$ | $\epsilon^{-1} k \log ^{2}(n / k)$ | $\log (n / k)$ |

Table 1.3: (A list of $\ell_{2} / \ell_{2}$-sparse recovery results). We ignore the " $O$ " for simplicity. LP denotes the time of solving Linear Programs [CLS19], and the state-of-the-art algorithm takes $n^{\omega}$ time where $\omega$ is the exponent of matrix multiplication. The results in [Don06, CRT06b, NT09a] do not explicitly state the $\ell_{2} / \ell_{2}$ guarantee, but their approach obtains it by an application of the Johnson-Lindenstrauss Lemma; they also cannot facilitate $\epsilon<1$, obtaining thus only a 2 -approximation. The $c$ in previous work is a sufficiently large constant, not explicitly stated, which is defined by probabilistically picking an error-correcting code of short length and iterating over all codewords. We estimate $c \geq 4$. We note that our runtime is (almost) achieved.

Previous work on sublinear-time compressed sensing employed an iterative procedure, recovering the heavy coordinates in phases. We completely depart from that framework, and give the first sublinear-time L2/L2 scheme which achieves the optimal number of measurements without iterating; this new approach is the key step to our progress. Towards that, we satisfy the L2/L2 guarantee by exploiting the heaviness of coordinates in a way that was not exploited in previous work. Via our techniques we obtain improved results for various sparse recovery tasks, and indicate possible further applications to problems in the field, to which the aforementioned iterative procedure creates significant obstructions.

High-dimensional Discrete Fourier Transform Probably the most important subtopic of compressed sensing/sparse recovery is the sparse Fourier transform, where one desires to
reconstruct a $k$-sparse vector from Fourier measurements. In other words, measurements are not allowed to be generic, but have to belong to the so-called Fourier ensemble. In Optics imaging [Goo05, Voe11] and Magnetic resonance imaging (MRI) [ASSN08], the physics [Rey89] of the underlying device restricts us to the Fourier ensemble, where the sparse Fourier problem becomes highly relevant. In fact, one of the initial motivations of Candes, Romberg and Tao came out due to the aforementioned applications. The number of samples plays a crucial role: they determine the amount of radiation a patient receives in CT scans, and taking fewer samples can reduce the amount of time the patient needs to stay in the machine. The framework has found its way in practical life-changing applications. Software includes the Compressed Sensing GRAB-VIBE, CS SPACE, CS SEMAC and CS TOF by Siemens [Sie], as well as Compressed Sense by Phillips [Phi]. Its incorporation in the MRI technology allows faster acquisition rates, depiction of dynamic processes or moving organs, as well as acceleration of MRI scanning up to a factor of 40 . On the webpage of SIEMENS Healthineers, for example, one can see the following, as well as numerous similar statements.

This allows bringing the advantages of Compressed Sensing GRASP-VIBE to daily clinical routine.

- Perform push-button, free-breathing liver dynamics.
- Overcome timing challenges in dynamic imaging and respiratory artifacts.
- Expand the patient population eligible for abdominal MRI.

The Fourier transform is in fact ubiquitous: image processing, audio processing, telecommunications, seismology, polynomial multiplication, SUBSET Sum and other text-

| Year | Reference | Samples | Time | Filter | RIP | Gua. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2005 | [GMS05] | $k \log ^{O(d)} n$ | $k \log ^{O(d)} n$ | Yes | No | $\ell_{2} / \ell_{2}$ |
| 2006 | $[$ CT06] | $k \log ^{6} n$ | poly $(n)$ | No | Yes | $\ell_{2} / \ell_{1}$ |
| 2008 | $[$ RV08] | $k \log ^{2} k \log (k \log n) \log n$ | $\widetilde{O}(n)$ | No | Yes | $\ell_{2} / \ell_{1}$ |
| 2012 | [HIKP12a] | $k \log ^{d} n \log (n / k)$ | $k \log ^{d} n \log (n / k)$ | Yes | No | $\ell_{2} / \ell_{2}$ |
| 2013 | [CGV13] | $k \log ^{3} k \log n$ | $\widetilde{O}(n)$ | No | Yes | $\ell_{2} / \ell_{1}$ |
| 2014 | [IK14] | $2^{d \log d} k \log n$ | $\widetilde{O}(n)$ | Yes | No | $\ell_{\infty} / \ell_{2}$ |
| 2014 | [Bou14] | $k \log k \log { }^{2} n$ | $\widetilde{O}(n)$ | No | Yes | $\ell_{2} / \ell_{1}$ |
| 2016 | [HR16] | $k \log ^{2} k \log n$ | $\widetilde{O}(n)$ | No | Yes | $\ell_{2} / \ell_{1}$ |
| 2016 | [Kap16] | $2^{d^{2} k \log n \log \log n}$ | $2^{d^{2}} k \log ^{d+3} n$ | Yes | No | $\ell_{2} / \ell_{2}$ |
| 2019 | [KVZ19] | $k^{3} \log ^{2} k \log { }^{2} n$ | $k^{3} \log ^{2} k \log ^{2} n$ | Yes | Yes | E. $k$ |
| 2019 | [NSW19a] <br> (thesis) | $k \log k \log n$ | $\widetilde{O}(n)$ | No | No | $\ell_{\infty} / \ell_{2}$ |

Table 1.4: $n=p^{d}$. E. $k$ denotes the "Exactly $k$-sparse" setting, which is a noiseless setting. "Gua" denotes "Guarantee". We ignore the $O$ for simplicity. The $\ell_{\infty} / \ell_{2}$ is the strongest possible guarantee, with $\ell_{2} / \ell_{2}$ coming second, $\ell_{2} / \ell_{1}$ third and exactly $k$-sparse being the less strong. We note that [CT06, RV08, CGV13, Bou14, HR16] obtain a uniform guarantee, i.e. with $1-1 / \operatorname{poly}(n)$ they allow reconstruction of all vectors; $\ell_{\infty} / \ell_{2}$ and $\ell_{2} / \ell_{2}$ are impossible in the uniform case [CDD09]. We also note that [RV08, CGV13, Bou14, HR16] give improved analysis of the Restricted Isometry property; the algorithm is suggested and analyzed (modulo the RIP property) in [BD08]. The work in [HIKP12a] does not explicitly state the extension to the $d$-dimensional case, but can easily be inferred from the arguments. [HIKP12a, IK14, Kap16, KVZ19] work when the universe size in each dimension are powers of 2 . We also assume that the signal-to-noise ratio is bounded by a polynomial of $n$, which is a standard assumption in the sparse Fourier transform literature [HIKP12a, IK14, Kap16, Kap17, LN19].
book algorithms are a few of the examples where the Fast Fourier Transform finds applications. The Fast Fourier Transform by Cooley and Tukey [CT65] runs in $O(n \log n)$ time, and has far-reaching applications in all of the aforementioned cases. It is thus expected that algorithms which exploit sparsity assumptions about the input, and can outperform FFT in applications are of high practical value. Generally, the two most important parameters one
would like to optimize are the sample complexity, i.e. the numbers needed to obtain from the time domain, as well as time needed to approximate the Fourier Transform.

Two different lines of research exist for the problem: the one focuses solely on sample complexity, while the other tries to achieve sublinear time while keeping the sample complexity as low as possible. The first line of research operates via the renowned Restricted Isometry Property (RIP), which proceeds by taking random samples and solving a linear/convex program, or an iterative thresholding procedure [CT06, DDTS06, TG07, BD08, DM08, RV08, BD09b, BD09a, NT09b, NV09, GK09, BD10, NV10, Fou11, Bou14, HR16]. The analysis of the algorithms is performed in the following way, in two steps. The first step ensures that, after sampling an appropriate number of points from the time domain, the inverse DFT matrix restricted on the rows indexed by those points acts as a near isometry on the space of $k$-sparse vectors. All of the state of the art results [CT06, RV08, Bou14, HR16] employ chaining arguments to make the analysis of this sampling procedure as tight as possible. The second part is how to exploit the aforementioned near-isometry property to find the best $k$-sparse approximation to the signal. There the approaches either follow an iterative procedure which gradually denoise the signal [BD08, NT09b, NV09], or perform $\ell_{1}$ minimization [CT06], a method that promotes sparsity of solutions.

The second line of research tries to implement arbitrary linear measurements via sampling Fourier coefficients [GL89, Man92, KM93, GGI ${ }^{+}$02, AGS03, GMS05, Iwe08, Iwe10, HIKP12a, HIKP12b, LWC13, Iwe13, PR14, IKP14, IK14, Kap16, Kap17, CI17, BZI17, MZIC17, LN19] and use sparse functions (in the time domain) which behave like bandpass filters in the frequency domain. The seminal work of Kapralov [Kap17] achieves $O(k \log n)$ samples and running time that is some log factors away from the sample complexity. This
would be the end of the story, apart from the fact that this algorithm does not scale well with dimension, since it has an exponential dependence on $d$. Indeed, in many applications, one is interested in higher dimensions, rather than the one-dimensional case. The main reason ${ }^{7}$ why this curse of dimensionality appears is due to the lack of dimension-independent ways to construct functions that approximate the $\ell_{\infty}$ ball and are sufficiently sparse in the time domain. A very nice work of Kapralov, Velingker and Zandieh [KVZ19] tries to remedy that by combining the standard execution of FFT with careful aliasing, but their algorithm works in a noiseless setting, and has a polynomial, rather than linear, dependence on $k$; the running time is polynomial in $k, \log n$ and the exponential dependence is avoided. It is an important and challenging question whether a robust and more efficient algorithm can be found.

We note that in many applications, such as MRI or computed tomography (CT), the main focus is the sample complexity; the algorithms that have found their way to industry are, to the best of our knowledge, not concerned with sublinear running time, but with the number of measurements, which determine the acquisition time, or in CT the radiation dose the patient receives.

In this work, we consider the extensively studied problem of computing a $k$-sparse approximation to the $d$-dimensional Fourier transform of a length $n$ signal. Our algorithm uses $O(k \log k \log n)$ samples, is dimension-free, operates for any universe size, and achieves the strongest $\ell_{\infty} / \ell_{2}$ guarantee, while running in time comparable to the Fast Fourier Transform. All previous algorithms proceed either via the Restricted Isometry Property or via

[^5]| Year | Refs. | Duration | Sample/Time | Approx. Ratio |
| :--- | :--- | :--- | :--- | :--- |
| 2012 | $\left[\mathrm{BCG}^{+} 12\right]$ | $>\frac{1}{\eta} \cdot k$ | sublinear | NO |
| 2015 | $[$ Moi15 $]$ | $>\frac{1}{\eta}$ | linear | $\operatorname{poly}(k)$ |
| 2015 | $[$ PS15] (thesis) | $>\frac{1}{\eta} \cdot \log (k)$ | sublinear | $O(\log k)$ |
| 2015 | $[$ PS15] (thesis) | $>\frac{1}{\eta} \cdot \log ^{2}(k)$ | sublinear | $O(1)$ |
| 2016 | $[$ CKPS16] (thesis) | $>0$ | sublinear | $O(1)$ |

Table 1.5: Reconstructing the signal in the continuous setting. Let $\eta$ denote the frequency gap. The first three results requires a frequency gap, and the last result doesn't require a frequency gap. We reconstruct an $x^{\prime}(t)$ such that $\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \leq \alpha \cdot \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t$, where $\alpha$ is the Approx. Ratio.
filter functions. Our approach totally departs from the aforementioned techniques, and we believe it is a fresh look to the sparse Fourier transform problem.

Continuous Fourier Transform In many situations, much of the reason for using Fourier transforms is because the transformed signal is sparse -i.e., the energy is concentrated in a small set of $k$ locations. In such situations, one could hope for a dependency that depends nearly linearly on $k$ rather than $n$. Moreover, one may be able to find these frequencies while only sampling the signal for some period of time. This idea has led to a number of results on sparse Fourier transforms, including [GGI ${ }^{+}$02, GMS05, HIKP12a, IK14], that can achieve $O(k \log (n / k) \log n)$ running time and $O(k \log (n / k))$ sample complexity (although not quite both at the same time) in a robust setting.

These works apply to the discrete Fourier transform, but lots of signals including audio or radio originally come from a continuous domain. The standard way to convert a continuous Fourier transform into a discrete one is to apply a window function then subsample. Unfortunately, doing so "smears out" the frequencies, blowing up the sparsity. Thus,


Figure 1.2: Sampling Model. $x^{*}$ is a perfect signal. We are only allowed to samples from $x$ which is a signal that has noise.
one can hope for significant efficiency gains by directly solving the sparse Fourier transform problem in the continuous setting. This has led researchers to adapt techniques from the discrete setting to the continuous both in theory $\left[\mathrm{BCG}^{+} 12\right.$, TBSR13, CF14, DB13] and in practice $\left[\mathrm{SAH}^{+} 13\right]$. However, these results are not robust to noise: if the signal is sampled with a tiny amount of Gaussian noise or decays very slightly over time, no method has been known for computing a sparse Fourier transform in the continuous setting with sample complexity linear in $k$ and logarithmic in other factors. That is what we present in this paper.

Formally, a vector $x^{*}(t)$ has a $k$-sparse Fourier transform if it can be written as

$$
x^{*}(t)=\sum_{i=1}^{k} v_{i} e^{2 \pi \mathrm{i} \mathrm{f}_{i} t}
$$

for some tones $\left\{\left(v_{i}, f_{i}\right)\right\}$. We consider the problem where we can sample some signal

$$
x(t)=x^{*}(t)+g(t)
$$

at any $t$ we choose in some interval $[0, T]$, where $x^{*}(t)$ has a $k$-sparse Fourier transform and


Figure 1.3: Recovered signal. Our goal is to output signal $x^{\prime}$ such that $x^{\prime}$ is close to $x^{*}$.
$g(t)$ is arbitrary noise. As long as $g$ is "small enough," one would like to recover a good approximation to $x$ (or to $x^{*}$, or to $\left\{\left(v_{i}, f_{i}\right)\right\}$ ) using relatively few samples $t \in[0, T]$ and fast running time. Our algorithm achieves several results of this form, but a simple one is an $\ell_{2} / \ell_{2}$ guarantee: we reconstruct an $x^{\prime}(t)$ with $k$-sparse Fourier transform such that

$$
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

using a number of samples that is $k$ times logarithmic factors ${ }^{8}$. To the best of our knowledge, this is the first algorithm achieving such a constant factor approximation with a sample complexity sublinear in $T$ and the signal-to-noise ratio.

Our algorithm also gives fairly precise estimates of the individual tones $\left(v_{i}, f_{i}\right)$ of the signal $x^{*}$. To demonstrate what factors are important, it is helpful to think about a concrete setting. Let us consider sound from a simplified model of a piano.

Thought experiment: piano tuning In a simplified model of a piano, we have keys corresponding to frequencies over some range $[-F, F]$. The noise $g(t)$ comes from ambient

[^6]

Figure 1.4: Thought Experiments
noise and the signals not being pure tones (because, for example, the notes might decay slowly over time). For concrete numbers, a modern piano has 88 keys spaced from about 27.5 Hz to $F=4200 \mathrm{~Hz}$. The space between keys ranges from a few Hz to a few hundred Hz , but most chords will have an $\eta=30 \mathrm{~Hz}$ or more gap between the frequencies being played. One typically would like to tune the keys to within about $\pm \nu=1 \mathrm{~Hz}$. And piano music typically has $k$ around 5 .

Now, suppose you would like to build a piano tuner that can listen to a chord and tell you what notes are played and how they are tuned. For such a system, how long must we wait for the tuner to identify the frequencies? How many samples must the tuner take? And how robust is it to the noise?

If you have a constant signal-to-noise ratio, you need to sample for a time $T$ of at
least order $1 / \nu=1$ second in order to get 1 Hz precision-frequencies within 1 Hz of each other will behave very similarly over small fractions of a second, which noise can make indistinguishable. You also need at least $\Omega\left(k \log \left(\frac{F}{k \nu}\right)\right) \approx 50$ samples, because the support of the signal contains that many bits of information and you only get a constant number per measurement (at constant SNR). At higher signal-to-noise ratios $\rho$, these results extend to $\Omega\left(\frac{1}{\nu \rho}\right)$ duration and $\Omega\left(k \log _{\rho}\left(\frac{F}{k \nu}\right)\right)$ samples. But as the signal-to-noise ratio gets very high, there is another constraint on the duration: for $T<\frac{1}{\eta} \approx 33$ milliseconds the different frequencies start becoming hard to distinguish, which causes the robustness to degrade exponentially in $k$ [Moi15] (though the lower bound there only directly applies to a somewhat restricted version of our setting).

This suggests the form of a result: with a duration $T>\frac{1}{\eta}$, one can hope to recover the frequencies to within $\frac{1}{\rho T}$ using $O\left(k \log _{\rho}\left(\frac{F T}{k}\right)\right)$ samples. We give an algorithm that is within logarithmic factors of this ideal: with a duration $T>\frac{O(\log (k / \delta))}{\eta}$, we recover the frequencies to within $O\left(\frac{1}{\rho T}\right)$ using $O\left(k \log _{\rho}(F T) \cdot \log (k / \delta) \cdot \log k\right)$ samples, where $\rho$ and $1 / \delta$ are (roughly speaking) the minimum and maximum signal-to-noise ratios that you can tolerate, respectively.

Instead of trying to tune the piano by recovering the frequencies precisely, one may simply wish to record the sound for future playback with relatively few samples. Our algorithm works for this as well: the combination $x^{\prime}(t)$ of our recovered frequencies satisfies

$$
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

Continuous Fourier Transform without Frequency Gap In an interpolation problem, one can observe $x(t)=x^{*}(t)+g(t)$, where $x^{*}(t)$ is a structured signal and $g(t)$ denotes noise,
at points $t_{i}$ of one's choice in some interval $[0, T]$. The goal is to recover an estimate $\widetilde{x}$ of $x^{*}$ (or of $x$ ). Because we can sample over a particular interval, we would like our approximation to be good on that interval, so for any function $y(t)$ we define

$$
\|y\|_{T}^{2}=\frac{1}{T} \int_{0}^{T}|y(t)|^{2} \mathrm{~d} t
$$

to be the $\ell_{2}$ error on the sample interval. For some parameters $C$ and $\delta$, we would then like to get

$$
\begin{equation*}
\left\|\widetilde{x}-x^{*}\right\|_{T} \leq C\|g\|_{T}+\delta\left\|x^{*}\right\|_{T} \tag{1.7}
\end{equation*}
$$

while minimizing the number of samples and running time. Typically, we would like $C$ to be $O(1)$ and to have $\delta$ be very small (either zero, or exponentially small). Note that, if we do not care about changing $C$ by $O(1)$, then by the triangle inequality it doesn't matter whether we want to estimate $x^{*}$ or $x$ (i.e. we could replace the LHS of (1.7) by $\|\widetilde{x}-x\|_{T}$ ).

Of course, to solve an interpolation problem one also needs $x^{*}$ to have structure. One common form of structure is that $x^{*}$ have a sparse Fourier representation. We say that a function $x^{*}$ is $k$-Fourier-sparse if it can be expressed as a sum of $k$ complex exponentials:

$$
x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}
$$

for some $v_{j} \in \mathbb{C}$ and $f_{j} \in[-F, F]$, where $F$ is the "bandlimit". Given $F, T$, and $k$, how many samples must we take for the interpolation (1.7)?

If we ignore sparsity and just use the bandlimit, then Nyquist sampling and ShannonWhittaker interpolation uses $F T+1 / \delta$ samples to achieve (1.7). Alternatively, in the absence of noise, $x^{*}$ can be found from $O(k)$ samples by a variety of methods, including Prony's
method from 1795 or Reed-Solomon syndrome decoding [Mas69], but these methods are not robust to noise.

If the signal is periodic with period $T$-i.e., the frequencies are multiples of $1 / T$-then we can use sparse discrete Fourier transform methods, which take $O\left(k \log ^{c}(F T / \delta)\right)$ time and samples (e.g. [GGI ${ }^{+} 02$, HIKP12a, IKP14]). If the frequencies are not multiples of $1 / T$ (are "off the grid"), then the discrete approximation is only $k / \delta$ sparse, making the interpolation less efficient; and even this requires that the frequencies be well separated.

A variety of algorithms have been designed to recover off-grid frequencies directly, but they require the minimum gap among the frequencies to be above some threshold. With frequency gap at least $1 / T$, we can achieve a $k^{c}$ approximation factor using $O(F T)$ samples [Moi15], and with gap above $O\left(\log ^{2} k\right) / T$ we can get a constant approximation using $O\left(k \log ^{c}(F T / \delta)\right)$ samples and time [PS15].

Having a dependence on the frequency gap is natural. If two frequencies are very close together-significantly below $1 / T$-then the corresponding complex exponentials will be close on $[0, T]$, and hard to distinguish in the presence of noise. In fact, from a lower bound in [Moi15], below $1 / T$ frequency gap one cannot recover the frequencies in the presence of noise as small as $2^{-\Omega(k)}$. The lower bound proceeds by constructing two signals using significantly different frequencies that are exponentially close over $[0, T]$.

But if two signals are so close, do we need to distinguish them? Such a lower bound doesn't apply to the interpolation problem, it just says that you can't solve it by finding the frequencies. Our question becomes: can we benefit from Fourier sparsity in a regime where we can't recover the individual frequencies?


Figure 1.5: Moitra's lower bound [Moi15]. $\forall \epsilon>0$, if sample duration $T<\frac{(1-\epsilon)}{\eta}$, then $\exists$ two $k$-Fourier-sparse signals: $x(t)$ and $x^{\prime}(t)$, each has $\eta$ frequency gap. To tell them apart, need noise $\leq 2^{-\Omega(\epsilon k)}$. This example only implies that frequency recovery requires frequency gap, but what if we just want to interpolate signal?

We answer in the affirmative, giving an algorithm for the interpolation using $O(\operatorname{poly}(k \log (F T / \delta))$ samples.

This part is based on the following papers:
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### 1.5 Factorization

Low rank approximation is arguably one of the most well-studied problems in randomized numerical linear algebra, with diverse applications to clustering [ $\mathrm{DFK}^{+} 04$, FSS 13 , LBKW14, $\mathrm{CEM}^{+}$15], data mining [ $\mathrm{AFK}^{+} 01$ ], distance matrix completion [Cha12], information retrieval [PRTV00], learning mixtures of distributions [AM05, KSV08], recommendation systems [DKR02], and web search [AFKM01, Kle99]. In practice one often has a low rank matrix which has been corrupted with noise of bounded norm, and low rank approximation allows one to approximately recover the original matrix. Low rank approximation may also help explain a dataset, revealing low dimensional structure in high dimensional data. Given a low rank approximation, one can store a matrix and compute a matrix-vector product much more efficiently by storing the corresponding factorization. It can also be used as a preprocessing step in applications, that is, by first projecting data onto a lower-dimensional
subspace one preserves important properties of the input, but can now run subsequent algorithms in the lower-dimensional space. For example, it has been proposed to reduce the data dimension in Non-Negative Matrix Factorization [LS00] (more on this below), and Latent Dirichlet Allocation (LDA) [BNJ01].

The basic low rank approximation problem is: given an $n \times n$ matrix $A$, find a matrix $\widehat{A}$ of rank at most $k$ for which $\|A-\widehat{A}\|_{F}$ is minimized, where for a matrix $B$, $\|B\|_{F}=\left(\sum_{i, j} B_{i, j}^{2}\right)^{1 / 2}$ is its Frobenius norm. This formulation intuitively corresponds to the matrix $\widehat{A}$ capturing as much of the variance of $A$ as possible. It is well-known that the optimal solution is given by $A_{k}$, which if $U \Sigma V^{\top}$ is the singular value decomposition (SVD) of $A$, where $U$ and $V$ are orthogonal matrices and $\Sigma$ is a non-negative diagonal matrix with $\Sigma_{1,1} \geq \Sigma_{2,2} \geq \cdots \geq \Sigma_{n, n}$, then $A_{k}=U \Sigma_{k} V^{\top}$, where $\Sigma_{k}$ agrees with $\Sigma$ on its first $k$ diagonal entries and is 0 otherwise. Although the SVD is computable in polynomial time, it is often acceptable to output a matrix $\widehat{A}$ for which $\|A-\widehat{A}\|_{F} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}$ with high probability. In the latter case, much more efficient algorithms are known, and it is possible to compute such an $\widehat{A}$ in $n n z(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time, where $n n z(A)$ denotes the number of non-zero entries of $A$ [CW13, MM13, NN13a]. We note that for typical applications $k$ and $1 / \epsilon$ are assumed to be much smaller than $n$, e.g., in [Har14] they are treated as absolute constants.

Weighted Despite the large body of work on low rank approximation, the weighted case is not well understood. In this case one is given an $n \times n$ matrix $A$ and an $n \times n$ matrix $W$
with $W_{i, j} \geq 0$, and one seeks to solve:

$$
\min _{\text {rank-k matrices } \widehat{A}}\|W \circ(A-\widehat{A})\|_{F}^{2}=\min _{\text {rank-k matrices }} \sum_{i, j} W_{i, j}^{2}\left(A_{i, j}-\widehat{A}_{i, j}\right)^{2} .
$$

The classical low rank approximation is a special case in which $W_{i, j}=1$ for all $i$ and $j$. However, in general there may not be a good reason to weight all elements of the approximation error $A-\widehat{A}$ equally, especially if one is given prior knowledge about the distribution of the errors. For example, suppose the columns of $A$ each come from a low-dimensional subspace but one of the columns is then shifted by a fixed large vector so that its mean is different. One may first want to recenter the data by subtracting off the mean from each of the columns. While this is possible without weighted low rank approximation, suppose instead that each of the columns of $A$ comes from a perturbation of columns in a low dimensional subspace but one of the columns has a much larger variance. Then if all weights were equal, it would be enough for $\widehat{A}$ to fit this one single large variance column, which fails to capture the entire low-dimensional subspace. One way of fixing this is to reweight each entry of $A$ by the inverse of its variance. This is a common technique used in gene expression analysis, where the error model for microarray measurements provides entry-specific noise estimates, or when entries of $A$ represent aggregates of many samples such as in word co-occurrence matrices and non-uniform weights are needed to appropriately capture any differences in the sample sizes; see [SJ03] for a discussion, and also the Wikipedia entry on weighted low rank approximation for a brief introduction.

While the extension of low rank approximation to the weighted case goes back to work of Young in 1940 [You40], its complexity is not well-understood, partly because the weighted case does not admit a solution via the SVD and may have many local minima [SJ03]. Early
work by Shpak [Shp90] looked at gradient-based approaches while Lu et al. [LPW97, LA03] looked at alternating minimization methods. These were significantly sped up in practice by the work of Srebro and Jaakkola [SJ03], with success in various applications such as color image restoration [MES08], though there are no provable time bounds and in the worst case the running times could be exponential or worse. In fact, weighted low rank approximation is known to be NP-hard to approximate up to a $(1 \pm 1 / \operatorname{poly}(n))$ factor [GG11]. We note that this also follows from the fact that matrix completion, arguably one of the most important special cases of weighted low rank approximation in which case all weights are 0 or 1 , which we discuss more below, is also known to be NP-hard [Pee96, HMRW14]. Typically, though, assumptions such as incoherence and randomly sampled entries allow one to circumvent this hardness [CR09, LLR16]. There is some debate as to whether these assumptions are valid, for instance in [SW15] an argument is made why randomly missing entries may not hold for real-world datasets.

Many natural questions are left open from previous work. In particular one question as we see it is the following:

For which weight matrices $W$ is the problem tractable? More generally, is it possible to identify a natural parameter of $W$ and to obtain parameterized complexity bounds in terms of that parameter?

Entry-wise L1 norm Two well-studied problems in numerical linear algebra are regression and low rank approximation. In regression, one is given an $n \times d$ matrix $A$, and an $n \times 1$ vector $b$, and one seeks an $x \in \mathbb{R}^{d}$ which minimizes $\|A x-b\|$ under some norm. For example, for least squares regression one minimizes $\|A x-b\|_{2}$. In low rank approximation, one is
given an $n \times d$ matrix $A$, and one seeks a rank- $k$ matrix $\widehat{A}$ which minimizes $\|A-\widehat{A}\|$ under some norm. For example, in Frobenius norm low rank approximation, one minimizes $\|A-\widehat{A}\|_{F}=\left(\sum_{i, j}\left(A_{i, j}-\widehat{A}_{i, j}\right)^{2}\right)^{1 / 2}$. Algorithms for regression are often used as subroutines for low rank approximation. Indeed, one of the main insights of [DMM06c, DMM06b, Sar06, DMM08, CW09] was to use results for generalized least squares regression for Frobenius norm low rank approximation. Algorithms for $\ell_{1}$-regression, in which one minimizes $\|A x-b\|_{1}=$ $\sum_{i}\left|(A x)_{i}-b_{i}\right|$, were also used [BD13, SW11] to fit a set of points to a hyperplane, which is a special case of entrywise $\ell_{1}$-low rank approximation, the more general problem being to find a rank- $k$ matrix $\widehat{A}$ minimizing $\sum_{i, j}\left|A_{i, j}-\widehat{A}_{i, j}\right|$.

Randomization and approximation were introduced to significantly speed up algorithms for these problems, resulting in algorithms achieving relative error approximation with high probability. Such algorithms are based on sketching and sampling techniques; we refer to [Woo14b] for a survey. For least squares regression, a sequence of work [Sar06, CW13, MM13, NN13a, LMP13, BDN15, Coh16a] shows how to achieve algorithms running in nnz $(A)+\operatorname{poly}(d)$ time. For Frobenius norm low rank approximation, using the advances for regression this resulted in $n n z(A)+(n+d) \operatorname{poly}(k)$ time algorithms. For $\ell_{1}$-regression, sketching and sampling-based methods [Cla05, SW11, CDMI ${ }^{+}$13, CW13, MM13, LMP13, WZ13, CW15b, CP15] led to an $n n z(A)+\operatorname{poly}(d)$ time algorithm.

Just like Frobenius norm low rank approximation is the analogue of least squares regression, entrywise $\ell_{1}$-low rank approximation is the analogue of $\ell_{1}$-regression. Despite this analogy, no non-trivial upper bounds with provable guarantees are known for $\ell_{1}$-low rank approximation. Unlike Frobenius norm low rank approximation, which can be solved exactly using the singular value decomposition, no such algorithm or closed-form solution is known
for $\ell_{1}$-low rank approximation. Moreover, the problem was recently shown to be NP-hard [GV15]. A major open question is whether there exist approximation algorithms, sketchingbased or otherwise, for $\ell_{1}$-low rank approximation. Indeed, the question of obtaining betters algorithms was posed in section 6 of [GV15], in [Exc13], and as the second part of open question 2 in [Woo14b], among other places. The earlier question of NP-hardness was posed in Section 1.4 of [KV09], for which the question of obtaining approximation algorithms is a natural followup. The goal of our work is to answer this question.

We now formally define the $\ell_{1}$-low rank approximation problem: we are given an $n \times d$ matrix $A$ and approximation factor $\alpha \geq 1$, and we would like, with large constant probability, to output a rank- $k$ matrix $\widehat{A}$ for which

$$
\|A-\widehat{A}\|_{1} \leq \alpha \cdot \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1},
$$

where for an $n \times d$ matrix $C$, we let $\|C\|_{1}=\sum_{i=1}^{n} \sum_{j=1}^{d}\left|C_{i, j}\right|$. This notion of low rank approximation has been proposed as a more robust alternative to Frobenius norm low rank approximation $\left[K K 03, ~ K K 05\right.$, KLC $^{+} 15$, Kwa08, ZLS ${ }^{+} 12$, BJ12, BD13, BDB13, MXZZ13, MKP13, MKP14, MKCP16, PK16], and is sometimes referred to as $\ell_{1}$-matrix factorization or robust PCA. $\ell_{1}$-low rank approximation gives improved results over Frobenius norm low rank approximation since outliers are less exaggerated, as one does not square their contribution in the objective. The outlier values are often erroneous values that are far away from the nominal data, appear only a few times in the data matrix, and would not appear again under normal system operation. These works also argue $\ell_{1}$-low rank approximation can better handle missing data, is appropriate in noise models for which the noise is not Gaussian, e.g., it produces the maximum likelihood estimator for Laplacian noise [Gao08, $\mathrm{KAC}^{+}$08, VT01], and can be used in image processing to prevent image occlusion [YZD12].

To see that $\ell_{1}$-low rank approximation and Frobenius norm low rank approximation can give very different results, consider the $n \times n$ matrix $A=\left[\begin{array}{cc}n & 0 \\ 0 & B\end{array}\right]$, where $B$ is any ( $n-$ 1) $\times(n-1)$ matrix with $\|B\|_{F}<n$. The best rank-1 approximation with Frobenius norm error is given by $\widehat{A}=n \cdot e_{1} e_{1}^{\top}$, where $e_{1}$ is the first standard unit vector. Here $\widehat{A}$ ignores all but the first row and column of $A$, which may be undesirable in the case that this row and column represent an outlier. Note $\|A-\widehat{A}\|_{1}=\|B\|_{1}$. If, for example, $B$ is the all 1 s matrix, then $\widehat{A}=[0,0 ; 0, B]$ is a rank- 1 approximation for which $\|A-\widehat{A}\|_{1}=n$, and therefore this solution is a much better solution to the $\ell_{1}$-low rank approximation problem than $n \cdot e_{1} e_{1}^{\top}$, for which $\left\|A-n \cdot e_{1} e_{1}^{\top}\right\|_{1}=(n-1)^{2}$.

Despite the advantages of $\ell_{1}$-low rank approximation, its main disadvantage is its computationally intractability. It is not rotationally invariant and most tools for Frobenius low rank approximation do not apply. To the best of our knowledge, all previous works only provide heuristics. Using that for an $n \times d$ matrix $C,\|C\|_{F} \leq\|C\|_{1} \leq \sqrt{n d}\|C\|_{F}$, a Frobenius norm low rank approximation gives a $\sqrt{n d}$ approximation for $\ell_{1}$-low rank approximation. A bit better is to use algorithms for low rank approximation with respect to the sum of distances, i.e., to find a rank- $k$ matrix $\widehat{A}$ minimizing $\|A-\widehat{A}\|_{1,2}$, where for an $n \times d$ matrix $C,\|C\|_{1,2}=\sum_{i=1}^{n}\left\|C_{i}\right\|_{2}$, where $C_{i}$ is the $i$-th row of $C$. A sequence of work [DV07, FMSW10, FL11, SV12a, CW15a] shows how to obtain an $O(1)$-approximation to this problem in $n n z(A)+(n+d) \operatorname{poly}(k)+\exp (k)$ time, and using that $\|C\|_{1,2} \leq\|C\|_{1} \leq \sqrt{d}\|C\|_{1,2}$ results in an $O(\sqrt{d})$-approximation.

Zero-one Law To understand the role of the Frobenius norm in the algorithms above, we recall a standard motivation for this error measure. Suppose one has $n$ data points in
a $k$-dimensional subspace of $\mathbb{R}^{d}$, where $k \ll d$. We can write these points as the rows of an $n \times d$ matrix $A^{*}$ which has rank $k$. The matrix $A^{*}$ is often called the ground truth matrix. In a number of settings, due to measurement noise or other kinds of noise, we only observe the matrix $A=A^{*}+\Delta$, where each entry of the noise matrix $\Delta \in \mathbb{R}^{n \times n}$ is an i.i.d. random variable from a certain mean-zero noise distribution $\mathcal{D}$. One method for approximately recovering $A^{*}$ from $A$ is maximum likelihood estimation. Here one tries to find a matrix $B$ maximizing the $\log$-likelihood: $\max _{\text {rank-k }} \sum_{i, j} \log p\left(A_{i, j}-B_{i, j}\right)$, where $p(\cdot)$ is the probability density function of the underlying noise distribution $\mathcal{D}$. For example, when the noise distribution is Gaussian with mean zero and variance $\sigma^{2}$, denoted by $N\left(0, \sigma^{2}\right)$, then the optimization problem is $\max _{\text {rank-k }} B \sum_{i, j}\left(\log \left(1 / \sqrt{2 \pi \sigma^{2}}\right)-\left(A_{i, j}-B_{i, j}\right)^{2} /\left(2 \sigma^{2}\right)\right)$, which is equivalent to solving the Frobenius norm loss low rank approximation problem defined above.

The Frobenius norm loss, while having nice statistical properties for Gaussian noise, is well-known to be sensitive to outliers. Applying the same maximum likelihood framework above to other kinds of noise distributions results in minimizing other kinds of loss functions. In general, if the density function of the underlying noise $\mathcal{D}$ is $p(z)=c \cdot e^{-g(z)}$, where $c$ is a normalization constant, then the maximum likelihood estimation problem for this noise distribution becomes the following generalized entry-wise loss low rank approximation problem: $\min _{\text {rank-k } B} \sum_{i, j} g\left(A_{i, j}-B_{i, j}\right)=\min _{\text {rank-k } B}\|A-B\|_{g}$, which is a central topic of recent work on generalized low-rank models $\left[\mathrm{UHZ}^{+} 16\right]$. For example, when the noise is Laplacian, the entrywise $\ell_{1}$ loss is the maximum likelihood estimation, which is also robust to sparse outliers. A natural setting is when the noise is a mixture of small Gaussian noise and sparse outliers; this noise distribution is referred to as the Huber density. In this case
the Huber loss function gives the maximum likelihood estimate $\left[\mathrm{UHZ}^{+} 16\right]$, where the Huber function [Hub64] is defined to be: $g(x)=x^{2} /(2 \tau)$ if $|x|<\tau / 2$, and $g(x)=|x|-\tau / 2$ if $|x| \geq \tau$. Another nice property of the Huber error measure is that it is differentiable everywhere, unlike the $\ell_{1}$-norm, yet still enjoys the robustness properties as one moves away from the origin, making it less sensitive to outliers than the $\ell_{2}$-norm. There are many other kinds of loss functions, known as $M$-estimators [Zha97], which are widely used as loss functions in robust statistics [HRRS11].

Although several specific cases have been studied, such as entry-wise $\ell_{p}$ loss [CLMW11, SWZ17, $\mathrm{CGK}^{+}$17a, BKW17, $\mathrm{BBB}^{+}$19a], weighted entry-wise $\ell_{2}$ loss [RSW16], and cascaded $\ell_{p}\left(\ell_{2}\right)$ loss [DVTV09, CW15a], the landscape of general entry-wise loss functions remains elusive. There are no results known for any loss function which is not scale-invariant, much less any kind of characterization of which loss functions admit efficient algorithms. This is despite the importance of these loss functions; we refer the reader to [UHZ $\left.{ }^{+} 16\right]$ for a survey of generalized low rank models. This motivates the main question in our work:

Question 1.5.1 (General Loss Functions). For a given approximation factor $\alpha>1$, which functions $g$ allow for efficient low-rank approximation algorithms? Formally, given an $n \times d$ matrix $A$, can we find a rank-k matrix $B$ for which $\|A-B\|_{g} \leq \alpha \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{g}$, where for a matrix $C,\|C\|_{g}=\sum_{i \in[n], j \in[d]} g\left(C_{i, j}\right)$ ? What if we also allow $B$ to have rank $\operatorname{poly}(k \log n)$ ?

For Question 1.5.1, one has $g(x)=|x|^{p}$ for $p$-norms, and note the Huber loss function also fits into this framework. Allowing $B$ to have slightly larger rank than $k$, namely, $\operatorname{poly}(k \log n)$, is often sufficient for applications as it still allows for the space savings and
computational gains outlined above. These are referred to as bicriteria approximations and are the focus of our work.

Tensor Tensors are often more useful than matrices for capturing higher order relations in data. Computing low rank factorizations of approximations of tensors is the primary task of interest in a number of applications, such as in psychology[Kro83], chemometrics [Paa00, SBG04], neuroscience [AAB ${ }^{+} 07, \mathrm{~KB} 09, \mathrm{CLK}^{+}$15], computational biology [CV15, SC15], natural language processing [CYYM14, LZBJ14, LZMB15, BNR ${ }^{+}$15], computer vision [VT02, WA03, SH05, HPS05, HD08, AFdLGTL09, PLY10, LFC ${ }^{+}$16, CLZ17], computer graphics [VT04, $\mathrm{WWS}^{+} 05$, Vas09], security [AÇKY05, ACY06, KB06], cryptography [FS99, Sch12, KYFD15, SHW ${ }^{+}$16] data mining [KS08, RST10, KABO10, Mør11], machine learning applications such as learning hidden Markov models, reinforcement learning, community detection, multi-armed bandit, ranking models, neural network, Gaussian mixture models and Latent Dirichlet allocation [MR05, AFH ${ }^{+}$12, HK13, ALB13, ABSV14, AGH ${ }^{+} 14$, AGHK14, BCV14, JO14a, GHK15, PBLJ15, JSA15, ALA16, AGMR16, ZSJ+ 17], programming languages [RTP16], signal processing [Wes94, DLDM98, Com09, CMDL+15], and other applications [YCS11, LMWY13, OS14, ZCZJ14, STLS14, YCS16, RNSS16].

Despite the success for matrices, the situation for order- $q$ tensors for $q>2$ is much less understood. There are a number of works based on alternating minimization [CC70, Har70, FMPS13, FT15, ZG01, BS15] gradient descent or Newton methods [ES09, ZG01], methods based on the Higher-order SVD (HOSVD) [LMV00a] which provably incur $\Omega(\sqrt{n})$ inapproximability for Frobenius norm error [LMV00b], the power method or orthogonal iteration method [LMV00b], additive error guarantees in terms of the flattened (unfolded)
tensor rather than the original tensor [MMD08], tensor trains [Ose11], the tree Tucker decomposition [OT09], or methods specialized to orthogonal tensors [KM11, $\mathrm{AGH}^{+} 14$, MHG15, WTSA15, WA16, SWZ16]. There are also a number of works on the problem of tensor completion, that is, recovering a low rank tensor from missing entries [WM01, AKDM10, TSHK11, LMWY13, MHWG14, JO14b, BM16]. There is also another line of work using the sum of squares (SOS) technique to study tensor problems [BKS15a, GM15, HSS15, HSSS16, MSS16, PS17, SS17], other recent work on tensor PCA [All12b, All12a, RM14, JMZ15, ADGM16, ZX17], and work applying smoothed analysis to tensor decomposition [BCMV14]. Several previous works also consider more robust norms than the Frobenius norm for tensors, e.g., the $R_{1}$ norm ( $\ell_{1}-\ell_{2}-\ell_{2}$ norm in our work) [HD08], $\ell_{1}$-PCA [PLY10], entry-wise $\ell_{1}$ regularization [GGH14], M-estimator loss [YFS16], weighted approximation [Paa97, TK11, LRHG13], tensor-CUR [OST08, MMD08, CC10, FMMN11, FT15], or robust tensor PCA [GQ14, LFC ${ }^{+}$16, CLZ17].

Some of the above works, such as ones based on the tensor power method or alternating minimization, require incoherence or orthogonality assumptions. Others, such as those based on the simultaneous SVD, require an assumption on the minimum singular value. See the monograph of Moitra [Moi14a] for further discussion. Unlike the situation for matrices, there is no work for tensors that is able to achieve the following natural relative error guarantee: given a $q$-th order tensor $A \in \mathbb{R}^{n^{\otimes q}}$ and an arbitrary accuracy parameter $\epsilon>0$, output a rank- $k$ tensor $B$ for which

$$
\begin{equation*}
\|A-B\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{1.8}
\end{equation*}
$$

where $\mathrm{OPT}=\inf _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{F}^{2}$, and where recall the rank of a tensor $B$ is the minimal integer $k$ for which $B$ can be expressed as $\sum_{i=1}^{k} U_{1}^{i} \otimes U_{2}^{i} \otimes \cdots \otimes U_{q}^{i}$. General speaking, a $q$-th
order tensor can have rank at most $n^{q-1}$. A third order tensor, for example, has rank which is an integer in $\left\{0,1,2, \ldots, n^{2}\right\}$.

For notational simplicity, we will start by assuming third order tensors with all dimensions of equal size, but we extend all of our main theorems below to tensors of any constant order $q>3$ and dimensions of different sizes.

The first caveat regarding (1.8) for tensors is that an optimal rank- $k$ solution may not even exist! This is a well-known problem for tensors (see, e.g., [KHL89, Paa00, KDS08, Ste06, Ste08] and more details in section 4 of [DSL08]), for which for any rank- $k$ tensor $B$, there always exists another rank- $k$ tensor $B^{\prime}$ for which $\left\|A-B^{\prime}\right\|_{F}^{2}<\|A-B\|_{F}^{2}$. If OPT $=0$, then in this case for any rank- $k$ tensor $B$, necessarily $\|A-B\|_{F}^{2}>0$, and so (1.8) cannot be satisfied. This fact was known to algebraic geometers as early as the 19th century, which they refer to as the fact that the locus of $r$-th secant planes to a Segre variety may not define a (closed) algebraic variety [DSL08, Lan12]. It is also known as the phenomenon underlying the concept of border $\operatorname{rank}^{9}$ [Bin80, Bin86, BCS97, Knu98, Lan06]. In this case it is natural to allow the algorithm to output an arbitrarily small $\gamma>0$ amount of additive error. Note that unlike several additive error algorithms for matrices, the additive error here can in fact be an arbitrarily small positive function of $n$. If, however, OPT $>0$, then for any $\epsilon>0$, there exists a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT, and in this case we should still require the algorithm to output a relative-error solution. If an optimal rank- $k$ solution $B$ exists, then as for matrices, it is natural to require the algorithm to output a relative-error solution.

[^7]Besides the above definitional issue, a central reason that (1.8) has not been achieved is that computing the rank of a third order tensor is well-known to be NP-hard [Hås90, HL13]. Thus, if one had such a polynomial time procedure for solving the problem above, one could determine the rank of $A$ by running the procedure on each $k \in\left\{0,1,2, \ldots, n^{2}\right\}$, and check for the first value of $k$ for which $\|A-B\|_{F}^{2}=0$, thus determining the rank of $A$. However, it is unclear if approximating the tensor rank is hard. This question will also be answered in this work.

This part is based on the following papers:

- Ilya Razenshteyn, Zhao Song, David Woodruff

Weighted low rank approximations with provable guarantees.
STOC 2016 [RSW16]

- Zhao Song, David Woodruff, Peilin Zhong

Low Rank Approximation with Entrywise $\ell_{1}$-Norm Error.
STOC 2017 [SWZ17]

- Zhao Song, David Woodruff, Peilin Zhong

Towards a Zero-One Law for Entrywise Low Rank Approximation.
Manuscript 2018 [SWZ18]

- Zhao Song, David Woodruff, Peilin Zhong

Relative Error Tensor Low Rank Approximation.
SODA 2019 [SWZ19b]

- Zhao Song, David Woodruff, Huan Zhang

Sublinear Time Orthogonal Tensor Decomposition.
NeurIPS 2016 [SWZ16]

### 1.6 More Algorithms

Regression Sketching has emerged as a powerful technique for speeding up problems in numerical linear algebra, such as regression. In the overconstrained regression problem, one is given an $n \times d$ matrix $A$, with $n \gg d$, as well as an $n \times 1$ vector $b$, and one wants to find a vector $\widehat{x}$ so as to minimize the residual error $\|A x-b\|_{2}$. Using the sketch and solve paradigm, one first computes $S \cdot A$ and $S \cdot b$ for a randomly chosen matrix $S$, then outputs $x^{\prime}=(S A)^{\dagger} S b$ so as to minimize $\left\|S A x^{\prime}-S b\right\|_{2}$.

The sketch-and-solve paradigm gives a bound on $\left\|x^{\prime}-x^{*}\right\|_{2}$ when $A$ is well-conditioned. One of result cares about $\left\|x^{\prime}-x^{*}\right\|_{\infty}$, we call it $\ell_{\infty}$ regression problem. We also studied regression problem under general norms (i.e. symmetric norm regression min $\|A x-b\|_{\text {symmetric norm }}$ ) and general structure (i.e. tensor regression $\left.\min _{x}\left\|\left(A_{1} \otimes A_{2}\right) x-b\right\|\right)$.

Clustering We consider the $k$-means clustering problem in the dynamic streaming setting, where points from a discrete Euclidean space $\{1,2, \ldots, \Delta\}^{d}$ can be dynamically inserted to or deleted from the dataset. For this problem, we provide a one-pass coreset construction algorithm using space $\widetilde{O}(k \cdot \operatorname{poly}(d, \log \Delta))$, where $k$ is the target number of centers. To our knowledge, this is the first dynamic geometric data stream algorithm for $k$-means using space polynomial in dimension and nearly optimal (linear) in $k$.

LCS Binary String Given a pair of $n$-character strings, the problems of computing their Longest Common Subsequence and Edit Distance have been extensively studied for decades. For exact algorithms, LCS and Edit Distance (with character insertions and deletions) are equivalent; the state of the art running time is (almost) quadratic in $n$, and this is tight under plausible fine-grained complexity assumptions. But for approximation algorithms the picture is different: there is a long line of works with improved approximation factors for Edit Distance, but for LCS (with binary strings) only a trivial 1/2-approximation was known. In this work we give a reduction from approximate LCS to approximate Edit Distance, yielding the first efficient $(1 / 2+\epsilon)$-approximation algorithm for LCS for some constant $\epsilon>0$.

LCS Longest common subsequence (LCS) is a classic and central problem in combinatorial optimization. While LCS admits a quadratic time solution, recent evidence suggests that solving the problem may be impossible in truly subquadratic time. A special case of LCS wherein each character appears at most once in every string is equivalent to the longest increasing subsequence problem (LIS) which can be solved in quasilinear time. In this work, we present novel algorithms for approximating LCS in truly subquadratic time and LIS in truly sublinear time. Our approximation factors depend on the ratio of the optimal solution size over the input size. We denote this ratio by $\lambda$ and obtain the following results for LCS and LIS without any prior knowledge of $\lambda$.

- A truly subquadratic time algorithm for LCS with approximation factor $O\left(\lambda^{3}\right)$.
- A truly sublinear time algorithm for LIS with approximation factor $O\left(\lambda^{3}\right)$.

Triangle inequality was recently used by Boroujeni et al. $\left[\mathrm{BEG}^{+} 18\right]$ and Chakraborty
et al. $\left[\mathrm{CDG}^{+} 18\right]$ to present new approximation algorithms for edit distance. Our techniques for LCS extend the notion of triangle inequality to non-metric settings.

Map-Reduce Many modern parallel systems, such as MapReduce, Hadoop and Spark, can be modeled well by the MPC model. The MPC model captures well coarse-grained computation on large data - data is distributed to processors, each of which has a sublinear (in the input data) amount of memory and we alternate between rounds of computation and rounds of communication, where each machine can communicate an amount of data as large as the size of its memory. This model is stronger than the classical PRAM model, and it is an intriguing question to design algorithms whose running time is smaller than in the PRAM model.

One fundamental graph problem is connectivity. On an undirected graph with $n$ nodes and $m$ edges, $O(\log n)$ round connectivity algorithms have been known for over 35 years. However, no algorithms with better complexity bounds were known. In this work, we give fully scalable, faster algorithms for the connectivity problem, by parameterizing the time complexity as a function of the diameter of the graph. Our main result is a $O\left(\log D \log \log _{m / n} n\right)$ time connectivity algorithm for diameter- $D$ graphs, using $\Theta(m)$ total memory. If our algorithm can use more memory, it can terminate in fewer rounds, and there is no lower bound on the memory per processor.

We extend our results to related graph problems such as spanning forest, finding a DFS sequence, exact/approximate minimum spanning forest, and bottleneck spanning forest. We also show that achieving similar bounds for reachability in directed graphs would imply faster boolean matrix multiplication algorithms.

We introduce several new algorithmic ideas. We describe a general technique called double exponential speed problem size reduction which roughly means that if we can use total memory $N$ to reduce a problem from size $n$ to $n / k$, for $k=(N / n)^{\Theta(1)}$ in one phase, then we can solve the problem in $O\left(\log \log _{N / n} n\right)$ phases. In order to achieve this fast reduction for graph connectivity, we use a multistep algorithm. One key step is a carefully constructed truncated broadcasting scheme where each node broadcasts neighbor sets to its neighbors in a way that limits the size of the resulting neighbor sets. Another key step is random leader contraction, where we choose a smaller set of leaders than many previous works do.

## Part I

## Optimization

## Chapter 2

## Linear Programs

This chapter shows how to solve linear programs of the form $\min _{A x=b, x \geq 0} c^{\top} x$ with $n$ variables in time

$$
O^{*}\left(\left(n^{\omega}+n^{2.5-\alpha / 2}+n^{2+1 / 6}\right) \log (n / \delta)\right)
$$

where $\omega$ is the exponent of matrix multiplication, $\alpha$ is the dual exponent of matrix multiplication, and $\delta$ is the relative accuracy. For the current value of $\omega \sim 2.37$ and $\alpha \sim 0.31$, our algorithm takes $O^{*}\left(n^{\omega} \log (n / \delta)\right)$ time. When $\omega=2$, our algorithm takes $O^{*}\left(n^{2+1 / 6} \log (n / \delta)\right)$ time.

Our algorithm utilizes several new concepts that we believe may be of independent interest:

- We define a stochastic central path method.
- We show how to maintain a projection matrix $\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}$ in sub-quadratic time under $\ell_{2}$ multiplicative changes in the diagonal matrix $W$.


### 2.1 Introduction

Linear programming is one of the key problems in computer science. In both theory and practice, many problems can be reformulated as linear programs to take advantage of fast algorithms. For an arbitrary linear program $\min _{A x=b, x \geq 0} c^{\top} x$ with $n$ variables and $d$ constraints ${ }^{1}$, the fastest algorithm takes $O^{*}\left(\sqrt{d} \cdot \mathrm{nnz}(A)+d^{2.5}\right)^{2}$ where $\mathrm{nnz}(A)$ is the number of non-zeros in $A$ [LS14, LS15].

For the generic case $d=\Omega(n)$ we focus in this paper, the current fastest runtime is dominated by $O^{*}\left(n^{2.5}\right)$. This runtime has not been improved since the result by Vaidya on 1989 [Vai87, Vai89b]. The $n^{2.5}$ bound originated from two factors: the cost per iteration $n^{2}$ and the number of iterations $\sqrt{n}$. The $n^{2}$ cost per iteration looks optimal because this is the cost to compute $A x$ for a dense $A$. Therefore, many efforts [Kar84, Ren88, NN89, Vai89a, LS14] have been focused on decreasing the number of iterations while maintaining the cost per iteration. As for many important linear programs (and convex programs), the number of iterations has been decreased, including maximum flow [Mad13, Mad16], minimum cost flow [CMSV17], geometric median [CLM $\left.{ }^{+} 16\right]$, matrix scaling and balancing [CMTV17], and $\ell_{p}$ regression [BCLL18]. Unfortunately, beating $\sqrt{n}$ iterations (or $\sqrt{d}$ when $d \ll n$ ) for the general case remains one of the biggest open problems in optimization.

Avoiding this open problem, we develop a stochastic central path method that has a runtime of $O^{*}\left(n^{\omega}+n^{2.5-\alpha / 2}+n^{2+1 / 6}\right)$, where $\omega$ is the exponent of matrix multiplication

[^8]and $\alpha$ is the dual exponent of matrix multiplication ${ }^{3}$. For the current value of $\omega \sim 2.38$ and $\alpha \sim 0.31$, the runtime is simply $O^{*}\left(n^{\omega}\right)$. This achieves the natural barrier for solving linear programs because linear system is a special case of linear program and that the currently fastest way to solve general linear systems involves matrix multiplication. Despite the exact approach used in [CW87, Wil12, DS13, LG14] cannot give a bound on $\omega$ better than 2.3078 [AFLG15] and all known approaches cannot achieve the bound $\omega=2$ [AW18b], it is still possible that $\omega=2.01$ using all known approaches. Therefore, we believe improving the additive $2+1 / 6$ term remains an interesting open problem.

Our method is a stochastic version of the short step central path method. This short step method takes $O^{*}(\sqrt{n})$ steps and each step decreases $x_{i} s_{i}$ by a $1-1 / \sqrt{n}$ factor for all $i$ where $s$ is the dual variable [Ren88] (See the definition of $s$ in (2.1)). This results in $O^{*}(\sqrt{n}) \times n=O^{*}\left(n^{1.5}\right)$ coordinate updates. Our method takes the same number of step but only updates $\widetilde{O}(\sqrt{n})$ coordinates each step. Therefore, we only update $O^{*}(n)$ coordinates in total, which is nearly optimal.

Our framework is efficient enough to take a much smaller step while maintaining the same running time. For the current value of $\omega \sim 2.38$, we show how to obtain the same runtime of $O^{*}\left(n^{\omega}\right)$ by taking $O^{*}(n)$ steps and $\widetilde{O}(1)$ coordinates update per steps. This is because the complexity of each step decreases proportionally when the step size decreases. Beyond the cost per iteration, we remark that our algorithm is one of the very few central path algorithms [PRT02, Mad13, Mad16] that does not maintain $x_{i} s_{i}$ close to some ideal vector in $\ell_{2}$ norm. We are hopeful that our stochastic method and our proof will be useful

[^9]for future research on interior point methods. In particular, it would be interesting to see how this can be combined with techniques in [Cla95, LS14] to get a faster algorithm for linear programs with $d \ll n$.

Besides the applications to linear programs, some of our techniques are probably useful for studying other important problems in convex optimization. In particular, our framework should be naturally extendable to a larger class of convex programs.

### 2.1.1 Related Work

Interior point method has a long history, for more detailed surveys, we refer the readers to [Wri97, Ye97, Ren01, RTV05, Meg12, Ter13]. This paper in part inspired by the use of data-structure in Laplacian solvers [ST04, KMP10, KMP11, CKM ${ }^{+}$11, KOSZ13, $\mathrm{CKM}^{+} 14, \mathrm{KLP}^{+} 16, \mathrm{KS} 16, \mathrm{CKK}^{+} 18, \mathrm{KPSZ18]}$, in particular the cycle update in [KOSZ13].

### 2.2 Results and Techniques

Theorem 2.2.1 (Main result). Given a linear program $\min _{A x=b, x \geq 0} c^{\top} x$ with no redundant constraints. Assume that the polytope has diameter $R$ in $\ell_{1}$ norm, namely, for any $x \geq 0$ with $A x=b$, we have $\|x\|_{1} \leq R$.

Then, for any $0<\delta \leq 1$, $\operatorname{Main}(A, b, c, \delta)$ outputs $x \geq 0$ such that

$$
c^{\top} x \leq \min _{A x=b, x \geq 0} c^{\top} x+\delta \cdot\|c\|_{\infty} R \quad \text { and } \quad\|A x-b\|_{1} \leq \delta \cdot\left(R \sum_{i, j}\left|A_{i, j}\right|+\|b\|_{1}\right)
$$

in expected time

$$
\left(n^{\omega+o(1)}+n^{2.5-\alpha / 2+o(1)}+n^{2+1 / 6+o(1)}\right) \cdot \log \left(\frac{n}{\delta}\right)
$$

where $\omega$ is the exponent of matrix multiplication, $\alpha$ is the dual exponent of matrix multiplication.

For the current value of $\omega \sim 2.38$ and $\alpha \sim 0.31$, the expected time is simply $n^{\omega+o(1)} \log \left(\frac{n}{\delta}\right)$.

Remark 2.2.1. See [Ren88] and [LS13, Sec E, F] on the discussion on converting an approximation solution to an exact solution. For integral $A, b, c$, it suffices to pick $\delta=2^{-O(L)}$ to get an exact solution where $L=\log \left(1+d_{\max }+\|c\|_{\infty}+\|b\|_{\infty}\right)$ is the bit complexity and $d_{\text {max }}$ is the largest absolute value of the determinant of a square sub-matrix of $A$. For many combinatorial problems, $L=O\left(\log \left(n+\|b\|_{\infty}+\|c\|_{\infty}\right)\right)$.

In this paper, we assume all floating point calculations are done exactly for simplicity. In general, the algorithm can be carried out with $O(L)$ bits of accuracy. This is necessary because each coordinate in the solution could require as much as $\Omega(L)$ bits to represent. See [Ren88] for some discussions on the numerical stability of the interior point methods.

If $T(n)$ is the current cost of matrix multiplication and inversion with $T(n) \sim n^{2.38}$, our runtime is simply $O\left(T(n) \log n \log \left(\frac{n}{\delta}\right)\right)$. The $\log \left(\frac{n}{\delta}\right)$ comes from iteration count and the $\log n$ factor comes from the doubling trick $\left(\left|y_{\pi(1.5 r)}\right| \geq(1-1 / \log n)\left|y_{\pi(r)}\right|\right)$ in the projection maintenance section. We left the problem of obtaining $O\left(T(n) \log \left(\frac{n}{\delta}\right)\right)$ as an open problem.

Finally, we note that our runtime holds for any square and rectangular matrix multiplication algorithm as long as $\omega \leq 3-\alpha$ (See Lemma 2.6.3) For example, Strassen algorithm together with a simple rectangular multiplication algorithm gives a runtime of roughly $n^{2.807}$.

### 2.2.1 Central Path Method

Our algorithm relies on two new ingredients: stochastic central path and projection maintenance. The central path method consider the linear programs

$$
\min _{A x=b, x \geq 0} c^{\top} x \quad \text { (primal) and } \quad \max _{A^{\top} y \leq c} b^{\top} y \quad \text { (dual) }
$$

with $A \in \mathbb{R}^{d \times n}$. Any solution of the linear program satisfies the following optimality conditions:

$$
\begin{align*}
x_{i} s_{i} & =0 \text { for all } i,  \tag{2.1}\\
A x & =b, \\
A^{\top} y+s & =c, \\
x_{i}, s_{i} & \geq 0 \text { for all } i .
\end{align*}
$$

We call $(x, s, y)$ feasible if it satisfies the last three equations above. For any feasible $(x, s, y)$, the duality gap is $\sum_{i} x_{i} s_{i}$. The central path method find a solution of the linear program by following the central path which uniformly decrease the duality gap. The central path $\left(x_{t}, s_{t}, y_{t}\right) \in \mathbb{R}^{n+n+d}$ is a path parameterized by $t$ and defined by

$$
\begin{align*}
x_{t, i} s_{t, i} & =t \text { for all } i,  \tag{2.2}\\
A x_{t} & =b, \\
A^{\top} y_{t}+s_{t} & =c, \\
x_{t, i}, s_{t, i} & \geq 0 \text { for all } i .
\end{align*}
$$

It is known [YTM94] how to transform linear programs by adding $O(n)$ many variables and constraints so that:

- The optimal solution remains the same.
- The central path at $t=1$ is near $\left(1_{n}, 1_{n}, 0_{d}\right)$ where $1_{n}$ and $0_{d}$ are all 1 and all 0 vectors with lengths $n$ and $d$.
- It is easy to convert an approximate solution of the transformed program to the original one.

For completeness, a theoretical version of such result is included in Lemma 3.8.2. This result shows that it suffices to move gradually $\left(x_{1}, s_{1}, y_{1}\right)$ to $\left(x_{t}, s_{t}, y_{t}\right)$ for small enough $t$.

### 2.2.1.1 Short Step Central Path Method

The short step central path method maintains $x_{i} s_{i}=\mu_{i}$ for some vector $\mu$ such that

$$
\begin{equation*}
\sum_{i}\left(\mu_{i}-t\right)^{2}=O\left(t^{2}\right) \quad \text { for some scalar } t>0 \tag{2.3}
\end{equation*}
$$

Since the duality gap is $\sum_{i} \mu_{i}$, it suffices to find $x$ and $s$ satisfying the above equation with small enough $t$. There are many variants of central path methods. We will focus on the version that decreases $t$ and takes a step of $\mu$ at the same time. The purpose of moving $\mu$ is to maintain the invariant (2.3) and the purpose of decreasing $t$ is decrease the duality gap, which is roughly $n t$. One natural way to maintain the invariant (2.3) is to do a gradient descent step on the energy $\sum_{i}\left(\mu_{i}-t\right)^{2}$ defined in (2.3), namely, moving $\mu$ to $\mu-h(\mu-t)$ with step size $h^{4}$. Compared to other versions, we only take one step instead of multiple steps to move $\mu$ closer to the central path $t$ per update of $t$.

[^10]More generally, say we want to move from $\mu$ to $\mu+\delta_{\mu}$, we approximate the term $\left(x+\delta_{x}\right)_{i}\left(s+\delta_{s}\right)_{i}$ by $x_{i} s_{i}+x_{i} \delta_{s, i}+s_{i} \delta_{x, i}$ and obtain the following system:

$$
\begin{align*}
X \delta_{s}+S \delta_{x} & =\delta_{\mu} \\
A \delta_{x} & =0  \tag{2.4}\\
A^{\top} \delta_{y}+\delta_{s} & =0,
\end{align*}
$$

where $X=\operatorname{diag}(x)$ and $S=\operatorname{diag}(s)$. This equation is the linear approximation of the original goal (moving from $\mu$ to $\mu+\delta_{\mu}$ ), and that the step is explicitly given by the formula

$$
\begin{equation*}
\delta_{x}=\frac{X}{\sqrt{X S}}(I-P) \frac{1}{\sqrt{X S}} \delta_{\mu} \text { and } \delta_{s}=\frac{S}{\sqrt{X S}} P \frac{1}{\sqrt{X S}} \delta_{\mu} \tag{2.5}
\end{equation*}
$$

where $P=\sqrt{\frac{X}{S}} A^{\top}\left(A \frac{X}{S} A^{\top}\right)^{-1} A \sqrt{\frac{X}{S}}$ is an orthogonal projection and the formulas $\frac{X}{\sqrt{X S}}, \frac{X}{S}, \cdots$ are the diagonal matrices of the corresponding vectors.

In turns out that one can decrease $t$ by $1-\frac{1}{\sqrt{n}}$ multiplicative factor every iteration while maintain the invariant (2.3). This requires $\widetilde{O}(\sqrt{n})$ iterations to converge. Combining this with the inverse maintenance technique [Vai87], this gives a total runtime of $n^{2.5}$. More precisely, the algorithm maintains the invariant $\sum_{i}\left(\mu_{i}-t\right)^{2}=O\left(t^{2}\right)$ by making steps bring $\mu_{i}$ closer to $t$ while taking steps to decrease $\mu_{i}$ uniformly. The progress of the whole algorithm is measured by $t$ because the duality gap is bounded by $n t$.

### 2.2.1.2 Stochastic Central Path Method

This part discuss how to modify the short step central path to decrease the cost per iteration to roughly $n^{\omega-\frac{1}{2}}$. Since our goal is to implement a central path method in sub-quadratic time per iteration, we even do not have the budget to compute $A x$ every
iterations. Therefore, instead of maintaining $\left(A \frac{X}{S} A^{\top}\right)^{-1}$ shown in previous papers, we will study the problem of maintaining a projection matrix $P=\sqrt{\frac{X}{S}} A^{\top}\left(A \frac{X}{S} A^{\top}\right)^{-1} A \sqrt{\frac{X}{S}}$ due to the formula of $\delta_{x}$ and $\delta_{s}(2.5)$.

However, even if the projection matrix $P$ is given explicitly for free, it is difficult to multiply the dense projection matrix with a dense vector $\delta_{\mu}$ in time $o\left(n^{2}\right)$. To avoid moving along a dense $\delta_{\mu}$, we move along an $O(k)$ sparse direction $\widetilde{\delta}_{\mu}$ defined by

$$
\widetilde{\delta}_{\mu, i}= \begin{cases}\delta_{\mu, i} / p_{i}, & \text { with probability } p_{i} \stackrel{\text { def }}{=} k \cdot\left(\frac{\delta_{\mu, i}^{2}}{\sum_{l} \delta_{\mu, l}^{2}}+\frac{1}{n}\right)  \tag{2.6}\\ 0, & \text { else. }\end{cases}
$$

The sparse direction is defined so that we are moving in the same direction in expectation $\left(\mathbb{E}\left[\widetilde{\delta}_{\mu, i}\right]=\delta_{\mu, i}\right)$ and that the direction has as small variance as possible $\left(\mathbb{E}\left[\widetilde{\delta}_{\mu, i}^{2}\right] \leq \frac{\sum_{i} \delta_{\mu, i}^{2}}{k}\right)$. If the projection matrix is given explicitly, we can apply the projection matrix on $\widetilde{\delta}_{\mu}$ in time $O(n k)$. This paper picks $k \sim \sqrt{n}$ and the sum of the cost of projection vector multiplications in the whole algorithm is about $n k^{2}=n^{2}$.

During the whole algorithm, we maintain a projection matrix

$$
\bar{P}=\sqrt{\frac{\bar{X}}{\bar{S}}} A^{\top}\left(A \frac{\bar{X}}{\bar{S}} A^{\top}\right)^{-1} A \sqrt{\frac{\bar{X}}{\bar{S}}}
$$

for vectors $\bar{x}$ and $\bar{s}$ such that $\bar{x}_{i}$ and $\bar{s}_{i}$ are multiplicative approximations of $x_{i}$ and $s_{i}$ respectively for all $i$. Since we maintain the projection at a nearby point $(\bar{x}, \bar{s})$, our stochastic step $x \leftarrow x+\widetilde{\delta}_{x}, s \leftarrow s+\widetilde{\delta}_{s}$ and $y \leftarrow y+\widetilde{\delta}_{y}$ are defined by

$$
\begin{align*}
\bar{X} \widetilde{\delta}_{s}+\bar{S} \widetilde{\delta}_{x} & =\widetilde{\delta}_{\mu} \\
A \widetilde{\delta}_{x} & =0  \tag{2.7}\\
A^{\top} \widetilde{\delta}_{y}+\widetilde{\delta}_{s} & =0
\end{align*}
$$

which is different from (2.4) on both sides of the first equation. Note that this system use $\bar{X}$ and $\bar{S}$ because we have only maintained this projection matrix. The main goal of Section 2.4 is to show $\bar{X}=\Theta(X)$ and $\bar{S}=\Theta(S)$ is good enough for our interior point method. Similar to (2.5), Lemma 2.4.2 shows that

$$
\begin{equation*}
\widetilde{\delta}_{x}=\frac{\bar{X}}{\sqrt{\overline{X S}}}(I-\bar{P}) \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu} \text { and } \widetilde{\delta}_{s}=\frac{\bar{S}}{\sqrt{\overline{X S}}} \bar{P} \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu} . \tag{2.8}
\end{equation*}
$$

The previously fastest algorithm involves maintaining the matrix inverse $\left(A \frac{X}{S} A^{\top}\right)^{-1}$ using subspace embedding techniques [Sar06, CW13, NN13a] and leverage score sampling [SS11]. In this paper, we maintain the projection directly using lazy update.

The key departure from the central path we present is that we can only maintain

$$
0.9 t \leq \mu_{i}=x_{i} s_{i} \leq 1.1 t \quad \text { for some } t>0
$$

instead of $\mu$ close to $t$ in $\ell_{2}$ norm. We will further explain the proof in Section 2.4.1.

### 2.2.2 Projection Maintenance via Lazy Update

The projection matrix we maintain is of the form $\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}$ where $W=\operatorname{diag}(x / s)$. For intuition, we only explain how to maintain the matrix

$$
M_{w} \stackrel{\text { def }}{=} A^{\top}\left(A W A^{\top}\right)^{-1} A
$$

for the short step central path step here. In this case, we have $\sum_{i}\left(\frac{w_{i}^{\mathrm{new}}-w_{i}}{w_{i}}\right)^{2}=O(1)$ for each step. Given this, there are mainly two extreme cases, $w$ changes uniformly on all coordinates and $w$ changes only on a few coordinates.

If the changes $\left(\frac{w_{i}^{\text {new }}-w_{i}}{w_{i}}\right)^{2}$ is uniformly across all the coordinates, then $w_{i}^{\text {new }}=(1 \pm$ $\left.\frac{1}{\sqrt{n}}\right) w_{i}$ for all $i$. Since it takes $\sqrt{n}$ steps to change all coordinates by a constant factor and we only need to maintain $M_{v}$ for some $v_{i}=\Theta\left(w_{i}\right)$ for all $i$, we can update the matrix every $\sqrt{n}$ steps. Hence, the average cost per iteration of maintaining the projection matrix is $n^{\omega-\frac{1}{2}}$, which is exactly what we desired.

For the other extreme case that the "adversary" puts all of his $\ell_{2}$ budget on few coordinates, only $\sqrt{n}$ coordinates are changed by a constant factor during all $\sqrt{n}$ iterations. In this case, instead of updating $M_{w}$ every step, we can compute $M_{w} h$ online by the Woodbury matrix identity.

Fact 2.2.2 ([Woo50]). The Woodbury matrix identity is

$$
(M+U C V)^{-1}=M^{-1}-M^{-1} U\left(C^{-1}+V M^{-1} U\right)^{-1} V M^{-1} .
$$

Let $S \subset[n]$ denote the set of coordinates that is changed by more than a constant factor and $r=|S|$. Using the identity above, we have that

$$
\begin{equation*}
M_{w^{\mathrm{new}}}=M_{w}-\left(M_{w}\right)_{S}\left(\Delta_{S, S}^{-1}+\left(M_{w}\right)_{S, S}\right)^{-1}\left(\left(M_{w}\right)_{S}\right)^{\top} \tag{2.9}
\end{equation*}
$$

where $\Delta=\operatorname{diag}\left(w^{\text {new }}-w\right),\left(M_{w}\right)_{S} \in \mathbb{R}^{n \times r}$ is the $r$ columns from $S$ of $M_{w}$ and $\left(M_{w}\right)_{S, S}, \Delta_{S, S} \in$ $\mathbb{R}^{r \times r}$ are the $r$ rows and columns from $S$ of $M_{w}$ and $\Delta$.

As long as there are only few coordinates violating $v_{i}=\Theta\left(w_{i}\right)$, (2.9) can be applied online efficiently. In another case, we can use (2.9) instead to update the matrix $M_{w}$ and the cost is dominated by multiplying a $n \times n$ matrix with a $n \times n^{r}$ matrix.

Theorem 2.2.3 (Rectangular matrix multiplication, [LGU18]). Let the dual exponent of matrix multiplication $\alpha$ be the supremum among all $a \geq 0$ such that it takes $n^{2+o(1)}$ time to multiply an $n \times n$ matrix by an $n \times n^{a}$ matrix.

Then, for any $n \geq r$, multiplying an $n \times r$ with an $r \times n$ matrix or $n \times n$ with $n \times r$ takes time

$$
n^{2+o(1)}+r^{\frac{\omega-2}{1-\alpha}} n^{2-\frac{\alpha(\omega-2)}{1-\alpha}+o(1)} .
$$

Furthermore, we have $\alpha>0.31389$.

See Lemma 2.6.4 for the origin of the formula. Since the cost of multiplying $n \times n$ matrix by a $n \times 1$ matrix is same as the cost for $n \times n$ with $n \times n^{0.31},(2.9)$ should be used to update at least $n^{0.31}$ coordinates. In the extreme case only few $w_{i}$ are changing, we only need to update the matrix $n^{\frac{1}{2}-0.31}$ times during the whole algorithm and each takes $n^{2}$ time, and hence the total cost is less than $n^{\omega}$ for the current value of $\omega \sim 2.37$.

In previous papers [Kar84, Vai89b, NN91, NN94, LS14, LS15], the matrix is updated in a fixed schedule independent of the input sequence $w$. This leads to sub-optimal bounds if used in this paper. We instead define a potential function to measure the distance between the approximate vector $v$ and the target vector $w$. When there are less than $n^{\alpha}$ coordinates
of $v$ that is far from $w$, we are lazy and do not update the matrix. We simply apply the Woodbury matrix identity online. When there are more than $n^{\alpha}$ coordinates, we update $v$ by a certain greedy step. As in the extreme cases, the worst case of our algorithm is that the "adversary" puts his $\ell_{2}$ budget across all coordinates uniformly and hence the worst case runtime is $n^{\omega-\frac{1}{2}}$ per iteration. We will further explain the potential in Section 2.5.1.

### 2.3 Notations

For notation convenience, we assume the number of variables $n \geq 10$ and there is no redundant constraints. In particular, this implies that the constraint matrix $A$ is full rank and $n \geq d$.

For a positive integer $n$, let $[n]$ denote the set $\{1,2, \cdots, n\}$.
For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim$ ) to indicate that $f \leq C g$ (resp. $\geq)$ for some absolute constant $C$.

We use $\sinh x$ to denote $\frac{e^{x}-e^{-x}}{2}$ and $\cosh x$ to denote $\frac{e^{x}+e^{-x}}{2}$.
For vectors $a, b \in \mathbb{R}^{n}$ and accuracy parameter $\epsilon \in(0,1)$, we use $a \approx_{\epsilon} b$ to denote that $(1-\epsilon) b_{i} \leq a_{i} \leq(1+\epsilon) b_{i}, \forall i \in[n]$. Similarly, for any scalar $t$, we use $a \approx_{\epsilon} t$ to denote that $(1-\epsilon) t \leq a_{i} \leq(1+\epsilon) t, \forall i \in[n]$.

For a vector $x \in \mathbb{R}^{n}$ and $s \in \mathbb{R}^{n}$, we use $x s$ to denote a length $n$ vector with the $i$-th coordinate $(x s)_{i}$ is $x_{i} \cdot s_{i}$. Similarly, we extend other scalar operations to vector coordinatewise.

Given vectors $x, s \in \mathbb{R}^{n}$, we use $X$ and $S$ to denote the diagonal matrix of those two vectors. We use $\frac{X}{S}$ to denote the diagonal matrix given $\left(\frac{X}{S}\right)_{i, i}=x_{i} / s_{i}$. Similarly, we extend other scalar operations to diagonal matrix diagonal-wise. Note that matrix $\sqrt{\frac{X}{S}} A^{\top}\left(A \frac{X}{S} A^{\top}\right)^{-1} A \sqrt{\frac{X}{S}}$ is an orthogonal projection matrix.


Figure 2.1: ClassicalStep happens with $n^{-2}$ probability

### 2.4 Stochastic Central Path Method

### 2.4.1 Proof Outline

The short step central path method is defined using the approximation $\left(x+\delta_{x}\right)_{i}(s+$ $\left.\delta_{s}\right)_{i} \sim x_{i} s_{i}+x_{i} \delta_{s, i}+s_{i} \delta_{x, i}$. This approximate is only accurate if $\left\|X^{-1} \delta_{x}\right\|_{\infty} \leq 1 / 2$ and $\left\|S^{-1} \delta_{s}\right\|_{\infty} \leq 1 / 2$. For the $\delta_{x}$ step, we have

$$
\begin{equation*}
X^{-1} \delta_{x}=\frac{1}{\sqrt{X S}}(I-P) \frac{1}{\sqrt{X S}} \delta_{\mu} \sim \frac{1}{t}(I-P) \delta_{\mu} \tag{2.10}
\end{equation*}
$$

where we used $x_{i} s_{i} \sim t$ for all $i$.
If we know that $\left\|\delta_{\mu}\right\|_{2} \leq t / 4$, then the $\ell_{\infty}$ norm can be bounded as follows:

$$
\left\|X^{-1} \delta_{x}\right\|_{\infty} \leq\left\|X^{-1} \delta_{x}\right\|_{2} \lesssim \frac{1}{t}\left\|(I-P) \delta_{\mu}\right\|_{2} \leq \frac{1}{t}\left\|\delta_{\mu}\right\|_{2} \leq 1 / 2
$$

where we used that $I-P$ is an orthogonal projection matrix. This is the reason why a standard choice of $\delta_{\mu, i}$ is $-c t / \sqrt{n}$ for all $i$ for some small constant $c$.

For the stochastic step, $\widetilde{\delta}_{\mu, i} \sim-\frac{t}{\sqrt{n}} \frac{n}{k}$ for roughly $k$ coordinates where the term $\frac{n}{k}$ is used to preserve the expectation of the step. Therefore, the $\ell_{2}$ norm of $\widetilde{\delta}_{\mu}$ is very large

```
Algorithm 2.1 Stochastic Step
    procedure StochasticStep \(\left(\mathrm{mp}, x, s, \delta_{\mu}, k, \epsilon\right) \quad \triangleright\) Lemma 2.4.2,2.4.3,2.4.7
        \(w \leftarrow \frac{x}{s}, \widetilde{v} \leftarrow \operatorname{mp.UPDATE}(w) \quad \triangleright\) Algorithm 2.3
        \(\bar{x} \leftarrow x \sqrt{\frac{\widetilde{v}}{w}}, \bar{s} \leftarrow s \sqrt{\frac{w}{\tilde{v}}} \quad \triangleright\) It guarantees that \(\frac{\bar{x}}{\bar{s}}=\widetilde{v}\) and \(\overline{x s}=x s\)
        repeat
            Generate \(\widetilde{\delta}_{\mu}\) such that \(\triangleright\) Compute a sparse direction
            \(\widetilde{\delta}_{\mu, i} \leftarrow \begin{cases}\delta_{\mu, i} / p_{i}, & \text { with prob. } p_{i}=\min \left(1, k \cdot\left(\left(\delta_{\mu, i}^{2} / \sum_{l=1}^{n} \delta_{\mu, l}^{2}\right)+1 / n\right)\right) ; \\ 0 & \text { else. }\end{cases}\)
                                    \(\triangleright\) Compute an approximate step
            \(\triangleright\) Find \(\left(\widetilde{\delta}_{x}, \widetilde{\delta}_{s}, \widetilde{\delta}_{y}\right)\) such that these three equations hold
\[
\begin{aligned}
\bar{X} \widetilde{\delta}_{s}+\bar{S} \widetilde{\delta}_{x} & =\widetilde{\delta}_{\mu}, \\
A \widetilde{\delta}_{x} & =0 \\
A^{\top} \widetilde{\delta}_{y}+\widetilde{\delta}_{s} & =0
\end{aligned}
\]
9: \(\quad p_{\mu} \leftarrow \operatorname{mp.QUERY}\left(\frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}\right) \quad \triangleright\) Algorithm 2.3
10: \(\quad \widetilde{\delta}_{s} \leftarrow \frac{\bar{S}}{\sqrt{\overline{X S}}} p_{\mu} \quad \triangleright\) According to (2.11)
11: \(\widetilde{\delta}_{x} \leftarrow \frac{1}{\bar{S}} \widetilde{\delta}_{\mu}-\frac{\bar{X}}{\sqrt{\overline{X S}}} p_{\mu} \quad \triangleright\) According to (2.12)
until \(\left\|\bar{s}^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{1}{100 \log n}\) and \(\left\|\bar{x}^{-1} \widetilde{\delta}_{x}\right\|_{\infty} \leq \frac{1}{100 \log n}\)
return \(\left(x+\widetilde{\delta}_{x}, s+\widetilde{\delta}_{s}\right)\)
end procedure
```

$\left(\left\|\widetilde{\delta}_{\mu}\right\|_{2} \sim t \sqrt{\frac{n}{k}}\right)$. After the projection, we have $\left\|X^{-1} \delta_{x}\right\|_{2} \sim \frac{1}{t}\left\|(I-P) \delta_{\mu}\right\|_{2} \sim \sqrt{\frac{n}{k}}$. Hence, the bound of $\left\|X^{-1} \delta_{x}\right\|_{\infty}$ using $\left\|X^{-1} \delta_{x}\right\|_{2}$ is too weak. To improve the bound, we use Chernoff bounds to estimate $\left\|X^{-1} \delta_{x}\right\|_{\infty}$.

Beside the $\ell_{\infty}$ norm bound, the proof sketch in (2.10) also requires using $x_{i} s_{i} \sim t$ for all $i$. The short step central path proof maintains an invariant that $\sum_{i}\left(x_{i} s_{i}-t\right)^{2}=O\left(t^{2}\right)$. However, since our stochastic step has a stochastic noise with $\ell_{2}$ norm as large as $t \sqrt{\frac{n}{k}}$, one cannot hope to maintain $x_{i} s_{i}$ close to $t$ in $\ell_{2}$ norm. Instead, we follow an idea in

```
Algorithm 2.2 Our Main Algorithm
    procedure \(\operatorname{Main}(A, b, c, \delta) \quad \triangleright\) Theorem 2.2.1
        \(\epsilon \leftarrow \frac{1}{40000 \log n}, \epsilon_{m p} \leftarrow \frac{1}{40000}, k \leftarrow \frac{1000 \epsilon \sqrt{n} \log ^{2} n}{\epsilon_{m p}}\).
        \(\lambda \leftarrow 40 \log n, \delta \leftarrow \min \left(\frac{\delta}{2}, \frac{1}{\lambda}\right), a \leftarrow \min (\alpha, 2 / 3)\).
        Modify the linear program and obtain an initial \(x\) and \(s\) according to Lemma 3.8.2.
        MaintainProjection mp
        mp.Initialize \(\left(A, \frac{x}{s}, \epsilon_{m p}, a\right) \quad \triangleright\) Algorithm 2.3
        \(t \leftarrow 1 \quad \triangleright\) Initialize \(t\)
        while \(t>\delta^{2} /(2 n)\) do \(\quad \triangleright\) We stopped once the precision is good
            \(t^{\text {new }} \leftarrow\left(1-\frac{\epsilon}{3 \sqrt{n}}\right) t\)
            \(\mu \leftarrow x s\)
            \(\delta_{\mu} \leftarrow\left(\frac{t^{\text {new }}}{t}-1\right) x s-\frac{\epsilon}{2} \cdot t^{\text {new }} \cdot \frac{\nabla \Phi_{\lambda}(\mu / t-1)}{\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}} \quad \triangleright \Phi_{\lambda}\) is defined in Lemma 2.4.11
            \(\left(x^{\text {new }}, s^{\text {new }}\right) \leftarrow\) StochasticStep \(\left(\mathrm{mp}, x, s, \delta_{\mu}, k, \epsilon\right) \quad \triangleright\) Algorithm 2.1
            if \(\Phi_{\lambda}\left(\mu^{\text {new }} / t^{\text {new }}-1\right)>n^{3}\) then \(\quad \triangleright\) When potential function is large
                \(\left(x^{\text {new }}, s^{\text {new }}\right) \leftarrow \operatorname{CLASSICALStEP}\left(x, s, t^{\text {new }}\right) \quad \triangleright \operatorname{Lemma} 2.6 .2\), [Vai89b]
                    mp.Initialize \(\left(A, \frac{x^{\text {new }}}{s^{\text {new }}}, \epsilon_{m p}, a\right) \quad \triangleright\) Restart the data structure
            end if
            \((x, s) \leftarrow\left(x^{\text {new }}, s^{\text {new }}\right), t \leftarrow t^{\text {new }}\)
        end while
        Return an approximate solution of the original linear program according to Lemma
    3.8.2.
20: end procedure
```

[LS14, LSW15] and maintain the following potential

$$
\sum_{i=1}^{n} \cosh \left(\lambda\left(\frac{x_{i} s_{i}}{t}-1\right)\right)=n^{O(1)}
$$

with $\lambda=\Theta(\log n)$. This potential is a variant of soft-max. Note that the potential bounded by $n^{O(1)}$ implies that $x_{i} s_{i}$ is a multiplicative approximation of $t$. To bound the potential, consider $r_{i}=\frac{x_{i} s_{i}}{t}$ and $\Phi(r)$ be the potential above. Then, we have that

$$
\mathbb{E}\left[\Phi\left(r^{\text {new }}\right)\right] \leq \Phi(r)+\left\langle\nabla \Phi(r), \mathbb{E}\left[r^{\text {new }}-r\right]\right\rangle+O(1) \mathbb{E}\left\|r^{\text {new }}-r\right\|_{\nabla^{2} \Phi(r)}^{2}
$$

The first order term can be bounded efficiently because $\mathbb{E}\left[r^{\text {new }}-r\right]$ is close to the short step central path step. The second term is a variance term which scales like $1 / k$ due to the $k$ independent coordinates. Therefore, the potential changed by $1 / k \sim 1 / \sqrt{n}$ factor each step. Hence, we can maintain it for roughly $\sqrt{n}$ steps.

To make sure the potential $\Phi$ is bounded during the whole algorithm, our step is the mixtures of two steps of the form $\delta_{\mu} \sim-\frac{t}{\sqrt{n}}-t \frac{\nabla \Phi}{\|\nabla \Phi\|_{2}}$. The first term is to decrease $t$ and the second term is to decrease $\Phi$.

Since the algorithm is randomized, there is a tiny probability that $\Phi$ is large. In that case, we switch to a short step central path method. See Figure 2.1, Algorithm 2.1, and Algorithm 3.6. The first part of the proof involves bounding every quantity listed in Table 2.1. In the second part, we are using these quantities to bound the expectation of $\Phi$.

To decouple the proof in both parts, we will make the following assumption in first part. It will be verified in the second part.

Assumption 2.4.1. Assume the following for the input of the procedure STOCHASTICSTEP (see Algorithm 2.1):

- $x s \approx_{0.1} t$ with $t>0$.
- mp. $\operatorname{UPDATE}(w)$ outputs $\widetilde{v}$ such that $w \approx_{\epsilon_{m p}} \widetilde{v}$ with $\epsilon_{m p} \leq 1 / 40000$.
- $\left\|\delta_{\mu}\right\|_{2} \leq \epsilon$ with $0<\epsilon<1 /(40000 \log n)$.
- $k \geq 1000 \epsilon \sqrt{n} \log ^{2} n / \epsilon_{m p}$.

| Quantity | Bound | Place |
| :--- | :--- | :--- |
| $\left\\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\\|_{2},\left\\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{s}\right]\right\\|_{2},\left\\|\mathbb{E}\left[\mu^{-1} \widetilde{\delta}_{\mu}\right]\right\\|_{2}$ | $O(\epsilon)$ | Part 1, Lemma 2.4.3 |
| $\left\\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right)\right]\right\\|_{2}$ | $O\left(\epsilon_{m p} \cdot \epsilon\right)$ | Part 1, Lemma 2.4.7 |
| $\left\\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right]\right\\|_{2}$ | $O(\epsilon)$ | Part 1, Lemma 2.4.7 |
| $\mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right], \mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right], \mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right]$ | $O\left(\epsilon^{2} / k\right)$ | Part 2, Lemma 2.4.3 |
| $\mathbb{V}\left[\mu_{i}^{-1} \mu^{\text {new }}\right]$ | $O\left(\epsilon^{2} / k\right)$ | Part 2, Lemma 2.4.7 |
| $\left\\|s^{-1} \widetilde{\delta}_{s}\right\\|_{\infty},\left\\|x^{-1} \widetilde{\delta}_{x}\right\\|_{\infty},\left\\|\mu^{-1} \widetilde{\delta}_{\mu}\right\\|_{\infty}$ | $O(1 / \log n)$ | Part 3, Lemma 2.4.3 |
| $\left\\|\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right\\|_{\infty}$ | $O(1 / \log n)$ | Part 3, Lemma 2.4.7 |

Table 2.1: The bound of each quantity under Assumption 2.4.1. For intuition, think $\epsilon \sim$ $\epsilon_{m p} \sim 1 / 10$ and $k \sim \sqrt{n}$.

### 2.4.2 Bounding each quantity of stochastic step

First, we give an explicit formula for our step, which will be used in all subsequent calculations.

Lemma 2.4.2. The procedure $\operatorname{StochasticStep}\left(\mathrm{mp}, x, s, \delta_{\mu}, k, \epsilon\right)$ (see Algorithm 2.1) finds a solution $\widetilde{\delta}_{x}, \widetilde{\delta}_{s} \in \mathbb{R}^{n}$ to (2.7) by the formula

$$
\begin{align*}
& \widetilde{\delta}_{x}=\frac{\bar{X}}{\sqrt{X S}}(I-\bar{P}) \frac{1}{\sqrt{X S}} \widetilde{\delta}_{\mu}  \tag{2.11}\\
& \widetilde{\delta}_{s}=\frac{\bar{S}}{\sqrt{\overline{X S}}} \bar{P} \frac{1}{\sqrt{X S}} \widetilde{\delta}_{\mu} \tag{2.12}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{P}=\sqrt{\frac{\bar{X}}{\bar{S}}} A^{\top}\left(A \frac{\bar{X}}{\bar{S}} A^{\top}\right)^{-1} A \sqrt{\frac{\bar{X}}{\bar{S}}} \tag{2.13}
\end{equation*}
$$

Proof. For the first equation of (2.7), we multiply $A \bar{S}^{-1}$ on both sides,

$$
A \bar{S}^{-1} \bar{X} \widetilde{\delta}_{s}+A \widetilde{\delta}_{x}=A \bar{S}^{-1} \widetilde{\delta}_{\mu}
$$

Since the second equation gives $A \widetilde{\delta}_{x}=0$, then we know that $A \bar{S}^{-1} \bar{X} \widetilde{\delta}_{s}=A \bar{S}^{-1} \widetilde{\delta}_{\mu}$. Multiplying $A \bar{S}^{-1} \bar{X}$ on both sides of the third equation of (2.7), we have

$$
-A \bar{S}^{-1} \bar{X} A^{\top} \widetilde{\delta}_{y}=A \bar{S}^{-1} \bar{X} \widetilde{\delta}_{s}=A \bar{S}^{-1} \widetilde{\delta}_{\mu}
$$

Thus,

$$
\begin{aligned}
& \widetilde{\delta}_{y}=-\left(A \bar{S}^{-1} \bar{X} A^{\top}\right)^{-1} A \bar{S}^{-1} \widetilde{\delta}_{\mu}, \\
& \widetilde{\delta}_{s}=A^{\top}\left(A \bar{S}^{-1} \bar{X} A^{\top}\right)^{-1} A \bar{S}^{-1} \widetilde{\delta}_{\mu}, \\
& \widetilde{\delta}_{x}=\bar{S}^{-1} \widetilde{\delta}_{\mu}-\bar{S}^{-1} \bar{X} A^{\top}\left(A \bar{S}^{-1} \bar{X} A^{\top}\right)^{-1} A \bar{S}^{-1} \widetilde{\delta}_{\mu} .
\end{aligned}
$$

Recall we define $\bar{P}$ as (2.13), then we have

$$
\widetilde{\delta}_{s}=\frac{\bar{S}}{\sqrt{\overline{X S}}} \cdot \sqrt{\frac{\bar{X}}{\bar{S}}} A^{\top}\left(A \frac{\bar{X}}{\bar{S}} A^{\top}\right)^{-1} \sqrt{\frac{\bar{X}}{\bar{S}}} \cdot \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}=\frac{\bar{S}}{\sqrt{\overline{X S}}} \bar{P} \frac{1}{\sqrt{X S}} \widetilde{\delta}_{\mu}
$$

and

$$
\widetilde{\delta}_{x}=\bar{S}^{-1} \widetilde{\delta}_{\mu}-\frac{\bar{X}}{\sqrt{\overline{X S}}} \cdot \sqrt{\frac{\bar{X}}{\bar{S}}} A^{\top}\left(A \frac{\bar{X}}{\bar{S}} A^{\top}\right)^{-1} \sqrt{\frac{\bar{X}}{\bar{S}}} \cdot \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}=\frac{\bar{X}}{\sqrt{\overline{X S}}}(I-\bar{P}) \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu} .
$$

which are matching (2.11) and (2.12).
To see why the STOCHASTICSTEP outputs $\widetilde{\delta}_{x}, \widetilde{\delta}_{s}$ satisfying (2.11) and (2.12), we note that

$$
p_{\mu}=\sqrt{\widetilde{V}} A^{\top}\left(A \frac{\bar{X}}{\bar{S}} A^{\top}\right)^{-1} A \sqrt{\widetilde{V}} \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}=\bar{P} \frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}
$$

because of Theorem 2.5.1.

Using the explicitly formula, we are ready to bound all quantities we needed in the following two subsubsections.

### 2.4.2.1 Bounding $\widetilde{\delta}_{s}, \widetilde{\delta}_{x}$ and $\widetilde{\delta}_{\mu}$

Lemma 2.4.3. Under the Assumption 2.4.1, the two vectors $\widetilde{\delta}_{x}$ and $\widetilde{\delta}_{s}$ found by STOCHASTICSTEP satisfy :

1. $\left\|\mathbb{E}\left[\bar{s}^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[\bar{x}^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[\mu^{-1} \widetilde{\delta}_{\mu}\right]\right\|_{2} \leq$ $4 \epsilon$.
2. $\mathbb{V}\left[\frac{\tilde{s}_{s, i}}{\bar{s}_{i}}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\frac{\tilde{\phi}_{x, i}}{\bar{x}_{i}}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\frac{\tilde{s}_{s, i}}{s_{i}}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\frac{\widetilde{\boldsymbol{\gamma}}_{x, i}}{x_{i}}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\frac{\widetilde{\mathcal{p}}_{\mu, i}}{\mu_{i}}\right] \leq \frac{8 \epsilon^{2}}{k}$.
3. $\left\|\bar{s}^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{0.01}{\log n},\left\|s^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{0.02}{\log n},\left\|\bar{x}^{-1} \widetilde{\delta}_{x}\right\|_{\infty} \leq \frac{0.01}{\log n},\left\|x^{-1} \widetilde{\delta}_{x}\right\|_{\infty} \leq \frac{0.02}{\log n},\left\|\mu^{-1} \widetilde{\delta}_{\mu}\right\|_{\infty} \leq \frac{0.02}{\log n}$.

Remark 2.4.1. For notational simplicity, the $\mathbb{E}$ and $\mathbb{V}$ in the proof are for the case without resampling (Line 12). Since the all the additional terms due to resampling are polynomially bounded and since we can set failure probability to an arbitrarily small inverse polynomial (see Claim 2.4.6), the proof does not change and the result remains the same.

## Proof.

Claim 2.4.4 (Part 1 , bounding the $\ell_{2}$ norm of expectation).

$$
\left\|\mathbb{E}\left[\bar{s}^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[\bar{x}^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 2 \epsilon,\left\|\mathbb{E}\left[\mu^{-1} \widetilde{\delta}_{\mu}\right]\right\|_{2} \leq 4 \epsilon
$$

Proof. For $\left\|\bar{s}^{-1} \widetilde{\delta}_{s}\right\|_{\infty}$, we consider the $i$-th coordinate of the vector

$$
\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}=\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \sum_{j=1}^{n} \bar{P}_{i, j} \frac{\widetilde{\delta}_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}
$$

Then, we have

$$
\mathbb{E}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right]=\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \sum_{j=1}^{n} \bar{P}_{i, j} \frac{\mathbb{E}\left[\widetilde{\delta}_{\mu, j}\right]}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}=\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \sum_{j=1}^{n} \bar{P}_{i, j} \frac{\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}
$$

Since $x s \approx_{0.1} t$ and $\left\|\delta_{\mu}\right\| \leq \epsilon t$, we have $\left\|\frac{\delta_{\mu}}{\sqrt{x s}}\right\|_{2} \leq \frac{1.1 \epsilon t}{\sqrt{t}}$. Since $\bar{P}$ is an orthogonal projection matrix, we have $\left\|\bar{P} \frac{\delta_{\mu}}{\sqrt{\overline{x s}}}\right\|_{2} \leq\left\|\frac{\delta_{\mu}}{\sqrt{\overline{x s}}}\right\|_{2}$. Putting all the above facts and $x s=\overline{x s}$, we can show

$$
\begin{aligned}
\left\|\mathbb{E}\left[\bar{s}^{-1} \widetilde{\delta}_{s}\right]\right\|_{2}^{2} & =\sum_{i=1}^{n}\left(\frac{1}{\sqrt{\bar{x}_{i} \overline{\bar{s}}_{i}}} \sum_{j=1}^{n} \bar{P}_{i, j} \frac{\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}\right)^{2}=\sum_{i=1}^{n} \frac{1}{\bar{x}_{i} \bar{s}_{i}}\left(\sum_{j=1}^{n} \bar{P}_{i, j} \frac{\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}\right)^{2} \\
& \leq \frac{1}{0.9 t} \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \bar{P}_{i, j} \frac{\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}\right)^{2}=\frac{1}{0.9 t}\left\|\bar{P} \frac{\delta_{\mu}}{\sqrt{\overline{x s}}}\right\|_{2}^{2} \\
& \leq \frac{1}{0.9 t}\left\|\frac{\delta_{\mu}}{\sqrt{\overline{x s}}}\right\|_{2}^{2} \leq \frac{(1.1)^{2}}{0.9 t} \cdot \frac{(\epsilon t)^{2}}{t} \leq 1.4 \epsilon^{2}
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\left\|\mathbb{E}\left[\bar{s}^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 1.2 \epsilon . \tag{2.14}
\end{equation*}
$$

Notice that the proof for $x$ is identical to the proof for $s$ because $(I-\bar{P})$ is also a projection matrix. Since $\bar{s} \approx_{0.1} s$ and $\bar{x} \approx_{0.1} x$, then we can also prove the next two inequalities in the Claim statement.

Now, we are ready to bound $\left\|\mathbb{E}\left[\mu^{-1} \widetilde{\delta}_{\mu}\right]\right\|_{2}$

$$
\left\|\mathbb{E}\left[\mu^{-1} \widetilde{\delta}_{\mu}\right]\right\|_{2}=\left\|\mathbb{E}\left[\bar{s}^{-1} \bar{x}^{-1}\left(\bar{x} \widetilde{\delta}_{s}+\bar{s} \widetilde{\delta}_{x}\right)\right]\right\|_{2} \leq\left\|\mathbb{E}\left[\bar{s}^{-1} \widetilde{\delta}_{s}\right]\right\|_{2}+\left\|\mathbb{E}\left[\bar{x}^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 4 \epsilon
$$

by using $\mu=x s=\overline{x s}$ and $\bar{x} \widetilde{\delta}_{s}+\bar{s} \widetilde{\delta}_{x}=\widetilde{\delta}_{\mu}$ from (2.7).
Claim 2.4.5 (Part 2, bounding the variance per coordinate).

$$
\mathbb{V}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\bar{x}_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq \frac{2 \epsilon^{2}}{k}, \mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right] \leq \frac{8 \epsilon^{2}}{k}
$$

Proof. Consider the $i$-th coordinate of the vector

$$
\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}=\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \sum_{j=1}^{n} \bar{P}_{i, j} \frac{\widetilde{\delta}_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}
$$

For variance of $\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}$, we have

$$
\begin{array}{rlr}
\mathbb{V}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right] & =\frac{1}{\bar{x}_{i} \bar{s}_{i}} \sum_{j=1}^{n} \frac{\bar{P}_{i, j}^{2}}{\bar{x}_{j} \bar{s}_{j}} \mathbb{V}\left[\widetilde{\delta}_{\mu, j}\right] & \text { by all } \widetilde{\delta}_{\mu, j} \text { are independent } \\
& \leq \frac{1}{\bar{x}_{i} \bar{s}_{i}} \sum_{j=1}^{n} \frac{\bar{P}_{i, j}^{2}}{\bar{x}_{j} \bar{s}_{j}} \frac{1}{k} \frac{\delta_{\mu, j}^{2}}{\frac{\delta_{\mu, j}^{2}}{\sum_{l=1}^{n} \delta_{\mu, l}^{2}}+\frac{1}{n}} & \text { by }(2.6) \\
& \leq \frac{1}{\bar{x}_{i} \bar{s}_{i}} \sum_{j=1}^{n} \frac{\bar{P}_{i, j}^{2}}{\bar{x}_{j} \bar{s}_{j}} \frac{1}{k} \sum_{l=1}^{n} \delta_{\mu, l}^{2} & \\
& \leq \frac{1.3}{t^{2}} \sum_{j=1}^{n} \bar{P}_{i, j}^{2} \frac{1}{k} \sum_{l=1}^{n} \delta_{\mu, l}^{2} \leq \frac{1.3 \epsilon^{2}}{k}, & \text { by } \bar{x}_{i} \bar{s}_{i}=x_{i} s_{i} \approx_{1 / 10} t
\end{array}
$$

where we used that $\sum_{j=1}^{n} \bar{P}_{i, j}^{2}=\bar{P}_{i, i} \leq 1,\left\|\delta_{\mu}\right\|_{2} \leq \epsilon t$ at the end.
The proof for the other three inequalities in the Claim statement are identical to this one. We omit here.

For the variance of $\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}$,

$$
\begin{aligned}
\mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right] & =\mathbb{V}\left[\bar{x}_{i}^{-1} \bar{s}_{i}^{-1}\left(\bar{x}_{i} \widetilde{\delta}_{s, i}+\bar{s}_{i} \widetilde{\delta}_{x, i}\right)\right] \\
& \leq 2 \mathbb{V}\left[\bar{x}_{i}^{-1} \bar{x}_{i} \bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right]+2 \mathbb{V}\left[\bar{s}_{i}^{-1} \bar{s}_{i} \bar{x}_{i}^{-1} \widetilde{\delta}_{x, i}\right] \\
& =2 \mathbb{V}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right]+2 \mathbb{V}\left[\bar{x}_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq 8 \epsilon^{2} / k
\end{aligned}
$$

where the first step follows by definition of $\mu=x s=\overline{x s}$ and (2.7), the second step follows by triangle inequality and, the last step follows by $\mathbb{V}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right], \mathbb{V}\left[\bar{x}_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq 2 \epsilon^{2} / k$

Claim 2.4.6 (Part 3, bounding the probability of success). Without resampling, the following holds with probability $1-2 n \exp \left(-\frac{0.003 k}{\epsilon \sqrt{n} \log n}\right)$. $\left\|\bar{s}^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{0.01}{\log n},\left\|s^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{0.02}{\log n},\left\|\bar{x}^{-1} \widetilde{\delta}_{x}\right\|_{\infty} \leq \frac{0.01}{\log n},\left\|x^{-1} \widetilde{\delta}_{x}\right\|_{\infty} \leq \frac{0.02}{\log n},\left\|\mu^{-1} \widetilde{\delta}_{\mu}\right\|_{\infty} \leq \frac{0.02}{\log n}$. With resampling, it always holds.

Proof. We can write $\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}-\mathbb{E}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right]=\sum_{j} Y_{j}$ where $Y_{j}$ are independent random variables defined by

$$
Y_{j}=\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \bar{P}_{i, j} \frac{\widetilde{\delta}_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}-\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \bar{P}_{i, j} \frac{\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}
$$

We bound the sum using Bernstein inequality (Lemma A.1.2). Note that $Y_{j}$ are mean 0 and that Claim 2.4.5 shows that $\sum_{j=1}^{n} \mathbb{E}\left[Y_{j}^{2}\right]=\mathbb{V}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq \frac{2 \epsilon^{2}}{k}$. We also need to give an upper bound for $Y_{j}$

$$
\begin{array}{rlr}
\left|Y_{j}\right| & =\left|\frac{1}{\sqrt{\bar{x}_{i} \bar{s}_{i}}} \bar{P}_{i, j}\left(\frac{\widetilde{\delta}_{\mu, j}-\delta_{\mu, j}}{\sqrt{\bar{x}_{j} \bar{s}_{j}}}\right)\right| & \\
& \leq \frac{1.2}{t}\left|\widetilde{\delta}_{\mu, j}-\delta_{\mu, j}\right| & \text { by }\left|\bar{P}_{i, j}\right| \leq 1, x_{i} s_{i} \approx_{1 / 10} t \\
& \leq \frac{1.2}{t}\left|\delta_{\mu, j} / p_{j}\right| & \text { by } \widetilde{\delta}_{\mu, j} \in\left[0, \delta_{\mu, j} / p_{j}\right]  \tag{2.6}\\
& =\frac{1.2}{t} \frac{1}{k} \frac{1}{\left(\frac{\delta_{\mu, i}}{\sum_{l=1}^{n} \delta_{\mu, l}^{2}}+\frac{1}{n \delta_{\mu, i}}\right)} & \text { by }(2.6) \\
& \leq \frac{0.6}{t} \frac{1}{k}\left(n \sum_{l=1}^{n} \delta_{\mu, l}^{2}\right)^{1 / 2} & \text { by } a^{2}+b^{2} \geq 2 a b \\
& \leq \frac{0.6 \epsilon \sqrt{n}}{k} \stackrel{\text { def }}{=} M . & \text { by }\left\|\delta_{\mu}\right\|_{2} \leq \epsilon t
\end{array}
$$

Now, we can apply Bernstein inequality (Lemma A.1.2)

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\sum_{j=1}^{n} Y_{j}\right|>b\right] & \leq 2 \exp \left(-\frac{b^{2} / 2}{\sum_{j=1}^{n} \mathbb{E}\left[Y_{j}^{2}\right]+M b / 3}\right) \\
& \leq 2 \exp \left(-\frac{b^{2} / 2}{2 \epsilon^{2} / k+(0.6 \epsilon \sqrt{n} / k) \cdot b / 3}\right)
\end{aligned}
$$

We choose $b=\frac{0.005}{\log n}$ and use $\epsilon \leq \frac{1}{400 \log n}$ and $n \geq 10$ to get

$$
\operatorname{Pr}\left[\left|\sum_{j=1}^{n} Y_{j}\right| \geq \frac{0.05}{\log n}\right] \leq 2 \exp \left(-\frac{0.003 k}{\epsilon \sqrt{n} \log n}\right) .
$$

Since $\left\|\mathbb{E}\left[\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right\|_{2} \leq 2 \epsilon \leq \frac{0.005}{\log n}$, we have that $\left|\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right| \leq \frac{0.01}{\log n}$ with probability 1 $2 \exp \left(-\frac{0.003 k}{\epsilon \sqrt{n} \log n}\right)$. Taking a union bound, we have that $\left\|\bar{s}^{-1} \widetilde{\delta}_{s}\right\|_{\infty} \leq \frac{0.01}{\log n}$ with probability $1-2 n \exp \left(-\frac{0.003 k}{\epsilon \sqrt{n} \log n}\right)$. Similarly, this holds for the other 3 terms.

Now, the last term follows by

$$
\left|\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right|=\left|\bar{x}_{i}^{-1} \bar{s}_{i}^{-1}\left(\bar{x}_{i} \widetilde{\delta}_{s, i}+\bar{s}_{i} \widetilde{\delta}_{x, i}\right)\right|=\left|\bar{s}_{i}^{-1} \widetilde{\delta}_{s, i}\right|+\left|\bar{x}_{i}^{-1} \widetilde{\delta}_{x, i}\right| \leq \frac{0.02}{\log n} .
$$

### 2.4.2.2 Bounding $\mu^{\text {new }}-\mu$

Lemma 2.4.7. Under the Assumption 2.4.1, the vector $\mu_{i}^{\text {new }} \stackrel{\text { def }}{=}\left(x_{i}+\widetilde{\delta}_{x, i}\right)\left(s_{i}+\widetilde{\delta}_{s, i}\right)$ satisfies

1. $\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right)\right]\right\|_{2} \leq 10 \epsilon_{m p} \cdot \epsilon$ and $\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right]\right\|_{2} \leq 5 \epsilon$.
2. $\mathbb{V}\left[\mu_{i}^{-1} \mu_{i}^{\text {new }}\right] \leq 50 \epsilon^{2} / k$ for all $i$.
3. $\left\|\mu^{-1}\left(\mu^{\mathrm{new}}-\mu\right)\right\|_{\infty} \leq \frac{0.021}{\log n}$.

Claim 2.4.8 (Part 1 of Lemma 2.4.7).

$$
\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right)\right]\right\|_{2} \leq 10 \epsilon_{m p} \cdot \epsilon, \text { and }\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right]\right\|_{2} \leq 5 \epsilon
$$

Proof.

$$
\mu^{\mathrm{new}}=\left(x+\widetilde{\delta}_{x}\right)\left(s+\widetilde{\delta}_{s}\right)=\mu+x \widetilde{\delta}_{s}+s \widetilde{\delta}_{x}+\widetilde{\delta}_{x} \widetilde{\delta}_{s}=\mu+\underbrace{\overline{\delta_{\delta}}+\bar{s} \widetilde{\delta}_{x}}_{\widetilde{\delta}_{\mu}}+\underbrace{(x-\bar{x}) \widetilde{\delta}_{s}+(s-\bar{s}) \widetilde{\delta}_{x}+\widetilde{\delta}_{x} \widetilde{\delta}_{s}}_{\epsilon_{\mu}} .
$$

Taking the expectation on both sides, we have

$$
\mathbb{E}\left[\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right]=(x-\bar{x}) \mathbb{E}\left[\widetilde{\delta}_{s}\right]+(s-\bar{s}) \mathbb{E}\left[\widetilde{\delta}_{x}\right]+\mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right] .
$$

Hence, we have that

$$
\begin{align*}
& \left\|\mu^{-1} \mathbb{E}\left[\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right]\right\|_{2} \\
\leq & \left\|\mu^{-1}(x-\bar{x}) s \cdot s^{-1} \mathbb{E}\left[\widetilde{\delta}_{s}\right]\right\|_{2}+\left\|\mu^{-1}(s-\bar{s}) x \cdot x^{-1} \mathbb{E}\left[\widetilde{\delta}_{x}\right]\right\|_{2}+\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} \\
\leq & \left\|\mu^{-1}(x-\bar{x}) s\right\|_{\infty} \cdot\left\|s^{-1} \mathbb{E}\left[\widetilde{\delta}_{s}\right]\right\|_{2}+\left\|\mu^{-1}(s-\bar{s}) x\right\|_{\infty} \cdot\left\|x^{-1} \mathbb{E}\left[\widetilde{\delta}_{x}\right]\right\|_{2}+\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} \\
\leq & \epsilon_{m p} \cdot\left\|s^{-1} \mathbb{E}\left[\widetilde{\delta}_{s}\right]\right\|_{2}+\epsilon_{m p} \cdot\left\|x^{-1} \mathbb{E}\left[\widetilde{\delta}_{x}\right]\right\|_{2}+\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} \\
\leq & 4 \epsilon_{m p} \cdot \epsilon+\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} \tag{2.15}
\end{align*}
$$

where the first step follows by triangle inequality, the second step follows by $\|a b\|_{2} \leq\|a\|_{\infty}$. $\|b\|_{2}$, the third step follows by $\left\|\mu^{-1}(x-\bar{x}) s\right\|_{\infty} \leq \epsilon_{m p}$ and $\left\|\mu^{-1}(s-\bar{s}) x\right\|_{\infty} \leq \epsilon_{m p}$ (since $\bar{x} \approx_{\epsilon_{m p}} x, \bar{s} \approx_{\epsilon_{m p}} s$, the last step follows by $\left\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 2 \epsilon$ and $\left\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{x}\right]\right\|_{2} \leq 2 \epsilon$ (Part 1 of Lemma 2.4.3).

To bound the last term, using $\mathbb{E}\left[\widetilde{\delta}_{s}\right]=\delta_{s}$ and $\mathbb{E}\left[\widetilde{\delta}_{x}\right]=\delta_{x}$, we note that

$$
\mathbb{E}\left[\widetilde{\delta}_{x, i} \widetilde{\delta}_{s, i}\right]=\delta_{x, i} \delta_{s, i}+\mathbb{E}\left[\left(\widetilde{\delta}_{x, i}-\delta_{x, i}\right)\left(\widetilde{\delta}_{s, i}-\delta_{s, i}\right)\right]
$$

Hence, we have

$$
\begin{align*}
\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} & \leq\left\|\mu^{-1} \delta_{x} \delta_{s}\right\|_{2}+\left(\sum_{i=1}^{n}\left(\mathbb{E}\left[x_{i}^{-1}\left(\widetilde{\delta}_{x, i}-\delta_{x, i}\right) \cdot s_{i}^{-1}\left(\widetilde{\delta}_{s, i}-\delta_{s, i}\right)\right]\right)^{2}\right)^{1 / 2} \\
& \leq 4 \epsilon^{2}+\frac{1}{2}\left(\sum_{i=1}^{n}\left(\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]+\mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{2}\right)^{1 / 2} \\
& \leq 4 \epsilon^{2}+\frac{1}{2}\left(\sum_{i=1}^{n} 2\left(\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right)^{2}+2\left(\mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{2}\right)^{1 / 2} \\
& \leq 4 \epsilon^{2}+2 \sqrt{n \cdot \epsilon^{4} / k^{2}} \leq 4 \epsilon^{2}+2 \epsilon \cdot \epsilon_{m p} \leq 6 \epsilon \cdot \epsilon_{m p} \tag{2.16}
\end{align*}
$$

where the second step follows by $\left\|\mu^{-1} \delta_{x} \delta_{s}\right\|_{2} \leq\left\|x^{-1} \delta_{x}\right\|_{2} \cdot\left\|s^{-1} \delta_{s}\right\|_{2} \leq 4 \epsilon^{2}$ (Part 1 of Lemma 2.4.3) and $2 a b \leq a^{2}+b^{2}$, the third step follows by $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$, the fourth step follows by
$\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq 2 \epsilon^{2} / k$ and $\mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq 2 \epsilon^{2} / k$ (Part 2 of Lemma 2.4.3), the last step follows by $k \geq \frac{\epsilon \sqrt{n}}{\epsilon_{m p}}$.

Combining (2.15) and (2.16), we have that

$$
\left\|\mu^{-1}\left(\mathbb{E}\left[\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}\right]\right)\right\|_{2} \leq 4 \epsilon_{m p} \cdot \epsilon+\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{x} \widetilde{\delta}_{s}\right]\right\|_{2} \leq 10 \epsilon_{m p} \cdot \epsilon
$$

where we used $\epsilon \leq \epsilon_{m p}$.
From Part 1 of Lemma 2.4.3, we know that $\left\|\mu^{-1} \mathbb{E}\left[\widetilde{\delta}_{\mu}\right]\right\|_{2} \leq 4 \epsilon$. Thus using triangle inequality, we know

$$
\left\|\mu^{-1}\left(\mathbb{E}\left[\mu^{\text {new }}-\mu\right]\right)\right\|_{2} \leq 10 \epsilon_{m p} \cdot \epsilon+4 \epsilon \leq 5 \epsilon
$$

Claim 2.4.9 (Part 2 of Lemma 2.4.7). $\mathbb{V}\left[\mu_{i}^{-1} \mu_{i}^{\text {new }}\right] \leq 50 \epsilon^{2} / k$ for all $i$.

Proof. Recall that

$$
\mu^{\mathrm{new}}=\mu+\widetilde{\delta}_{\mu}+(x-\bar{x}) \widetilde{\delta}_{s}+(s-\bar{s}) \widetilde{\delta}_{x}+\widetilde{\delta}_{x} \widetilde{\delta}_{s}
$$

We can upper bound the variance of $\mu_{i}^{-1} \mu_{i}^{\text {new }}$,

$$
\begin{aligned}
\mathbb{V}\left[\mu_{i}^{-1} \mu_{i}^{\mathrm{new}}\right] & \leq 4 \mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right]+4 \mathbb{V}\left[\mu_{i}^{-1}\left(x_{i}-\bar{x}_{i}\right) \widetilde{\delta}_{s, i}\right]+4 \mathbb{V}\left[\mu_{i}^{-1}\left(s_{i}-\bar{s}_{i}\right) \widetilde{\delta}_{x, i}\right]+4 \mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{x, i} \widetilde{\delta}_{s, i}\right] \\
& \leq 32 \frac{\epsilon^{2}}{k}+4 \frac{\epsilon^{2}}{k}+4 \frac{\epsilon^{2}}{k}+\mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{x, i} \widetilde{\delta}_{s, i}\right] \\
& =40 \frac{\epsilon^{2}}{k}+\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i} \cdot s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \\
& \leq 40 \frac{\epsilon^{2}}{k}+2 \operatorname{Sup}\left[\left(x_{i}^{-1} \widetilde{\delta}_{x, i}\right)^{2}\right] \cdot \mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]+2 \operatorname{Sup}\left[\left(y_{i}^{-1} \widetilde{\delta}_{y, i}\right)^{2}\right] \cdot \mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right] \\
& \leq 40 \frac{\epsilon^{2}}{k}+2 \cdot\left(\frac{0.02}{\log n}\right)^{2} \cdot \frac{\epsilon^{2}}{k}+2 \cdot\left(\frac{0.02}{\log n}\right)^{2} \cdot \frac{\epsilon^{2}}{k} \leq 50 \frac{\epsilon^{2}}{k} .
\end{aligned}
$$

where the second step follows by $\mathbb{V}\left[\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right] \leq 8 \epsilon^{2} / k$ (Part 2 of Lemma 2.4.3),

$$
\mathbb{V}\left[\mu_{i}^{-1}\left(x_{i}-\bar{x}_{i}\right) \widetilde{\delta}_{s, i}\right]=\mathbb{V}\left[x_{i}^{-1}\left(x_{i}-\bar{x}_{i}\right) s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq 2 \epsilon_{m p}^{2} \mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq \epsilon^{2} / k .
$$

and a similar inequality $\mathbb{V}\left[\mu_{i}^{-1}\left(s_{i}-\bar{s}_{i}\right) \widetilde{\delta}_{x, i}\right] \leq \epsilon^{2} / k$, the third step follows by $\mu=x s$, the fourth step follows by $\mathbb{V}[x y] \leq 2 \boldsymbol{S u p}\left[x^{2}\right] \mathbb{V}[y]+2 \boldsymbol{S u p}\left[y^{2}\right] \mathbb{V}[x]$ (Lemma 2.6.1) with Sup denoting the deterministic maximum of the random variable, the fifth step follows by $\mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq 2 \epsilon^{2} / k$ and $\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right] \leq 2 \epsilon^{2} / k$ (Part 2 of Lemma 2.4.3).

Claim 2.4.10 (Part 3 of Lemma 2.4.7). $\left\|\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right\|_{\infty} \leq \frac{0.021}{\log n}$.

Proof. We again note that

$$
\mu^{\mathrm{new}}=\mu+\widetilde{\delta}_{\mu}+(x-\bar{x}) \widetilde{\delta}_{s}+(s-\bar{s}) \widetilde{\delta}_{x}+\widetilde{\delta}_{x} \widetilde{\delta}_{s} .
$$

Hence, we have

$$
\begin{aligned}
& \left|\mu_{i}^{-1}\left(\mu_{i}^{\mathrm{new}}-\mu_{i}-\widetilde{\delta}_{\mu, i}\right)\right| \\
\leq & \left|(x-\bar{x})_{i} \mu_{i}^{-1} \widetilde{\delta}_{s, i}\right|+\left|(s-\bar{s})_{i} \mu_{i}^{-1} \widetilde{\delta}_{x, i}\right|+\left|\mu_{i}^{-1} \widetilde{\delta}_{x, i} \widetilde{\delta}_{s, i}\right| \\
= & \left|(x-\bar{x})_{i} x_{i}^{-1}\right| \cdot\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right|+\left|(s-\bar{s})_{i} s_{i}^{-1}\right| \cdot\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right|+\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right| \cdot\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right| \\
\leq & \epsilon_{m p}\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right|+\epsilon_{m p}\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right|+\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right|\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right| \\
\leq & \epsilon_{m p} \cdot \frac{0.2}{\log n}+\epsilon_{m p} \cdot \frac{0.02}{\log n}+\left(\frac{0.02}{\log n}\right)^{2} \\
\leq & \frac{1}{1000 \log n},
\end{aligned}
$$

where the first step follows by triangle inequality, the second step follows by $\mu_{i}=x_{i} s_{i}$, the third step follows by $x \approx_{\epsilon_{m p}} \bar{x}$ and $s \approx_{\epsilon_{m p}} \bar{s}$, the fifth step follows by $\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right| \leq \frac{0.02}{\log n}$ and $\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right| \leq \frac{0.02}{\log n}$ (Part 3 of Lemma 2.4.3).

Since we know that $\left|\mu_{i}^{-1} \widetilde{\delta}_{\mu, i}\right| \leq \frac{0.02}{\log n}$ (Part 3 of Lemma 2.4.3), we have

$$
\left|\mu_{i}^{-1}\left(\mu_{i}^{\mathrm{new}}-\mu_{i}\right)\right| \leq \frac{1}{1000 \log n}+\frac{0.02}{\log n} \leq \frac{0.021}{\log n}
$$

### 2.4.3 Stochastic central path

Now, we are ready to prove $x_{i} s_{i} \approx_{0.1} t$ during the whole algorithm. As explained in the proof outline (see Section 2.4.1), we will prove this bound by analyzing the potential $\Phi_{\lambda}(\mu / t-1)$ where $\Phi_{\lambda}(r)=\sum_{i=1}^{n} \cosh \left(\lambda r_{i}\right)$.

First, we give some basic properties of $\Phi_{\lambda}$.
Lemma 2.4.11 (Basic properties of potential function). Let $\Phi_{\lambda}(r)=\sum_{i=1}^{n} \cosh \left(\lambda r_{i}\right)$ for some $\lambda>0$. For any vector $r \in \mathbb{R}^{n}$,

1. For any vector $\|v\|_{\infty} \leq 1 / \lambda$, we have that

$$
\Phi_{\lambda}(r+v) \leq \Phi_{\lambda}(r)+\left\langle\nabla \Phi_{\lambda}(r), v\right\rangle+2\|v\|_{\nabla^{2} \Phi_{\lambda}(r)}^{2}
$$

2. $\left\|\nabla \Phi_{\lambda}(r)\right\|_{2} \geq \frac{\lambda}{\sqrt{n}}\left(\Phi_{\lambda}(r)-n\right)$.
3. $\left(\sum_{i=1}^{n} \lambda^{2} \cosh ^{2}\left(\lambda r_{i}\right)\right)^{1 / 2} \leq \lambda \sqrt{n}+\left\|\nabla \Phi_{\lambda}(r)\right\|_{2}$.

Proof. For each $i \in[n]$, we use $r_{i}$ to denote the $i$-th coordinate of vector $r$.
Proof of Part 1. We have that

$$
\cosh \left(\lambda\left(r_{i}+v_{i}\right)\right)=\cosh \left(\lambda r_{i}\right)+\lambda \sinh \left(\lambda r_{i}\right) v_{i}+\frac{\lambda^{2}}{2} \cosh \left(\zeta_{i}\right) v_{i}^{2}
$$

where $\zeta_{i}$ is between $\lambda r_{i}$ and $\lambda\left(r_{i}+v_{i}\right)$. By definition of cosh and the assumption that $\|v\|_{\infty} \leq \frac{1}{2 \lambda}$, we have that

$$
\cosh \left(\zeta_{i}\right)=\frac{1}{2} \exp \left(\zeta_{i}\right)+\frac{1}{2} \exp \left(-\zeta_{i}\right) \leq \exp (1) \cdot \frac{1}{2}\left(\exp \left(\lambda r_{i}\right)+\exp \left(-\lambda r_{i}\right)\right) \leq 3 \cosh \left(\lambda r_{i}\right)
$$

Hence, we have

$$
\cosh \left(\lambda\left(r_{i}+v_{i}\right)\right) \leq \cosh \left(\lambda r_{i}\right)+\lambda \sinh \left(\lambda r_{i}\right) v_{i}+2 \lambda^{2} \cosh \left(\lambda r_{i}\right) v_{i}^{2}
$$

Summing over all the coordinates gives

$$
\begin{aligned}
& \sum_{i=1}^{n} \cosh \left(\lambda\left(r_{i}+v_{i}\right)\right) \leq \sum_{i=1}^{n}\left[\cosh \left(\lambda r_{i}\right)+2 \lambda \sinh \left(\lambda r_{i}\right) v_{i}+\lambda^{2} \cosh \left(\lambda r_{i}\right) v_{i}^{2}\right] \\
\Longrightarrow & \Phi_{\lambda}(r+v) \leq \Phi_{\lambda}(r)+\left\langle\nabla \Phi_{\lambda}(r), v\right\rangle+2\|v\|_{\nabla^{2} \Phi_{\lambda}(r) .}^{2}
\end{aligned}
$$

Proof of Part 2. Since $\Phi_{\lambda}(r)=\sum_{i=1}^{n} \cosh \left(\lambda r_{i}\right)$, then

$$
\nabla \Phi_{\lambda}(r)=\left[\begin{array}{llll}
\lambda \sinh \left(\lambda r_{1}\right) & \lambda \sinh \left(\lambda r_{2}\right) & \cdots & \lambda \sinh \left(\lambda r_{n}\right)
\end{array}\right]^{\top} .
$$

Thus, we can lower bound $\left\|\nabla \Phi_{\lambda}(r)\right\|_{2}$ in the following way,

$$
\begin{array}{rlr}
\left\|\nabla \Phi_{\lambda}(r)\right\|_{2} & =\left(\sum_{i=1}^{n} \lambda^{2} \sinh ^{2}\left(\lambda r_{i}\right)\right)^{1 / 2} & \\
& =\left(\sum_{i=1}^{n} \lambda^{2}\left(\cosh ^{2}\left(\lambda r_{i}\right)-1\right)\right)^{1 / 2} & \text { by } \cosh ^{2}(y)-\sinh ^{2}(y)=1, \forall y \\
& \geq \frac{\lambda}{\sqrt{n}} \sum_{i=1}^{n} \sqrt{\cosh ^{2}\left(\lambda r_{i}\right)-1} & \text { by }\|\cdot\|_{2} \geq \frac{1}{\sqrt{n}}\|\cdot\|_{1} \\
& \geq \frac{\lambda}{\sqrt{n}} \sum_{i=1}^{n}\left(\cosh \left(\lambda r_{i}\right)-1\right) & \\
& =\frac{\lambda}{\sqrt{n}}\left(\Phi_{\lambda}(r)-n\right) . & \text { by } \cosh \left(\lambda r_{i}\right) \geq 1
\end{array}
$$

Proof of Part 3. We have

$$
\begin{aligned}
\left(\sum_{i=1}^{n} \lambda^{2} \cosh ^{2}\left(\lambda r_{i}\right)\right)^{1 / 2} & =\left(\sum_{i=1}^{n} \lambda^{2}+\lambda^{2} \sinh ^{2}\left(\lambda r_{i}\right)\right)^{1 / 2} \\
& \leq\left(n \lambda^{2}\right)^{1 / 2}+\left(\sum_{i=1}^{n} \lambda^{2} \sinh ^{2}\left(\lambda r_{i}\right)\right)^{1 / 2} \\
& =\lambda \sqrt{n}+\left\|\nabla \Phi_{\lambda}(r)\right\|_{2}
\end{aligned}
$$

where the first step follows from $\cosh ^{2}(y)-\sinh ^{2}(y)=1, \forall y$.

The following lemma shows that the potential $\Phi$ is decreasing in expectation when $\Phi$ is large.

Lemma 2.4.12. Under the Assumption 2.4.1, we have

$$
\mathbb{E}\left[\Phi_{\lambda}\left(\frac{\mu^{\mathrm{new}}}{t^{\mathrm{new}}}-1\right)\right] \leq \Phi_{\lambda}\left(\frac{\mu}{t}-1\right)-\frac{\lambda \epsilon}{15 \sqrt{n}}\left(\Phi_{\lambda}\left(\frac{\mu}{t}-1\right)-10 n\right) .
$$

Proof. Let $\epsilon_{\mu}=\mu^{\text {new }}-\mu-\widetilde{\delta}_{\mu}$. From the definition, we have

$$
\mu^{\text {new }}-t^{\text {new }}=\mu+\widetilde{\delta}_{\mu}+\epsilon_{\mu}-t^{\text {new }}
$$

which implies

$$
\begin{align*}
\frac{\mu^{\text {new }}}{t^{\text {new }}}-1 & =\frac{\mu}{t^{\text {new }}}+\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu}+\epsilon_{\mu}\right)-1 \\
& =\frac{\mu}{t} \frac{t}{t^{\text {new }}}+\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu}+\epsilon_{\mu}\right)-1 \\
& =\frac{\mu}{t}+\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)+\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu}+\epsilon_{\mu}\right)-1 \\
& =\frac{\mu}{t}-1+\underbrace{\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)+\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu}+\epsilon_{\mu}\right)}_{v} \tag{2.17}
\end{align*}
$$

To apply Lemma 2.4.11 with $r=\mu / t-1$ and $r+v=\mu^{\text {new }} / t^{\text {new }}-1$, we first compute the expectation of $v$

$$
\begin{align*}
\mathbb{E}[v] & =\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)+\frac{1}{t^{\text {new }}}\left(\mathbb{E}\left[\widetilde{\delta}_{\mu}\right]+\mathbb{E}\left[\epsilon_{\mu}\right]\right) \\
& =\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)+\frac{1}{t^{\text {new }}}\left(\delta_{\mu}+\mathbb{E}\left[\epsilon_{\mu}\right]\right) \\
& =\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)+\frac{1}{t^{\text {new }}}\left(\left(\left(\frac{t^{\text {new }}}{t}-1\right) \mu-\frac{\epsilon}{2} t^{\text {new }} \frac{\nabla \Phi_{\lambda}(\mu / t-1)}{\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}}\right)+\mathbb{E}\left[\epsilon_{\mu}\right]\right) \\
& =-\frac{\epsilon}{2} \frac{\nabla \Phi_{\lambda}(\mu / t-1)}{\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}}+\frac{1}{t^{\text {new }}} \mathbb{E}\left[\epsilon_{\mu}\right], \tag{2.18}
\end{align*}
$$

where the third step follows by definition of $\delta_{\mu}$.
Next, we bound the $\|v\|_{\infty}$ as follows

$$
\begin{aligned}
\|v\|_{\infty} & \leq\left\|\frac{\mu}{t}\left(\frac{t}{t^{\text {new }}}-1\right)\right\|_{\infty}+\left\|\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu}+\epsilon_{\mu}\right)\right\|_{\infty} \leq \frac{\epsilon}{\sqrt{n}}+\frac{\left\|\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right\|_{\infty}}{0.9} \\
& \leq \frac{\epsilon}{\sqrt{n}}+\frac{0.021}{0.9 \log n} \leq \frac{1}{\lambda} .
\end{aligned}
$$

where we used Part 3 of Lemma 2.4.7 and $\epsilon \leq \frac{1}{400 \log n}$.
Since $\|v\|_{\infty} \leq \frac{1}{\lambda}$, we can apply Part 1 of Lemma 2.4.11 and get

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\lambda}(\mu / t+v-1)\right] \\
\leq & \Phi_{\lambda}(\mu / t-1)+\left\langle\nabla \Phi_{\lambda}(\mu / t-1), \mathbb{E}[v]\right\rangle+2 \mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t+v-1)}^{2}\right] \\
= & \Phi_{\lambda}(\mu / t-1)-\frac{\epsilon}{2}\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+\frac{t}{t^{\text {new }}}\left\langle\nabla \Phi_{\lambda}(\mu / t-1), \mathbb{E}\left[t^{-1} \epsilon_{\mu}\right]\right\rangle+2 \mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right] \\
\leq & \Phi_{\lambda}(\mu / t-1)-\frac{\epsilon}{2}\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+\frac{t}{t^{n \mathrm{ew}}}\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2} \cdot\left\|\mathbb{E}\left[t^{-1} \epsilon_{\mu}\right]\right\|_{2}+2 \mathbb{E}\left[\|[v]\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right] \\
\leq & \Phi_{\lambda}(\mu / t-1)-\frac{\epsilon}{2}\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+10 \epsilon_{m p} \cdot \epsilon\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+2 \mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right],
\end{aligned}
$$

where the second step follows by substituting $\mathbb{E}[v]$ by (2.18), the third step follows by $\langle a, b\rangle \leq$ $\|a\|_{2} \cdot\|b\|_{2}$, the fourth step follows by $\left\|\mathbb{E}\left[t^{-1} \epsilon_{\mu}\right]\right\|_{2} \leq 10 \epsilon_{m p} \cdot \epsilon$ (from Part 1 of Lemma 2.4.7 and $\mu \approx_{0.1} t$.

We still need to bound $\mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right]$. Before bounding it, we first bound $\mathbb{E}\left[v_{i}^{2}\right]$,

$$
\begin{align*}
\mathbb{E}\left[v_{i}^{2}\right] & \leq 2 \mathbb{E}\left[\left(\frac{\mu_{i}}{t}\left(\frac{t}{t^{\text {new }}}-1\right)\right)^{2}\right]+2 \mathbb{E}\left[\left(\frac{1}{t^{\text {new }}}\left(\widetilde{\delta}_{\mu, i}+\widehat{\delta}_{\mu, i}\right)\right)^{2}\right] \\
& \leq \epsilon^{2} / n+2.5 \mathbb{E}\left[\left(\left(\mu_{i}^{\text {new }}-\mu_{i}\right) / \mu_{i}\right)^{2}\right] \\
& =\epsilon^{2} / n+2.5 \mathbb{V}\left[\left(\mu_{i}^{\text {new }}-\mu_{i}\right) / \mu_{i}\right]+2.5\left(\mathbb{E}\left[\left(\mu_{i}^{\text {new }}-\mu_{i}\right) / \mu_{i}\right]\right)^{2} \\
& \leq \epsilon^{2} / n+125 \epsilon^{2} / k+2.5\left(\mathbb{E}\left[\left(\mu_{i}^{\text {new }}-\mu_{i}\right) / \mu_{i}\right]\right)^{2} \\
& \leq 126 \epsilon^{2} / k+3\left(\mathbb{E}\left[\left(\mu_{i}^{\text {new }}-\mu_{i}\right) / \mu_{i}\right]\right)^{2}, \tag{2.19}
\end{align*}
$$

where the first step follows by definition of $v$ (see (2.17)), the second step follows by $\mu \approx_{0.1} t$ and $\left(t / t^{\text {new }}-1\right)^{2} \leq \epsilon^{2} /(4 n)$, the third step follows by $\mathbb{E}\left[x^{2}\right]=\mathbb{V}[x]+(\mathbb{E}[x])^{2}$, the fourth step follows by Part 2 of Lemma 2.4.7, and the last step follows by $n \geq k$.

Now, we are ready to bound $\mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right]$

$$
\begin{aligned}
& \mathbb{E}\left[\|v\|_{\nabla^{2} \Phi_{\lambda}(\mu / t-1)}^{2}\right] \\
= & \lambda^{2} \sum_{i=1}^{n} \mathbb{E}\left[\Phi_{\lambda}(\mu / t-1)_{i} v_{i}^{2}\right] \\
\leq & \lambda^{2} \sum_{i=1}^{n} \Phi_{\lambda}(\mu / t-1)_{i} \cdot\left(126 \epsilon^{2} / k+3\left(\mathbb{E}\left[\left(\mu_{i}^{\mathrm{new}}-\mu_{i}\right) / \mu_{i}\right]\right)^{2}\right) \\
= & 126 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1)+3 \lambda^{2} \sum_{i=1}^{n} \Phi_{\lambda}(\mu / t-1)_{i} \cdot\left(\mathbb{E}\left[\left(\mu_{i}^{\mathrm{new}}-\mu_{i}\right) / \mu_{i}\right]\right)^{2} \\
\leq & 126 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1)+3 \lambda\left(\sum_{i=1}^{n} \lambda^{2} \Phi_{\lambda}(\mu / t-1)_{i}^{2}\right)^{1 / 2} \cdot\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\mathrm{new}}-\mu\right)\right]\right\|_{4}^{2} \\
\leq & 126 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1)+3 \lambda\left(\lambda \sqrt{n}+\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}\right) \cdot(5 \epsilon)^{2},
\end{aligned}
$$

where the first step follows by defining $\Phi_{\lambda}(x)_{i}=\cosh \left(\lambda x_{i}\right)$, the second step follows from (2.19), the fourth step follows from Cauchy-Schwarz inequality, the fifth step follows from Part 3 of Lemma 2.4.11 and the fact that $\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right]\right\|_{4}^{2} \leq\left\|\mathbb{E}\left[\mu^{-1}\left(\mu^{\text {new }}-\mu\right)\right]\right\|_{2}^{2} \leq(5 \epsilon)^{2}$ (Lemma 2.4.7).

Then,

$$
\begin{aligned}
& \mathbb{E}\left[\Phi_{\lambda}(\mu / t+v-1)\right] \\
\leq & \Phi_{\lambda}(\mu / t-1)-\left(\frac{\epsilon}{2}-10 \epsilon_{m p} \cdot \epsilon\right)\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+252 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1) \\
& +150 \lambda^{2} \epsilon^{2} \sqrt{n}+150 \lambda \epsilon^{2}\left\|\Phi_{\lambda}(\mu / t-1)\right\|_{2} \\
\leq & \Phi_{\lambda}(\mu / t-1)-\frac{\epsilon}{3}\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}+252 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1)+150 \lambda^{2} \epsilon^{2} \sqrt{n} \\
\leq & \Phi_{\lambda}(\mu / t-1)-\frac{\lambda \epsilon}{3 \sqrt{n}}\left(\Phi_{\lambda}(\mu / t-1)-n\right)+252 \frac{\lambda^{2} \epsilon^{2}}{k} \Phi_{\lambda}(\mu / t-1)+150 \lambda^{2} \epsilon^{2} \sqrt{n} \\
\leq & \Phi_{\lambda}(\mu / t-1)-\frac{\lambda \epsilon}{3 \sqrt{n}}\left(\Phi_{\lambda}(\mu / t-1) / 5-2 n\right),
\end{aligned}
$$

where the second step follows from $1000 \lambda \epsilon \leq 1$ and $1000 \epsilon_{m p} \leq 1$, the third step follows from Part 2 of Lemma 2.4.11, and the last step follows from $1000 \lambda \epsilon_{m p} \leq \log n$ and $k \geq \frac{\sqrt{n} \epsilon \log n}{\epsilon_{m p}}$.

As a corollary, we have the following:

Lemma 2.4.13. During the MAIN algorithm, Assumption 2.4.1 is always satisfied. Furthermore, the CLASSICALSTEP happens with probability $O\left(\frac{1}{n^{2}}\right)$ each step.

Proof. The second and the fourth assumptions simply follow from the choice of $\epsilon_{m p}$ and $k$.
Let $\Phi^{(k)}$ be the potential at the $k$-th iteration of the Main. The ClassicalStep ensures that $\Phi^{(k)} \leq n^{3}$ at the end of each iteration. By the definition of $\Phi$ and the choice of $\lambda$ in Main, we have that

$$
\left\|\frac{x s}{t}-1\right\|_{\infty} \leq \frac{\ln \left(2 n^{3}\right)}{\lambda} \leq 0.1
$$

This proves the first assumption $x s \approx_{0.1} t$ with $t>0$.

For the third assumption, we note that

$$
\begin{aligned}
\left\|\delta_{\mu}\right\|_{2} & =\left\|\left(\frac{t^{\text {new }}}{t}-1\right) x s-\frac{\epsilon}{2} \cdot t^{\text {new }} \cdot \frac{\nabla \Phi_{\lambda}(\mu / t-1)}{\left\|\nabla \Phi_{\lambda}(\mu / t-1)\right\|_{2}}\right\|_{2} \\
& \leq\left|\frac{t^{\text {new }}}{t}-1\right|\|x s\|_{2}+\frac{\epsilon}{2} t^{\text {new }} \\
& \leq \frac{\epsilon}{3 \sqrt{n}} \cdot 1.1 \sqrt{n} t+1.01 \cdot \frac{\epsilon}{2} t \leq \epsilon t,
\end{aligned}
$$

where we used $x s \approx_{0.1} t$ and the formula of $t^{\text {new }}$. Hence, we proved all assumptions in Assumption 2.4.1.

Now, we bound the probability that ClassicalStep happens. In the beginning of the Main, Lemma 3.8 .2 is used to modify the linear program with parameter $\min \left(\frac{\delta}{2}, \frac{1}{\lambda}\right)$. Hence, the initial point $x$ and $s$ satisfies $x s \approx_{1 / \lambda} 1$. Therefore, we have $\Phi^{(0)} \leq 10 n$. Lemma 2.4.12 shows $\mathbb{E}\left[\Phi^{(k+1)}\right] \leq\left(1-\frac{\lambda \epsilon}{15 \sqrt{n}}\right) \mathbb{E}\left[\Phi^{(k)}\right]+\frac{\lambda \epsilon}{15 \sqrt{n}} 10 n$. By induction, we have that $\mathbb{E}\left[\Phi^{(k)}\right] \leq 10 n$ for all $k$. Since the potential is positive, Markov inequality shows that for any $k, \Phi^{(k)} \geq n^{3}$ with probability at most $O\left(\frac{1}{n^{2}}\right)$.

### 2.4.4 Analysis of cost per iteration

To apply the data structure for projection maintenance (Theorem 2.5.1), we need to first prove the input vector $w$ does not change too much for each step.

Lemma 2.4.14. Let $x^{\text {new }}=x+\widetilde{\delta}_{x}$ and $s^{\text {new }}=s+\widetilde{\delta}_{s}$. Let $w=\frac{x}{s}$ and $w^{\text {new }}=\frac{x^{\text {new }}}{s^{\text {new }}}$. Then we have

$$
\sum_{i=1}^{n}\left(\frac{\mathbb{E}\left[w_{i}^{\mathrm{new}}\right]-w_{i}}{w_{i}}\right)^{2} \leq 64 \epsilon^{2}, \sum_{i=1}^{n}\left(\mathbb{E}\left[\left(\frac{w_{i}^{\mathrm{new}}-w_{i}}{w_{i}}\right)^{2}\right]\right)^{2} \leq 1000 \epsilon^{2},\left|\frac{w_{i}^{\mathrm{new}}-w_{i}}{w_{i}}\right| \leq 0.1
$$

Proof. From the definition, we know that

$$
\frac{w_{i}^{\mathrm{new}}}{w_{i}}=\frac{1}{s_{i}^{-1} x_{i}} \frac{x_{i}+\widetilde{\delta}_{x, i}}{s_{i}+\widetilde{\delta}_{s, i}}=\frac{1+x_{i}^{-1} \widetilde{\delta}_{x, i}}{1+s_{i}^{-1} \widetilde{\delta}_{s, i}} .
$$

Part 1. For each $i \in[n]$, we have

$$
\begin{array}{rlr}
\frac{\mathbb{E}\left[w_{i}^{\text {new }}\right]}{w_{i}}-1 & =\mathbb{E}\left[\frac{1+x_{i}^{-1} \widetilde{\delta}_{x, i}}{1+s_{i}^{-1} \widetilde{\delta}_{s, i}}\right]-1 \\
& =\mathbb{E}\left[\frac{x_{i}^{-1} \widetilde{\delta}_{x, i}-s_{i}^{-1} \widetilde{\delta}_{s, i}}{1+s_{i}^{-1} \widetilde{\delta}_{s, i}}\right] \\
& \leq 2\left|\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}-s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right| & \text { by }\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right| \leq 0.2, \\
& \leq 2\left|\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right|+2\left|\mathbb{E}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right| . & \text { part } 3 \text { of Lemma 2.4.3 } \\
& \text { by triangle inequality }
\end{array}
$$

Thus, summing over all the coordinates gives

$$
\sum_{i=1}^{n}\left(\frac{\mathbb{E}\left[w_{i}^{\mathrm{new}}\right]-w_{i}}{w_{i}}\right)^{2} \leq \sum_{i=1}^{n} 8\left(\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right)^{2}+8\left(\mathbb{E}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{2} \leq 64 \epsilon^{2}
$$

where the first step follows by triangle inequality, the last step follows by $\left\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\|_{2}^{2},\left\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{x}\right]\right\|_{2}^{2} \leq$ $4 \epsilon^{2}$ (Part 1 of Lemma 2.4.3).

Part 2. For each $i \in[n]$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{w_{i}^{\text {new }}}{w_{i}}-1\right)^{2}\right] & =\mathbb{E}\left[\left(\frac{x_{i}^{-1} \widetilde{\delta}_{x, i}-s_{i}^{-1} \widetilde{\delta}_{s, i}}{1+s_{i}^{-1} \widetilde{\delta}_{s, i}}\right)^{2}\right] \\
& \leq 2 \mathbb{E}\left[\left(x_{i}^{-1} \widetilde{\delta}_{x, i}-s_{i}^{-1} \widetilde{\delta}_{s, i}\right)^{2}\right] \\
& \leq 2 \mathbb{E}\left[2\left(x_{i}^{-1} \widetilde{\delta}_{x, i}\right)^{2}+2\left(s_{i}^{-1} \widetilde{\delta}_{s, i}\right)^{2}\right] \\
& =4 \mathbb{E}\left[\left(x_{i}^{-1} \widetilde{\delta}_{x, i}\right)^{2}\right]+4 \mathbb{E}\left[\left(s_{i}^{-1} \widetilde{\delta}_{s, i}\right)^{2}\right] \\
& =4 \mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]+4\left(\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right)^{2}+4 \mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]+4\left(\mathbb{E}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{2} \\
& \leq 16 \epsilon^{2} / k+4\left(\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right)^{2}+4\left(\mathbb{E}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{2}
\end{aligned}
$$

where the last step follows by $\mathbb{V}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right], \mathbb{V}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right] \leq 2 \epsilon^{2} / k$ (Part 2 of Lemma 2.4.3).
Thus summing over all the coordinates

$$
\begin{aligned}
\sum_{i=1}^{n}\left(\mathbb{E}\left[\left(\frac{w_{i}^{\text {new }}}{w_{i}}-1\right)^{2}\right]\right)^{2} & \leq \frac{512 n \epsilon^{4}}{k^{2}}+64 \sum_{i=1}^{n}\left(\left(\mathbb{E}\left[x_{i}^{-1} \widetilde{\delta}_{x, i}\right]\right)^{4}+\left(\mathbb{E}\left[s_{i}^{-1} \widetilde{\delta}_{s, i}\right]\right)^{4}\right) \\
& \leq \frac{512 n \epsilon^{4}}{k^{2}}+2048 \epsilon^{4} \\
& \leq 1000 \epsilon^{2}
\end{aligned}
$$

where the last step follows by $\left\|\mathbb{E}\left[s^{-1} \widetilde{\delta}_{s}\right]\right\|_{2}^{2},\left\|\mathbb{E}\left[x^{-1} \widetilde{\delta}_{x}\right]\right\|_{2}^{2} \leq 4 \epsilon^{2}$ and $k \geq \sqrt{n} \epsilon$.
Part 3. For each $i \in[n]$

$$
\left|\frac{w_{i}^{\text {new }}}{w_{i}}-1\right|=\left|\frac{1+x_{i}^{-1} \widetilde{\delta}_{x, i}}{1+s_{i}^{-1} \widetilde{\delta}_{s, i}}-1\right| \leq\left|\frac{1+0.02}{1-0.02}-1\right| \leq 0.1
$$

where the second step follows by $\left|x_{i}^{-1} \widetilde{\delta}_{x, i}\right| \leq 0.02$ and $\left|s_{i}^{-1} \widetilde{\delta}_{s, i}\right| \leq 0.02$ (Part 3 of Lemma 2.4.3).

Now, we analyze the cost per iteration in procedure MaIn. This is a direct application of our projection maintenance result.

Lemma 2.4.15. For $\epsilon \geq \frac{1}{\sqrt{n}}$, each iteration of Main (Algorithm 3.6) takes

$$
n^{1+a+o(1)}+\epsilon \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)
$$

expected time per iteration in amortized where $0 \leq a \leq \alpha$ controls the batch size in the data structure and $\alpha$ is the dual exponent of matrix multiplication.

Proof. Lemma 2.4.13 shows that ClassicalStep happens with only $O\left(1 / n^{2}\right)$ probability each step. Since the cost of each step only takes $\widetilde{O}\left(n^{2.5}\right)$, the expected cost is only $\widetilde{O}\left(n^{0.5}\right)$.

Lemma 2.4.14 shows that the conditions in Theorem 2.5.1 holds with the parameter $C_{1}=O(\epsilon), C_{2}=O(\epsilon), \epsilon_{m p}=\Theta(1)$.

In the procedure StochasticStep, Theorem 2.5.1 shows that the amortized time per iteration is mainly dominated by two steps:

1. mp. $\operatorname{Update}(w): O\left(\epsilon \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)\right)$.
2. mp. $\operatorname{QUERY}\left(\frac{1}{\sqrt{\overline{X S}}} \widetilde{\delta}_{\mu}\right): O\left(n \cdot\left\|\widetilde{\delta}_{\mu}\right\|_{0}+n^{1+a+o(1)}\right)$.

Combining both running time and using $\mathbb{E}\left[\left\|\widetilde{\delta}_{\mu}\right\|_{0}\right]=O(1+k)=O\left(\epsilon \sqrt{n} \log ^{2} n\right)$ (according to the probability of success in Claim 2.4.6 and matching Assumption 2.4.1), we have the result.

### 2.4.5 Main result

Proof of Theorem 2.2.1. In the beginning of the Main algorithm, Lemma 3.8.2 is called to modify the linear program. Then, we run the stochastic central path method on this modified linear program.

When the algorithm stops, we obtain a vector $x$ and $s$ such that $x s \approx_{0.1} t$ with $t \leq \frac{\delta^{2}}{2 n}$. Hence, the duality gap is bounded by $\sum_{i} x_{i} s_{i} \leq \delta^{2}$. Lemma 3.8.2 shows how to obtain an approximate solution of the original linear program with the guarantee needed using the $x$ and $s$ we just found.

Since $t$ is decreased by $1-\frac{\epsilon}{3 \sqrt{n}}$ factor each iteration, it takes $O\left(\frac{\sqrt{n}}{\epsilon} \cdot \log \left(\frac{n}{\delta}\right)\right)$ iterations in total. In Lemma 2.4.15, we proved that each iteration takes

$$
n^{1+a+o(1)}+\epsilon \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)
$$

and hence the total runtime is

$$
O\left(n^{2.5-a / 2+o(1)}+n^{\omega+o(1)}+\frac{n^{1.5+a+o(1)}}{\epsilon}\right) \cdot \log \left(\frac{n}{\delta}\right)
$$

Since $\epsilon=\Theta\left(\frac{1}{\log n}\right)$, the total runtime is

$$
O\left(n^{2.5-a / 2+o(1)}+n^{\omega+o(1)}+n^{1.5+a+o(1)}\right) \cdot \log \left(\frac{n}{\delta}\right)
$$

Finally, we note that the optimal choice of $a$ is $\min \left(\frac{2}{3}, \alpha\right)$, which gives the promised runtime.

Using the same proof, but different choice of the parameters, we can analyze the ultra short step stochastic central path method, where each step involves sampling only polylogarithmic coordinates. As we mentioned before, the runtime is still around $n^{\omega}$.

Corollary 2.4.16. Under the same assumption as Theorem 2.2.1, if we choose $\epsilon=\Theta(1 / \sqrt{n})$ and $a=\min \left(\frac{1}{3}, \alpha\right)$, the expected time of Main (Algorithm 3.6) is

$$
\left(n^{\omega+o(1)}+n^{2.5-\alpha / 2+o(1)}+n^{2+1 / 3+o(1)}\right) \cdot \log \left(\frac{n}{\delta}\right)
$$

### 2.5 Projection Maintenance

The goal of this section is to prove the following theorem:
Theorem 2.5.1 (Projection maintenance). Given a full rank matrix $A \in \mathbb{R}^{d \times n}$ with $n \geq d$ and a tolerance parameter $0<\epsilon_{m p}<1 / 4$. Given any positive number a such that $a \leq \alpha$ where $\alpha$ is the dual exponent of matrix multiplication. There is a deterministic data structure (Algorithm 2.3, 2.4) that approximately maintains the projection matrices

$$
\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}
$$

for positive diagonal matrices $W$ through the following two operations:

1. Update $(w)$ : Output $a$ vector $\widetilde{v}$ such that for all $i$,

$$
\left(1-\epsilon_{m p}\right) \widetilde{v_{i}} \leq w_{i} \leq\left(1+\epsilon_{m p}\right) \widetilde{v_{i}}
$$

2. $\operatorname{QUERy}(h):$ Output $\sqrt{\widetilde{V}} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \sqrt{\widetilde{V}} h$ for the $\widetilde{v}$ outputted by the last call to Update.

The data structure takes $n^{2} d^{\omega-2}$ time to initialize and each call of $\operatorname{QUERY}(h)$ takes time

$$
n \cdot\|h\|_{0}+n^{1+a+o(1)}
$$

Furthermore, if the initial vector $w^{(0)}$ and the (random) update sequence $w^{(1)}, \cdots, w^{(T)} \in \mathbb{R}^{n}$ satisfies

$$
\sum_{i=1}^{n}\left(\frac{\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}}{w_{i}^{(k)}}\right)^{2} \leq C_{1}^{2}, \sum_{i=1}^{n}\left(\mathbb{E}\left[\left(\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k)}}\right)^{2}\right]\right)^{2} \leq C_{2}^{2},\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k)}}\right| \leq \frac{1}{4}
$$

```
Algorithm 2.3 Projection Maintenance Data Structure - Initial, Query
    datastructure MaintainPRoJECTION
            \(\triangleright\) Theorem 2.5.1
    members
        \(w \in \mathbb{R}^{n} \quad \triangleright\) Target vector
        \(v, \widetilde{v} \in \mathbb{R}^{n} \quad \triangleright\) Approximate vector
        \(A \in \mathbb{R}^{d \times n}\)
        \(M \in \mathbb{R}^{n \times n} \quad \triangleright\) Approximate Projection Matrix
        \(\epsilon_{m p} \in(0,1 / 4) \quad \triangleright\) Tolerance
        \(a \in(0, \alpha] \quad \triangleright\) Batch Size for Update \(\left(n^{a}\right)\)
    end members
    procedure Initialize \(\left(A, w, \epsilon_{m p}, a\right) \quad \triangleright\) Lemma 2.5.2
        \(w \leftarrow w, v \leftarrow w, \epsilon_{m p} \leftarrow \epsilon_{m p}, A \leftarrow A, a \leftarrow a\)
        \(M \leftarrow A^{\top}\left(A V A^{\top}\right)^{-1} A\)
    end procedure
    procedure QUERY \((h)\)
        \(\triangleright\) Lemma 2.5.4
        Let \(\widetilde{S}\) be the indices \(i\) such that \(\left(1-\epsilon_{m p}\right) v_{i} \leq w_{i} \leq\left(1+\epsilon_{m p}\right) v_{i}\) is false.
        return \(\sqrt{\widetilde{V}} \cdot(M \cdot(\sqrt{\widetilde{V}} \cdot h))-\sqrt{\widetilde{V}} \cdot\left(M_{\widetilde{S}} \cdot\left(\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} \cdot\left(M_{\widetilde{S}}^{\top} \sqrt{\widetilde{V}} h\right)\right)\right)\)
    end procedure
    end datastructure
```

with the expectation is conditional on $w_{i}^{(k)}$ for all $k=0,1, \cdots, T-1$. Then, the amortized expected time ${ }^{5}$ per call of $\operatorname{Update}(w)$ is

$$
\left(C_{1} / \epsilon_{m p}+C_{2} / \epsilon_{m p}^{2}\right) \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)
$$

Remark 2.5.1. For our linear program algorithm, we have $C_{1}=O(1 / \log n), C_{2}=O(1 / \log n)$ and $\epsilon_{m p}=\Theta(1)$. See Lemma 2.4.14.

[^11]```
Algorithm 2.4 Projection Maintenance Data Structure - Update
    datastructure MaintainProjection \(\triangleright\) Theorem 2.5.1
    procedure Update \(\left(w^{\text {new }}\right)\)
                                    \(\triangleright\) Lemma 2.5.3
        \(y_{i} \leftarrow w_{i}^{\text {new }} / v_{i}-1, \forall i \in[n]\)
        \(r \leftarrow\) the number of indices \(i\) such that \(\left|y_{i}\right| \geq \epsilon_{m p}\).
        if \(r<n^{a}\) then
            \(v^{\text {new }} \leftarrow v\)
            \(M^{\text {new }} \leftarrow M\)
        else
            Let \(\pi:[n] \rightarrow[n]\) be a sorting permutation such that \(\left|y_{\pi(i)}\right| \geq\left|y_{\pi(i+1)}\right|\)
            while \(1.5 \cdot r<n\) and \(\left|y_{\pi(\lceil 1.5 \cdot r\rceil)}\right| \geq(1-1 / \log n)\left|y_{\pi(r)}\right|\) do
                \(r \leftarrow \min (\lceil 1.5 \cdot r\rceil, n)\)
            end while
            \(v_{\pi(i)}^{\text {new }} \leftarrow \begin{cases}w_{\pi(i)}^{\text {new }} & i \in\{1,2, \cdots, r\} \\ v_{\pi(i)} & i \in\{r+1, \cdots, n\}\end{cases}\)
                            \(\triangleright\) Compute \(M^{\text {new }}=A^{\top}\left(A V^{\text {new }} A^{\top}\right)^{-1} A\) via Matrix Woodbury
            \(\Delta \leftarrow \operatorname{diag}\left(v^{\text {new }}-v\right) \quad \triangleright \Delta \in \mathbb{R}^{n \times n}\) and \(\|\Delta\|_{0}=r\)
            Let \(S \leftarrow \pi([r])\) be the first \(r\) indices in the permutation.
            Let \(M_{S} \in \mathbb{R}^{n \times r}\) be the \(r\) columns from \(S\) of \(M\).
            Let \(M_{S, S}, \Delta_{S, S} \in \mathbb{R}^{r \times r}\) be the \(r\) rows and columns from \(S\) of \(M\) and \(\Delta\).
            \(M^{\text {new }} \leftarrow M-M_{S} \cdot\left(\Delta_{S, S}^{-1}+M_{S, S}\right)^{-1} \cdot\left(M_{S}\right)^{\top}\)
            end if
            \(w \leftarrow w^{\text {new }}, v \leftarrow v^{\text {new }}, M \leftarrow M^{\text {new }}\)
            \(\widetilde{v}_{i} \leftarrow \begin{cases}v_{i} & \text { if }\left(1-\epsilon_{m p}\right) v_{i} \leq w_{i} \leq\left(1+\epsilon_{m p}\right) v_{i} \\ w_{i} & \text { otherwise }\end{cases}\)
        return \(\widetilde{v}\)
    end procedure
    end datastructure
```


### 2.5.1 Proof outline

For intuition, we consider the case $C_{1}=\Theta(1), C_{2}=\Theta(1)$, and $\epsilon_{m p}=\Theta(1)$ in this explanation. The correctness of the data structure directly follows from Woodbury matrix identity. The amortized time analysis is based on a potential function that measures the
distance of the approximate vector $v$ and the target vector $w$. We will show that

- The cost to update the projection $M$ is proportional to the decrease of the potential.
- Each call to query increase the potential by a fixed amount.

Combining both together gives the amortized runtime bound of our data structure.
Now, we explain the definition of the potential. Consider the $k$-th round of the algorithm. For all $i \in[n]$, we define $x_{i}^{(k)}=\frac{w_{i}^{(k)}}{v_{i}^{(k)}}-1$. Note that $\left|x_{i}^{(k)}\right|$ measures the relative distance between $w_{i}^{(k)}$ and $v_{i}^{(k)}$. Our algorithm fixes the indices with largest error $x_{i}^{(k)}$. To capture the fact that updating in a larger batch is more efficient, we define the potential as a weighted combination of the error where we put more weight to higher $x_{i}^{(k)}$. Formally, we sort the coordinates of $x^{(k)}$ such that $\left|x_{i}^{(k)}\right| \geq\left|x_{i+1}^{(k)}\right|$ and define the potential by

$$
\Psi_{k}=\sum_{i=1}^{n} g_{i} \cdot \psi\left(x_{i}^{(k)}\right)
$$

where $g_{i}$ are positive decreasing numbers to be chosen and $\psi$ is a symmetric $(\psi(x)=\psi(-x))$ positive function that increases on both sides. For intuition, one can think $\psi(x)$ behaves roughly like $|x|$.

Each iteration we update the projection matrix such that the error of $\left|x_{1}\right|, \cdots,\left|x_{r}\right|$ drops from roughly $\epsilon_{m p}$ to 0 . This decreases the potential of $\psi\left(x_{i}^{(k)}\right)$ by $\Omega\left(\epsilon_{m p}\right)$ from $i=$ $1, \cdots, r$. Therefore, the whole potential decreases by $\Omega\left(\epsilon_{m p} \sum_{i=1}^{r} g_{i}\right)$. To make the term $\sum_{i=1}^{r} g_{i}$ proportional to the time to update a rank $r$ part of the projection matrix, we set

$$
g_{i}= \begin{cases}n^{-a}, & \text { if } i<n^{a}  \tag{2.20}\\ i^{\frac{\omega-2}{1-a}-1} n^{-\frac{a(\omega-2)}{1-a}}, & \text { otherwise } .\end{cases}
$$

where $\omega$ is the exponent of matrix multiplication and $a$ is any positive number less than or equals to the dual exponent of matrix multiplication. Lemma 2.6 .3 shows that $g$ is indeed non-increasing and Lemma 2.5.3 shows that the update time of data-structure is indeed $O\left(r g_{r} n^{2+o(1)}\right)=O\left(\sum_{i=1}^{r} g_{i} n^{2+o(1)}\right)$ for any $r \geq n^{a}$.

Each call to UpDATE, the expectation of the error vector $x^{(k)}$ moves roughly in an unit $\ell_{2}$ ball. Therefore, the changes of the potential is roughly upper bounded $\left(\sum_{i=1}^{n} g_{i}^{2}\right)^{1 / 2} \approx$ $n^{\omega-5 / 2}$. Since it takes us $n^{2+o(1)}$ time to decrease the potential by roughly 1 in the update step, the total time is roughly $n^{\omega-1 / 2}$.

For the case of stochastic central path, we note that the variance of the vector $x$ is quite small. By choosing a smooth potential function $\psi$ (see (2.21)), we can essentially give the same result as if there is no variance.

### 2.5.2 Proof of Theorem 2.5.1

Now, we give the proof of Theorem 2.5.1. We will defer some simple calculations into later sections.

Proof of Theorem 2.5.1.
Proof of Correctness. The definition of $\widetilde{v}$ in Line 20 ensures that $\left(1-\epsilon_{m p}\right) \widetilde{v}_{i} \leq$ $w_{i} \leq\left(1+\epsilon_{m p}\right) \widetilde{v_{i}}$.

Using the Matrix Woodbury formula, one can verify that the update rule in Line 17 correctly maintains $M=A^{\top}\left(A V A^{\top}\right)^{-1} A$. See the deviation of the formula in Lemma 2.5.2. By the same reasoning, the Line 19 outputs the vector $\sqrt{\widetilde{V}} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \sqrt{\widetilde{V}} h$. This completes the proof of correctness.

Definition of $x$ and $y$. Consider the $k$-th round of the algorithm. For all $i \in[n]$, we define $x_{i}^{(k)}, x_{i}^{(k+1)}$ and $y_{i}^{(k)}$ as follows:

$$
x_{i}^{(k)}=\frac{w_{i}^{(k)}}{v_{i}^{(k)}}-1, y_{i}^{(k)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-1, x_{i}^{(k+1)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k+1)}}-1 .
$$

Note that the difference between $x_{i}^{(k)}$ and $y_{i}^{(k)}$ is that $w$ is changing. The difference between $y_{i}^{(k)}$ and $x_{i}^{(k+1)}$ is that $v$ is changing. For simplicity, we define $\beta_{i}=\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right) / w_{i}^{(k)}$, then one of assumption becomes $\sum_{i=1}^{n} \beta_{i}^{2} \leq C_{1}^{2}$.

Assume sorting. Assume the coordinates of vector $x^{(k)} \in \mathbb{R}^{n}$ are sorted such that $\left|x_{i}^{(k)}\right| \geq\left|x_{i+1}^{(k)}\right|$. Let $\tau$ and $\pi$ are permutations such that $\left|x_{\tau(i)}^{(k+1)}\right| \geq\left|x_{\tau(i+1)}^{(k+1)}\right|$ and $\left|y_{\pi(i)}^{(k)}\right| \geq$ $\left|y_{\pi(i+1)}^{(k)}\right|$.

Definition of Potential function. Let $g$ be defined in (2.20). Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\psi(x)= \begin{cases}\frac{|x|^{2}}{2 \epsilon_{m p}}, & |x| \in\left[0, \epsilon_{m p}\right]  \tag{2.21}\\ \epsilon_{m p}-\frac{\left(2 \epsilon_{m p}-|x|\right)^{2}}{2 \epsilon_{m p}}, & |x| \in\left(\epsilon_{m p}, 2 \epsilon_{m p}\right] \\ \epsilon_{m p} . & |x| \in\left(2 \epsilon_{m p},+\infty\right)\end{cases}
$$

We define the potential at the $k$-th round by

$$
\Psi_{k}=\sum_{i=1}^{n} g_{i} \cdot \psi\left(x_{\tau_{k}(i)}^{(k)}\right) .
$$

where $\tau_{k}(i)$ is the permutation such that $\left|x_{\tau_{k}(i)}^{(k)}\right| \geq\left|x_{\tau_{k}(i+1)}^{(k)}\right|$.

## Bounding the potential.

We can express $\Psi_{k+1}-\Psi_{k}$ as follows:

$$
\begin{align*}
\Psi_{k+1}-\Psi_{k} & =\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(x_{\tau(i)}^{(k+1)}\right)-\psi\left(x_{i}^{(k)}\right)\right) \\
& =\sum_{i=1}^{n} g_{i} \cdot \underbrace{\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right)}_{w \text { move }}-\sum_{i=1}^{n} g_{i} \cdot \underbrace{\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right)}_{v \text { move }} . \tag{2.22}
\end{align*}
$$

Now, using Lemma 2.5.5 and 3.6.12, and the fact that $\Psi_{0}=0$ and $\Psi_{T} \geq 0$, with (2.22), we get

$$
\begin{aligned}
0 & \leq \Psi_{T}-\Psi_{0}=\sum_{k=0}^{T-1}\left(\Psi_{k+1}-\Psi_{k}\right) \\
& \leq \sum_{k=0}^{T-1}\left(O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)-\Omega\left(\epsilon_{m p} r_{k} g_{r_{k}} / \log n\right)\right) \\
& =T \cdot O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)-\sum_{k=1}^{T} \Omega\left(\epsilon_{m p} r_{k} g_{r_{k}} / \log n\right)
\end{aligned}
$$

where the third step follows by Lemma 2.5.5 and Lemma 3.6.12 and $r_{k}$ is the number of coordinates we update during that iteration.

Therefore, we get,

$$
\sum_{k=1}^{T} r_{k} g_{r_{k}}=O\left(T \cdot\left(C_{1} / \epsilon_{m p}+C_{2} / \epsilon_{m p}^{2}\right) \cdot \log ^{3 / 2} n \cdot\left(n^{\omega-5 / 2}+n^{-a / 2}\right)\right)
$$

Proof of running time. See the Section 2.5.3.

### 2.5.3 Initialization time, update time, query time

To formalize the amortized runtime proof, we first analyze the initialization time (Lemma 2.5.2), update time (Lemma 2.5.3), and query time (Lemma 2.5.4) of our projection maintenance data-structure.

Lemma 2.5.2 (Initialization time). The initialization time of data-structure MaintainProjection (Algorithm 2.3) is $O\left(n^{2} d^{\omega-2}\right)$.

Proof. Given matrix $A \in \mathbb{R}^{d \times n}$ and diagonal matrix $V \in \mathbb{R}^{n \times n}$, computing $A^{\top}\left(A V A^{\top}\right)^{-1} A$ takes $O\left(n^{2} d^{\omega-2}\right)$.

Lemma 2.5.3 (Update time). The update time of data-structure MaintainProjection (Algorithm 2.4) is $O\left(r g_{r} n^{2+o(1)}\right)$ where $r$ is the number of indices we updated in $v$.

Proof. Let $A_{S} \in \mathbb{R}^{d \times r}$ be the $r$ columns from $S$ of $A$. From $k$-th query to $(k+1)$-th query, we have

$$
\begin{aligned}
& A^{\top}\left(A V^{(k+1)} A^{\top}\right)^{-1} A \\
= & A^{\top}\left(A\left(V^{(k)}+\Delta\right) A^{\top}\right)^{-1} A \\
= & A^{\top}\left(\left(A V^{(k)} A^{\top}\right)^{-1}-\left(A V^{(k)} A^{\top}\right)^{-1} A_{S}\left(\Delta_{S, S}^{-1}+A_{S}^{\top}\left(A V^{(k)} A^{\top}\right)^{-1} A_{S}\right)^{-1} A_{S}^{\top}\left(A V^{(k)} A^{\top}\right)^{-1}\right) A \\
= & A^{\top}\left(A V^{(k)} A^{\top}\right)^{-1} A-A^{\top}\left(A V^{(k)} A^{\top}\right)^{-1} A_{S}\left(\Delta_{S, S}^{-1}+A_{S}^{\top}\left(A V^{(k)} A^{\top}\right)^{-1} A_{S}\right)^{-1} A_{S}^{\top}\left(A V^{(k)} A^{\top}\right)^{-1} A \\
= & M^{(k)}-M_{S}^{(k)}\left(\Delta_{S, S}^{-1}+M_{S, S}^{(k)}\right)^{-1}\left(M_{S}^{(k)}\right)^{\top},
\end{aligned}
$$

where the second step follows by Matrix Woodbury Identity and the last step follows by definition of $M^{(k)} \in \mathbb{R}^{n \times n}$.

Thus the update rule of matrix $M^{(k+1)} \in \mathbb{R}^{n \times n}$ can be written as

$$
M^{(k+1)}=M^{(k)}-M_{S}^{(k)}\left(\Delta_{S, S}^{-1}+\left(M^{(k)}\right)_{S, S}\right)^{-1}\left(M_{S}^{(k)}\right)^{\top} .
$$

The updates in round $k$ can be splitted into four parts:

1. Adding two $r \times r$ matrices takes $O\left(r^{2}\right)$ time.
2. Computing the inverse of an $r \times r$ matrix takes $O\left(r^{\omega+o(1)}\right)$ time.
3. Computing the matrix multiplication of a $n \times r$ and $r \times n$ matrix takes $O\left(r g_{r} \cdot n^{2+o(1)}\right)$ time where we used that $r \geq n^{a}$ (Lemma 2.2.3).
4. Adding two $n \times n$ matrices together takes $O\left(n^{2}\right)$ time.

Hence, the total cost is

$$
O\left(r^{2}+r^{\omega+o(1)}+r g_{r} \cdot n^{2+o(1)}+n^{2}\right)=O\left(r^{2}+r^{\omega+o(1)}+r g_{r} \cdot n^{2+o(1)}\right)=O\left(r g_{r} \cdot n^{2+o(1)}\right) .
$$

where the first step follows by $r g_{r} \geq 1$ for all $r \geq n^{a}$ and the last step follows by the calculations.

Lemma 2.5.4 (Query time). The query time of data-structure MaintainProjection (Algorithm 2.3) is $O\left(n \cdot\|h\|_{0}+n^{1+a+o(1)}\right)$.

Proof. Let $\widetilde{\Delta}$ satisfies $\widetilde{V}=V+\widetilde{\Delta}$. Let $\widetilde{S} \subset[n]$ denote the support of $\widetilde{\Delta}$ and then $|\widetilde{S}| \leq n^{a}$. Let $\widetilde{r}$ denote $|\widetilde{S}|$. We abuse the notation here, $\widetilde{\Delta}$ denotes both $n \times n$ diagonal matrix and a length $n$ vector.

Using Matrix Woodbury Identity and definition of $M$, a same proof as Update time (Lemma 2.5.3) shows

$$
A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A=M+M_{\widetilde{S}}\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} M_{\widetilde{S}}^{\top}
$$

where $\widetilde{\Delta}_{\tilde{S} \times \widetilde{S}}$ has size $\widetilde{r} \times \widetilde{r}, M_{\widetilde{S}, \widetilde{S}}$ has size $\widetilde{r} \times \widetilde{r}$ and $M_{\widetilde{S}}$ has size $n \times \widetilde{r}$.
To compute $\sqrt{\widetilde{V}} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \sqrt{\widetilde{V}} h$, we just need to compute

$$
\sqrt{\widetilde{V}} M \sqrt{\widetilde{V}} h+\sqrt{\widetilde{V}} M_{\widetilde{S}}\left(\widetilde{\Delta}_{\tilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \tilde{S}}\right)^{-1} M_{\widetilde{S}}^{\top} \sqrt{\widetilde{V}} h
$$

Note the running time of computing the first term of the above equation only takes $O\left(n \cdot\|h\|_{0}\right)$ time.

Next, we analyze the cost of computing the second term of the above equation. It contains several parts:

1. Computing $\widetilde{M}_{\widetilde{S}}^{\top} \cdot(\sqrt{\widetilde{V}} \cdot h) \in \mathbb{R}^{\widetilde{r}}$ takes $\widetilde{r}\|h\|_{0}$ time.
2. Computing $\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} \in \mathbb{R}^{\widetilde{r} \times \widetilde{r}}$ that is the inverse of a $\widetilde{r} \times \widetilde{r}$ matrix takes $\widetilde{r}^{\omega+o(1)}$ time.
3. Computing matrix-vector multiplication between $\widetilde{r} \times \widetilde{r}$ matrix $\left(\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1}\right)$ and $\widetilde{r} \times 1$ vector $\left(\widetilde{M}_{\widetilde{S}}^{\top} \sqrt{\widetilde{V}} h\right)$ takes $O\left(\widetilde{r}^{2}\right)$ time
4. Computing matrix-vector multiplication between $n \times \widetilde{r}$ matrix $\left(M_{\widetilde{S}}\right)$ and $\widetilde{r} \times 1$ vector $\left(\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} M_{\widetilde{S}}^{\top} \sqrt{\widetilde{V}} h\right)$ takes $O(n \widetilde{r})$ time.
5. Computing the entry-wise product of two $n$ vectors takes $O(n)$ time

Thus, overall the running time is

$$
O\left(\widetilde{r}\|h\|_{0}+\widetilde{r}^{\omega+o(1)}+\widetilde{r}^{2}+n \widetilde{r}+n\right)=O\left(\widetilde{r}^{\omega+o(1)}+n \widetilde{r}\right)=O\left(n^{a \cdot \omega+o(1)}+n^{1+a}\right) .
$$

Finally, we note that $\omega \leq 3-\alpha \leq 3-a$ (Lemma 2.6.3) and hence $a \cdot \omega \leq a(3-a) \leq 1+a$. Therefore, the runtime is $n^{1+a+o(1)}$.

### 2.5.4 Bounding $w$ move

The goal of this section is to prove Lemma 2.5.5.

Lemma 2.5.5 ( $w$ move). We have

$$
\sum_{i=1}^{n} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right] \leq O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

Proof. Observe that since the errors $\left|x_{i}^{(k)}\right|$ are sorted in descending order, and $\psi(x)$ is symmetric and non-decreasing function for $x \geq 0$, thus $\psi\left(x_{i}^{(k)}\right)$ is also in decreasing order. In addition, note that $g$ is decreasing, we have

$$
\begin{equation*}
\sum_{i=1}^{n} g_{i} \psi\left(x_{\pi(i)}^{(k)}\right) \leq \sum_{i=1}^{n} g_{i} \psi\left(x_{i}^{(k)}\right) \tag{2.23}
\end{equation*}
$$

Hence the first term in (2.22) can be upper bounded as follows:

$$
\begin{aligned}
& \mathbb{E}\left[\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right)\right] \\
\leq & \mathbb{E}\left[\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right)\right] \\
= & \sum_{i=1}^{n} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right] \\
= & O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right) . \quad \text { by }(2.23)
\end{aligned}
$$

Thus, we complete the proof of $w$ move Lemma.

It remains to prove the following Lemma,

## Lemma 2.5.6.

$$
\sum_{i=1}^{n} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right]=O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

Proof. Let $I$ be the set of indices such that $\left|x_{i}^{(k)}\right| \leq 1$. We separate the term into two:
$\sum_{i=1}^{n} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right]=\sum_{i \in I} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]+\sum_{i \in I^{c}} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]$.
Case 1: Terms from $I$ Mean value theorem shows that

$$
\begin{aligned}
\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right) & =\psi^{\prime}\left(x_{i}^{(k)}\right)\left(y_{i}^{(k)}-x_{i}^{(k)}\right)+\frac{1}{2} \psi^{\prime \prime}(\zeta)\left(y_{i}^{(k)}-x_{i}^{(k)}\right)^{2} \\
& \leq \psi^{\prime}\left(x_{i}^{(k)}\right) \frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{v_{i}^{(k)}}+\frac{L_{2}}{2}\left(\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{v_{i}^{(k)}}\right)^{2}
\end{aligned}
$$

where $L_{2}=\max _{x} \psi^{\prime \prime}(x)$. Taking conditional expectation given $w^{(k)}$ on both sides

$$
\begin{aligned}
\mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right] & \leq \psi^{\prime}\left(x_{i}^{(k)}\right) \cdot \frac{\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}}{v_{i}^{(k)}}+\frac{L_{2}}{2} \frac{1}{\left(v_{i}^{(k)}\right)^{2}} \mathbb{E}\left[\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)^{2}\right] \\
& =\psi^{\prime}\left(x_{i}^{(k)}\right) \cdot \frac{w_{i}^{(k)}}{v_{i}^{(k)}} \beta_{i}+\frac{L_{2}}{2} \frac{\left(w_{i}^{(k)}\right)^{2}}{\left(v_{i}^{(k)}\right)^{2}} \gamma_{i}
\end{aligned}
$$

where $\beta_{i}=\frac{\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}}{w_{i}^{(k)}}$ and $\gamma_{i}=\mathbb{E}\left[\left(\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k)}}\right)^{2}\right]$.
To bound $\sum_{i \in I} g_{\pi^{-1}(i)} \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]$, we need to bound the following two terms,

$$
\begin{equation*}
\sum_{i \in I} g_{\pi^{-1}(i)} \psi^{\prime}\left(x_{i}^{(k)}\right) \frac{w_{i}^{(k)}}{v_{i}^{(k)}} \beta_{i}, \text { and } \sum_{i \in I} g_{\pi^{-1}(i)} \frac{L_{2}}{2} \frac{\left(w_{i}^{(k)}\right)^{2}}{\left(v_{i}^{(k)}\right)^{2}} \gamma_{i} . \tag{2.24}
\end{equation*}
$$

For the term $\frac{w_{i}^{(k)}}{v_{i}^{(k)}}$, we note that for $i \in I$, we have $\left|\frac{w_{i}^{(k)}}{v_{i}^{(k)}}\right| \leq\left|x_{i}^{(k)}\right|+1 \leq 2$. Using this,
we can bound the first term by

$$
\begin{align*}
\sum_{i \in I} g_{\pi^{-1}(i)} \psi^{\prime}\left(x_{i}^{(k)}\right) \frac{w_{i}^{(k)}}{v_{i}^{(k)}} \beta_{i} & \leq\left(\sum_{i \in I}\left(g_{\pi^{-1}(i)} \psi^{\prime}\left(x_{i}^{(k)}\right) \frac{w_{i}^{(k)}}{v_{i}^{(k)}}\right)^{2} \sum_{i \in I} \beta_{i}^{2}\right)^{1 / 2} \\
& \leq O\left(L_{1}\right)\left(\sum_{i=1}^{n} g_{i}^{2} \cdot C_{1}^{2}\right)^{1 / 2} \\
& =O\left(C_{1} L_{1}\|g\|_{2}\right) \tag{2.25}
\end{align*}
$$

where $L_{1}=\max _{x}\left|\psi^{\prime}(x)\right|$, the first step follows by Cauchy-Schwarz inequality and the second step follows by $\left|\psi^{\prime}\left(x_{i}^{(k)}\right) \cdot w_{i}^{(k)} / v_{i}^{(k)}\right| \leq 2 L_{1}$ and $\sum_{i=1}^{n} \beta_{i}^{2} \leq C_{1}^{2}$.

For the second term, we have

$$
\begin{equation*}
\sum_{i \in I} g_{\pi^{-1}(i)} \frac{L_{2}}{2} \frac{\left(w_{i}^{(k)}\right)^{2}}{\left(v_{i}^{(k)}\right)^{2}} \gamma_{i} \leq O\left(L_{2}\right) \cdot \sum_{i=1}^{n} g_{i} \cdot \gamma_{i}=O\left(C_{2} L_{2}\|g\|_{2}\right) \tag{2.26}
\end{equation*}
$$

Now, combining (2.25) and (2.26) and using that $L_{1}=O(1), L_{2}=O\left(1 / \epsilon_{m p}\right)$ (from part 4 of Lemma 2.5.9) and $\|g\|_{2} \leq \sqrt{\log n} \cdot O\left(n^{-a / 2}+n^{\omega-5 / 2}\right)$ (from Lemma 2.5.7), we have that

$$
\sum_{i \in I} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right] \leq O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

## Case 2: Terms from $I^{c}$

For all $i \in I^{c}$, we have $\left|x_{i}^{(k)}\right| \geq 1$. Note that $\psi(x)$ is a constant for $x \geq 2 \epsilon_{m p}$ and that $\epsilon_{m p} \leq 1 / 4$. Therefore, if $\left|y_{i}^{(k)}\right| \geq 1 / 2$, we have that $\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)=0$. Hence, we only need to consider the $i \in I^{c}$ such that $\left|y_{i}^{(k)}\right|<1 / 2$. For these $i$, we have that

$$
\frac{1}{2}<\left|y_{i}^{(k)}-x_{i}^{(k)}\right|=\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{v_{i}^{(k)}}\right|=\left|\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}\right|\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k+1)}}\right| \leq \frac{3}{2}\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k+1)}}\right|,
$$

where we used that $\left|y_{i}^{(k)}\right|=\left|\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-1\right| \leq 1 / 2$. Hence, we have that $\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k+1)}}\right|>1 / 3$ and hence $\left|\frac{w_{i}^{(k+1)}-w_{i}^{(k)}}{w_{i}^{(k)}}\right|>1 / 4$, which is impossible.

Hence, we have

$$
\sum_{i \in I^{c}} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]=0
$$

Combining both cases, we have the result.

## Lemma 2.5.7.

$$
\left(\sum_{i=1}^{n} g_{i}^{2}\right)^{1 / 2} \leq \sqrt{\log n} \cdot O\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

Proof. Since function $g$ behaves differently when $i \leq n^{a}$ and $i>n^{a}$, we split the sum into two parts.

For the first part, we have

$$
\sum_{i=1}^{n^{a}} g_{i}^{2}=\sum_{i=1}^{n^{a}} n^{-2 a}=n^{-a}
$$

For the second part, we have

$$
\sum_{i=n^{a}}^{n} g_{i}^{2}=\sum_{i=n^{a}}^{n} i^{\frac{2(\omega-2)}{1-a}-2} n^{-\frac{2 a(\omega-2)}{1-a}}=\sum_{i=n^{a}}^{n} \frac{1}{i} \cdot i^{\frac{2(\omega-2)}{1-a}-1} n^{-\frac{2 a(\omega-2)}{1-a}} .
$$

Note that

$$
\max _{i \in\left[n^{a}, n\right]} i^{\frac{2(\omega-2)}{1-a}-1} n^{-\frac{2 a(\omega-2)}{1-a}}=\max \left(n^{a \frac{2(\omega-2)}{1-a}-a} n^{-\frac{2 a(\omega-2)}{1-a}}, n^{\frac{2(\omega-2)}{1-a}-1} n^{-\frac{2 a(\omega-2)}{1-a}}\right)=\max \left(n^{-a}, n^{2 \omega-5}\right)
$$

Thus, the second part is

$$
\sum_{i=n^{a}}^{n} g_{i}^{2}=\sum_{i=n^{a}}^{n} \frac{1}{i} \cdot \max \left(n^{-a}, n^{2 \omega-5}\right)=O(\log n) \cdot \max \left(n^{-a}, n^{2 \omega-5}\right)
$$

Combining the first part and the second part completes the proof.

### 2.5.5 Bounding $v$ move

Lemma 2.5.8 ( $v$ move). We have,

$$
\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \geq \Omega\left(\epsilon_{m p} r_{k} g_{r_{k}} / \log n\right)
$$

Proof. We split the proof into two cases.
We first understand some simple facts which are useful in the later proof. Note that from definition of $x_{i}^{(k+1)}$, we know that $x^{(k+1)}$ has $r_{k}$ coordinates are 0 . Basically, $\left\|y^{(k)}-x^{(k+1)}\right\|_{0}=r_{k}$. The difference between those vectors is, for the largest $r_{k}$ coordinates in $y^{(k)}$, we erase them in $x^{(k+1)}$. Then for each $i \in\left[n-r_{k}\right], x_{\tau(i)}^{(k+1)}=y_{\pi\left(i+r_{k}\right)}^{(k)}$. For convenience, we define $y_{\pi(n+i)}^{(k)}=0, \forall i \in\left[r_{k}\right]$.

Case 1. We exit the while loop when $1.5 r_{k} \geq n$.
Let $u^{*}$ denote the largest $u$ s.t. $\left|y_{\pi(u)}^{(k)}\right| \geq \epsilon_{m p}$. If $u^{*}=r_{k}$, we have that $\left|y_{\pi\left(r_{k}\right)}^{(k)}\right| \geq \epsilon_{m p} \geq$ $\epsilon_{m p} / 100$. Otherwise, the condition of the loop shows that

$$
\left|y_{\pi\left(r_{k}\right)}^{(k)}\right| \geq(1-1 / \log n)^{\log _{1.5} r_{k}-\log _{1.5} u^{*}}\left|y_{\pi\left(u^{*}\right)}^{(k)}\right| \geq(1-1 / \log n)^{\log _{1.5} n} \epsilon_{m p} \geq \epsilon_{m p} / 100
$$

where we used that $n \geq 4$.
According to definition of $x_{\tau(i)}^{(k+1)}$, we have

$$
\begin{aligned}
\sum_{i=1}^{n} g_{i}\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) & =\sum_{i=1}^{n} g_{i}\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(y_{\pi\left(i+r_{k}\right)}^{(k)}\right)\right) \geq \sum_{i=n / 3+1}^{n} g_{i}\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(y_{\pi\left(i+r_{k}\right)}^{(k)}\right)\right) \\
& \geq \sum_{i=n / 3+1}^{n} g_{i}\left(\psi\left(y_{\pi(i)}^{(k)}\right)\right) \geq \sum_{i=n / 3+1}^{2 n / 3} g_{i} \psi\left(\epsilon_{m p} / 100\right) \geq \Omega\left(r_{k} g_{r_{k}} \epsilon_{m p}\right)
\end{aligned}
$$

where the first step follows from $x_{\tau(i)}^{(k+1)}=y_{\pi\left(i+r_{k}\right)}^{(k)}$, the second step follows from $\psi(|x|)$ is non-decreasing (part 2 of Lemma 2.5.9) and $\left|y_{\pi(i)}^{(k)}\right|$ is non-increasing, the third step follows from $1.5 r_{k}>n$ and hence $\psi\left(y_{\pi\left(i+r_{k}\right)}^{(k)}\right)=0$ for $i \geq n / 3+1$, the fourth step follows from $\psi$ is non-decreasing and $\left|y_{\pi(i)}^{(k)}\right| \geq\left|y_{\pi\left(r_{k}\right)}^{(k)}\right| \geq \epsilon_{m p} / 100$ for all $i<2 n / 3$, and the last step follows by $g$ is decreasing and part 3 of Lemma 2.5.9.

Case 2. We exit the while loop when $1.5 r_{k}<n$ and $\left|y_{\pi\left(1.5 r_{k}\right)}^{(k)}\right|<(1-1 / \log n)\left|y_{\pi\left(r_{k}\right)}^{(k)}\right|$.
By the same argument as Case 1, we have that $\left|y_{\pi\left(r_{k}\right)}^{(k)}\right| \geq \epsilon_{m p} / 100$. Part 3 of Lemma 2.5.9 together with the fact

$$
\left|y_{\pi(1.5 r)}^{(k)}\right|<\min \left(\epsilon_{m p},\left|y_{\pi(r)}^{(k)}\right| \cdot(1-1 / \log n)\right)
$$

shows that

$$
\begin{equation*}
\psi\left(\left|y_{\pi(1.5 r)}^{(k)}\right|\right)-\psi\left(\left|y_{\pi(r)}^{(k)}\right|\right)=\Omega\left(\epsilon_{m p} / \log n\right) \tag{2.27}
\end{equation*}
$$

Putting it all together, we have

$$
\begin{align*}
& \sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \\
= & \sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(y_{\pi\left(i+r_{k}\right)}^{(k)}\right)\right) \\
\geq & \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(y_{\pi\left(i+r_{k}\right)}^{(k)}\right)\right. \\
\geq & \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(y_{\pi\left(r_{k}\right)}^{(k)}\right)-\psi\left(y_{\pi\left(1.5 r_{k}\right)}^{(k)}\right)\right. \\
\geq & \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot \Omega\left(\frac{\epsilon_{m p}}{\log n}\right) \\
\geq & \sum_{i=r_{k} / 2}^{r_{k}} g_{r_{k}} \cdot \Omega\left(\frac{\epsilon_{m p}}{\log n}\right) \\
= & \Omega\left(\epsilon_{m p}^{(k+1)} r_{k} g_{r_{k}} / \log n\right), y_{\pi\left(i+r_{k}\right)}^{(k)} \tag{2.27}
\end{align*}
$$

where the third step follows by $\left|y_{\pi(i)}^{(k)}\right|$ is decreasing and $\psi$ is non-decreasing (from part 2 of Lemma 2.5.9).


Figure 2.2: $\psi(x), \psi(x)^{\prime}$ and $\psi(x)^{\prime \prime}$. For $\epsilon_{m p} \in(0,1)$.

### 2.5.6 Potential function $\psi$

Lemma 2.5.9 (Properties of function $\psi$ ). Let function $\psi$ be defined in (2.21). Then function $\psi$ satisfies the following properties:

1. Symmetric $(\psi(-x)=\psi(x))$ and $\psi(0)=0$;
2. $\psi(|x|)$ is non-decreasing;
3. $\left|\psi^{\prime}(x)\right|=\Omega(1), \forall|x| \in\left[0.01 \epsilon_{m p}, \epsilon_{m p}\right]$;
4. $L_{1} \stackrel{\text { def }}{=} \max _{x} \psi^{\prime}(x)=1$ and $L_{2} \stackrel{\text { def }}{=} \max _{x} \psi^{\prime \prime}(x)=1 / \epsilon_{m p}$;
5. $\psi(x)$ is a constant for $|x| \geq 2 \epsilon_{m p}$.

Proof. We can see that
$\psi(x)^{\prime}=\left\{\begin{array}{ll}\frac{|x|}{\epsilon_{m p}}, & |x| \in\left[0, \epsilon_{m p}\right] \\ \frac{2 \epsilon_{m p}-|x|}{\epsilon_{m p}}, & |x| \in\left(\epsilon_{m p}, 2 \epsilon_{m p}\right] \\ 0, & x \in\left(2 \epsilon_{m p},+\infty\right)\end{array} \quad\right.$ and $\quad \psi(x)^{\prime \prime}= \begin{cases}\frac{1}{\epsilon_{m p}}, & x \in\left[0, \epsilon_{m p}\right] \cup\left[-2 \epsilon_{m p},-\epsilon_{m p}\right] \\ -\frac{1}{\epsilon_{m p}}, & x \in\left(\epsilon_{m p}, 2 \epsilon_{m p}\right] \cup\left[-\epsilon_{m p}, 0\right] \\ 0 . & x \in\left(2 \epsilon_{m p},+\infty\right)\end{cases}$
From the $\psi(x)^{\prime}$ and $\psi(x)^{\prime \prime}$, it is not hard to see that $\psi$ satisfies the properties needed.

### 2.6 Omitted Proofs

Lemma 2.6.1. Let $x$ and $y$ are (possibly dependent) random variables such that $|x| \leq c_{x}$ and $|y| \leq c_{y}$ almost surely. Then, we have

$$
\mathbb{V}[x y] \leq 2 c_{x}^{2} \cdot \mathbb{V}[y]+2 c_{y}^{2} \cdot \mathbb{V}[x]
$$

Proof. Recall that $\mathbb{V}[x y] \leq \mathbb{E}\left[(x y-t)^{2}\right]$ for any scalar $t$. Hence,

$$
\begin{aligned}
\mathbb{V}[x y] & \leq \mathbb{E}\left[(x y-\mathbb{E}[x] \mathbb{E}[y])^{2}\right]=\mathbb{E}\left[(x y-x \mathbb{E}[y]+x \mathbb{E}[y]-\mathbb{E}[x] \mathbb{E}[y])^{2}\right] \\
& \leq 2 \mathbb{E}\left[(x y-x \mathbb{E}[y])^{2}\right]+2 \mathbb{E}\left[(x \mathbb{E}[y]-\mathbb{E}[x] \mathbb{E}[y])^{2}\right] \\
& \leq 2 c_{x}^{2} \cdot \mathbb{V}[y]+2 c_{y}^{2} \cdot \mathbb{V}[x] .
\end{aligned}
$$

Lemma 2.6.2 ([Vai89b]). Given a matrix $A \in \mathbb{R}^{d \times n}$, vectors $b \in \mathbb{R}^{d}, c \in \mathbb{R}^{n}$. Suppose $x, s, y \in \mathbb{R}^{n}$ satisfy that $x s \approx_{0.1} t, A x=b$ and $A^{\top} y+s=c$ for some $t>0$. For any $\epsilon \in(0,1 / 2]$, in $\widetilde{O}\left(n^{2.5} \log (n / \epsilon)\right)$ time, we can find vectors $x^{\text {new }}, s^{\text {new }} \in \mathbb{R}^{n}$ and $y^{\text {new }} \in \mathbb{R}^{d}$ such that

$$
\begin{array}{r}
\left\|x^{\text {new }} s^{\text {new }}-t\right\|_{2} \leq \epsilon, \\
A x^{\mathrm{new}}=b, \\
A^{\top} y^{\mathrm{new}}+s=c .
\end{array}
$$

Remark 2.6.1. Instead of using this, one can also run our algorithm with $k=n$ for $O(\sqrt{n} \log n)$ iterations. Since $k=n$, there is no randomness involves and hence $\Phi$ will decrease deterministically to $O(n)$.

Lemma 2.6.3. $\omega \leq 3-\alpha$.

Proof. We consider a $n \times n$ matrix $A$ multiply another $n \times n B$, we split $A$ into $n^{1-\alpha}$ fat matrices where each of them has size $n^{\alpha} \times n$. Since $\omega$ is the best exponent of matrix multiplication, thus we know

$$
n^{\omega+o(1)} \leq n^{1-\alpha} \cdot n^{2+o(1)}
$$

which implies $\omega \leq 3-\alpha$.

Lemma 2.6.4 (Rectangular matrix multiplication). For any $n \geq r$, multiplying an $n \times r$ with an $r \times n$ matrix or $n \times n$ with $n \times r$ takes time

$$
n^{2+o(1)}+r^{\frac{\omega-2}{1-\alpha}} n^{2-\frac{\alpha(\omega-2)}{1-\alpha}+o(1)} .
$$

Proof. The cost for multiplying a $n \times n$ and a $n \times r$ matrix is the same as multiplying a $n \times r$ and a $r \times n$ matrix. So, we focus on the later case.

For the case $r \leq n^{\alpha}$, it follows from the rectangular matrix multiplication result in [LGU18].

For the case $r \geq n^{\alpha}$, we let $k=(n / r)^{\frac{1}{1-\alpha}}$. We can view the problem as multiplying a $k \times k^{\alpha}$ and a $k^{\alpha} \times k$ block matrices and each block has size $\frac{n}{k} \times \frac{n}{k}$ size. Therefore, the total cost is

$$
k^{2+o(1)} \times\left(\frac{n}{k}\right)^{\omega+o(1)}=r^{\frac{\omega-2}{1-\alpha}} n^{2-\frac{\alpha(\omega-2)}{1-\alpha}+o(1)} .
$$

For a matrix $A$, we define $\|A\|_{1}$ to be $\sum_{i, j}\left|A_{i, j}\right|$.

Lemma 2.6.5. Consider a linear program $\min _{A x=b, x \geq 0} c^{\top} x$ with $n$ variables and $d$ constraints. Assume that

1. Diameter of the polytope : For any $x \geq 0$ with $A x=b$, we have that $\|x\|_{\infty} \leq R$.
2. Lipschitz constant of the linear program: $\|c\|_{\infty} \leq L$.

For any $\delta \in(0,1]$, the modified linear program $\min _{\bar{A} \bar{x}=\bar{b}, \bar{x} \geq 0} \bar{c}^{\top} \bar{x}$ with

$$
\bar{A}=\left[\begin{array}{ccc}
A & 0 & \frac{1}{R} b-A 1_{n} \\
1_{n}^{\top} & 1 & 0
\end{array}\right] \in \mathbb{R}^{(d+1) \times(n+2)}, \bar{b}=\left[\begin{array}{c}
\frac{1}{R} b \\
n+1
\end{array}\right] \in \mathbb{R}^{d+1} \text { and, } \bar{c}=\left[\begin{array}{c}
\frac{\delta}{L} \cdot c \\
0 \\
1
\end{array}\right] \in \mathbb{R}^{n+2}
$$

satisfies the following :

1. $\bar{x}=\left[\begin{array}{c}1_{n} \\ 1 \\ 1\end{array}\right], \bar{y}=\left[\begin{array}{c}0_{d} \\ -1\end{array}\right]$ and $\bar{s}=\left[\begin{array}{c}1_{n}+\frac{\delta}{L} \cdot c \\ 1 \\ 1\end{array}\right]$ are feasible primal dual vectors.
2. For any feasible primal dual vectors $(\bar{x}, \bar{y}, \bar{s})$ with duality gap $\leq \delta^{2}$, consider the vector $\widehat{x}=R \cdot \bar{x}_{1: n}\left(\bar{x}_{1: n}\right.$ is the first $n$ coordinates of $\left.x\right)$ is an approximate solution to the original linear program in the following sense

$$
\begin{aligned}
& c^{\top} \widehat{x} \leq \min _{A x=b, x \geq 0} c^{\top} x+L R \cdot \delta, \\
&\|A \widehat{x}-b\|_{1} \leq 2 n \delta \cdot\left(R\|A\|_{1}+\|b\|_{1}\right), \\
& \widehat{x} \geq 0
\end{aligned}
$$

Proof. For the first result, straightforward calculations show that $(\bar{x}, \bar{y}, \bar{s})$ are feasible, i.e.,

$$
\bar{A} \bar{x}=\left[\begin{array}{ccc}
A & 0 & \frac{1}{R} b-A 1_{n} \\
1_{n}^{\top} & 1 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
1_{n} \\
1 \\
1
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{R} b \\
n+1
\end{array}\right]=\bar{b}
$$

and

$$
\begin{aligned}
\bar{A}^{\top} \bar{y}+\bar{s} & =\left[\begin{array}{cc}
A^{\top} & 1_{n} \\
0 & 1 \\
\frac{1}{R} b^{\top}-1_{n}^{\top} A^{\top} & 0
\end{array}\right] \cdot\left[\begin{array}{c}
0_{d} \\
-1
\end{array}\right]+\left[\begin{array}{c}
1_{n}+\frac{\delta}{L} \cdot c \\
1 \\
1
\end{array}\right] \\
& =\left[\begin{array}{c}
-1_{n} \\
-1 \\
0
\end{array}\right]+\left[\begin{array}{c}
1_{n}+\frac{\delta}{L} \cdot c \\
1 \\
1
\end{array}\right] \\
& =\left[\begin{array}{c}
\frac{\delta}{L} \cdot c \\
0 \\
1
\end{array}\right] \\
& =\bar{c}
\end{aligned}
$$

For the second result, we let

$$
\mathrm{OPT}=\min _{A x=b, x \geq 0} c^{\top} x, \quad \text { and, } \quad \overline{\mathrm{OPT}}=\min _{\bar{A} \bar{x}=\bar{b}, \bar{x} \geq 0} \bar{c}^{\top} \bar{x}
$$

For any optimal $x$ in the original LP, we consider the following $\bar{x}$

$$
\bar{x}=\left[\begin{array}{c}
\frac{1}{R} x  \tag{2.28}\\
n+1-\frac{1}{R} \sum_{i} x_{i} \\
0
\end{array}\right]
$$

We want to argue that $\bar{x}$ is feasible in the modified LP. It is obvious that $\bar{x} \geq 0$, it remains to show $\bar{A} \bar{x}=\bar{b}$. We have

$$
\bar{A} \bar{x}=\left[\begin{array}{ccc}
A & 0 & \frac{1}{R} b-A 1_{n} \\
1_{n}^{\top} & 1 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{1}{R} x \\
n+1-\frac{1}{R} \sum_{i} x_{i} \\
0
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{R} A x \\
n+1
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{R} b \\
n+1
\end{array}\right]=\bar{b},
$$

where the third step follows from $A x=b$, and the last step follows from definition of $\bar{b}$.
Therefore, using the definition of $\bar{x}$ in (2.28) we have that

$$
\overline{\mathrm{OPT}} \leq \bar{c}^{\top} \bar{x}=\left[\begin{array}{lll}
\frac{\delta}{L} \cdot c^{\top} & 0 & 1
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{1}{R} x  \tag{2.29}\\
n+1-\frac{1}{R} \sum_{i} x_{i} \\
0
\end{array}\right]=\frac{\delta}{L R} \cdot c^{\top} x=\frac{\delta}{L R} \cdot \mathrm{OPT} .
$$

where the first step follows from modified program is solving a minimization problem, the second step follows from definition of $\bar{c}$ and (2.28), the last step follows from $x$ is an optimal solution in the original linear program.

Given a feasible $(\bar{x}, \bar{y}, \bar{s})$ with duality gap $\delta^{2}$. Write $\bar{x}=\left[\begin{array}{c}\bar{x}_{1: n} \\ \tau \\ \theta\end{array}\right]$ for some $\tau \geq 0, \theta \geq 0$.
We can compute $\bar{c}^{\top} \bar{x}$ which is $\frac{\delta}{L} \cdot c^{\top} \bar{x}_{1: n}+\theta$. Then, we have

$$
\begin{equation*}
\frac{\delta}{L} \cdot c^{\top} \bar{x}_{1: n}+\theta \leq \overline{\mathrm{OPT}}+\delta^{2} \leq \frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2} \tag{2.30}
\end{equation*}
$$

where the first step follows from definition of duality gap, the last step follows from (2.29).
Hence, we can upper bound the OPT of the transformed program as follows:

$$
c^{\top} \widehat{x}=R \cdot c^{\top} \bar{x}_{1: n}=\frac{R L}{\delta} \cdot \frac{\delta}{L} c^{\top} \bar{x}_{1: n} \leq \frac{R L}{\delta}\left(\frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2}\right)=\mathrm{OPT}+L R \cdot \delta
$$

where the first step follows by $\widehat{x}=R \cdot \bar{x}_{1: n}$, the third step follows by (2.30).
We can upper bound the $\theta$ in the following sense,

$$
\theta \leq \frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2} \leq n \delta+\delta^{2} \leq 2 n \delta
$$

where the first step follows from (2.30) and $\frac{\delta}{L} c^{\top} \bar{x}_{1: n} \geq 0$, the second step follows by OPT $=$ $\min _{A x=b, x \geq 0} c^{\top} x \leq n L R$ (because $\|c\|_{\infty} \leq L$ and $\|x\|_{\infty} \leq R$ ), and the last step follows from $\delta \leq 1 \leq n$.

The constraint in the new polytope shows that

$$
A \bar{x}_{1: n}+\left(\frac{1}{R} b-A 1_{n}\right) \theta=\frac{1}{R} b .
$$

Using $\widehat{x}=R x_{1: n}$, we have

$$
A \frac{1}{R} \widehat{x}+\left(\frac{1}{R} b-A 1_{n}\right) \theta=\frac{1}{R} b .
$$

Rewriting it, we have $A \widehat{x}-b=\left(R A 1_{n}-b\right) \theta$ and hence

$$
\begin{aligned}
\|A \widehat{x}-b\|_{1} & =\left\|\left(R A 1_{n}-b\right) \theta\right\|_{1} \leq \theta\left(\left\|R A 1_{n}\right\|_{1}+\|b\|_{1}\right) \leq \theta \cdot\left(R\|A\|_{1}+\|b\|_{1}\right) \\
& \leq 2 n \delta \cdot\left(R\|A\|_{1}+\|b\|_{1}\right)
\end{aligned}
$$

## Chapter 3

## Empirical Risk Minimization

Many convex problems in machine learning and computer science share the same form:

$$
\min _{x} \sum_{i} f_{i}\left(A_{i} x+b_{i}\right),
$$

where $f_{i}$ are convex functions on $\mathbb{R}^{n_{i}}$ with constant $n_{i}, A_{i} \in \mathbb{R}^{n_{i} \times d}, b_{i} \in \mathbb{R}^{n_{i}}$ and $\sum_{i} n_{i}=n$. This problem generalizes linear programming and includes many problems in empirical risk minimization.

In this chapter, we give an algorithm that runs in time

$$
O^{*}\left(\left(n^{\omega}+n^{2.5-\alpha / 2}+n^{2+1 / 6}\right) \log (n / \delta)\right)
$$

where $\omega$ is the exponent of matrix multiplication, $\alpha$ is the dual exponent of matrix multiplication, and $\delta$ is the relative accuracy. Note that the runtime has only a $\log$ dependence on the condition numbers or other data dependent parameters and these are captured in $\delta$. For the current bound $\omega \sim 2.38$ [Vassilevska Williams'12, Le Gall'14] and $\alpha \sim 0.31$ [Le Gall, Urrutia'18], our runtime $O^{*}\left(n^{\omega} \log (n / \delta)\right)$ matches the current best for solving a dense least squares regression problem, a special case of the problem we consider. Very recently, [Alman'18] proved that all the current known techniques can not give a better $\omega$ below 2.168 which is larger than our $2+1 / 6$.

Our result generalizes the very recent result of solving linear programs in the current matrix multiplication time [Cohen, Lee, Song'19] to a more broad class of problems. Our algorithm proposes two concepts which are different from [Cohen, Lee, Song'19] :

- We give a robust deterministic central path method, whereas the previous one is a stochastic central path which updates weights by a random sparse vector.
- We propose an efficient data-structure to maintain the central path of interior point methods even when the weights update vector is dense.


### 3.1 Introduction

Empirical Risk Minimization (ERM) problem is a fundamental question in statistical machine learning. There are a huge number of papers that have considered this topic [Nes83, Vap92, PJ92, Nes04, BBM05, BB08, NJLS09, MB11, FGRW12, LRSB12, JZ13, Vap13, SSZ13, DB14, DBLJ14, FGKS15, DB16, SLC ${ }^{+} 17$, ZYJ17, ZX17, ZWX+17, GSS17, MS17, NS17, AKK+17, Csi18, JLGJ18] as almost all convex optimization machine learning can be phrased in the ERM framework [SSBD14, Vap92]. While the statistical convergence properties and generalization bounds for ERM are well-understood, a general runtime bound for general ERM is not known although fast runtime bounds do exist for specific instances [AKPS19].

Examples of applications of ERM include linear regression, LASSO [Tib96], elastic net [ZH05], logistic regression [Cox58, HJLS13], support vector machines [CV95], $\ell_{p}$ regression [Cla05, $\mathrm{DDH}^{+}$09, BCLL18, AKPS19], quantile regression [Koe00, KH01, Koe05], AdaBoost [FS97], kernel regression [Nad64, Wat64], and mean-field variational inference [XJR02].

The classical Empirical Risk Minimization problem is defined as

$$
\min _{x} \sum_{i=1}^{m} f_{i}\left(a_{i}^{\top} x+b_{i}\right)
$$

where $f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function, $a_{i} \in \mathbb{R}^{d}$, and $b_{i} \in \mathbb{R}, \forall i \in[m]$. Note that this formulation also captures most standard forms of regularization as well.

Letting $y_{i}=a_{i}^{\top} x+b_{i}$, and $z_{i}=f_{i}\left(a_{i}^{\top} x+b_{i}\right)$ allows us to rewrite the original problem
in the following sense,

$$
\begin{array}{ll}
\min _{x, y, z} & \sum_{i=1}^{m} z_{i}  \tag{3.1}\\
\text { s.t. } & A x+b=y \\
& \left(y_{i}, z_{i}\right) \in K_{i}=\left\{\left(y_{i}, z_{i}\right): f_{i}\left(y_{i}\right) \leq z_{i}\right\}, \forall i \in[m]
\end{array}
$$

We can consider a more general version where dimension of $K_{i}$ can be arbitrary, e.g. $n_{i}$. Therefore, we come to study the general $n$-variable form

$$
\min _{x \in \prod_{i=1}^{m} K_{i}, A x=b} c^{\top} x
$$

where $\sum_{i=1}^{m} n_{i}=n$. We state our main result for solving the general model.
Theorem 3.1.1 (Main result, informal version of Theorem 3.7.3). Given a matrix $A \in \mathbb{R}^{d \times n}$, two vectors $b \in \mathbb{R}^{d}, c \in \mathbb{R}^{n}$, and $m$ compact convex sets $K_{1}, K_{2}, \cdots, K_{m}$. Assume that there is no redundant constraints and $n_{i}=O(1), \forall i \in[m]$. There is an algorithm (procedure Main in Algorithm 3.6) that solves

$$
\min _{x \in \prod_{i=1}^{m} K_{i}, A x=b} c^{\top} x
$$

up to $\delta$ precision and runs in expected time

$$
\widetilde{O}\left(\left(n^{\omega+o(1)}+n^{2.5-\alpha / 2+o(1)}+n^{2+1 / 6+o(1)}\right) \cdot \log \left(\frac{n}{\delta}\right)\right)
$$

where $\omega$ is the exponent of matrix multiplication, $\alpha$ is the dual exponent of matrix multiplication.

For the current value of $\omega \sim 2.38$ [Wil12, LG14] and $\alpha \sim 0.31$ [LGU18], the expected time is simply $n^{\omega+o(1)} \widetilde{O}\left(\log \left(\frac{n}{\delta}\right)\right)$.

Remark 3.1.1. More precisely, when $n_{i}$ is super constant, our running time depends polynomially on $\max _{i \in[m]} n_{i}$ (but not exponential dependence).

Also note that our runtime depends on diameter, but logarithmically to the diameter. So, it can be applied to linear program by imposing an artificial bound on the solution.

### 3.1.1 Related Work

First-order algorithms for ERM are well-studied and a long series of accelerated stochastic gradient descent algorithms have been developed and optimized [Nes98, JZ13, XZ14, SSZ14, FGKS15, LMH15, MLF15, AY16, RHS+16, SS16, AH16, SLRB17, MS17, LMH17, LJCJ17, All17b, All17a, All18b, All18a]. However, these rates depend polynomially on the Lipschitz constant of $\nabla f_{i}$ and in order to achieve a $\log (1 / \epsilon)$ dependence, the runtime will also have to depend on the strong convexity of the $\sum_{i} f_{i}$. In this chapter, we want to focus on algorithms that depend logarithmically on diameter/smoothness/strong convexity constants, as well as the error parameter $\epsilon$. Note that gradient descent and a direct application of Newton's method do not belong to these class of algorithms, but for example, interior point method and ellipsoid method does.

Therefore, in order to achieve high-accuracy solutions for non-smooth and non strongly convex case, most convex optimization problems will rely on second-order methods, often under the general interior point method (IPM) or some sort of iterative refinement framework. So, we note that our algorithm is thus optimal in this general setting since second-order methods require at least $n^{\omega}$ runtime for general matrix inversion.

Our algorithm applies the interior point method framework to solve ERM. The most general interior point methods require $O(\sqrt{n})$-iterations of linear system solves [Nes98], requiring a naive runtime bound of $O\left(n^{\omega+1 / 2}\right)$. Using the inverse maintenance technique [Vai89b, CLS19], one can improve the running time for LP to $O\left(n^{\omega}\right)$. This essentially implies that almost all convex optimization problems can be solved, up to subpolynomial factors, as fast as linear regression or matrix inversion!

The specific case of $\ell_{2}$ regression can be solved in $O\left(n^{\omega}\right)$ time since the solution is explicitly given by solving a linear system. In the more general case of $\ell_{p}$ regression, [BCLL18] proposed a $\widetilde{O}_{p}\left(n^{|1 / 2-1 / p|}\right)$-iteration iterative solver with a naive $O\left(n^{\omega}\right)$ system solve at each step. Recently, [AKPS19] improved the runtime to $\widetilde{O}_{p}\left(n^{\max (\omega, 7 / 3)}\right)$, which is current matrix multiplication time as $\omega>7 / 3$. However, both these results depend exponentially on $p$ and fail to be impressive for large $p$. Otherwise, we are unaware of other ERM formulations that have have general runtime bounds for obtaining high-accuracy solutions.

Recently several works [AW18a, AW18b, Alm19] try to show the limitation of current known techniques for improving matrix multiplication time. Alman and Vassilevska Williams [AW18b] proved limitations of using the Galactic method applied to many tensors of interest (including Coppersmith-Winograd tensors [CW87]). More recently, Alman [Alm19] proved that by applying the Universal method on those tensors, we cannot hope to achieve any running time better than $n^{2.168}$ which is already above our $n^{2+1 / 6}$.

### 3.2 Overview of Techniques

In this section, we discuss the key ideas in this chapter. Generalizing the stochastic sparse update approach of [CLS19] to our setting is a natural first step to speeding up the matrix-vector multiplication that is needed in each iteration of the interior point method. In linear programs, maintaining approximate complementary slackness means that we maintain $x, s$ to be close multiplicatively to the central path under some notion of distance. However, the generalized notion of complementary slackness requires a barrier-dependent notion of distance. Specifically, if $\phi(x)$ is a barrier function, then our distance is now defined as our function gradient being small in a norm depending on $\nabla^{2} \phi(x)$. One key fact of the stochastic sparse update is that the variance introduced does not perturb the approximation too much, which requires understanding the second derivative of the distance function. For our setting, this would require bounding the 4th derivative of $\phi(x)$, which may not exist for self-concordant functions. So, the stochastic approach may not work algorithmically (not just in the analysis) if $\phi(x)$ is assumed to be simply self-concordant. Even when assumptions on the 4th derivative of $\phi(x)$ are made, the analysis will become significantly more complicated due to the 4th derivative terms. To avoid these problems, the main contributions of this chapter is to 1 ) introduce a robust version of the central path and 2) exploit the robustness via sketching to apply the desired matrix-vector multiplication fast.

More generally, our main observation is that one can generally speed up an iterative method using sketching if the method is robust in a certain sense. To speed up interior point methods, in Section 3.4 and 3.5, we give a robust version of the interior point method; and in Section 3.6, we give a data structure to maintain the sketch; and in Section 3.7, we show how to combine them together. We provide several basic notations and definitions for
numerical linear algebra in Section 3.3. In Section 3.8, we provide some classical lemmas from the literature of interior point methods. In Section 3.9, we prove some basic properties of the sketching matrix. Now, we first begin with an overview of our robust central path and then proceed with an overview of sketching iterative methods.

### 3.2.1 Central Path Method

We consider the following optimization problem

$$
\begin{equation*}
\min _{x \in \prod_{i=1}^{m} K_{i}, A x=b} c^{\top} x \tag{3.2}
\end{equation*}
$$

where $\prod_{i=1}^{m} K_{i}$ is the direct product of $m$ low-dimensional convex sets $K_{i}$. We let $x_{i}$ be the $i$-th block of $x$ corresponding to $K_{i}$. Interior point methods consider the path of solutions to the following optimization problem:

$$
\begin{equation*}
x(t)=\arg \min _{A x=b} c^{\top} x+t \sum_{i=1}^{m} \phi_{i}\left(x_{i}\right) \tag{3.3}
\end{equation*}
$$

where $\phi_{i}: K_{i} \rightarrow \mathbb{R}$ are self-concordant barrier functions. This parameterized path is commonly known as the central path. Many algorithms solve the original problem (3.2) by following the central path as the path parameter is decreased $t \rightarrow 0$. The rate at which we decrease $t$ and subsequently the runtimes of these path-following algorithms are usually governed by the self-concordance properties of the barrier functions we use.

Definition 3.2.1. We call a function $\phi$ a $\nu$ self-concordant barrier for $K$ if $\operatorname{dom} \phi=K$ and for any $x \in \operatorname{dom} \phi$ and for any $u \in \mathbb{R}^{n}$

$$
\left|D^{3} \phi(x)[u, u, u]\right| \leq 2\|u\|_{x}^{3 / 2} \quad \text { and } \quad\|\nabla \phi(x)\|_{x}^{*} \leq \sqrt{\nu}
$$

where $\|v\|_{x}:=\|v\|_{\nabla^{2} \phi(x)}$ and $\|v\|_{x}^{*}:=\|v\|_{\nabla^{2} \phi(x)^{-1}}$, for any vector $v$.
Remark 3.2.1. It is known that $\nu \geq 1$ for any self-concordant barrier function.

Nesterov and Nemirovsky showed that for any open convex set $K \subset \mathbb{R}^{n}$, there is a $O(n)$ self-concordant barrier function [Nes98]. In this chapter, the convex set $K_{i}$ we
considered has $O(1)$ dimension. While Nesterov and Nemirovsky gave formulas for the universal barrier; in practice, most ERM problems lend themselves to explicit $O(1)$ selfconcordant barriers for majority of the convex functions people use. For example, for the set $\{x:\|x\|<1\}$, we use $-\log \left(1-\|x\|^{2}\right)$; for the set $\{x: x>0\}$, we use $-\log (x)$, and so on. That is the reason why we assume the gradient and hessian can be computed in $O(1)$ time. Therefore, in this chapter, we assume a $\nu_{i}$ self-concordant barrier $\phi_{i}$ is provided and that we can compute $\nabla \phi_{i}$ and $\nabla^{2} \phi_{i}$ in $O(1)$ time. The main result we will use about self-concordance is that the norm $\|\cdot\|_{x}$ is stable when we change $x$.

Theorem 3.2.1 (Theorem 4.1.6 in [Nes98]). If $\phi$ is a self-concordant barrier and if $\|y-x\|_{x}<$ 1, then we have:

$$
\left(1-\|y-x\|_{x}\right)^{2} \nabla^{2} \phi(x) \preceq \nabla^{2} \phi(y) \preceq \frac{1}{\left(1-\|y-x\|_{x}\right)^{2}} \nabla^{2} \phi(x) .
$$

In general, we can simply think of $\phi_{i}$ as a function penalizing any point $x_{i} \notin K_{i}$. It is known how to transform the original problem (3.2) by adding $O(n)$ many variables and constraints so that

- The minimizer $x(t)$ at $t=1$ is explicitly given.
- One can obtain an approximate solution of the original problem using the minimizer at small $t$ in linear time.

For completeness, we show how to do it in Lemma 3.8.2. Therefore, it suffices to study how we can move efficiently from $x(1)$ to $x(\epsilon)$ for some tiny $\epsilon$ where $x(t)$ is again the minimizer of the problem (3.3).

### 3.2.2 Robust Central Path

In the standard interior point method, we use a tight $\ell_{2}$-bound to control how far we can deviate from $x(t)$ during the entirety of the algorithm. Specifically, if we denote $\gamma_{i}^{t}\left(x_{i}\right)$ as the appropriate measure of error (this will be specified later and is often called the Newton Decrement) in each block coordinate $x_{i}$ at path parameter $t$, then as we let $t \rightarrow 0$, the old invariant that we are maintaining is,

$$
\Phi_{\mathrm{old}}^{t}(x)=\sum_{i=1}^{m} \gamma_{i}^{t}\left(x_{i}\right)^{2} \leq O(1) .
$$

It can be shown that a Newton step in the standard direction will allow for us to maintain $\Phi_{\text {old }}^{t}$ to be small even as we decrease $t$ by a multiplicative factor of $O\left(m^{-1 / 2}\right)$ in each iteration, thereby giving a standard $O(\sqrt{m})$ iteration analysis. Therefore, the standard approach can be seen as trying to remain within a small $\ell_{2}$ neighborhood of the central path by centering with Newton steps after making small decreases in the path parameter $t$. Note however that if each $\gamma_{i}$ can be perturbed by an error that is $\Omega\left(m^{-1 / 2}\right)$, $\Phi_{\text {old }}^{t}(x)$ can easily become too large for the potential argument to work.

To make our analysis more robust, we introduce a robust version that maintains the soft-max potential:

$$
\Phi_{\text {new }}^{t}(x)=\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}\left(x_{i}\right)\right) \leq O(m)
$$

for some $\lambda=\Theta(\log m)$. The robust central path is simply the region of all $x$ that satisfies our potential inequality. We will specify the right constants later but we always make $\lambda$ large enough to ensure that $\gamma_{i} \leq 1$ for all $x$ in the robust central path. Now note that a $\ell_{\infty}$ perturbation of $\gamma$ translates into a small multiplicative change in $\Phi^{t}$, tolerating errors on each $\gamma_{i}$ of up to $O(1 / \operatorname{poly} \log (n))$.

However, maintaining $\Phi_{\text {new }}^{t}(x) \leq O(m)$ is not obvious because the robust central path is a much wider region of $x$ than the typical $\ell_{2}$-neighborhood around the central path. We will show later how to modify the standard Newton direction to maintain $\Phi_{\text {new }}^{t}(x) \leq O(m)$ as we decrease $t$. Specifically, we will show that a variant of gradient descent of $\Phi_{\text {new }}^{t}$ in the Hessian norm suffices to provide the correct guarantees.

### 3.2.3 Speeding up via Sketching

To motivate our sketching algorithm, we consider an imaginary iterative method

$$
z^{(k+1)} \leftarrow z^{(k)}+P \cdot F\left(z^{(k)}\right)
$$

where $P$ is some dense matrix and $F(z)$ is some simple formula that can be computed efficiently in linear time. Note that the cost per iteration is dominated by multiplying $P$ with a vector, which takes $O\left(n^{2}\right)$ time. To avoid the cost of multiplication, instead of storing the solution explicitly, we store it implicitly by $z^{(k)}=P \cdot u^{(k)}$. Now, the algorithm becomes

$$
u^{(k+1)} \leftarrow u^{(k)}+F\left(P \cdot u^{(k)}\right)
$$

This algorithm is as expensive as the previous one except that we switch the location of $P$. However, if we know the algorithm is robust under perturbation of the $z^{(k)}$ term in $F\left(z^{(k)}\right)$, we can instead do

$$
u^{(k+1)} \leftarrow u^{(k)}+F\left(R^{\top} R P \cdot u^{(k)}\right)
$$

for some random Gaussian matrix $R: \mathbb{R}^{b \times n}$. Note that the matrix $R P$ is fixed throughout the whole algorithm and can be precomputed. Therefore, the cost of per iteration decreases from $O\left(n^{2}\right)$ to $O(n b)$.

For our problem, we need to make two adjustments. First, we need to sketch the change of $z$, that is $F\left(P \cdot u^{(k)}\right)$, instead of $z^{(k)}$ directly because the change of $z$ is smaller and this creates a smaller error. Second, we need to use a fresh random $R$ every iteration to avoid the randomness dependence issue in the proof. For the imaginary iterative process, it
becomes

$$
\begin{aligned}
& \bar{z}^{(k+1)} \leftarrow \bar{z}^{(k)}+R^{(k) \top} R^{(k)} P \cdot F\left(\bar{z}^{(k)}\right), \\
& u^{(k+1)} \leftarrow u^{(k)}+F\left(\bar{z}^{(k)}\right) .
\end{aligned}
$$

After some iterations, $\bar{z}^{(k)}$ becomes too far from $z^{(k)}$ and hence we need to correct the error by setting $z^{(k)}=P \cdot u^{(k)}$, which zeros the error.

Note that the algorithm explicitly maintains the approximate vector $\bar{z}$ while implicitly maintaining the exact vector $z$ by $P u^{(k)}$. This is different from the classical way to sketch Newton method [PW16, PW17], which is to simply run $z^{(k+1)} \leftarrow z^{(k)}+R^{\top} R P \cdot F\left(z^{(k)}\right)$ or use another way to subsample and approximate $P$. Such a scheme relies on the iteration method to fix the error accumulated in the sketch, while we are actively fixing the error by having both the approximate explicit vector $\bar{z}$ and the exact implicit vector $z$.

Without precomputation, the cost of computing $R^{(k)} P$ is in fact higher than that of $P \cdot F\left(z^{(k)}\right)$. The first one involves multiplying multiple vectors with $P$ and the second one involves multiplying 1 vector with $P$. However, we can precompute $\left[R^{(1) \top} ; R^{(2) \top} ; \cdots ; R^{(T) \top}\right]^{\top}$. $P$ by fast matrix multiplication. This decreases the cost of multiplying 1 vector with $P$ to $n^{\omega-1}$ per vector. This is a huge saving from $n^{2}$. In our algorithm, we end up using only $\widetilde{O}(n)$ random vectors in total and hence the total cost is still roughly $n^{\omega}$.

### 3.2.4 Maintaining the Sketch

The matrix $P$ we use in interior point methods is of the form

$$
P=\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}
$$

where $W$ is some block diagonal matrix. [CLS19] showed one can approximately maintain the matrix $P$ with total cost $\widetilde{O}\left(n^{\omega}\right)$ across all iterations of interior point method. However, the cost of applying the dense matrix $P$ with a vector $z$ is roughly $O\left(n\|z\|_{0}\right)$ which is $O\left(n^{2}\right)$ for dense vectors. Since interior point methods takes at least $\sqrt{n}$ iterations in general, this gives a total runtime of $O\left(n^{2.5}\right)$. The key idea in [CLS19] is that one can design a stochastic interior point method such that each step only need to multiply $P$ with a vector of density $\widetilde{O}(\sqrt{n})$. This bypasses the $n^{2.5}$ bottleneck.

In this chapter, we do not have this issue because we only need to compute $R P z$ which is much cheaper than $P z$. We summarize why it suffices to maintain $R P$ throughout the algorithm. In general, for interior point method, the vector $z$ is roughly an unit vector and since $P$ is an orthogonal projection, we have $\|P z\|_{2}=O(1)$. One simple insight we have is that if we multiply a random $\sqrt{n} \times n$ matrix $R$ with values $\pm \frac{1}{\sqrt{n}}$ by $P z$, we have $\|R P z\|_{\infty}=\widetilde{O}\left(\frac{1}{\sqrt{n}}\right)$ (Lemma 3.9.1). Since there are $\widetilde{O}(\sqrt{n})$ iterations in interior point method, the total error is roughly $\widetilde{O}(1)$ in a correctly reweighed $\ell_{\infty}$ norm. In Section 3.5, we showed that this is exactly what interior point method needs for convergence. Furthermore, we note that though each step needs to use a fresh random matrix $R_{l}$ of size $\sqrt{n} \times n$, the random matrices $\left[R_{1}^{\top} ; R_{2}^{\top} ; \cdots ; R_{T}^{\top}\right]^{\top}$ we need can all fit into $\widetilde{O}(n) \times n$ budget. Therefore, throughout the algorithm, we simply need to maintain the matrix $\left[R_{1}^{\top} ; R_{2}^{\top} ; \cdots ; R_{T}^{\top}\right]^{\top} P$ which can be done with total cost $\widetilde{O}\left(n^{\omega}\right)$ across all iterations using idea similar to [CLS19].

The only reason the data structure looks complicated is that when the block matrix $W$ changes in different location in $\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}$, we need to update the matrix $\left[R_{1} ; R_{2} ; \cdots ; R_{T}\right] P$ appropriately. This gives us few simple cases to handle in the algorithm and in the proof. For the intuition on how to maintain $P$ under $W$ change, see [CLS19, Section 2.2 and 5.1].

### 3.2.5 Fast rectangular matrix multiplication

Given two size $n \times n$ matrices, the time of multiplying them is $n^{2.81}<n^{3}$ by applying Strassen's original algorithm [Str69]. The current best running time takes $n^{\omega}$ time where $\omega<2.373$ [Wil12, LG14]. One natural extension of multiplying two square matrices is multiplying two rectangular matrices. What is the running time of multiplying one $n \times n^{a}$ matrix with another $n^{a} \times n$ matrix? Let $\alpha$ denote the largest upper bound of $a$ such that multiplying two rectangular matrices takes $n^{2+o(1)}$ time. The $\alpha$ is called the dual exponent of matrix multiplication, and the state-of-the-art result is $\alpha=0.31$ [LGU18]. We use the similar idea as [CLS19] to delay the low-rank update when the rank is small.

### 3.3 Preliminaries

Given a vector $x \in \mathbb{R}^{n}$ and $m$ compact convex sets $K_{1} \subset \mathbb{R}^{n_{1}}, K_{2} \subset \mathbb{R}^{n_{2}}, \cdots, K_{m} \subset$ $\mathbb{R}^{n_{m}}$ with $\sum_{i=1}^{m} n_{i}=n$. We use $x_{i}$ to denote the $i$-th block of $x$, then $x \in \prod_{i=1}^{m} K_{i}$ if $x_{i} \in K_{i}$, $\forall i \in[m]$.

We say a block diagonal matrix $A \in \oplus_{i=1}^{m} \mathbb{R}^{n_{i} \times n_{i}}$ if $A$ can be written as

$$
A=\left[\begin{array}{llll}
A_{1} & & & \\
& A_{2} & & \\
& & \ddots & \\
& & & A_{m}
\end{array}\right]
$$

where $A_{1} \in \mathbb{R}^{n_{1} \times n_{1}}, A_{2} \in \mathbb{R}^{n_{2} \times n_{2}}$, and $A_{m} \in \mathbb{R}^{n_{m} \times n_{m}}$. For a matrix $A$, we use $\|A\|_{F}$ to denote its Frobenius norm and use $\|A\|$ to denote its operator norm. There are some trivial facts $\|A B\|_{2} \leq\|A\|_{2} \cdot\|B\|_{2}$ and $\|A B\|_{F} \leq\|A\|_{F} \cdot\|B\|_{2}$.

For notation convenience, we assume the number of variables $n \geq 10$ and there are no redundant constraints. In particular, this implies that the constraint matrix $A$ is full rank.

For a positive integer $n$, let $[n]$ denote the set $\{1,2, \cdots, n\}$.
For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim$ ) to indicate that $f \leq C g$ (resp. $\geq)$ for some absolute constant $C$. For any function $f$, we use $\operatorname{dom} f$ to denote the domain of function $f$.

For a vector $v$, We denote $\|v\|$ as the standard Euclidean norm of $v$ and for a symmetric PSD matrix $A$, we let $\|v\|_{A}=\left(v^{\top} A v\right)^{1 / 2}$. For a convex function $f(x)$ that is clear from context, we denote $\|v\|_{x}=\|v\|_{\nabla^{2} f(x)}$ and $\|v\|_{x}^{*}=\|v\|_{\nabla^{2} f(x)^{-1}}$.

### 3.4 Robust Central Path

In this section we show how to move move efficiently from $x(1)$ to $x(\epsilon)$ for some tiny $\epsilon$ by staying on a robust version of the central path. Because we are maintaining values that are slightly off-center, we show that our analysis still goes through despite $\ell_{\infty}$ perturbations on the order of $O(1 / \operatorname{poly} \log (n))$.

### 3.4.1 Newton Step

To follow the path $x(t)$, we consider the optimality condition of (3.3):

$$
\begin{array}{r}
s / t+\nabla \phi(x)=0, \\
A x=b, \\
A^{\top} y+s=c
\end{array}
$$

where $\nabla \phi(x)=\left(\nabla \phi_{1}\left(x_{1}\right), \nabla \phi_{2}\left(x_{2}\right), \cdots, \nabla \phi_{m}\left(x_{m}\right)\right)$. To handle the error incurred in the progress, we consider the perturbed central path

$$
\begin{array}{r}
s / t+\nabla \phi(x)=\mu, \\
A x=b, \\
A^{\top} y+s=c
\end{array}
$$

where $\mu$ represent the error between the original central path and our central path. Each iteration, we decrease $t$ by a certain factor. It may increase the error term $\mu$. Therefore, we need a step to decrease the norm of $\mu$. The Newton method to move $\mu$ to $\mu+h$ is given by

$$
\begin{aligned}
\frac{1}{t} \cdot \delta_{s}^{\text {ideal }}+\nabla^{2} \phi(x) \cdot \delta_{x}^{\text {ideal }} & =h \\
A \delta_{x}^{\text {ideal }} & =0 \\
A^{\top} \delta_{y}^{\text {ideal }}+\delta_{s}^{\text {ideal }} & =0
\end{aligned}
$$

where $\nabla^{2} \phi(x)$ is a block diagonal matrix with the $i$-th block is given by $\nabla^{2} \phi_{i}\left(x_{i}\right)$. Letting $W=\left(\nabla^{2} \phi(x)\right)^{-1}$, we can solve this:

$$
\begin{aligned}
& \delta_{y}^{\text {ideal }}=-t \cdot\left(A W A^{\top}\right)^{-1} A W h, \\
& \delta_{s}^{\text {ideal }}=t \cdot A^{\top}\left(A W A^{\top}\right)^{-1} A W h, \\
& \delta_{x}^{\text {ideal }}=W h-W A^{\top}\left(A W A^{\top}\right)^{-1} A W h .
\end{aligned}
$$

We define projection matrix $P \in \mathbb{R}^{n \times n}$ as follows

$$
P=W^{1 / 2} A^{\top}\left(A W A^{\top}\right)^{-1} A W^{1 / 2}
$$

and then we rewrite them

$$
\begin{align*}
& \delta_{x}^{\text {ideal }}=W^{1 / 2}(I-P) W^{1 / 2} \delta_{\mu}  \tag{3.4}\\
& \delta_{s}^{\text {ideal }}=t W^{-1 / 2} P W^{1 / 2} \delta_{\mu} \tag{3.5}
\end{align*}
$$

One standard way to analyze the central path is to measure the error by $\|\mu\|_{\nabla^{2} \phi(x)^{-1}}$ and uses the step induced by $h=-\mu$. One can easily prove that if $\|\mu\|_{\nabla^{2} \phi(x)^{-1}}<\frac{1}{10}$, one step of Newton step decreases the norm by a constant factor. Therefore, one can alternatively decrease $t$ and do a Newton step to follow the path.

### 3.4.2 Robust Central Path Method

In this section, we develop a central path method that is robust under certain $\ell_{\infty}$ perturbations. Due to the $\ell_{\infty}$ perturbation, we measure the error $\mu$ by a soft max instead of the $\ell_{2}$ type potential:

Definition 3.4.1. For each $i \in[m]$, let $\mu_{i}^{t}(x, s) \in \mathbb{R}^{n_{i}}$ and $\gamma_{i}^{t}(x, s) \in \mathbb{R}$ be defined as follows:

$$
\begin{align*}
& \mu_{i}^{t}(x, s)=s_{i} / t+\nabla \phi_{i}\left(x_{i}\right),  \tag{3.6}\\
& \gamma_{i}^{t}(x, s)=\left\|\mu_{i}^{t}(x, s)\right\|_{\nabla^{2} \phi_{i}\left(x_{i}\right)^{-1}} \tag{3.7}
\end{align*}
$$

and we define potential function $\Phi$ as follows:

$$
\Phi^{t}(x, s)=\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)
$$

where $\lambda=O(\log m)$.

The robust central path is the region $(x, s)$ that satisfies $\Phi^{t}(x, s) \leq O(m)$. To run our convergence argument, we will be setting $\lambda$ appropriately so that staying on the robust central path will guarantee a $\ell_{\infty}$ bound on $\gamma$. Then, we will show how to maintain $\Phi^{t}(x, s)$ to be small throughout the algorithm while decreasing $t$, always staying on the robust central path. This is broken into a two step analysis: the progress step (decreasing $t$ ) and the centering step (moving $x, s$ to decrease $\gamma$ ).

It is important to note that to follow the robust central path, we no longer pick the standard Newton direction by setting $h=-\mu$. To explain how we pick our centering step, suppose we can move $\mu \rightarrow \mu+h$ arbitrarily with the only restriction on the distance
$\|h\|_{\nabla^{2} \phi(x)^{-1}}=\alpha$. Then, the natural step would be

$$
h=\arg \min _{\|h\|_{\nabla^{2} \phi(x)^{-1}=\alpha}}\langle\nabla f(\mu(x, s)), h\rangle
$$

where $f(\mu)=\sum_{i=1}^{m} \exp \left(\lambda\|\mu\|_{\left.\nabla^{2} \phi_{i}\left(x_{i}\right)^{-1}\right)}\right.$. Note that

$$
\nabla f\left(\mu^{t}(x, s)\right)_{i}=\lambda \exp \left(\lambda \gamma_{i}^{t}(x, s)\right) / \gamma_{i}^{t}(x, s) \cdot \nabla^{2} \phi_{i}\left(x_{i}\right)^{-1} \mu_{i}^{t}(x, s)
$$

Therefore, the solution for the minimization problem is

$$
h_{i}^{\text {ideal }}=-\alpha \cdot c_{i}^{t}(x, s)^{\text {ideal }} \mu_{i}^{t}(x, s) \in \mathbb{R}^{n_{i}}
$$

where $\mu_{i}^{t}(x, s) \in \mathbb{R}^{n_{i}}$ is defined as Eq. (3.6) and $c_{i}^{t}(x, s) \in \mathbb{R}$ is defined as

$$
c_{i}^{t}(x, s)^{\text {ideal }}=\frac{\exp \left(\lambda \gamma_{i}^{t}(x, s)\right) / \gamma_{i}^{t}(x, s)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}}
$$

Eq. (3.4) and Eq. (3.5) gives the corresponding ideal step on $x$ and $s$.
Now, we discuss the perturbed version of this algorithm. Instead of using the exact $x$ and $s$ in the formula of $h$, we use a $\bar{x}$ which is approximately close to $x$ and a $\bar{s}$ which is close to $s$. Precisely, we have

$$
\begin{equation*}
h_{i}=-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s}) \mu_{i}^{t}(\bar{x}, \bar{s}) \tag{3.8}
\end{equation*}
$$

where

$$
c_{i}^{t}(x, s)=\left\{\begin{array}{ll}
\frac{\exp \left(\lambda \gamma_{i}^{t}(x, s)\right) / /_{i}^{t}(x, s)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}} & \text { if } \gamma_{i}^{t}(x, s) \geq 96 \sqrt{\alpha}  \tag{3.9}\\
0 & \text { otherwise }
\end{array} .\right.
$$

Note that our definition of $c_{i}^{t}$ ensures that $c_{i}^{t}(x, s) \leq \frac{1}{96 \sqrt{\alpha}}$ regardless of the value of $\gamma_{i}^{t}(x, s)$. This makes sure we do not move too much in any coordinates and indeed when $\gamma_{i}^{t}$ is small,
it is fine to set $c_{i}^{t}=0$. Furthermore, for the formula on $\delta_{x}$ and $\delta_{s}$, we use some matrix $\widetilde{V}$ that is close to $\left(\nabla^{2} \phi(x)\right)^{-1}$. Precisely, we have

$$
\begin{align*}
\delta_{x} & =\widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h  \tag{3.10}\\
\delta_{s} & =t \cdot \widetilde{V}^{-1 / 2} \widetilde{P} \widetilde{V}^{1 / 2} h \tag{3.11}
\end{align*}
$$

where

$$
\widetilde{P}=\widetilde{V}^{1 / 2} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \widetilde{V}^{1 / 2}
$$

Here we give a quick summary of our algorithm. (The more detailed of our algorithm can be found in Algorithm 3.5 and 3.6 in Section 3.7.)

- Robustipm $(A, b, c, \phi, \delta)$
$-\lambda=2^{16} \log (m), \alpha=2^{-20} \lambda^{-2}, \kappa=2^{-10} \alpha$.
$-\delta=\min \left(\frac{1}{\lambda}, \delta\right)$.
$-\nu=\sum_{i=1}^{m} \nu_{i}$ where $\nu_{i}$ are the self-concordant parameters of $\phi_{i}$.
- Modify the convex problem and obtain an initial $x$ and $s$ according to Lemma 3.8.2.
$-t=1$.
- While $t>\frac{\delta^{2}}{4 \nu}$
* Find $\bar{x}$ and $\bar{s}$ such that $\left\|\bar{x}_{i}-x_{i}\right\|_{\bar{x}_{i}}<\alpha$ and $\left\|\bar{s}_{i}-s_{i}\right\|_{\bar{x}_{i}}^{*}<t \alpha$ for all $i$.
* Find $\widetilde{V}_{i}$ such that $(1-\alpha)\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right)^{-1} \preceq \widetilde{V}_{i} \preceq(1+\alpha)\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right)^{-1}$ for all $i$.
* Compute $h=-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s}) \mu_{i}^{t}(\bar{x}, \bar{s})$ where

$$
c_{i}^{t}(\bar{x}, \bar{s})= \begin{cases}\frac{\exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) / /_{i}^{t}(\bar{x}, \bar{s})}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} & \text { if } \gamma_{i}^{t}(\bar{x}, \bar{s}) \geq 96 \sqrt{\alpha} \\ 0 & \text { otherwise }\end{cases}
$$

and $\mu_{i}^{t}(\bar{x}, \bar{s})=\bar{s}_{i} / t+\nabla \phi_{i}\left(\bar{x}_{i}\right)$ and $\gamma_{i}^{t}(\bar{x}, \bar{s})=\left\|\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)^{-1}}$

* Let $\widetilde{P}=\widetilde{V}^{1 / 2} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \widetilde{V}^{1 / 2}$.
* Compute $\delta_{x}=\widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h$ and $\delta_{s}=t \cdot \widetilde{V}^{-1 / 2} \widetilde{P} \widetilde{V}^{1 / 2} h$.
* Move $x \leftarrow x+\delta_{x}, s \leftarrow s+\delta_{s}$.
* $t^{\text {new }}=\left(1-\frac{\kappa}{\sqrt{\nu}}\right) t$.
- Return an approximation solution of the convex problem according to Lemma 3.8.2.

Theorem 3.4.1 (Robust Interior Point Method). Consider a convex problem $\min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x$ where $K_{i}$ are compact convex sets. For each $i \in[m]$, we are given a $\nu_{i}$-self concordant barrier function $\phi_{i}$ for $K_{i}$. Let $\nu=\sum_{i=1}^{m} \nu_{i}$. Also, we are given $x^{(0)}=\arg \min _{x} \sum_{i=1}^{m} \phi_{i}\left(x_{i}\right)$. Assume that

1. Diameter of the set: For any $x \in \prod_{i=1}^{m} K_{i}$, we have that $\|x\|_{2} \leq R$.
2. Lipschitz constant of the program: $\|c\|_{2} \leq L$.

Then, the algorithm RobustIPM finds a vector $x$ such that

$$
\begin{aligned}
c^{\top} x & \leq \min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x+L R \cdot \delta, \\
\|A x-b\|_{1} & \leq 3 \delta \cdot\left(R \sum_{i, j}\left|A_{i, j}\right|+\|b\|_{1}\right) \\
x & \in \prod_{i=1}^{m} K_{i}
\end{aligned}
$$

in $O\left(\sqrt{\nu} \log ^{2} m \log \left(\frac{\nu}{\delta}\right)\right)$ iterations.

Proof. Lemma 3.8.2 shows that the initial $x$ and $s$ satisfies

$$
\|s+\nabla \phi(x)\|_{x}^{*} \leq \delta \leq \frac{1}{\lambda}
$$

where the last inequality is due to our step $\delta \leftarrow \min \left(\frac{1}{\lambda}, \delta\right)$. This implies that $\gamma_{i}^{1}(x, s)=$ $\left\|s_{i}+\nabla \phi_{i}\left(x_{i}\right)\right\|_{x_{i}}^{*} \leq \frac{1}{\lambda}$ and hence $\Phi^{1}(x, s) \leq e \cdot m \leq 80 \frac{m}{\alpha}$ for the initial $x$ and $s$. Apply Lemma 3.5.8 repetitively, we have that $\Phi^{t}(x, s) \leq 80 \frac{m}{\alpha}$ during the whole algorithm. In particular, we have this at the end of the algorithm. This implies that

$$
\left\|s_{i}+\nabla \phi_{i}\left(x_{i}\right)\right\|_{x_{i}}^{*} \leq \frac{\log \left(80 \frac{m}{\alpha}\right)}{\lambda} \leq 1
$$

at the end. Therefore, we can apply Lemma 3.8.3 to show that

$$
\langle c, x\rangle \leq\left\langle c, x^{*}\right\rangle+4 t \nu \leq\left\langle c, x^{*}\right\rangle+\delta^{2}
$$

where we used the stop condition for $t$ at the end. Note that this guarantee holds for the modified convex program. Since the error is $\delta^{2}$, Lemma 3.8.2 shows how to get an approximate solution for the original convex program with error $L R \cdot \delta$.

The number of steps follows from the fact we decrease $t$ by $1-\frac{1}{\sqrt{\nu} \log ^{2} m}$ factor every iteration.

### 3.5 Robust Central Path

The goal of this section is to analyze robust central path. We provide an outline in Section 3.5.1. In Section 3.5.2, we bound the changes in $\mu$ and $\gamma$. In Section 3.5.3, we analyze the changes from $(x, x, s)$ to $\left(x^{\text {new }}, x, s^{\text {new }}\right)$. In Section 3.5.4, we analyze the changes from $\left(x^{\text {new }}, x, s^{\text {new }}\right)$ to $\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right)$. We bound the changes in $t$ in Section 3.5.5. Finally, we analyze entire changes of potential function in Section 3.5.6.

| Statement | Section | Parameters |
| :--- | :--- | :--- |
| Lemma 3.5.2 | Section 3.5.2 | $\mu_{i}^{t}(x, s) \rightarrow \mu_{i}^{t}\left(x^{\text {new }}, s^{\text {new }}\right)$ |
| Lemma 3.5.4 | Section 3.5.2 | $\gamma_{i}^{t}(x, x, s) \rightarrow \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)$ |
| Lemma 3.5.5 | Section 3.5.3 | $\Phi(x, x, s) \rightarrow \Phi\left(x^{\text {new }}, x, s^{\text {new }}\right)$ |
| Lemma 3.5.6 | Section 3.5.4 | $\Phi\left(x^{\text {new }}, x, s^{\text {new }}\right) \rightarrow \Phi\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right)$ |
| Lemma 3.5.7 | Section 3.5.5 | $\Phi^{t} \rightarrow \Phi^{t^{\text {new }}}$ |
| Lemma 3.5.8 | Section 3.5.6 | $\Phi^{t}(x, s) \rightarrow \Phi^{\text {new }}\left(x^{\text {new }}, s^{\text {new }}\right)$ |

Table 3.1: Bounding the changes of different variables

### 3.5.1 Outline of Analysis

Basically, the main proof is just a simple calculation on how $\Phi^{t}(x, s)$ changes during 1 iteration. It could be compared to the proof of $\ell_{\infty}$ potential reduction arguments for the convergence of long-step interior point methods, although the main difficulty arises from the perturbations from stepping using $\bar{x}, \bar{s}$ instead of $x, s$.

To organize the calculations, we note that the term $\gamma_{i}^{t}(x, s)=\left\|\mu_{i}^{t}(x, s)\right\|_{\nabla^{2} \phi_{i}\left(x_{i}\right)^{-1}}$ has two terms involving $x$, one in the $\mu$ term and one in the Hessian. Hence, we separate how different $x$ affect the potential by defining

$$
\begin{aligned}
\gamma_{i}^{t}(x, z, s) & =\left\|\mu_{i}^{t}(x, s)\right\|_{\nabla^{2} \phi_{i}\left(z_{i}\right)^{-1}} \\
\Phi^{t}(x, z, s) & =\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, z, s)\right) .
\end{aligned}
$$

One difference between our proof and standard $\ell_{2}$ proofs of interior point is that we assume the barrier function is decomposable. We define $\alpha_{i}=\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}$ is the "step" size of the coordinate $i$. One crucial fact we are using is that sum of squares of the step sizes is small.

Lemma 3.5.1. Let $\alpha$ denote the parameter in RobustIPM. For all $i \in[m]$, let $\alpha_{i}=\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}$.

Then,

$$
\sum_{i=1}^{m} \alpha_{i}^{2} \leq 4 \alpha^{2}
$$

Proof. Note that

$$
\sum_{i=1}^{m} \alpha_{i}^{2}=\left\|\delta_{x}\right\|_{\bar{x}}^{2}=h^{\top} \widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} \nabla^{2} \phi(\bar{x}) \widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h
$$

Since $(1-\alpha)\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right)^{-1} \preceq \widetilde{V}_{i} \preceq(1+\alpha)\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right)^{-1}$, we have that

$$
(1-\alpha)\left(\nabla^{2} \phi(\bar{x})\right)^{-1} \preceq \widetilde{V} \preceq(1+\alpha)\left(\nabla^{2} \phi(\bar{x})\right)^{-1} .
$$

Using $\alpha \leq \frac{1}{10000}$, we have that

$$
\sum_{i=1}^{m} \alpha_{i}^{2} \leq 2 h^{\top} \widetilde{V}^{1 / 2}(I-\widetilde{P})(I-\widetilde{P}) \widetilde{V}^{1 / 2} h \leq 2 h^{\top} \widetilde{V} h
$$

where we used that $I-\widetilde{P}$ is an orthogonal projection at the end. Finally, we note that

$$
\begin{aligned}
h^{\top} \widetilde{V} h & \leq 2 \sum_{i=1}^{m}\left\|h_{i}\right\|_{\bar{x}_{i}}^{* 2} \\
& =2 \alpha^{2} \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s})^{2}\left\|\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{* 2} \\
& \leq 2 \alpha^{2} \sum_{i=1}^{m} \frac{\exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) / \gamma_{i}^{t}(\bar{x}, \bar{s})^{2}}{\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)^{1 / 2}}\left\|\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{* 2} \\
& =2 \alpha^{2} \frac{\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)} \\
& =2 \alpha^{2}
\end{aligned}
$$

where the second step follows from definition of $h_{i}(3.8)$, the third step follows from definition $c_{i}^{t}$ (3.9), the fourth step follows from definition of $\gamma_{i}^{t}$ (3.7).

Therefore, putting it all together, we can show

$$
\sum_{i=1}^{m} \alpha_{i}^{2} \leq 4 \alpha^{2}
$$

### 3.5.2 Changes in $\mu$ and $\gamma$

We provide basic lemmas that bound changes in $\mu, \gamma$ due to the centering steps.

Lemma 3.5.2 (Changes in $\mu$ ). For all $i \in[m]$, let

$$
\mu_{i}^{t}\left(x^{\mathrm{new}}, s^{\mathrm{new}}\right)=\mu_{i}^{t}(x, s)+h_{i}+\epsilon_{i}^{(\mu)} .
$$

Then, $\left\|\epsilon_{i}^{(\mu)}\right\|_{x_{i}}^{*} \leq 10 \alpha \cdot \alpha_{i}$.

Proof. Let $x^{(u)}=u x^{\text {new }}+(1-u) x$ and $\mu_{i}^{\text {new }}=\mu_{i}^{t}\left(x^{\text {new }}, s^{\text {new }}\right)$. The definition of $\mu$ (3.6) shows that

$$
\begin{aligned}
\mu_{i}^{\mathrm{new}} & =\mu_{i}+\frac{1}{t} \delta_{s, i}+\nabla \phi_{i}\left(x_{i}^{\mathrm{new}}\right)-\nabla \phi_{i}\left(x_{i}\right) \\
& =\mu_{i}+\frac{1}{t} \delta_{s, i}+\int_{0}^{1} \nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right) \delta_{x, i} \mathrm{~d} u \\
& =\mu_{i}+\frac{1}{t} \delta_{s, i}+\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right) \delta_{x, i}+\int_{0}^{1}\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \delta_{x, i} \mathrm{~d} u .
\end{aligned}
$$

By the definition of $\delta_{x}$ and $\delta_{s}(3.10)$ and (3.11), we have that $\frac{1}{t} \delta_{s, i}+\widetilde{V}_{i}^{-1} \delta_{x, i}=h_{i}$. Hence, we have

$$
\mu_{i}^{\mathrm{new}}=\mu_{i}+h_{i}+\epsilon_{i}^{(\mu)}
$$

where

$$
\begin{equation*}
\epsilon_{i}^{(\mu)}=\int_{0}^{1}\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \delta_{x, i} \mathrm{~d} u+\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)-\widetilde{V}_{i}^{-1}\right) \delta_{x, i} . \tag{3.12}
\end{equation*}
$$

To bound $\epsilon_{i}^{(\mu)}$, we note that

$$
\left\|x_{i}^{(t)}-\bar{x}_{i}\right\|_{\bar{x}_{i}} \leq\left\|x_{i}^{(t)}-x_{i}\right\|_{\bar{x}_{i}}+\left\|x_{i}-\bar{x}_{i}\right\|_{\bar{x}_{i}} \leq\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}+\alpha=\alpha_{i}+\alpha \leq 3 \alpha
$$

where the first step follows from triangle inequality, the third step follows from definition of $\alpha_{i}$ (Lemma 3.5.1), and the last step follows from $\alpha_{i} \leq 2 \alpha$ (Lemma 3.5.1).

Using $\alpha \leq \frac{1}{100}$, Theorem 3.2.1 shows that

$$
-7 \alpha \cdot \nabla^{2} \phi_{i}\left(\bar{x}_{i}\right) \preceq \nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right) \preceq 7 \alpha \cdot \nabla^{2} \phi_{i}\left(\bar{x}_{i}\right) .
$$

Equivalently, we have

$$
\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \cdot\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right)^{-1} \cdot\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \preceq(7 \alpha)^{2} \cdot \nabla^{2} \phi_{i}\left(\bar{x}_{i}\right) .
$$

Using this, we have

$$
\begin{align*}
\left\|\int_{0}^{1}\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \delta_{x, i} \mathrm{~d} u\right\|_{\bar{x}_{i}}^{*} & \leq \int_{0}^{1}\left\|\left(\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right)-\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \delta_{x, i}\right\|_{\bar{x}_{i}}^{*} \mathrm{~d} u \\
& \leq 7 \alpha\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}=7 \alpha \cdot \alpha_{i} \tag{3.13}
\end{align*}
$$

where the last step follows from definition of $\alpha_{i}$ (Lemma 3.5.1).
For the other term in $\epsilon_{i}^{(\mu)}$, we note that

$$
(1-2 \alpha) \cdot\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) \preceq \widetilde{V}_{i}^{-1} \preceq(1+2 \alpha) \cdot\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)\right) .
$$

Hence, we have

$$
\begin{equation*}
\left\|\left(\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)-\widetilde{V}_{i}^{-1}\right) \delta_{x, i}\right\|_{\bar{x}_{i}}^{*} \leq 2 \alpha\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}=2 \alpha \cdot \alpha_{i} . \tag{3.14}
\end{equation*}
$$

Combining (3.12), (3.13) and (3.14), we have

$$
\left\|\epsilon_{i}^{(\mu)}\right\|_{\bar{x}_{i}}^{*} \leq 9 \alpha \cdot \alpha_{i}
$$

Finally, we use the fact that $x_{i}$ and $\bar{x}_{i}$ are $\alpha$ close and hence again by self-concordance, $\left\|\epsilon_{i}^{(\mu)}\right\|_{x_{i}}^{*} \leq 10 \alpha \cdot \alpha_{i}$.

Before bounding the change of $\gamma$, we first prove a helper lemma:

Lemma 3.5.3. For all $i \in[m]$, we have

$$
\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*} \leq 4 \alpha
$$

Proof. Note that

$$
\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{*}=\frac{1}{t}\left\|s_{i}-\bar{s}_{i}\right\|_{\bar{x}_{i}}^{*}+\left\|\nabla \phi_{i}\left(x_{i}\right)-\nabla \phi_{i}\left(\bar{x}_{i}\right)\right\|_{\bar{x}_{i}}^{*} .
$$

For the first term, we have $\left\|s_{i}-\bar{s}_{i}\right\|_{\bar{x}_{i}}^{*} \leq t \alpha$.
For the second term, let $x_{i}^{(u)}=u x_{i}+(1-u) \bar{x}_{i}$. Since $x_{i}$ is close enough to $\bar{x}_{i}$, Theorem 3.2.1 shows that $\nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right) \preceq 2 \cdot \nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)$. Hence, we have

$$
\left\|\nabla \phi_{i}\left(x_{i}\right)-\nabla \phi_{i}\left(\bar{x}_{i}\right)\right\|_{\bar{x}_{i}}^{*}=\left\|\int_{0}^{1} \nabla^{2} \phi_{i}\left(x_{i}^{(u)}\right) \cdot\left(x_{i}-\bar{x}_{i}\right) d u\right\|_{\bar{x}_{i}}^{*} \leq 2\left\|x_{i}-\bar{x}_{i}\right\|_{\bar{x}_{i}}=2 \alpha .
$$

Hence, we have $\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{*} \leq 3 \alpha$ and using again $x_{i}$ is close enough to $\bar{x}_{i}$ to get the final result.

Lemma 3.5.4 (Changes in $\gamma$ ). For all $i \in[m]$, let

$$
\gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right) \leq\left(1-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s})\right) \gamma_{i}^{t}(x, x, s)+\epsilon_{i}^{(\gamma)} .
$$

then $\epsilon_{i}^{(\gamma)} \leq 10 \alpha \cdot\left(\alpha c_{i}^{t}(\bar{x}, \bar{s})+\alpha_{i}\right)$. Furthermore, we have $\left|\gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)-\gamma_{i}^{t}(x, x, s)\right| \leq 3 \alpha$.

Proof. For the first claim, Lemma 3.5.2, the definition of $\gamma(3.7), h(3.8)$ and $c$ (3.9) shows that

$$
\begin{aligned}
\gamma_{i}^{t}\left(x^{\mathrm{new}}, x, s^{\mathrm{new}}\right) & =\left\|\mu_{i}^{t}(x, s)+h_{i}+\epsilon_{i}^{(\mu)}\right\|_{x_{i}}^{*} \\
& =\left\|\left(1-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s})\right) \mu_{i}^{t}(x, s)+\epsilon_{i}\right\|_{x_{i}}^{*}
\end{aligned}
$$

where $\epsilon_{i}=\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s})\left(\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right)+\epsilon_{i}^{(\mu)}$.
From the definition of $c_{i}^{t}$, we have that $c_{i}^{t} \leq \frac{1}{96 \sqrt{\alpha}} \leq \frac{1}{\alpha}$ and hence $0 \leq 1-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s}) \leq 1$. Therefore, we have

$$
\begin{equation*}
\gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right) \leq\left(1-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s})\right) \gamma_{i}^{t}(x, x, s)+\left\|\epsilon_{i}\right\|_{x_{i}}^{*} . \tag{3.15}
\end{equation*}
$$

Now, we bound $\left\|\epsilon_{i}\right\|_{x_{i}}^{*}$ :

$$
\begin{align*}
\left\|\epsilon_{i}\right\|_{x_{i}}^{*} & \leq \alpha c_{i}^{t}(\bar{x}, \bar{s}) \cdot\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*}+\left\|\epsilon_{i}^{(\mu)}\right\|_{x_{i}}^{*} \\
& \leq 4 \alpha^{2} c_{i}^{t}(\bar{x}, \bar{s})+10 \alpha \cdot \alpha_{i} \tag{3.16}
\end{align*}
$$

where we used Lemma 3.5.3 and Lemma 3.5.2 at the end.
For the second claim, we have

$$
\left|\gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)-\gamma_{i}^{t}(x, x, s)\right| \leq\left\|h_{i}+\epsilon_{i}^{(\mu)}\right\|_{x_{i}}^{*} \leq 2 \alpha+10 \alpha \cdot \alpha_{i}
$$

where we used (3.16) and that $\left\|h_{i}\right\|_{x_{i}}^{*} \leq 2\|h\|_{\bar{x}}^{*} \leq 2 \alpha$. From Lemma 3.5.1 and that $\alpha \leq \frac{1}{10000}$, we have $10 \alpha \cdot \alpha_{i} \leq 20 \alpha^{2} \leq \alpha$.

### 3.5.3 Movement from $(x, x, s)$ to $\left(x^{\text {new }}, x, s^{\text {new }}\right)$

In the previous section, we see that $\gamma_{i}$ will be expected to decrease by a factor of $\alpha \cdot c_{i}^{t}$ up to some small perturbations. We show that our potential $\Phi^{t}$ will therefore decrease significantly.

Lemma 3.5.5 (Movement along the first and third parameters). Assume that $\gamma_{i}^{t}(x, x, s) \leq 1$ for all $i$. We have

$$
\Phi^{t}\left(x^{\mathrm{new}}, x, s^{\mathrm{new}}\right) \leq \Phi^{t}(x, x, s)-\frac{\alpha \lambda}{5}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha})
$$

Note that $\gamma$ is a function that has three inputs. We use $\gamma(x, s)$ to denote $\gamma(x, x, s)$ for simplicity.

Proof. Let $\Phi^{\text {new }}=\Phi^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right), \Phi=\Phi^{t}(x, x, s)$,

$$
\gamma^{(u)}=u \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)+(1-u) \gamma_{i}^{t}(x, x, s) .
$$

Then, we have that

$$
\Phi^{\mathrm{new}}-\Phi=\sum_{i=1}^{m}\left(e^{\lambda \gamma_{i}^{(1)}}-e^{\lambda \gamma_{i}^{(0)}}\right)=\lambda \sum_{i=1}^{m} e^{\lambda \gamma_{i}^{(\zeta)}}\left(\gamma_{i}^{(1)}-\gamma_{i}^{(0)}\right)
$$

for some $0 \leq \zeta \leq 1$. Let $v_{i}=\gamma_{i}^{(1)}-\gamma_{i}^{(0)}$. Lemma 3.5.4 shows that

$$
v_{i} \leq-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{t}(x, x, s)+\epsilon_{i}^{(\gamma)}=-\alpha \cdot c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)}+\epsilon_{i}^{(\gamma)}
$$

and hence

$$
\begin{equation*}
\frac{\Phi^{\mathrm{new}}-\Phi}{\lambda} \leq-\alpha \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right)+\sum_{i=1}^{m} \epsilon_{i}^{(\gamma)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) \tag{3.17}
\end{equation*}
$$

To bound the first term in (3.17), we first relate $\gamma_{i}^{(0)}, \gamma_{i}^{(\zeta)}$ and $\gamma_{i}^{t}(\bar{x}, \bar{s})$. Lemma 3.5.4 shows that

$$
\begin{equation*}
\left|\gamma_{i}^{(0)}-\gamma_{i}^{(\zeta)}\right| \leq\left|\gamma_{i}^{(0)}-\gamma_{i}^{(1)}\right| \leq 3 \alpha . \tag{3.18}
\end{equation*}
$$

Finally, we have

$$
\begin{align*}
\left|\gamma_{i}^{t}(\bar{x}, \bar{s})-\gamma_{i}^{(0)}\right| & =\left|\gamma_{i}^{t}(\bar{x}, \bar{x}, \bar{s})-\gamma_{i}^{t}(x, x, s)\right| \\
& \leq\left|\gamma_{i}^{t}(\bar{x}, \bar{x}, \bar{s})-\gamma_{i}^{t}(x, \bar{x}, s)\right|+\left|\gamma_{i}^{t}(x, \bar{x}, s)-\gamma_{i}^{t}(x, x, s)\right| \\
& \leq\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{*}+\left|\left\|\mu_{i}^{t}(x, s)\right\|_{\bar{x}_{i}}^{*}-\left\|\mu_{i}^{t}(x, s)\right\|_{x_{i}}^{*}\right| \\
& \leq 2\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*}+\left|\left\|\mu_{i}^{t}(x, s)\right\|_{\bar{x}_{i}}^{*}-\left\|\mu_{i}^{t}(x, s)\right\|_{x_{i}}^{*}\right| \\
& \leq 2\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*}+2 \alpha\left\|\mu_{i}^{t}(x, s)\right\|_{x_{i}}^{*} \\
& \leq 8 \alpha+2 \alpha=10 \alpha \tag{3.19}
\end{align*}
$$

where the first step follows from definition, the second and third step follows from triangle inequality, the fourth step follows from $\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{\bar{x}_{i}}^{*} \leq 2\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*}$, the fifth step follows from self-concordance, the sixth step follows from Lemma 3.5.3 and that $\left\|\mu_{i}^{t}(x, s)\right\|_{x_{i}}^{*}=\gamma_{i}^{t}(x, x, s) \leq 1$ for all $i$

Using (3.18) and (3.19), we have

$$
\begin{align*}
& \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) \\
= & \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})-\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})+\lambda \gamma_{i}^{(0)}-\lambda \gamma_{i}^{(0)}+\lambda \gamma_{i}^{(\zeta)}\right) \\
\geq & \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})-13 \lambda \alpha\right) \\
\geq & \frac{1}{2} \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \\
\geq & \frac{1}{2} \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{t}(\bar{x}, \bar{s}) \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)-3 \alpha \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \tag{3.20}
\end{align*}
$$

where the third step follows from $\exp (-13 \lambda \alpha) \geq 1 / 2$, and the last step follows from (3.18).

For the first term in (3.20), we have

$$
\begin{aligned}
& \sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{t}(\bar{x}, \bar{s}) \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \\
= & \sum_{\gamma_{i}^{t}(\bar{x}, \bar{s}) \geq 96 \sqrt{\alpha}} \frac{\exp \left(2 \lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} \\
= & \sum_{i=1}^{m} \frac{\exp \left(2 \lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}}-\sum_{\gamma_{i}^{t}(\bar{x}, \bar{s})<96 \sqrt{\alpha}} \frac{\exp \left(2 \lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} \\
\geq & \left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}-\frac{m \cdot \exp (192 \lambda \cdot \sqrt{\alpha})}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} .
\end{aligned}
$$

So, if $\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \geq m \cdot \exp (192 \lambda \cdot \sqrt{\alpha})$, we have

$$
\sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{t}(\bar{x}, \bar{s}) \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \geq\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}-\sqrt{m} \cdot \exp (192 \lambda \sqrt{\alpha})
$$

Note that if $\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \leq m \cdot \exp (192 \lambda \cdot \sqrt{\alpha})$, this is still true because left hand
side is lower bounded by 0 . For the second term in (3.20), we have

$$
\begin{aligned}
\sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) & =\sum_{\gamma_{i}^{t}(\bar{x}, \bar{s}) \geq 96 \sqrt{\alpha}} \frac{\exp \left(\lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right) / \gamma_{i}^{t}(\bar{x}, \bar{s})}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \\
& \leq \frac{1}{96 \sqrt{\alpha}} \sum_{\gamma_{i}^{t}(\bar{x}, \bar{s}) \geq 96 \sqrt{\alpha}} \frac{\exp \left(2 \lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} \\
& \leq \frac{1}{96 \sqrt{\alpha}} \sum_{i=1}^{m} \frac{\exp \left(2 \lambda \cdot \gamma_{i}^{t}(\bar{x}, \bar{s})\right)}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}} \\
& =\frac{1}{96 \sqrt{\alpha}}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}
\end{aligned}
$$

where the second step follows $\frac{1}{\gamma_{i}^{t}(\overline{x, s})} \leq \frac{1}{96 \sqrt{\alpha}}$, and the third step follows from each term in the summation is non-negative.

Combining the bounds for both first and second term in (3.20), we have

$$
\begin{align*}
\sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s}) \cdot \gamma_{i}^{(0)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) \geq & \frac{1}{2}\left(\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}-\sqrt{m} \cdot \exp (192 \lambda \sqrt{\alpha})\right) \\
& -\frac{3 \alpha}{96 \sqrt{\alpha}}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2} \\
\geq & \frac{2}{5}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}-\sqrt{m} \cdot \exp (192 \lambda \sqrt{\alpha}) \tag{3.21}
\end{align*}
$$

where the last step follows from $\frac{1}{2}-\frac{3 \alpha}{96 \sqrt{\alpha}} \geq \frac{1}{2}-\frac{3}{96}=\frac{45}{96} \geq \frac{2}{5}$.
For the second term in (3.17), we note that $\left|\gamma_{i}^{(\zeta)}-\gamma_{i}^{t}(\bar{x}, \bar{s})\right| \leq 13 \alpha \leq \frac{1}{2 \lambda}$ by (3.18) and (3.19). Hence,

$$
\sum_{i=1}^{m} \epsilon_{i}^{(\gamma)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) \leq 2 \sum_{i=1}^{m} \epsilon_{i}^{(\gamma)} \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)
$$

Now, we use $\epsilon_{i}^{(\gamma)} \leq 10 \alpha \cdot\left(\alpha c_{i}^{t}(\bar{x}, \bar{s})+\alpha_{i}\right)($ Lemma 3.5.4) to get

$$
\begin{aligned}
\sum_{i=1}^{m} \epsilon_{i}^{(\gamma)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) & \leq 20 \alpha \sum_{i=1}^{m}\left(\alpha c_{i}^{t}(\bar{x}, \bar{s})+\alpha_{i}\right) \cdot \exp \left(\lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right) \\
& \leq 20 \alpha\left(\sum_{i=1}^{m}\left(\alpha c_{i}^{t}(\bar{x}, \bar{s})+\alpha_{i}\right)^{2}\right)^{1 / 2}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}
\end{aligned}
$$

where the last step follows from Cauchy-Schwarz inequality.
Note that by using Cauchy-Schwarz,

$$
\begin{aligned}
\left(\sum_{i=1}^{m}\left(\alpha c_{i}^{t}(\bar{x}, \bar{s})+\alpha_{i}\right)^{2}\right)^{1 / 2} & \leq \alpha\left(\sum_{i=1}^{m} c_{i}^{t}(\bar{x}, \bar{s})^{2}\right)^{1 / 2}+\left(\sum_{i=1}^{m} \alpha_{i}^{2}\right)^{1 / 2} \\
& \leq \alpha \cdot \frac{1}{96 \sqrt{\alpha}}+2 \alpha \leq \frac{\sqrt{\alpha}}{90}
\end{aligned}
$$

where we used the definition of $c_{i}^{t}$, Lemma 3.5.1 and $\alpha \leq \frac{1}{2^{24}}$. Together, we conclude

$$
\begin{equation*}
\sum_{i=1}^{m} \epsilon_{i}^{(\gamma)} \exp \left(\lambda \gamma_{i}^{(\zeta)}\right) \leq \frac{1}{5} \alpha\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2} \tag{3.22}
\end{equation*}
$$

Combining (3.21) and (3.22) to (3.17) gives

$$
\begin{aligned}
\frac{\Phi^{\text {new }}-\Phi}{\lambda} & \leq-\frac{2}{5} \alpha\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}+\sqrt{m} \cdot \exp (192 \lambda \sqrt{\alpha})+\frac{1}{5} \alpha\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2} \\
& =-\frac{1}{5} \alpha\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, \bar{s})\right)\right)^{1 / 2}+\sqrt{m} \cdot \exp (192 \lambda \sqrt{\alpha})
\end{aligned}
$$

where the last step follows from merging the first term with the third term.

### 3.5.4 Movement from $\left(x^{\text {new }}, x, s^{\text {new }}\right)$ to $\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right)$

Next, we must analyze the potential change when we change the second term.

Lemma 3.5.6 (Movement along the second parameter). Assume that $\left\|\gamma^{t}(x, x, s)\right\|_{\infty} \leq 1$.
Then we have
$\Phi^{t}\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right) \leq \Phi^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)+12 \alpha\left(\left\|\gamma^{t}(x, x, s)\right\|_{\infty}+3 \alpha\right) \lambda\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, x, s)\right)\right)^{1 / 2}$.
Proof. We can upper bound $\Phi^{t}\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right)$ as follows

$$
\begin{aligned}
\Phi^{t}\left(x^{\text {new }}, x^{\mathrm{new}}, s^{\mathrm{new}}\right) & =\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}\left(x^{\mathrm{new}}, x^{\text {new }}, s^{\text {new }}\right)\right) \\
& \leq \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}\left(x^{\mathrm{new}}, x, s^{\mathrm{new}}\right)\left(1+2 \alpha_{i}\right)\right)
\end{aligned}
$$

where the second step follows from $\gamma_{i}^{t}\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right) \leq \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right) \cdot\left(1+2 \alpha_{i}\right)$ by selfconcordance (Theorem 3.2.1) and $\left\|x_{i}^{\text {new }}-x_{i}\right\|_{x_{i}} \leq 2\left\|x_{i}^{\text {new }}-x_{i}\right\|_{\bar{x}_{i}} \leq 2 \alpha_{i}$.

Now, by Lemma 3.5.4, we note that $\gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right) \leq \gamma_{i}^{t}(x, x, s)+3 \alpha \leq 1+3 \alpha$ and that $\alpha \leq \frac{1}{100 \lambda}$. Hence, by a simple taylor expansion, we have

$$
\begin{aligned}
& \Phi^{t}\left(x^{\text {new }}, x^{\text {new }}, s^{\text {new }}\right) \\
\leq & \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)\right)+3 \sum_{i=1}^{m} \alpha_{i} \exp \left(\lambda \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)\right) \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)
\end{aligned}
$$

Finally, we bound the last term by

$$
\begin{aligned}
& \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}\left(x^{\mathrm{new}}, x, s^{\mathrm{new}}\right)\right) \gamma_{i}^{t}\left(x^{\mathrm{new}}, x, s^{\mathrm{new}}\right) \alpha_{i} \\
\leq & \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, x, s)+3 \lambda \alpha\right)\left(\gamma_{i}^{t}(x, x, s)+3 \alpha\right) \alpha_{i} \\
\leq & 2\left(\left\|\gamma^{t}(x, x, s)\right\|_{\infty}+3 \alpha\right) \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, x, s)\right) \alpha_{i} \\
\leq & 2\left(\left\|\gamma^{t}(x, x, s)\right\|_{\infty}+3 \alpha\right)\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, x, s)\right)\right)^{1 / 2}\left(\sum_{i=1}^{m} \alpha_{i}^{2}\right)^{1 / 2} \\
\leq & 4 \alpha\left(\left\|\gamma^{t}(x, x, s)\right\|_{\infty}+3 \alpha\right)\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, x, s)\right)\right)^{1 / 2},
\end{aligned}
$$

where the first step follows from $\lambda \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right) \leq \exp \left(\lambda \gamma_{i}^{t}(x, x, s)+3 \lambda \alpha\right)$, the second step follows $\exp (3 \lambda \alpha) \leq 2$, the third step follows from Cauchy-Schwarz inequality, the last step follows from $\sum_{i=1}^{m} \alpha_{i}^{2} \leq 4 \alpha^{2}$.

### 3.5.5 Movement of $t$

Lastly, we analyze the effect of setting $t \rightarrow t^{\text {new }}$.

Lemma 3.5.7 (Movement in $t$ ). For any $x, s$ such that $\gamma_{i}^{t}(x, s) \leq 1$ for all $i$, let $t^{\text {new }}=$ $\left(1-\frac{\kappa}{\sqrt{\nu}}\right) t$ where $\nu=\sum_{i=1}^{m} \nu_{i}$, we have

$$
\Phi^{\mathrm{new}}(x, s) \leq \Phi^{t}(x, s)+10 \kappa \lambda\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}
$$

Proof. Note that

$$
\begin{aligned}
\gamma_{i}^{t^{\text {new }}}(x, s) & =\left\|\frac{s}{t^{\text {new }}}+\nabla \phi_{i}\left(x_{i}\right)\right\|_{x_{i}}^{*} \\
& =\left\|\frac{s}{t(1-\kappa / \sqrt{\nu})}+\nabla \phi_{i}\left(x_{i}\right)\right\|_{x_{i}}^{*} \\
& \leq(1+2 \kappa / \sqrt{\nu}) \gamma_{i}^{t}(x, s)+2\left\|(\kappa / \sqrt{\nu}) \nabla \phi_{i}\left(x_{i}\right)\right\|_{x_{i}}^{*} \\
& \leq(1+2 \kappa / \sqrt{\nu}) \gamma_{i}^{t}(x, s)+3 \kappa \sqrt{\nu_{i}} / \sqrt{\nu} \\
& \leq \gamma_{i}^{t}(x, s)+5 \kappa \sqrt{\nu_{i}} / \sqrt{\nu}
\end{aligned}
$$

where the first step follows from definition, the second step follows from $t^{\text {new }}=t(1-\kappa / \sqrt{\nu})$, the second last step follows from the fact that our barriers are $\nu_{i}$-self-concordant and the last step used $\gamma_{i}^{t}(x, s) \leq 1$ and $\nu_{i} \geq 1$. Using that $5 \kappa \leq \frac{1}{10 \lambda}$ and $\gamma_{i}^{t}(x, s) \leq 1$, we have by
simple taylor expansion,

$$
\begin{aligned}
\Phi^{\mathrm{tnew}^{\mathrm{ne}}}(x, s) & \leq \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)+2 \lambda \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)\left(5 \kappa \sqrt{\nu_{i} / \nu}\right) \\
& =\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)+10 \kappa \lambda \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)\left(\sqrt{\nu_{i} / \nu}\right) \\
& \leq \sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)+10 \kappa \lambda\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}\left(\sum_{i=1}^{m} \frac{\nu_{i}}{\nu}\right)^{1 / 2} \\
& =\sum_{i=1}^{m} \exp \left(\lambda \gamma_{i}^{t}(x, s)\right)+10 \kappa \lambda\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}
\end{aligned}
$$

where the third step follows from Cauchy-Schwarz, and the last step follows from $\sum_{i=1}^{m} \nu_{i}=$ $\nu$.

### 3.5.6 Potential Maintenance

Putting it all together, we can show that our potential $\Phi^{t}$ can be maintained to be small throughout our algorithm.

Lemma 3.5.8 (Potential Maintenance). If $\Phi^{t}(x, s) \leq 80 \frac{m}{\alpha}$, then

$$
\Phi^{t^{\mathrm{new}}}\left(x^{\mathrm{new}}, s^{\mathrm{new}}\right) \leq\left(1-\frac{\alpha \lambda}{40 \sqrt{m}}\right) \Phi^{t}(x, s)+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha})
$$

In particularly, we have $\Phi^{t^{\text {new }}}\left(x^{\text {new }}, s^{\text {new }}\right) \leq 80 \frac{m}{\alpha}$.

Proof. Let

$$
\zeta(x, s)=\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, s)\right)\right)^{1 / 2}
$$

By combining our previous lemmas,

$$
\begin{align*}
& \Phi^{\text {new }}\left(x^{\text {new }}, s^{\text {new }}\right) \\
\leq & \Phi^{t}\left(x^{\text {new }}, s^{\text {new }}\right)+10 \kappa \lambda \cdot \zeta\left(x^{\text {new }}, s^{\text {new }}\right) \\
\leq & \Phi^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)+12 \alpha \lambda\left(\left\|\gamma^{t}(x, s)\right\|_{\infty}+3 \alpha\right) \cdot \zeta(x, s)+10 \kappa \lambda \cdot \zeta\left(x^{\text {new }}, s^{\text {new }}\right) \\
\leq & \Phi^{t}(x, x, s)-\frac{\alpha \lambda}{5} \zeta(\bar{x}, \bar{s})+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha}) \\
& +12 \alpha \lambda\left(\left\|\gamma^{t}(x, s)\right\|_{\infty}+3 \alpha\right) \cdot \zeta(x, s)+10 \kappa \lambda \cdot \zeta\left(x^{\text {new }}, s^{\text {new }}\right) \tag{3.23}
\end{align*}
$$

where the first step follows from Lemma 3.5.7, the second step follows from Lemma 3.5.6, and the last step follows from Lemma 3.5.5. We note that in all lemma above, we used that fact that $\left\|\gamma^{t}\right\|_{\infty} \leq 1$ (for different combination of $x, \bar{x}, x^{\text {new }}, s, \bar{s}, s^{\text {new }}$ ) which we will show later.

We can upper bound $\gamma_{i}^{t}\left(x^{\text {new }}, s^{\text {new }}\right)$ in the following sense,

$$
\begin{equation*}
\gamma_{i}^{t}\left(x^{\text {new }}, s^{\text {new }}\right) \leq \gamma_{i}^{t}\left(x^{\text {new }}, x, s^{\text {new }}\right)+2 \alpha \leq \gamma_{i}^{t}(x, x, s)+5 \alpha \tag{3.24}
\end{equation*}
$$

where the first step follows from self-concordance and $\gamma_{i} \leq 1$, the second step follows from Lemma 3.5.4.

Hence, since $\zeta$ changes multiplicatively when $\gamma$ changes additively, $\zeta\left(x^{\text {new }}, s^{\text {new }}\right) \leq$ $2 \zeta(x, s)$.

Lemma 3.5.3 shows that $\left\|\mu_{i}^{t}(x, s)-\mu_{i}^{t}(\bar{x}, \bar{s})\right\|_{x_{i}}^{*} \leq 4 \alpha$ and hence

$$
\begin{align*}
\zeta(\bar{x}, \bar{s}) & \geq \frac{2}{3}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(\bar{x}, x, \bar{s})\right)\right)^{1 / 2} \\
& \geq \frac{2}{3}\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}(x, x, s)-8 \alpha \lambda\right)\right)^{1 / 2} \\
& \geq \frac{1}{2} \zeta(x, s) \tag{3.25}
\end{align*}
$$

Combining (3.24) and (3.25) into (3.23) gives

$$
\begin{aligned}
& \Phi^{t^{\mathrm{new}}}\left(x^{\mathrm{new}}, s^{\mathrm{new}}\right) \\
\geq & \Phi^{t}(x, s)+\left(12 \alpha \lambda\left(\left\|\gamma^{t}(x, s)\right\|_{\infty}+3 \alpha\right)+20 \kappa \lambda-\frac{\alpha \lambda}{10}\right) \cdot \zeta(x, s)+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha}) \\
\geq & \Phi^{t}(x, s)+\left(12 \alpha \lambda\left\|\gamma^{t}(x, s)\right\|_{\infty}-\frac{\alpha \lambda}{20}\right) \cdot \zeta(x, s)+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha})
\end{aligned}
$$

where the last step follows from $\kappa \leq \frac{\alpha}{1000}$ and $\alpha \leq \frac{1}{10000}$.
Finally, we need to bound $\left\|\gamma^{t}(x, s)\right\|_{\infty}$. The bound for other $\left\|\gamma^{t}\right\|_{\infty}$, i.e. for different combination of $x, \bar{x}, x^{\text {new }}, s, \bar{s}, s^{\text {new }}$, are similar. We note that

$$
\Phi^{t}(x, s) \leq 80 \frac{m}{\alpha}
$$

implies that $\left\|\gamma^{t}(x, s)\right\|_{\infty} \leq \frac{\log \left(80 \frac{m}{\alpha}\right)}{\lambda}$. Hence, by our choice of $\lambda$ and $\alpha$, we have that $\lambda \geq$ $480 \log \left(80 \frac{m}{\alpha}\right)$ and hence

$$
12 \alpha \lambda\left\|\gamma^{t}(x, s)\right\|_{\infty} \leq \frac{\alpha \lambda}{40}
$$

Finally, using $\Phi^{t}(x, s) \leq \sqrt{m} \cdot \zeta(x, s)$, we have

$$
\begin{aligned}
\Phi^{t^{\mathrm{new}}}\left(x^{\mathrm{new}}, s^{\mathrm{new}}\right) & \geq \Phi^{t}(x, s)-\frac{\alpha \lambda}{40} \zeta(x, s)+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha}) \\
& \geq\left(1-\frac{\alpha \lambda}{40 \sqrt{m}}\right) \Phi^{t}(x, s)+\sqrt{m} \lambda \cdot \exp (192 \lambda \sqrt{\alpha})
\end{aligned}
$$

Since $\lambda \leq \frac{1}{400 \sqrt{\alpha}}$, we have $\Phi^{t}(x, s) \leq 80 \frac{m}{\alpha}$ implies $\Phi^{t^{\text {new }}}\left(x^{\text {new }}, s^{\text {new }}\right) \leq 80 \frac{m}{\alpha}$.

| Name | Type | Statement | Algorithm | Input | Output |
| :--- | :--- | :--- | :--- | :--- | :--- |
| InITIALIZE | public | Lemma 3.6.2 | Alg. 3.1 | $A, x, s, \bar{W}, \epsilon_{m p}, a, b$ | $\emptyset$ |
| UPDATE | public | Lemma 3.6.3 | Alg. 3.2 | $\bar{W}$ | $\emptyset$ |
| FULLUPDATE | private | Lemma 3.6.5 | Alg. 3.3 | $\bar{W}$ | $\emptyset$ |
| PARTIALUPDATE | private | Lemma 3.6.4 | Alg. 3.2 | $\bar{W}$ | $\emptyset$ |
| QUERY | public | Lemma 3.6.6 | Alg. 3.1 | $\emptyset$ | $\bar{x}, \bar{s}$ |
| MULTIPLYMOVE | public | Lemma 3.6.9 | Alg. 3.4 | $h, t$ | $\emptyset$ |
| MULTIPLY | private | Lemma 3.6.8 | Alg. 3.4 | $h, t$ | $\emptyset$ |
| MOVE | private | Lemma 3.6.7 | Alg. 3.4 | $\emptyset$ | $\emptyset$ |

Table 3.2: Summary of data structure CentralPathMaintenance

### 3.6 Central Path Maintenance

The goal of this section is to present a data-structure to perform our centering steps in $\widetilde{O}\left(n^{\omega-1 / 2}\right)$ amortized time and prove a theoretical guarantee of it. The original idea of inverse maintenance is from Michael B. Cohen [Lee17], then [CLS19] used it to get faster running time for solving Linear Programs. Because a simple matrix vector product would require $O\left(n^{2}\right)$ time, our speedup comes via a low-rank embedding that provides $\ell_{\infty}$ guarantees, which is unlike the sparse vector approach of [CLS19]. In fact, we are unsure if moving in a sparse direction $h$ can have sufficiently controlled noise to show convergence. Here, we give a stochastic version that is faster for dense direction $h$.

Theorem 3.6.1 (Central path maintenance). Given a full rank matrix $A \in \mathbb{R}^{d \times n}$ with $n \geq d$, a tolerance parameter $0<\epsilon_{m p}<1 / 4$ and a block diagonal structure $n=\sum_{i=1}^{m} n_{i}$. Given any positive number a such $a \leq \alpha$ where $\alpha$ is the dual exponent of matrix multiplication. Given any linear sketch of size b, there is a randomized data structure CentralPathMainte-

NANCE (in Algorithm 3.1, 3.2, 3.4) that approximately maintains the projection matrices

$$
\sqrt{W} A^{\top}\left(A W A^{\top}\right)^{-1} A \sqrt{W}
$$

for positive block diagonal psd matrix $W \oplus_{i} \mathbb{R}^{n_{i} \times n_{i}}$; exactly implicitly maintains central path parameters $(x, s)$ and approximately explicitly maintains path parameters through the following five operations:

1. Initialize $\left(\bar{W}^{(0)}, \cdots\right)$ : Assume $\bar{W}^{(0)} \in \otimes_{i} \mathbb{R}^{n_{i} \times n_{i}}$. Initialize all the parameters in $O\left(n^{\omega}\right)$ time.
2. $\operatorname{UpdAtE}(\bar{W})$ : Assume $\bar{W} \in \oplus_{i} \mathbb{R}^{n_{i} \times n_{i}}$. Output a block diagonal matrix $\widetilde{V} \oplus_{i} \mathbb{R}^{n_{i} \times n_{i}}$ such that

$$
\left(1-\epsilon_{m p}\right) \widetilde{v}_{i} \preceq \bar{w}_{i} \preceq\left(1+\epsilon_{m p}\right) \widetilde{v}_{i} .
$$

3. $\operatorname{Query}()$ : Output $(\bar{x}, \bar{s})$ such that $\|\bar{x}-x\|_{\tilde{V}^{-1}} \leq \epsilon_{m p}$ and $\|\bar{s}-s\|_{\tilde{V}} \leq t \epsilon_{m p}$ where $t$ is the last $t$ used in MultiplyMove, where $\epsilon_{m p}=\alpha \log ^{2}(n T) \frac{n^{1 / 4}}{\sqrt{b}}$ and the success probability is $1-1 / \operatorname{poly}(n T)$. This step takes $O(n)$ time.
4. MultiplyMove $(h, t)$ : It outputs nothing. It implicitly maintains:

$$
x=x+\widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h, s=s+t \widetilde{V}^{-1 / 2} \widetilde{P} \widetilde{V}^{1 / 2} h
$$

where $\widetilde{P}=\widetilde{V}^{1 / 2} A^{\top}\left(A \widetilde{V} A^{\top}\right)^{-1} A \widetilde{V}^{1 / 2}$. It also explicitly maintains $\bar{x}, \bar{s}$. Assuming $t$ is decreasing, each call takes $O\left(n b+n^{a \omega+o(1)}+n^{a}\|h\|_{0}+n^{1.5}\right)$ amortized time.

Let $\bar{W}^{(0)}$ be the initial matrix and $\bar{W}^{(1)}, \cdots, \bar{W}^{(T)}$ be the (random) update sequence. Under the assumption that there is a sequence of matrix $W^{(0)}, \cdots, W^{(T)} \in \oplus_{i=1}^{m} \mathbb{R}^{n_{i} \times n_{i}}$ sat-
isfies for all $k$

$$
\begin{aligned}
\left\|w_{i}^{-1 / 2}\left(\bar{w}_{i}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F} & \leq \epsilon_{m p}, \\
\sum_{i=1}^{m}\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2} & \leq C_{1}^{2}, \\
\sum_{i=1}^{m}\left(\mathbb{E}\left[\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}\right]\right)^{2} & \leq C_{2}^{2} \\
\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} & \leq \frac{1}{4}
\end{aligned}
$$

where $w_{i}^{(k)}$ is the $i$-th block of $W^{(k)}, \forall i \in[m]$.
Then, the amortized expected time per call of $\operatorname{Update}(w)$ is

$$
\left(C_{1} / \epsilon_{m p}+C_{2} / \epsilon_{m p}^{2}\right) \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)
$$

Remark 3.6.1. For our algorithm, we have $C_{1}=O\left(1 / \log ^{2} n\right), C_{2}=O\left(1 / \log ^{4} n\right)$ and $\epsilon_{m p}=$ $O\left(1 / \log ^{2} n\right)$. Note that the input of Update $\bar{W}$ can move a lot. It is working as long as $\bar{W}$ is close to some $W$ that is slowly moving. In our application, our $W$ satisfies $C_{1}, C_{2}$ deterministically. We keep it for possible future applications.

```
Algorithm 3.1 Central Path Maintenance Data Structure - Initial, Query, Move
    datastructure CentralPathMaintenance
                                    \(\triangleright\) Theorem 3.6.1
    private : members
        \(\bar{W} \in \otimes_{i \in[m]} \mathbb{R}^{n_{i} \times n_{i}} \quad \triangleright\) Target vector, \(\bar{W}\) is \(\epsilon_{w}\)-close to \(W\)
        \(V, \tilde{V} \in \otimes_{i \in[m]} \mathbb{R}^{n_{i} \times n_{i}} \quad \triangleright\) Approximate vector
        \(A \in \mathbb{R}^{d \times n} \quad \triangleright\) Constraints matrix
        \(M \in \mathbb{R}^{n \times n} \quad \triangleright\) Approximate Projection Matrix
        \(\epsilon_{m p} \in(0,1 / 4) \quad \triangleright\) Tolerance
        \(a \in(0, \alpha] \quad \triangleright\) Batch Size for Update \(\left(n^{a}\right)\)
        \(b \in \mathbb{Z}_{+} \quad \triangleright\) Sketch size of one sketching matrix
        \(R \in \mathbb{R}^{n^{1+o(1)} \times n} \quad \triangleright\) A list of sketching matrices
                                \(\triangleright\) Sketched matrices
        \(u_{1} \in \mathbb{R}^{n}, F \in \mathbb{R}^{n \times n}, u_{2} \in \mathbb{R}^{n} \quad \triangleright\) Implicit representation of \(x, x=u_{1}+F \cdot u_{2}\)
        \(u_{3} \in \mathbb{R}^{n}, G \in \mathbb{R}^{n \times n}, u_{4} \in \mathbb{R}^{n} \quad \triangleright\) Implicit representation of \(s, s=u_{3}+G \cdot u_{4}\)
        \(\bar{x}, \bar{s} \in \mathbb{R}^{n} \quad \triangleright\) Central path parameters, maintain explicitly
        \(l \in \mathbb{Z}_{+} \quad \triangleright\) Randomness counter, \(R_{l} \in \mathbb{R}^{b \times n}\)
        \(t^{\text {pre }} \in \mathbb{R}_{+} \quad \triangleright\) Tracking the changes of \(t\)
    end members
    public : procedure \(\operatorname{Initialize}\left(A, x, s, W, \epsilon_{m p}, a, b\right) \quad \triangleright\) Lemma 3.6.2
        \(\triangleright\) parameters will never change after initialization
        \(A \leftarrow A, a \leftarrow a, b \leftarrow b, \epsilon_{m p} \leftarrow \epsilon_{m p}\)
        \(\triangleright\) parameters will still change after initialization
        \(\bar{W} \leftarrow W, V \leftarrow W, \widetilde{V} \leftarrow V\)
        Choose \(R_{l} \in \mathbb{R}^{b \times n}\) to be sketching matrix, \(\forall l \in[\sqrt{n}] \quad \triangleright\) Lemma 3.9.1
        \(R \leftarrow\left[R_{1}^{\top}, R_{2}^{\top}, \cdots\right]^{\top} \quad \triangleright\) Batch them into one matrix \(R\)
        \(M \leftarrow A^{\top}\left(A V A^{\top}\right)^{-1} A, Q \leftarrow R \sqrt{\widetilde{V}} M \quad \triangleright\) Initialize projection matrices
        \(u_{1} \leftarrow x, u_{2} \leftarrow 0, u_{3} \leftarrow s, u_{4} \leftarrow 0 \quad \triangleright\) Initialize \(x\) and \(s\)
        \(\bar{x} \leftarrow x, \bar{s} \leftarrow s\)
        \(l \leftarrow 1\)
    end procedure
    public : procedure \(\operatorname{QUERY}() \quad \triangleright\) Lemma 3.6.6
        return \((\bar{x}, \bar{s})\)
    end procedure
36:
37: end datastructure
```

```
Algorithm 3.2 Central Path Maintenance Data Structure - Update and PartialUpdate
    datastructure CentralPathMaintenance \(\triangleright\) Theorem 3.6.1
    public : procedure \(\operatorname{UPDATE}\left(\bar{W}^{\text {new }}\right) \quad \triangleright\) Lemma 3.6.3, \(\bar{W}^{\text {new }}\) is close to \(W^{\text {new }}\)
        \(\bar{y}_{i} \leftarrow v_{i}^{-1 / 2} \bar{w}_{i}^{\text {new }} v_{i}^{-1 / 2}-1, \forall i \in[m]\)
        \(r \leftarrow\) the number of indices \(i\) such that \(\left\|\bar{y}_{i}\right\|_{F} \geq \epsilon_{m p}\)
        if \(r<n^{a}\) then
            PartialUpdate \(\left(\bar{W}^{\text {new }}\right)\)
        else
            FullUpdate \(\left(\bar{W}^{\text {new }}\right) \quad \triangleright\) Algorithm 3.3
        end if
    procedure
    private : procedure Partial \(\operatorname{Pbdate}\left(\bar{W}^{\text {new }}\right)\)
                                    \(\triangleright\) Lemma 3.6.4
        \(\bar{W} \leftarrow \bar{W}^{\text {new }}\)
        \(\widetilde{v}_{i}^{\text {new }} \leftarrow \begin{cases}v_{i} & \text { if }\left(1-\epsilon_{m p}\right) v_{i} \preceq \bar{w}_{i} \preceq\left(1+\epsilon_{m p}\right) v_{i} \\ w_{i} & \text { otherwise }\end{cases}\)
        \(F^{\text {new }} \leftarrow F+\left(\left(\widetilde{V}^{\text {new }}\right)^{1 / 2}-(\widetilde{V})^{1 / 2}\right) M \quad \triangleright\) only takes \(n^{1+a}\) time, instead of \(n^{2}\)
        \(G^{\text {new }} \leftarrow G+\left(\left(\widetilde{V}^{\text {new }}\right)^{-1 / 2}-(\widetilde{V})^{-1 / 2}\right) M\)
        \(u_{1} \leftarrow u_{1}+\left(F-F^{\mathrm{new}}\right) u_{2}, u_{3} \leftarrow u_{3}+\left(G-G^{\text {new }}\right) u_{4}\)
        \(F \leftarrow F^{\text {new }}, G \leftarrow G^{\text {new }}\)
        Let \(\widehat{S}\) denote the blocks where \(\widetilde{V}\) and \(\widetilde{V}^{\text {new }}\) are different
        \(\bar{x}_{\widehat{S}} \leftarrow\left(u_{1}\right)_{\widehat{S}}+\left(F u_{2}\right)_{\widehat{S}}, \bar{s}_{\widehat{S}} \leftarrow\left(u_{3}\right)_{\widehat{S}}+\left(G u_{2}\right)_{\widehat{S}} \triangleright\) make sure \(x\) and \(\bar{x}\) are close, similarly
    for \(s\) and \(\bar{s}\)
    end procedure
    end datastructure
```


### 3.6.1 Proof of Theorem 3.6.1

We follow the proof-sketch as [CLS19]. The proof contains four parts : 1) Definition of $X$ and $Y, 2)$ We need to assume sorting, 3) We provide the definition of potential function, 4) We write the potential function.

```
Algorithm 3.3 Central Path Maintenance Data Structure - Full Update
    datastructure CentralPathMaintenance
                                    \(\triangleright\) Theorem 3.6.1
    private : procedure FULLUPDATE \(\left(\bar{W}^{\text {new }}\right) \quad \triangleright\) Lemma 3.6.5
        \(\bar{y}_{i} \leftarrow v_{i}^{-1 / 2} \bar{w}_{i}^{\text {new }} v_{i}^{-1 / 2}-1, \forall i \in[m]\)
        \(r \leftarrow\) the number of indices \(i\) such that \(\left\|\bar{y}_{i}\right\|_{F} \geq \epsilon_{m p}\)
        Let \(\bar{\pi}:[m] \rightarrow[m]\) be a sorting permutation such that \(\left\|\bar{y}_{\bar{\pi}(i)}\right\|_{F} \geq\left\|\bar{y}_{\bar{\pi}(i+1)}\right\|_{F}\)
        while \(1.5 \cdot r<m\) and \(\left\|\bar{y}_{\bar{\pi}(1.5 r)}\right\|_{F} \geq(1-1 / \log m)\left\|\bar{y}_{\bar{\pi}(r)}\right\|_{F}\)
            \(r \leftarrow \min (\lceil 1.5 \cdot r\rceil, m)\)
        end while
            \(v_{\bar{\pi}(i)}^{\text {new }} \leftarrow \begin{cases}\bar{w}_{\bar{\pi}(i)}^{\text {new }} & i \in\{1,2, \cdots, r\} \\ v_{\bar{\pi}(i)} & i \in\{r+1, \cdots, m\}\end{cases}\)
                \(\triangleright\) Compute \(M^{\text {new }}=A^{\top}\left(A V^{\text {new }} A^{\top}\right)^{-1} A\) via Matrix Woodbury
            \(\Delta \leftarrow V^{\text {new }}-V \quad \triangleright \Delta \in \mathbb{R}^{n \times n}\) and \(\|\Delta\|_{0}=r\)
            \(\Gamma \leftarrow \sqrt{V^{\text {new }}}-\sqrt{V}\)
            Let \(S \leftarrow \bar{\pi}([r])\) be the first \(r\) indices in the permutation
            Let \(M_{*, S} \in \mathbb{R}^{n \times O(r)}\) be the \(r\) column-blocks from \(S\) of \(M\)
            Let \(M_{S, S}, \Delta_{S, S} \in \mathbb{R}^{O(r) \times O(r)}\) be the \(r\) row-blocks and column-blocks from \(S\) of \(M, \Delta\)
            \(M^{\text {new }} \leftarrow M-M_{*, S} \cdot\left(\Delta_{S, S}^{-1}+M_{S, S}\right)^{-1} \cdot\left(M_{*, S}\right)^{\top} \quad \triangleright\) Update \(M\)
            \(Q^{\text {new }} \leftarrow Q+R \cdot\left(\Gamma \cdot M^{\text {new }}\right)+R \cdot \sqrt{V} \cdot\left(M^{\text {new }}-M\right) \quad \triangleright\) Update \(Q\)
            \(\bar{W} \leftarrow \bar{W}^{\text {new }}, V \leftarrow V^{\text {new }}, M \leftarrow M^{\text {new }}, Q \leftarrow Q^{\text {new }} \quad \triangleright\) Update in memory
            \(\widetilde{v}_{i} \leftarrow \begin{cases}v_{i} & \text { if }\left(1-\epsilon_{m p}\right) v_{i} \preceq \bar{w}_{i} \preceq\left(1+\epsilon_{m p}\right) v_{i} \\ w_{i} & \text { otherwise }\end{cases}\)
            \(F^{\text {new }} \leftarrow \sqrt{\widetilde{V}} M, G^{\text {new }} \leftarrow \frac{1}{\sqrt{\widetilde{V}}} M\)
            \(u_{1} \leftarrow u_{1}+\left(F-F^{\text {new }}\right) u_{2}, u_{3} \leftarrow u_{3}+\left(G-G^{\text {new }}\right) u_{4}\)
            \(F \leftarrow F^{\text {new }}, G \leftarrow G^{\text {new }}\)
            Let \(\widehat{S}\) denote the blocks where \(\widetilde{V}\) and \(\widetilde{V}^{\text {new }}\) are different
            \(\bar{x}_{\widehat{S}} \leftarrow\left(u_{1}\right)_{\widehat{S}}+\left(F u_{2}\right)_{\widehat{S}}, \bar{s}_{\widehat{S}} \leftarrow\left(u_{3}\right)_{\widehat{S}}+\left(G u_{2}\right)_{\widehat{S}} \triangleright\) make sure \(x\) and \(\bar{x}\) are close, similarly
    for \(s\) and \(\bar{s}\)
            \(t^{\text {pre }} \leftarrow t\)
    end procedure
28:
    end datastructure
```

```
Algorithm 3.4 Central Path Maintenance Data Structure - Multiply and Move
    datastructure CentralPathMaintenance
                                    \(\triangleright\) Theorem 3.6.1
    public : procedure MultiplyAndMove \((h, t)\)
                            \(\triangleright\) Lemma 3.6.9
        \(\operatorname{Multiply}(h, t)\)
        Move()
    end procedure
    private : procedure Multiply \((h, t) \quad \triangleright\) Lemma 3.6.8
        Let \(\widetilde{S}\) be the indices \(i\) such that \(\left(1-\epsilon_{m p}\right) v_{i} \preceq \bar{w}_{i} \preceq\left(1+\epsilon_{m p}\right) v_{i}\) is false.
        \(\widetilde{\Delta} \leftarrow \widetilde{V}-V\)
        \(\widetilde{\Gamma} \leftarrow \sqrt{\widetilde{V}}-\sqrt{V}\)
        \(\delta_{m} \leftarrow\left(\left(\widetilde{\Delta}_{\tilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} \cdot\left(\left(M_{\widetilde{S}, *}\right)^{\top} \sqrt{\widetilde{V}} h\right)\right) \quad \triangleright|\widetilde{S}| \leq n^{a}\)
        \(\triangleright\) Compute \(\widetilde{\delta}_{x}=\widetilde{V}^{1 / 2}\left(I-R^{\top} R \widetilde{P}\right) \widetilde{V}^{1 / 2} h\)
        \(\widetilde{\delta}_{x} \leftarrow \widetilde{V} h-\left(\left(R_{l}^{\top} \cdot\left(\left(Q_{l}+R_{l} \cdot \widetilde{\Gamma} \cdot M\right) \cdot \sqrt{\widetilde{V}} \cdot h\right)\right)-\left(R_{l}^{\top} \cdot\left(\left(Q_{l, \tilde{S}}+R_{l} \cdot \widetilde{\Gamma} \cdot M_{\widetilde{S}, *}\right) \cdot \delta_{m}\right)\right)\right)\)
                                    \(\triangleright\) Compute \(\widetilde{\delta}_{s}=t \widetilde{V}^{-1 / 2} R^{\top} R \widetilde{P} \widetilde{V}^{1 / 2} h\)
        \(\widetilde{\delta}_{s} \leftarrow t \cdot \widetilde{V}^{-1} \cdot\left(\left(R_{l}^{\top} \cdot\left(\left(Q+R_{l} \cdot \widetilde{\Gamma} \cdot M\right) \cdot \sqrt{\widetilde{V}} \cdot h\right)\right)-\left(R_{l}^{\top} \cdot\left(\left(Q_{l, \tilde{S}}+R_{l} \cdot \widetilde{\Gamma} \cdot M_{\widetilde{S}, *}\right) \cdot \delta_{m}\right)\right)\right)\)
        \(l \leftarrow l+1 \quad \triangleright\) Increasing the randomness counter, and using the new randomness next time
                                    \(\triangleright\) Implicitly maintain \(x=x+\widetilde{V}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h\)
        \(u_{1} \leftarrow u_{1}+\widetilde{V} h\)
        \(u_{2} \leftarrow u_{2}-\sqrt{\widetilde{V}} h+\mathbf{1}_{\widetilde{S}} \delta_{m}\)
                                    \(\triangleright\) Implicitly maintain \(s=s+t \widetilde{V}^{-1 / 2} \widetilde{P} \widetilde{V}^{1 / 2} h\)
        \(u_{3} \leftarrow u_{3}+0\)
        \(u_{4} \leftarrow u_{4}-t \sqrt{\widetilde{V}} h+t \mathbf{1}_{\widetilde{S}} \delta_{m}\)
    end procedure
    private : procedure \(\operatorname{Move}() \quad \triangleright\) Lemma 3.6.7
        if \(l>\sqrt{n}\) or \(t \geq t^{\text {pre }} / 2 \quad \triangleright\) Variance is large enough
            \(x \leftarrow u_{1}+F u_{2}, s \leftarrow u_{3}+F u_{4}\)
            \(\operatorname{Initialize}\left(A, x, s, \bar{W}, \epsilon_{m p}, a, b\right) \quad \triangleright\) Algorithm 3.1
        else
            \(\bar{x} \leftarrow \bar{x}+\widetilde{\delta}_{x}, \bar{s} \leftarrow \bar{s}+\widetilde{\delta}_{s} \quad \triangleright\) Update \(\bar{x}, \bar{s}\)
        end if
    return \((\bar{x}, \bar{s})\)
    end procedure
    end datastructure
```

Definition of matrices $X$ and $Y$. Let us consider the $k$-th round of the algorithm. For all $i \in[m]$, matrix $\bar{y}_{i}^{(k)} \in \mathbb{R}^{n_{i} \times n_{i}}$ is constructed based on procedure UpDATE (Algorithm 3.2)

$$
\bar{y}_{i}^{(k)}=\frac{\bar{w}_{i}^{(k+1)}}{v_{i}^{(k)}}-I .
$$

and $\bar{\pi}$ is a permutation such that $\left\|\bar{y}_{\bar{\pi}(i)}^{(k)}\right\|_{F} \geq\left\|\bar{y}_{\bar{\pi}(i+1)}^{(k)}\right\|_{F}$.
For the purpose of analysis : for all $i \in[m]$, we define $x_{i}^{(k)}, x_{i}^{(k)}$ and $y_{i}^{(k)} \in \mathbb{R}^{n_{i} \times n_{i}}$ as follows:

$$
x_{i}^{(k)}=\frac{w_{i}^{(k)}}{v_{i}^{(k)}}-I, \quad y_{i}^{(k)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-I, \quad x_{i}^{(k+1)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k+1)}}-I,
$$

where $\frac{w_{i}^{(k)}}{v_{i}^{(k)}}$ denotes $\left(v_{i}^{(k)}\right)^{-1 / 2} w_{i}^{(k)}\left(v_{i}^{(k)}\right)^{-1 / 2}$.
It is not hard to observe the difference between $x_{i}^{(k)}$ and $y_{i}^{(k)}$ is that $w$ is changing. We call it " $w$ move". Similarly, the difference between $y_{i}^{(k)}$ and $x_{i}^{(k+1)}$ is that $v$ is changing. We call it " $v$ move".

For each $i$, we define $\beta_{i}$ as follows

$$
\beta_{i}=\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F},
$$

then one of assumption becomes

$$
\sum_{i=1}^{m} \beta_{i}^{2} \leq C_{1}^{2}
$$

Assume sorting for diagonal blocks. Without loss of generality, we can assume the diagonal blocks of matrix $x^{(k)} \in \oplus_{i=1}^{m} \mathbb{R}^{n_{i} \times n_{i}}$ are sorted such that $\left\|x_{i}^{(k)}\right\|_{F} \geq\left\|x_{i+1}^{(k)}\right\|_{F}$. In [CLS19], $x_{i}^{(k)}$ is a scalar. They sorted the sequence based on absolute value. In our situation, $x_{i}^{(k)}$ is a matrix. We sort the sequence based on Frobenius norm. Let $\tau$ permutation such that $\left\|x_{\tau(i)}^{(k+1)}\right\|_{F} \geq\left\|x_{\tau(i+1)}^{(k+1)}\right\|_{F}$. Let $\pi$ denote the permutation such that $\left\|y_{\pi(i)}^{(k)}\right\|_{F} \geq\left\|y_{\pi(i+1)}^{(k)}\right\|_{F}$.

Definition of Potential function. We define three functions $g, \psi$ and $\Phi_{k}$ here. The definition of $\psi$ is different from [CLS19], since we need to handle matrix. The definitions of $g$ and $\Phi_{k}$ are the same as [CLS19].

For the completeness, we still provide a definition of $g$. Let $g$ be defined as

$$
g_{i}= \begin{cases}n^{-a}, & \text { if } i<n^{a} \\ i^{\frac{\omega-2}{1-a}} n^{-\frac{a(\omega-2)}{1-a}}, & \text { otherwise }\end{cases}
$$

In [CLS19], the input of function $\psi: \mathbb{R} \rightarrow \mathbb{R}$ has to be a number. We allow matrix here. Let $\psi$ : square matrix $\rightarrow \mathbb{R}$ be defined by

$$
\psi(x)= \begin{cases}\frac{\|x\|_{F}^{2}}{2 \epsilon_{m p}}, & \|x\|_{F} \in\left[0, \epsilon_{m p}\right]  \tag{3.26}\\ \epsilon_{m p}-\frac{\left(4 \epsilon_{m p}^{2}-\|x\|_{F}^{2}\right)^{2}}{18 \epsilon_{m p}^{3}}, & \|x\|_{F} \in\left(\epsilon_{m p}, 2 \epsilon_{m p}\right] \\ \epsilon_{m p}, & \|x\|_{F} \in\left(2 \epsilon_{m p},+\infty\right)\end{cases}
$$

where $\|x\|_{F}$ denotes the Frobenius norm of square matrix $x$, and let $L_{1}=\max _{x} D_{x} \psi[h] /\|H\|_{F}$, $L_{2}=\max _{x} D_{x}^{2} \psi[h, h] /\|H\|_{F}^{2}$ where $h$ is the vectorization of matrix $H$.

For the completeness, we define the potential at the $k$-th round by

$$
\Phi_{k}=\sum_{i=1}^{m} g_{i} \cdot \psi\left(x_{\tau_{k}(i)}^{(k)}\right)
$$

where $\tau_{k}(i)$ is the permutation such that $\left\|x_{\tau_{k}(i)}^{(k)}\right\|_{F} \geq\left\|x_{\tau_{k}(i+1)}^{(k)}\right\|_{F}$. (Note that in [CLS19] $\|\cdot\|_{F}$ should be $|\cdot|$.)

Rewriting the potential, and bounding it. Following the ideas in [CLS19], we can rewrite $\Phi_{k+1}-\Phi_{k}$ into two terms: the first term is $w$ move, and the second term is $v$ move.

For the completeness, we still provide a proof.

$$
\begin{aligned}
\Phi_{k+1}-\Phi_{k} & =\sum_{i=1}^{m} g_{i} \cdot\left(\psi\left(x_{\tau(i)}^{(k+1)}\right)-\psi\left(x_{i}^{(k)}\right)\right) \\
& =\sum_{i=1}^{m} g_{i} \cdot \underbrace{\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right)}_{W \text { move }}-\sum_{i=1}^{m} g_{i} \cdot \underbrace{\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right)}_{V \text { move }}
\end{aligned}
$$

Using Lemma 3.6.10, we can bound the first term. Using Lemma 3.6.12, we can bound the second term.

### 3.6.2 Initialization time, update time, query time, move time, multiply time

Remark 3.6.2. In terms of implementing this data-structure, we only need three operations Initialize, Update, and Query. However, in order to make the proof more understoodable, we split Update into many operations: FullUpdate, PartialUpdate, Multiply and Move. We give a list of operations in Table 3.2.

Lemma 3.6.2 (Initialization). The initialization time of data-structure CENTRALPATHMaintenance (Algorithm 3.1) is $O\left(n^{\omega+o(1)}\right)$.

Proof. The running time is mainly dominated by two parts, the first part is computing $A^{\top}\left(A V A^{\top}\right)^{-1} A$, this takes $O\left(n^{2} d^{\omega-2}\right)$ time.

The second part is computing $R \sqrt{\widetilde{V}} M$. This takes $O\left(n^{\omega+o(1)}\right)$ time.

Lemma 3.6.3 (Update time). The update time of data-structure CentralPathMainteNANCE (Algorithm 3.2) is $O\left(r g_{r} n^{2+o(1)}\right)$ where $r$ is the number of indices we updated in $V$.

Proof. It is trivially follows from combining Lemma 3.6.4 and Lemma 3.6.5.

Lemma 3.6.4 (Partial Update time). The partial update time of data-structure CentralPathMaintenance (Algorithm 3.2) is $O\left(n^{1+a}\right)$.

Proof. We first analyze the running time of $F$ update, the update equation of $F$ in algorithm
is

$$
\begin{aligned}
F^{\text {new }} & \leftarrow F+\left(\left(\tilde{V}^{\text {new }}\right)^{1 / 2}-(\tilde{V})^{1 / 2}\right) M \\
F & \leftarrow F^{\text {new }}
\end{aligned}
$$

which can be implemented as

$$
F \leftarrow F+\left(\left(\widetilde{V}^{\text {new }}\right)^{1 / 2}-(\tilde{V})^{1 / 2}\right) M
$$

where we only need to change $n^{a}$ row-blocks of $F$. It takes $O\left(n^{1+a}\right)$ time.
Similarly, for the update time of $G$.
Next we analyze the update time of $u_{1}$, the update equation of $u_{1}$ is

$$
u_{1} \leftarrow u_{1}+\left(F-F^{\text {new }}\right) u_{2}
$$

Note that the difference between $F$ and $F^{\text {new }}$ is only $n^{a}$ row-blocks, thus it takes $n^{1+a}$ time to update.

Finally we analyze the update time of $\bar{x}$. Let $\widehat{S}$ denote the blocks where $\widetilde{V}$ and $\widetilde{V}^{\text {new }}$ are different.

$$
\bar{x}_{\widehat{S}} \leftarrow\left(u_{1}\right)_{\widehat{S}}+\left(F u_{2}\right)_{\widehat{S}}
$$

This also can be done in $n^{1+a}$ time, since $\widehat{S}$ indicates only $n^{a}$ blocks.
Therefore, the overall running time is $O\left(n^{1+a}\right)$.

Lemma 3.6.5 (Full Update time). The full update time of data-structure CENTRALPATHMAINTENANCE (Algorithm 3.3) is $O\left(r g_{r} n^{2+o(1)}\right)$ where $r$ is the number of indices we updated in $V$.

Proof. The update equation we use for $Q$ is

$$
Q^{\text {new }} \leftarrow Q+R \cdot\left(\Gamma \cdot M^{\text {new }}\right)+R \cdot \sqrt{V} \cdot\left(M^{\text {new }}-M\right)
$$

It can be re-written as

$$
Q^{\text {new }} \leftarrow Q+R \cdot\left(\Gamma \cdot M^{\text {new }}\right)+R \cdot \sqrt{V} \cdot\left(-M_{*, S} \cdot\left(\Delta_{S, S}^{-1}+M_{S, S}\right)^{-1} \cdot\left(M_{*, S}\right)^{\top}\right)
$$

The running time of computing second term is multiplying a $n \times r$ matrix with another $r \times n$ matrix. The running time of computing third term is also dominated by multiplying a $n \times r$ matrix with another $r \times n$ matrix.

Thus running time of processing $Q$ update is the same as the processing $M$ update.
For the running time of other parts, it is dominated by the time of updating $M$ and $Q$.

Therefore, the rest of the proof is almost the same as Lemma 5.4 in [CLS19], we omitted here.

Lemma 3.6.6 (Query time). The query time of data-structure CentralPathMaintenance (Algorithm 3.1) is $O(n)$ time.

Proof. This takes only $O(n)$ time, since we stored $\bar{x}$ and $\bar{s}$.

Lemma 3.6.7 (Move time). The move time of data-structure CentralPathMainteNANCE (Algorithm 3.4) is $O\left(n^{\omega+o(1)}\right)$ time in the worst case, and is $O\left(n^{\omega-1 / 2+o(1)}\right)$ amortized cost per iteration.

Proof. In one case, it takes only $O(n)$ time. For the other case, the running time is dominated by Initialize, which takes $n^{\omega+o(1)}$ by Lemma 3.6.5.

Lemma 3.6.8 (Multiply time). The multiply time of data-structure CentralPathMainTENANCE (Algorithm 3.4) is $O\left(n b+n^{1+a+o(1)}\right)$ for dense vector $\|h\|_{0}=n$, and is $O(n b+$ $\left.n^{a \omega+o(1)}+n^{a}\|h\|_{0}\right)$ for sparse vector $h$.

Proof. We first analyze the running time of computing vector $\delta_{m}$, the equation is

$$
\delta_{m} \leftarrow\left(\left(\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}\right)^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} \cdot\left(M_{\widetilde{S}, *}\right)^{\top} \sqrt{\widetilde{V}} h\right)
$$

where $\widetilde{\Delta}=\widetilde{V}-V$. Let $\widetilde{r}=\sum_{i \in \widetilde{S}} n_{i}=O(r)$ where $r$ is the number of blocks are different in $\widetilde{V}$ and $V$.

It contains several parts:

1. Computing $\widetilde{M}_{\widetilde{S}}^{\top} \cdot(\sqrt{\widetilde{V}} h) \in \mathbb{R}^{\widetilde{r}}$ takes $O(\widetilde{r})\|h\|_{0}$.
2. Computing $\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} \in \mathbb{R}^{O(\widetilde{r}) \times O(\widetilde{r})}$ that is the inverse of a $O(\widetilde{r}) \times O(\widetilde{r})$ matrix takes $O\left(\widetilde{r}^{\omega+o(1)}\right)$ time.
3. Computing matrix-vector multiplication between $O(\widetilde{r}) \times O(\widetilde{r})$ matrix $\left(\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}+\right.\right.$ $\left.\left.M_{\widetilde{S}, \widetilde{S}}\right)^{-1}\right)$ and $O(\widetilde{r}) \times 1$ vector $\left(\left(\widetilde{M}_{\widetilde{S}, *}\right)^{\top} \sqrt{\widetilde{V}} h\right)$ takes $O\left(\widetilde{r}^{2}\right)$ time.

Thus, the running time of computing $\delta_{m}$ is

$$
O\left(\widetilde{r}\|h\|_{0}+\widetilde{r}^{\omega+o(1)}+\widetilde{r}^{2}\right)=O\left(\widetilde{r}\|h\|_{0}+\widetilde{r}^{\omega+o(1)}\right) .
$$

Next, we want to analyze the update equation of $\widetilde{\delta}_{x}$

$$
\widetilde{\delta}_{x} \leftarrow \widetilde{V} h-\left(\left(R_{l}^{\top} \cdot\left(\left(Q_{l}+R_{l} \sqrt{\widetilde{\Delta}} M\right) \cdot \sqrt{\widetilde{V}} \cdot h\right)\right)-\left(R_{l}^{\top} \cdot\left(\left(Q_{l, \widetilde{S}}+R_{l} \widetilde{\Gamma} M_{\widetilde{S}}\right) \cdot \delta_{m}\right)\right)\right)
$$

where $\widetilde{\Gamma}=\sqrt{\widetilde{V}}-\sqrt{V}$ has $O(r)$ non-zero blocks.
It is clear that the running time is dominated by the second term in the equation. We only focus on that term.

1. Computing $R_{l}^{\top} Q_{l} \sqrt{\widetilde{V}} h$ takes $O(b n)$ time, because $Q_{l}, R_{l} \in \mathbb{R}^{b \times n}$.
2. Computing $R_{l}^{\top} R_{l} \sqrt{\widetilde{\Delta}} M \sqrt{\widetilde{V}} h$ takes $O\left(b n+b \widetilde{r}+\widetilde{r}\|h\|_{0}\right)$ time. The reason is, computing $\sqrt{\widetilde{\Delta}} M \sqrt{\widetilde{V}} h$ takes $\widetilde{r}\|h\|_{0}$ time, computing $R_{l} \cdot(\sqrt{\widetilde{\Delta}} M \sqrt{\widetilde{V}} h)$ takes $b \widetilde{r}$, then finally computing $R_{l}^{\top} \cdot\left(R_{l} \sqrt{\widetilde{\Delta}} M \sqrt{\widetilde{V}} h\right)$ takes $n b$.

Last, the update equation of $u_{1}, u_{2}, u_{3}, u_{4}$ only takes the $O(n)$ time.
Finally, we note that $r \leq O\left(n^{a}\right)$ due to the guarantee of FullUpdate and ParTIALUPDATE.

Thus, overall the running time of the Multiply is

$$
\begin{aligned}
O\left(\widetilde{r}\|h\|_{0}+\widetilde{r}^{\omega+o(1)}+\widetilde{r}^{2}+b \widetilde{r}+n b\right) & =O\left(\widetilde{r}\|h\|_{0}+\widetilde{r}^{\omega+o(1)}+n b\right) \\
& =O\left(r\|h\|_{0}+r^{\omega+o(1)}+n b\right) \\
& =O\left(n^{a}\|h\|_{0}+n^{a \omega+o(1)}+n b\right)
\end{aligned}
$$

where the first step follows from $b \widetilde{r} \leq n b$ and $\widetilde{r}^{2} \leq \widetilde{r}^{\omega+o(1)}$, and the second step follows from $\widetilde{r}=O(r)$, and the last step follows from $r=O\left(n^{a}\right)$.

If $h$ is the dense vector, then the overall time is

$$
O\left(n b+n^{1+a}+n^{a \omega+o(1)}\right) .
$$

Based on Lemma 5.5 in [CLS19], we know that $a \omega \leq 1+a$. Thus, it becomes $O\left(n b+n^{1+a+o(1)}\right)$ time.

If $h$ is a sparse vector, then the overall time is

$$
O\left(n b+n^{a}\|h\|_{0}+n^{a \omega+o(1)}\right) .
$$

Lemma 3.6.9 (MultiplyMove). The running time of MultiplyMove (Algorithm 3.6.9) is the Multiply time plus Move time.

### 3.6.3 Bounding $W$ move

The goal of this section is to analyze the movement of $W$. [CLS19] provided a scalar version of $W$ move, here we provide a matrix version.

Lemma 3.6.10 ( $W$ move, matrix version of Lemma 5.7 in [CLS19]).

$$
\sum_{i=1}^{m} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right]=O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

Proof. In scalar version, [CLS19] used absolute $(|\cdot|)$ to measure each $x_{i}^{(k)}$. In matrix version, we use Frobenius norm $\left(\left\|\|_{F}\right)\right.$ to measure each $x_{i}^{(k)}$. Let $I \subseteq[m]$ be the set of indices such that $\left\|x_{i}^{(k)}\right\|_{F} \leq 1$. We separate the term into two :
$\sum_{i=1}^{m} g_{i} \cdot \mathbb{E}\left[\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\pi(i)}^{(k)}\right)\right]=\sum_{i \in I} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]+\sum_{i \in I^{c}} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]$.
Case 1. Let us consider the terms from $I$.
Let $\operatorname{vec}\left(y_{i}^{(k)}\right)$ denote the vectorization of matrix $y_{i}^{(k)}$. Similarly, $\operatorname{vec}\left(x_{i}^{(k)}\right)$ denotes the vectorization of $x_{i}^{(k)}$. Mean value theorem shows that

$$
\begin{aligned}
\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)= & \left\langle\psi^{\prime}\left(x_{i}^{(k)}\right), y_{i}^{(k)}-x_{i}^{(k)}\right\rangle+\frac{1}{2} \operatorname{vec}\left(y_{i}^{(k)}-x_{i}^{(k)}\right)^{\top} \psi^{\prime \prime}(\zeta) \operatorname{vec}\left(y_{i}^{(k)}-x_{i}^{(k)}\right) \\
\leq & \left\langle\psi^{\prime}\left(x_{i}^{(k)}\right), y_{i}^{(k)}-x_{i}^{(k)}\right\rangle+\frac{L_{2}}{2}\left\|y_{i}^{(k)}-x_{i}^{(k)}\right\|_{F}^{2} \\
= & \left\langle\psi^{\prime}\left(x_{i}^{(k)}\right),\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\rangle \\
& +\frac{L_{2}}{2}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}
\end{aligned}
$$

where the second step follows from definition of $L_{2}$ (see Part 4 of Lemma 3.6.14).

Taking conditional expectation given $w^{(k)}$ on both sides

$$
\begin{align*}
\mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right] \leq & \left\langle\psi^{\prime}\left(x_{i}^{(k)}\right),\left(v_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\rangle \\
& +\frac{L_{2}}{2} \mathbb{E}\left[\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}\right] \\
\leq & L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& +\frac{L_{2}}{2} \mathbb{E}\left[\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}\right] \\
\leq & L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2} \cdot\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& +\frac{L_{2}}{2}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{4} \cdot \mathbb{E}\left[\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}\right] \\
= & L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2} \cdot \beta_{i}+\frac{L_{2}}{2}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{4} \cdot \gamma_{i} \tag{3.27}
\end{align*}
$$

where the second step follows from definition of $L_{2}$ (see Part 4 of Lemma 3.6.14), the third step follows from $\|A B\|_{F} \leq\|A\|_{F} \cdot\|B\|$, and the last step follows from defining $\beta_{i}$ and $\gamma_{i}$ as follows:

$$
\begin{aligned}
& \beta_{i}=\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(\mathbb{E}\left[w_{i}^{(k+1)}\right]-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& \gamma_{i}=\mathbb{E}\left[\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}^{2}\right] .
\end{aligned}
$$

To upper bound $\sum_{i \in I} g_{\pi^{-1}(i)} \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]$, we need to bound the following two terms,

$$
\begin{equation*}
\sum_{i \in I} g_{\pi^{-1}(i)} L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2} \beta_{i}, \text { and } \sum_{i \in I} g_{\pi^{-1}(i)} \frac{L_{2}}{2}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{4} \gamma_{i} \tag{3.28}
\end{equation*}
$$

For the first term (which is related to $\beta$ ) in Eq. (3.28), we have

$$
\begin{align*}
\sum_{i \in I} g_{\pi^{-1}(i)} L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2} \beta_{i} & \leq\left(\sum_{i \in I}\left(g_{\pi^{-1}(i)} L_{1}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2}\right)^{2} \sum_{i \in I} \beta_{i}^{2}\right)^{1 / 2} \\
& \leq O\left(L_{1}\right)\left(\sum_{i=1}^{n} g_{i}^{2} \cdot C_{1}^{2}\right)^{1 / 2} \\
& =O\left(C_{1} L_{1}\|g\|_{2}\right) \tag{3.29}
\end{align*}
$$

where the first step follows from Cauchy-Schwarz inequality, the second step follows from $n_{i}=O(1)$ and $\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{2}=O(1)$.

For the second term (which is related to $\gamma$ ) in Eq. (3.28), we have

$$
\begin{equation*}
\sum_{i \in I} g_{\pi^{-1}(i)} \frac{L_{2}}{2}\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\|^{4} n_{i} \gamma_{i} \leq O\left(L_{2}\right) \cdot \sum_{i=1}^{m} g_{i} \cdot \gamma_{i}=O\left(C_{2} L_{2}\|g\|_{2}\right) \tag{3.30}
\end{equation*}
$$

Putting Eq. (3.27), Eq. (3.29) and Eq. (3.30) together, and using several facts $L_{1}=$ $O(1), L_{2}=O\left(1 / \epsilon_{m p}\right)\left(\right.$ from part 4 of Lemma 3.6.14) and $\|g\|_{2} \leq \sqrt{\log n} \cdot O\left(n^{-a / 2}+n^{\omega-5 / 2}\right)$ (from Lemma 3.6.11) gives us

$$
\sum_{i \in I} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{k)}\right)-\psi\left(x_{i}^{(k)}\right)\right] \leq O\left(C_{1}+C_{2} / \epsilon_{m p}\right) \cdot \sqrt{\log n} \cdot\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

(Note that, the above Equation is the same as [CLS19].)
Case 2. Let us consider the terms from $I^{c}$.
For each $i \in I^{c}$, we know $\left\|x_{i}^{(k)}\right\|_{F} \geq 1$. We observe that $\psi(x)$ is constant for $\|x\|_{F}^{2} \geq$ $\left(2 \epsilon_{m p}\right)^{2}$, where $\epsilon_{m p} \leq 1 / 4$. If $\left\|y_{i}^{(k)}\right\|_{F} \geq 1 / 2$, then $\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)=0$. Therefore, we only need to focus on the $i \in I^{c}$ such that $\left\|y_{i}^{(k)}\right\|_{F}<1 / 2$.

For each $i \in I^{c}$ with $\left\|y_{i}^{(k)}\right\|_{F}<1 / 2$, we have

$$
\begin{align*}
\frac{1}{2} & <\left\|y_{i}^{(k)}-x_{i}^{(k)}\right\|_{F} \\
& =\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& =\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2} \cdot\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2} \cdot\left(w_{i}^{(k)}\right)^{1 / 2}\left(v_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& \leq\left\|\left(v_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k)}\right)^{1 / 2}\right\| \cdot\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \cdot\left\|\left(w_{i}^{(k)}\right)^{1 / 2}\left(v_{i}^{(k)}\right)^{-1 / 2}\right\| \\
& =\left\|\left(v_{i}^{(k)}\right)^{-1 / 2} w_{i}^{(k)}\left(v_{i}^{(k)}\right)^{-1 / 2}\right\| \cdot\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \\
& \leq \frac{3}{2}\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F} \tag{3.31}
\end{align*}
$$

where the last step follows from $\left\|y_{i}^{(k)}\right\|_{F}=\left\|\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-I\right\|_{F} \leq 1 / 2$.
It is obvious that Eq. (3.31) implies

$$
\left\|\left(w_{i}^{(k)}\right)^{-1 / 2}\left(w_{i}^{(k+1)}-w_{i}^{(k)}\right)\left(w_{i}^{(k)}\right)^{-1 / 2}\right\|_{F}>1 / 3>1 / 4
$$

But this is impossible, since we assume it is $\leq 1 / 4$.
Thus, we have

$$
\sum_{i \in I^{c}} g_{\pi^{-1}(i)} \cdot \mathbb{E}\left[\psi\left(y_{i}^{(k)}\right)-\psi\left(x_{i}^{(k)}\right)\right]=0
$$

We state a Lemma that was proved in previous work [CLS19].

Lemma 3.6.11 (Lemma 5.8 in [CLS19]).

$$
\left(\sum_{i=1}^{n} g_{i}^{2}\right)^{1 / 2} \leq \sqrt{\log n} \cdot O\left(n^{-a / 2}+n^{\omega-5 / 2}\right)
$$

### 3.6.4 Bounding $V$ move

In previous work, [CLS19] only handled the movement of $V$ in scalar version. Here, the goal of is to understand the movement of $V$ in matrix version. We start to give some definitions about block diagonal matrices.

Definition 3.6.1. We define block diagonal matrices $X^{(k)}, Y^{(k)}, X^{(k+1)}$ and $\bar{Y}^{(k)} \otimes_{i \in[m]} \mathbb{R}^{n_{i} \times n_{i}}$ as follows

$$
x_{i}^{(k)}=\frac{w_{i}^{(k)}}{v_{i}^{(k)}}-I, \quad y_{i}^{(k)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-I, \quad x_{i}^{(k+1)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k+1)}}-I, \quad \bar{y}_{i}^{(k)}=\frac{\bar{w}_{i}^{(k+1)}}{v_{i}^{(k)}}-I
$$

Let $\epsilon_{w}$ denote the error between $W$ and $\bar{W}$

$$
\left\|W_{i}^{-1 / 2}\left(\bar{W}_{i}-W_{i}\right) W_{i}^{-1 / 2}\right\|_{F} \leq \epsilon_{w} .
$$

Lemma 3.6.12 ( $V$ move, matrix version of Lemma 5.9 in [CLS19]). We have,

$$
\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \geq \Omega\left(\epsilon_{m p} r_{k} g_{r_{k}} / \log n\right)
$$

Proof. To prove the Lemma, similarly as [CLS19], we will split the proof into two cases.
Before getting into the details of each case, let us first understand several simple facts which are useful in the later proof. Note that from the definition of the algorithm, we only change the block if $\left\|\bar{y}_{i}^{(k)}\right\|_{F}$ is larger than the error between $w_{i}$ and $\bar{w}_{i}$. Hence, all the changes only decreases the norm, namely $\psi\left(y_{i}^{(k)}\right) \geq \psi\left(x_{i}^{(k+1)}\right)$ for all $i$. So is their sorted version $\psi\left(y_{\pi(i)}^{(k)}\right) \geq \psi\left(x_{\tau(i)}\right)^{(k+1)}$ for all $i$.

Case 1. The procedure exits the while loop when $1.5 r_{k} \geq n$.
Let $u^{*}$ denote the largest $u$ such that $\left\|\bar{y}_{\bar{\pi}(u)}^{(k)}\right\|_{F} \geq \epsilon_{m p}$.
If $u^{*}=r_{k}$, we have that

$$
\left\|\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right\|_{F} \geq \epsilon_{m p} \geq \epsilon_{m p} / 100
$$

If $u^{*} \neq r_{k}$, using the condition of the loop, we have that

$$
\begin{aligned}
\left\|\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right\|_{F} & \geq(1-1 / \log n)^{\log _{1.5} r_{k}-\log _{1.5} u^{*}} \cdot\left\|\bar{y}_{\bar{\pi}\left(u^{*}\right)}^{(k)}\right\|_{F} \\
& \geq(1-1 / \log n)^{\log _{1.5} n} \cdot \epsilon_{m p} \\
& \geq \epsilon_{m p} / 100 .
\end{aligned}
$$

where the last step follows from $n \geq 4$.
Recall the definition of $x_{\tau(i)}^{(k+1)}$. We can lower bound the LHS in the Lemma statement in the following sense,

$$
\begin{aligned}
\sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) & \geq \sum_{i=n / 3+1}^{2 n / 3} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \\
& \geq \sum_{i=n / 3+1}^{2 n / 3} g_{i} \cdot\left(\Omega\left(\epsilon_{m p}\right)-O\left(\epsilon_{w}\right)\right) \\
& \geq \sum_{i=n / 3+1}^{2 n / 3} g_{i} \cdot \Omega\left(\epsilon_{m p}\right) \\
& =\Omega\left(r_{k} g_{r_{k}} \epsilon_{m p}\right) .
\end{aligned}
$$

where the second step follows from $\left\|y_{\pi(i)}^{(k)}\right\|_{F} \geq\left\|y_{\pi\left(r_{k}\right)}^{(k)}\right\|_{F} \geq\left(1-O\left(\epsilon_{w}\right)\right)\left\|\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right\|_{F} \geq \epsilon_{m p} / 200$ for all $i<2 n / 3$.

Case 2. The procedure exits the while loop when $1.5 r_{k}<n$ and $\left\|\bar{y}_{\bar{\pi}\left(1.5 r_{k}\right)}^{(k)}\right\|_{F}<(1-$ $1 / \log n)\left\|\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right\|_{F}$.

Using the same argument as Case 1, we have

$$
\left\|\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right\|_{F} \geq \epsilon_{m p} / 100
$$

Using Part 3 of Lemma 3.6.14 and the following fact

$$
\left\|\bar{y}_{\bar{\pi}(1.5 r)}^{(k)}\right\|_{F}<\min \left(\epsilon_{m p},\left\|\bar{y}_{\bar{\pi}(r)}^{(k)}\right\|_{F} \cdot(1-1 / \log n)\right)
$$

we can show that

$$
\begin{equation*}
\psi\left(\bar{y}_{\bar{\pi}(1.5 r)}^{(k)}\right)-\psi\left(\bar{y}_{\bar{\pi}(r)}^{(k)}\right)=\Omega\left(\epsilon_{m p} / \log n\right) . \tag{3.32}
\end{equation*}
$$

Now the question is, how to relax $\psi\left(\bar{y}_{\bar{\pi}(1.5 r)}^{(k)}\right)$ to $\psi\left(y_{\pi(1.5 r)}^{(k)}\right)$ and how to relax $\psi\left(\bar{y}_{\bar{\pi}(r)}^{(k)}\right)$ to $\psi\left(y_{\pi(r)}^{(k)}\right)$

Note that $\left\|y_{i}^{(k)}\right\|_{F} \geq\left\|x_{i}^{(k+1)}\right\|_{F}$ for all $i$. Hence, we have $\psi\left(y_{\pi(i)}^{(k)}\right) \geq \psi\left(x_{\tau(i)}^{(k+1)}\right)$ for all $i$.
Recall the definition of $y, \bar{y}, \pi$ and $\bar{\pi}$,

$$
y_{i}^{(k)}=\frac{w_{i}^{(k+1)}}{v_{i}^{(k)}}-I, \quad \bar{y}_{i}^{(k)}=\frac{\bar{w}_{i}^{(k+1)}}{v_{i}^{(k)}}-I .
$$

and $\pi$ and $\bar{\pi}$ denote the permutations such that $\left\|y_{\pi(i)}^{(k)}\right\|_{F} \geq\left\|y_{\pi(i+1)}^{(k)}\right\|_{F}$ and $\left\|\bar{y}_{\bar{\pi}(i)}^{(k)}\right\|_{F} \geq$ $\left\|\bar{y}_{\bar{\pi}(i+1)}^{(k)}\right\|_{F}$.

Using Fact 3.6.13 and $\|\cdot\|_{2}=\Theta(1)\|\cdot\|_{F}$ when the matrix has constant dimension

$$
\left\|y_{\pi(i)}^{(k)}-\bar{y}_{\bar{\pi}(i)}^{(k)}\right\|_{F} \leq O\left(\epsilon_{w}\right)
$$

where $\epsilon_{w}$ is the error between $W$ and $\bar{W}$.

Next, $\forall i$, we have

$$
\begin{equation*}
\psi\left(y_{\pi(i)}^{(k)}\right)=\psi\left(\bar{y}_{\bar{\pi}(i)}^{(k)}\right) \pm O\left(\epsilon_{w} \epsilon_{m p}\right) \tag{3.33}
\end{equation*}
$$

Next, we note that all the blocks the algorithm updated must lies in the range $i=1, \cdots, \frac{3 r_{k}}{2}-$ 1. After the update, the error of $r_{k}$ of these block becomes so small that its rank will much higher than $r_{k}$. Hence, $r_{k} / 2$ of the unchanged blocks in the range $i=1, \cdots, \frac{3 r_{k}}{2}$ will move earlier in the rank. Therefore, the $r_{k} / 2$-th element in $x^{(k+1)}$ must be larger than the $\frac{3}{2} r_{k}$-th element in $y^{(k)}$. In short, we have $\psi\left(x_{\tau(i)}^{(k+1)}\right) \leq \psi\left(y_{\pi\left(1.5 r_{k}\right)}^{(k)}\right)$ for all $i \geq r_{k} / 2$.

Putting it all together, we have

$$
\begin{align*}
& \sum_{i=1}^{n} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(x_{\tau(i)}^{(k+1)}\right)\right) \\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(y_{\pi(i)}^{(k)}\right)-\psi\left(y_{\pi\left(1.5 r_{k}\right)}^{(k+1)}\right)\right) \\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(\bar{y}_{\bar{\pi}(i)}^{(k)}\right)-\psi\left(\bar{y}_{\bar{\pi}\left(1.5 r_{k}\right)}^{(k+1)}\right)-O\left(\epsilon_{w} \epsilon_{m p}\right)\right) \\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{i} \cdot\left(\psi\left(\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right)-\psi\left(\bar{y}_{\bar{\pi}\left(1.5 r_{k}\right)}^{(k+1)}\right)-O\left(\epsilon_{w} \epsilon_{m p}\right)\right)  \tag{3.33}\\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{r_{k}} \cdot\left(\Omega\left(\frac{\epsilon_{m p}}{\log n}\right)-O\left(\epsilon_{w} \epsilon_{m p}\right)\right) \\
& \geq \quad \text { by } \psi\left(x_{\tau(i)}^{(k+1)}\right) \leq \psi\left(y_{\pi\left(1.5 r_{k}\right)}^{(k)}\right), \forall i \geq r_{k} / 2  \tag{3.32}\\
& \geq \sum_{i=r_{k} / 2}^{r_{k}} g_{r_{k}} \cdot \Omega\left(\frac{\epsilon_{m p}}{\log n}\right) \geq \psi\left(\bar{y}_{\bar{\pi}\left(r_{k}\right)}^{(k)}\right), \forall i \in\left[r_{k} / 2, r_{k}\right] \\
&= \Omega\left(\epsilon_{m p} r_{k} g_{r_{k}} / \log n\right) . \quad \text { by }(3.33) \\
& \quad \text { by } \epsilon_{w}<O(1 / \log n)
\end{align*}
$$

Therefore, we complete the proof.

Fact 3.6.13. Given two length $n$ positive vectors $a, b$. Let $a$ be sorted such that $a_{i} \geq a_{i+1}$. Let $\pi$ denote the permutation such that $b_{\pi(i)} \geq b_{\pi(i+1)}$. If for all $i \in[n],\left|a_{i}-b_{i}\right| \leq \epsilon a_{i}$. Then for all $i \in[n],\left|a_{i}-b_{\pi(i)}\right| \leq \epsilon a_{i}$.

Proof. Case 1. $\pi(i)=i$. This is trivially true.
Case 2. $\pi(i)<i$. We have

$$
b_{\pi(i)} \geq b_{i} \geq(1-\epsilon) a_{i}
$$

Since $\pi(i)<i$, we know that there exists a $j>i$ such that $\pi(j)<\pi(i)$. Then we have

$$
b_{\pi(i)} \leq b_{\pi(j)} \leq(1+\epsilon) a_{j} \leq(1+\epsilon) a_{i}
$$

Combining the above two inequalities, we have $(1-\epsilon) a_{i} \leq b_{\pi(i)} \leq(1+\epsilon) a_{i}$.
Case 3. $\pi(i)>i$. We have

$$
b_{\pi(i)} \leq b_{i} \leq(1+\epsilon) a_{i}
$$

Since $\pi>i$, we know that there exists $j<i$ such that $\pi(j)>\pi(i)$. Then we have

$$
b_{\pi(i)} \geq b_{\pi(j)} \geq(1-\epsilon) a_{j} \geq(1-\epsilon) a_{i} .
$$

Combining the above two inequalities gives us $(1-\epsilon) a_{i} \leq b_{\pi(i)} \leq(1+\epsilon) a_{i}$.
Therefore, putting all the three cases together completes the proof.

### 3.6.5 Potential function $\psi$

[CLS19] used a scalar version potential function. Here, we generalize it to the matrix version.

Lemma 3.6.14 (Matrix version of Lemma 5.10 in [CLS19]). Let function $\psi:$ square matrix $\rightarrow$ $\mathbb{R}$ (defined as Eq. (3.26)) satisfies the following properties :

1. Symmetric $(\psi(x)=\psi(-x))$ and $\psi(0)=0$
2. If $\|x\|_{F} \geq\|y\|_{F}$, then $\psi(x) \geq \psi(y)$
3. $\left|f^{\prime}(x)\right|=\Omega\left(1 / \epsilon_{m p}\right), \forall x \in\left[\left(0.01 \epsilon_{m p}\right)^{2}, \epsilon_{m p}^{2}\right]$
4. $L_{1} \stackrel{\text { def }}{=} \max _{x} \frac{D_{x} \psi[H]}{\|H\|_{F}}=2$ and $L_{2} \stackrel{\text { def }}{=} \max _{x} \frac{D_{x}^{2} \psi[H, H]}{\|H\|_{F}^{2}}=10 / \epsilon_{m p}$
5. $\psi(x)$ is a constant for $\|x\|_{F} \geq 2 \epsilon_{m p}$

Proof. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be defined as

$$
f(x)= \begin{cases}\frac{x^{2}}{2 \epsilon_{m p}^{3}}, & x \in\left[0, \epsilon_{m p}^{2}\right] \\ \epsilon_{m p}-\frac{\left(4 \epsilon_{m p}^{2}-x\right)^{2}}{18 \epsilon_{m p}^{3}}, & x \in\left(\epsilon_{m p}^{2}, 4 \epsilon_{m p}^{2}\right] \\ \epsilon_{m p}, & x \in\left(4 \epsilon_{m p}^{2},+\infty\right)\end{cases}
$$

We can see that

$$
f(x)^{\prime}= \begin{cases}\frac{x}{\epsilon_{m p}^{3}}, & x \in\left[0, \epsilon_{m p}^{2}\right] ; \\
\frac{4 \epsilon_{m p}^{2}-x}{9 \epsilon_{m p}^{3}}, & x \in\left(\epsilon_{m p}^{2}, 4 \epsilon_{m p}^{2}\right] ; \quad \text { and } f(x)^{\prime \prime}=\left\{\begin{array}{ll}
\frac{1}{\epsilon_{m p}^{3}}, & x \in\left[0, \epsilon_{m p}^{2}\right] ; \\
0, & x \in\left(4 \epsilon_{m p}^{2},+\infty\right) .
\end{array} \quad x \in\left(\epsilon_{m p}^{2}, 4 \epsilon_{m p}^{2}\right] ;\right. \\
0, & |x| \in\left(4 \epsilon_{m p}^{2},+\infty\right)\end{cases}
$$

It implies that $\max _{x}\left|f(x)^{\prime}\right| \leq \frac{1}{\epsilon_{m p}}$ and $\max _{x}\left|f(x)^{\prime \prime}\right| \leq \frac{1}{\epsilon_{m p}^{3}}$. Let $\psi(x)=f\left(\|X\|_{F}^{2}\right)$.
Proof of Part 1,2 and 5. These proofs are pretty standard from definition of $\psi$.
Proof of Part 3. This is trivially following from definition of scalar function $f$.

Proof of Part 4. By chain rule, we have

$$
\begin{aligned}
D_{x} \psi[h] & =2 f^{\prime}\left(\|X\|_{F}^{2}\right) \cdot \operatorname{tr}[X H] \\
D_{x}^{2} \psi[h, h] & =2 f^{\prime \prime}\left(\|X\|_{F}^{2}\right) \cdot(\operatorname{tr}[X H])^{2}+2 f^{\prime}\left(\|x\|_{F}^{2}\right) \cdot \operatorname{tr}\left[H^{2}\right]
\end{aligned}
$$

where $x$ is the vectorization of matrix $X$ and $h$ is the vectorization of matrix $H$. We can upper bound

$$
\left|D_{x} \psi[h]\right| \leq 2\left|f^{\prime}\left(\|X\|_{F}^{2}\right)\right| \cdot|\operatorname{tr}[X H]| \leq 2\left|f^{\prime}\left(\|X\|_{F}^{2}\right)\right| \cdot\|X\|_{F} \cdot\|H\|_{F}
$$

Then, we have

$$
\left|f^{\prime}\left(\|X\|_{F}^{2}\right)\right| \cdot\|X\|_{F}= \begin{cases}\|X\|_{F}^{3} / \epsilon_{m p}^{3} \leq 1, & \|X\|_{F} \in\left[0, \epsilon_{m p}\right] \\ \left(4 \epsilon_{m p}^{2}-\|X\|_{F}^{2}\right)\|X\|_{F} / 9 \epsilon_{m p} \leq 2 / 3, & \|X\|_{F} \in\left(\epsilon_{m p}, 2 \epsilon_{m p}\right] \\ 0, & \|X\|_{F} \in\left(2 \epsilon_{m p},+\infty\right)\end{cases}
$$

It implies that $\left|D_{x} \psi[h]\right| \leq 2\|H\|_{F}, \forall x$.
By case analysis, we have

$$
\left|f^{\prime \prime}\left(\|X\|_{F}^{2}\right)\right| \cdot\|X\|_{F}^{2} \leq \begin{cases}\frac{1}{\epsilon_{m p}}\|X\|_{F}^{2} \leq 4 / \epsilon_{m p}, & \|X\|_{F}^{2} \in\left[0,4 \epsilon_{m p}^{2}\right] \\ 0, & \|X\|_{F}^{2} \in\left(4 \epsilon_{m p},+\infty\right)\end{cases}
$$

We can also upper bound

$$
\begin{aligned}
\left|D_{x}^{2} \psi[h, h]\right| & \leq 2\left|f^{\prime \prime}\left(\|X\|_{F}^{2}\right)\right| \cdot(\operatorname{tr}[X H])^{2}+2\left|f^{\prime}\left(\|X\|_{F}^{2}\right)\right| \cdot \operatorname{tr}\left[H^{2}\right] \\
& \leq 2\left|f^{\prime \prime}\left(\|X\|_{F}^{2}\right)\right| \cdot\left(\|X\|_{F}\|H\|_{F}\right)^{2}+2\left|f^{\prime}\left(\|X\|_{F}^{2}\right)\right| \cdot\|H\|_{F}^{2} \\
& \leq 2 \cdot \frac{4}{\epsilon_{m p}}\|H\|_{F}^{2}+2 \cdot \frac{1}{\epsilon_{m p}}\|H\|_{F}^{2} \\
& =\frac{10}{\epsilon_{m p}}\|H\|_{F}^{2} .
\end{aligned}
$$

### 3.6.6 $\quad x$ and $\bar{x}$ are close

Lemma 3.6.15 ( $x$ and $\bar{x}$ are close in term of $\tilde{V}^{-1}$ ). With probability $1-\delta$ over the randomness of sketching matrix $R \in \mathbb{R}^{b \times n}$, we have

$$
\left\|\bar{x}_{i}-x_{i}\right\|_{\tilde{V}_{i}^{-1}} \leq \epsilon_{x}
$$

$\epsilon_{x}=O\left(\alpha \log ^{2}(n / \delta) \cdot \frac{n^{1 / 4}}{\sqrt{b}}\right), b$ is the size of sketching matrix.
Proof. Recall the definition of $\widetilde{\delta}_{x}$ and $\delta_{x}$, we have

$$
\widetilde{\delta}_{x, i}-\delta_{x, i}=\widetilde{V}_{i}^{1 / 2}\left(I-R^{\top} R \widetilde{P}\right) \widetilde{V}^{1 / 2} h-\widetilde{V}_{i}^{1 / 2}(I-\widetilde{P}) \widetilde{V}^{1 / 2} h=\widetilde{V}_{i}^{1 / 2}\left(\widetilde{P}-R^{\top} R \widetilde{P}\right) \widetilde{V}^{1 / 2} h
$$

For iteration $t$, the definition should be

$$
\widetilde{\delta}_{x, i}^{(t)}-\delta_{x, i}^{(t)}=\left(\widetilde{V}_{i}^{(t)}\right)^{1 / 2}\left(\widetilde{P}^{(t)}-\left(R^{(t)}\right)^{\top} R^{(t)} \widetilde{P}^{(t)}\right)\left(\widetilde{V}^{(t)}\right)^{1 / 2} h
$$

For any $i$, let $k$ be the current iteration, $k_{i}$ be the last when we changed the $\widetilde{V}_{i}$. Then, we have that

$$
x_{i}^{(k)}-\bar{x}_{i}^{(k)}=\sum_{t=k_{i}}^{k} \widetilde{\delta}_{x, i}^{(t)}-\delta_{x, i}^{(t)}
$$

because we have $x_{i}^{\left(k_{i}\right)}=\bar{x}_{i}^{\left(k_{i}\right)}$ (guaranteed by our algorithm). Since $\widetilde{V}_{i}^{(t)}$ did not change during iteration $k_{i}$ to $k$ for the block $i$. (However, the whole other parts of matrix $\widetilde{V}$ could change). We consider

$$
\begin{aligned}
\left(x_{i}^{(k)}-\bar{x}_{i}^{(k)}\right)^{\top} \cdot\left(\widetilde{V}_{i}^{(k)}\right)^{-1} \cdot\left(x_{i}^{(k)}-\bar{x}_{i}^{(k)}\right) & =\left(\sum_{t=k_{i}}^{k} \widetilde{\delta}_{x, i}^{(t)}-\delta_{x, i}^{(t)}\right)^{\top} \cdot\left(\widetilde{V}_{i}^{(k)}\right)^{-1} \cdot\left(\sum_{t=k_{i}}^{k} \widetilde{\delta}_{x, i}^{(t)}-\delta_{x, i}^{(t)}\right) \\
& =\left\|\sum_{t=k_{i}}^{k}\left(\left(I-\left(R^{(t)}\right)^{\top} R^{(t)}\right) \widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}^{2}
\end{aligned}
$$

We consider block $i$ and a coordinate $j \in$ block $i$. We define random vector $X_{t} \in \mathbb{R}^{n_{i}}$ as follows:

$$
X_{t}=\left(\left(I-R^{(t) \top} R^{(t)}\right) \widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}
$$

Let $\left(X_{t}\right)_{j}$ denote the $j$-th coordinate of $X_{t}$, for each $j \in\left[n_{i}\right]$.
By Lemma 3.9.1 in Section 3.9, we have for each $t$,

$$
\mathbb{E}\left[X_{t}\right]=0, \quad \text { and } \quad \mathbb{E}\left[\left(X_{t}\right)_{j}^{2}\right]=\frac{1}{b}\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}^{2}
$$

and with probability $1-\delta$,

$$
\left|\left(X_{t}\right)_{j}\right| \leq\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2} \frac{\log (n / \delta)}{\sqrt{b}}:=M
$$

Now, we apply Bernstein inequality (Lemma A.1.2),

$$
\operatorname{Pr}\left[\sum_{t}\left(X_{t}\right)_{j}>\tau\right] \leq \exp \left(-\frac{\tau^{2} / 2}{\sum_{t} \mathbb{E}\left[\left(X_{t}\right)_{j}^{2}\right]+M \tau / 3}\right)
$$

Choosing $\tau=10^{3} \frac{\sqrt{T}}{\sqrt{b}} \log ^{2}(n / \delta) \cdot\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}$

$$
\left.\begin{array}{rl} 
& \operatorname{Pr}\left[\sum_{t}\left(X_{t}\right)_{j}>10^{3} \frac{\sqrt{T}}{\sqrt{b}} \log ^{2}(n / \delta) \cdot\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}\right] \\
\leq & \exp \left(-\frac{10^{6} \frac{T}{b} \log ^{4}(n / \delta) \cdot\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}^{2} / 2}{\frac{T}{b}\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}^{2}+10^{3} \frac{\sqrt{T}}{b} \log ^{3}(n / \delta)\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}^{2} / 3}\right.
\end{array}\right)
$$

Now, taking a union, we have

$$
\begin{aligned}
\left\|\sum_{t=k_{i}}^{k}\left(\left(I-\left(R^{(t)}\right)^{\top} R^{(t)}\right) \widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2} & =O\left(\frac{\sqrt{T}}{\sqrt{b}} \log ^{2}(n / \delta)\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}\right) \\
& \leq O\left(\frac{\sqrt{T}}{\sqrt{b}} \log ^{2}(n / \delta) \alpha\right)
\end{aligned}
$$

where we use that $\left\|\left(\widetilde{P}^{(t)}\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2} \leq\left\|\left(\left(\widetilde{V}^{(t)}\right)^{1 / 2} h^{(t)}\right)_{i}\right\|_{2}=O(\alpha), n_{i}=O(1)$.
Finally, we use the fact that the algorithm reset $\bar{x}=x, \bar{s}=s$ in less than $\sqrt{n}$ iterations.

### 3.6.7 $s$ and $\bar{s}$ are close

Lemma 3.6.16 ( $s$ and $\bar{s}$ are close). With probability $1-\delta$ over the randomness of sketching matrix $R \in \mathbb{R}^{b \times n}$, we have

$$
t^{-1}\left\|\bar{s}_{i}-s_{i}\right\|_{\tilde{v}_{i}} \leq \epsilon_{s},
$$

$\epsilon_{s}=O\left(\alpha \log ^{2}(n / \delta) \cdot \frac{n^{1 / 4}}{\sqrt{b}}\right.$, and $b$ is the size of sketching matrix.
Proof. Recall the definition of $\widetilde{\delta}_{s}$, $\delta_{s}$, we have

$$
\widetilde{\delta}_{s, i}-\delta_{s, i}=t \widetilde{V}_{i}^{-1 / 2}\left(R^{\top} R-I\right) \widetilde{P} \widetilde{V}^{1 / 2} h
$$

The rest of the proof is identical to Lemma 3.6.15 except we use also the fact we make $\bar{s}=s$ whenever our $t$ changed by a constant factor. We omitted the details here.

### 3.6.8 Data structure is maintaining $(x, s)$ implicitly over all the iterations

Lemma 3.6.17. Over all the iterations, $u_{1}+F u_{2}$ is always maintaining $x$ implicitly, $u_{3}+G u_{4}$ is always maintaining s implicitly.

Proof. We only focus on the PartialUpdate. The FullUpdate is trivial, we ignore the proof.

For $x$.

Note that $M$ is not changing. Let's assume that $u_{1}+F u_{2}=x$, we want to show that

$$
u_{1}^{\text {new }}+F^{\mathrm{new}} u_{2}^{\text {new }}=x^{\text {new }} .
$$

which is equivalent to prove

$$
u_{1}^{\text {new }}+F^{\text {new }} u_{2}^{\text {new }}-\left(u_{1}+F u_{2}\right)=\delta_{x}
$$

Let $\Delta u_{1}=u_{1}^{\text {new }}-u_{1}$ be the change of $u_{1}$ over iteration $t$, then

$$
\Delta u_{1}=\widetilde{V}^{\text {new }} h+\left(F-F^{\text {new }}\right) u_{2}
$$

Let $\Delta u_{2}=u_{2}^{\text {new }}-u_{2}$ be the change of $u_{2}$ over iteration $t$, then

$$
\Delta u_{2}=-\left(\widetilde{V}^{\text {new }}\right)^{1 / 2} h+\mathbf{1}_{\widetilde{S}}\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1} M_{\widetilde{S}}^{\top}\left(\widetilde{V}^{\text {new }}\right)^{1 / 2} h .
$$

By definition of $\delta_{x}$ at iteration $t$, we have

$$
\delta_{x}=\widetilde{V}^{\text {new }} h-\left(\sqrt{\widetilde{V}^{\text {new }}} M \sqrt{\widetilde{V}^{\text {new }}} h-\sqrt{\widetilde{V}^{\text {new }}} M_{\widetilde{S}}\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1}\left(M_{\widetilde{S}}\right)^{\top} \sqrt{\widetilde{V}^{\text {new }}} h\right) .
$$

We can compute

$$
\begin{aligned}
& u_{1}^{\text {new }}+F^{\text {new }} u_{2}^{\text {new }}-\left(u_{1}+F u_{2}\right) \\
= & \Delta u_{1}+\left(F^{\text {new }} u_{2}^{\text {new }}-F u_{2}\right) \\
= & \widetilde{V}^{\text {new }} h+\left(F-F^{\text {new }}\right) u_{2}+\left(F^{\text {new }} u_{2}^{\text {new }}-F u_{2}\right) \\
= & \widetilde{V}^{\text {new }} h+F^{\text {new }}\left(u_{2}^{\text {new }}-u_{2}\right) \\
= & \widetilde{V}^{\text {new }} h+F^{\text {new }} \Delta u_{2} \\
= & \widetilde{V}^{\text {new }} h-F^{\text {new }} \sqrt{\widetilde{V}^{\text {new }}} h+F^{\text {new }} 1_{\widetilde{S}}\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1}\left(M_{\widetilde{S}}\right)^{\top} \sqrt{\widetilde{V}^{\text {new }}} h \\
= & \delta_{x}
\end{aligned}
$$

where we used $F^{\text {new }}=\sqrt{\widetilde{V}^{\text {new }}} M$ in the last step.

## For $s$.

We have

$$
G^{\text {new }}=\frac{1}{\sqrt{\widetilde{V}^{\text {new }}}} M, G=\frac{1}{\sqrt{\widetilde{V}}} M
$$

Let $\Delta u_{3}=u_{3}^{\text {new }}-u_{3}$ be the change of $u_{3}$ over iteration $t$, then

$$
\Delta u_{3}=\left(G-G^{\mathrm{new}}\right) u_{4}
$$

Let $\Delta u_{4}=u_{4}^{\text {new }}-u_{4}$ be the change of $u_{4}$ over iteration $t$, then

$$
\Delta u_{4}=t \cdot \Delta u_{2}
$$

By definition of $\delta_{s}$ in iteration $t$,

$$
\delta_{s}=\left(\frac{1}{\sqrt{\widetilde{V}^{\text {new }}}} M \sqrt{\widetilde{V}^{\text {new }}}(t h)-\frac{1}{\sqrt{\widetilde{V}^{\text {new }}}} M_{\widetilde{S}}\left(\widetilde{\Delta}_{\widetilde{S}, \widetilde{S}}^{-1}+M_{\widetilde{S}, \widetilde{S}}\right)^{-1}\left(M_{\widetilde{S}}\right)^{\top} \sqrt{\widetilde{V}^{\text {new }}}(t h)\right)
$$

We can compute

$$
\begin{aligned}
\left(u_{3}^{\text {new }}+G^{\mathrm{new}} u_{4}^{\mathrm{new}}\right)-\left(u_{3}+G u_{4}\right) & =\Delta u_{3}+\left(G^{\mathrm{new}} u_{4}^{\mathrm{new}}-G u_{4}\right) \\
& =\left(G-G^{\mathrm{new}}\right) u_{4}+\left(G^{\mathrm{new}} u_{4}^{\mathrm{new}}-G u_{4}\right) \\
& =G^{\mathrm{new}}\left(u_{4}^{\mathrm{new}}-u_{4}\right) \\
& =G^{\mathrm{new}} t \Delta u_{2} \\
& =\delta_{s}
\end{aligned}
$$

where the last step follows by definition of $\Delta u_{2}$.

### 3.7 Combining Robust Central Path with Data Structure

The goal of this section is to combine Section 3.5 and Section 3.6.

| Ntn | Choice of Parameter | Statement | Comment |
| :--- | :--- | :--- | :--- |
| $C_{1}$ | $\Theta\left(1 / \log ^{2} n\right)$ | Lem. 3.7.1, Thm. 3.6.1 | $\ell_{2}$ accuracy of $W$ sequence |
| $C_{2}$ | $\Theta\left(1 / \log ^{4} n\right)$ | Lem. 3.7.1, Thm. 3.6.1 | $\ell_{4}$ accuracy of $W$ sequence |
| $\epsilon_{m p}$ | $\Theta\left(1 / \log ^{2} n\right)$ | RoBusTIPM Alg in Sec. 3.5 | accuracy for data structure |
| $T$ | $\Theta\left(\sqrt{n} \log ^{2} n \log (n / \delta)\right)$ | Thm. 3.4.1 | \#iterations |
| $\alpha$ | $\Theta\left(1 / \log ^{2} n\right)$ | RobustIPM Alg in Sec. 3.5 | step size in Hessian norm |
| $b$ | $\Theta\left(\sqrt{n} \log ^{6}(n T)\right.$ | Lem. 3.6.15, 3.6.16, 3.7.2 | sketch size |
| $\epsilon_{x}$ | $\Theta\left(1 / \log ^{3} n\right)$ | Lem. 3.6.15 | accuracy of $\bar{x}$ (respect to $x)$ |
| $\epsilon_{s}$ | $\Theta\left(1 / \log ^{3} n\right)$ | Lem. 3.6.16 | accuracy of $\bar{s}$ (respect to $s)$ |
| $\epsilon_{w}$ | $\Theta\left(1 / \log ^{3} n\right)$ | Lem. 3.7.2 | accuracy of $\bar{W}$ (respect to $W)$ |
| $a$ | $\min \left(2 / 3, \alpha_{m}\right)$ | $\alpha_{m}$ is the dual exponent of MM | batch size |

Table 3.3: Summary of parameters. "Ntn" denotes Notation.

### 3.7.1 Guarantee for $W$ matrices

Lemma 3.7.1 (Guarantee of a sequence of $W$ ). Let $x^{\text {new }}=x+\delta_{x}$. Let $W^{\text {new }}=\left(\nabla^{2} \phi\left(x^{\text {new }}\right)\right)^{-1}$ and $W=\left(\nabla^{2} \phi(x)\right)^{-1}$. Then we have

$$
\begin{aligned}
\sum_{i=1}^{m}\left\|w_{i}^{-1 / 2}\left(w_{i}^{\text {new }}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F}^{2} & \leq C_{1}^{2} \\
\sum_{i=1}^{m}\left\|w_{i}^{-1 / 2}\left(w_{i}^{\text {new }}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F}^{4} & \leq C_{2}^{2} \\
\left\|w_{i}^{-1 / 2}\left(w_{i}^{\text {new }}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F} & \leq \frac{1}{4}
\end{aligned}
$$

where $C_{2}=\Theta\left(\alpha^{2}\right)$ and $C_{1}=\Theta(\alpha)$.

Proof. For each $i \in[m]$, we have

$$
\begin{aligned}
& \left\|W_{i}^{-1 / 2}\left(W_{i}^{\text {new }}-W_{i}\right) W_{i}^{-1 / 2}\right\|_{F}^{2} \\
= & n_{i}\left\|W_{i}^{-1 / 2}\left(W_{i}^{\text {new }}-W_{i}\right) W_{i}^{-1 / 2}\right\|^{2} \\
= & n_{i}\left\|\left(\nabla^{2} \phi\left(x_{i}\right)\right)^{1 / 2}\left(\nabla^{2} \phi\left(x_{i}^{\text {new }}\right)^{-1}-\nabla^{2} \phi\left(x_{i}\right)^{-1}\right)\left(\nabla^{2} \phi\left(x_{i}\right)\right)^{1 / 2}\right\|^{2} \\
\leq & \left(\frac{1}{\left(1-\left\|x_{i}^{\text {new }}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}\right)^{2}}-1\right)^{2} \cdot\left\|\left(\nabla^{2} \phi\left(x_{i}\right)\right)^{1 / 2} \nabla^{2} \phi\left(x_{i}\right)^{-1}\left(\nabla^{2} \phi\left(x_{i}\right)\right)^{1 / 2}\right\|^{2} \\
= & n_{i}\left(\frac{1}{\left(1-\left\|x_{i}^{\text {new }}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}\right)^{2}}-1\right)^{2} \\
\leq & 100 n_{i}\left\|x_{i}^{\text {new }}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}^{2},
\end{aligned}
$$

where the second step follows by Theorem 3.2.1.
In our problem, we assume that $n_{i}=O(1)$. It remains to bound

$$
\left\|x_{i}^{\text {new }}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}^{2}=\left\|\delta_{x, i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}^{2} \lesssim\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}^{2}=\alpha_{i}^{2}
$$

where the last step follows from definition $\alpha_{i}=\left\|\delta_{x, i}\right\|_{\bar{x}_{i}}$.

Then, we have

$$
\sum_{i=1}^{m}\left\|x_{i}^{\mathrm{new}}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)}^{2} \leq \sum_{i=1}^{m} O\left(\alpha_{i}^{2}\right) \leq O\left(\alpha^{2}\right)
$$

where the last step follows by Lemma 3.5.1.

Lemma 3.7.2 (Accuracy of $\bar{W}$ ). Let $x$ and $\bar{x}$ be the vectors maintained by data-structure StochasticProjectionMaintenance. Let $W=\left(\nabla^{2} \phi(x)\right)^{-1}$ and $\bar{W}=\left(\nabla^{2} \phi(\bar{x})\right)^{-1}$.

Then we have

$$
\left\|w_{i}^{-1 / 2}\left(\bar{w}_{i}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F} \leq \epsilon_{w},
$$

where $\epsilon_{w}=O\left(\alpha \log ^{2}(n T) \cdot \frac{n^{1 / 4}}{\sqrt{b}}\right), b$ is the size of sketching matrix.

Proof. By similar calculation, we have

$$
\left\|w_{i}^{-1 / 2}\left(\bar{w}_{i}-w_{i}\right) w_{i}^{-1 / 2}\right\|_{F}=O(1) \cdot\left\|\bar{x}_{i}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)} .
$$

Then, using Lemma 3.6.15 with $\delta=1 / T$

$$
\left\|\bar{x}_{i}-x_{i}\right\|_{\nabla^{2} \phi\left(x_{i}\right)} \leq O\left(\alpha \log ^{2}(n T) \cdot \frac{\sqrt{n^{1 / 4}}}{\sqrt{b}}\right) .
$$

```
Algorithm 3.5 Robust Central Path
    procedure CentralPathStep \((\bar{x}, \bar{s}, t, \lambda, \alpha)\)
        for \(i=1 \rightarrow m\) do \(\quad \triangleright\) Figure out direction \(h\)
            \(\mu_{i}^{t} \leftarrow \bar{s}_{i} / t+\nabla \phi_{i}\left(\bar{x}_{i}\right) \quad \triangleright\) According to Eq. (3.6)
            \(\gamma_{i}^{t} \leftarrow\left\|\mu_{i}^{t}\right\|_{\nabla^{2} \phi_{i}\left(\bar{x}_{i}\right)^{-1}} \quad \triangleright\) According to Eq. (3.7)
            \(c_{i}^{t} \leftarrow \frac{\exp \left(\lambda \gamma_{i}^{t}\right) / \gamma_{i}^{t}}{\left(\sum_{i=1}^{m} \exp \left(2 \lambda \gamma_{i}^{t}\right)\right)^{1 / 2}}\) if \(\gamma_{i}^{t} \geq 96 \sqrt{\alpha}\) and \(c_{i}^{t} \leftarrow 0\) otherwise \(\triangleright\) According to Eq. (3.9)
            \(h_{i} \leftarrow-\alpha \cdot c_{i}^{t} \cdot \mu_{i}^{t} \quad \triangleright\) According to Eq. (3.8)
        end for
        \(\bar{W} \leftarrow\left(\nabla^{2} \phi(\bar{x})\right)^{-1} \quad \triangleright\) Computing block-diagonal matrix \(\bar{W}\)
        return \(h, \bar{W}\)
    end procedure
    procedure RobustCentralPath (mp, \(t, \lambda, \alpha)\)
                                    \(\triangleright\) Lemma 3.5.8
13: \(\triangleright\) Standing at \((x, s)\) implicitly via data-structure
                                    \(\triangleright\) Standing at \((\bar{x}, \bar{s})\) explicitly via data-structure
        \((\bar{x}, \bar{s}) \leftarrow \operatorname{mp} \cdot \operatorname{QUERY}() \quad \triangleright\) Algorithm 3.1, Lemma 3.6.6
        \(h, \bar{W} \leftarrow \operatorname{CentraLPathStep}(\bar{x}, \bar{s}, t, \lambda, \alpha)\)
        mp.Update \((\bar{W})\)
                                \(\triangleright\) Algorithm 3.2, Lemma 3.6.3
        mp.MultiplyMove \((h, t) \quad \triangleright\) Algorithm 3.4, Lemma 3.6.8, Lemma 3.6.7
                        \(\triangleright x \leftarrow x+\delta_{x}, s \leftarrow s+\delta_{s}\), achieved by data-structure implicitly
                        \(\triangleright \bar{x} \leftarrow \bar{x}+\widetilde{\delta}_{x}, \bar{s} \leftarrow \bar{s}+\widetilde{\delta}_{s}\), achieved by data-structure explicitly
                                    \(\triangleright\) If \(x\) is far from \(\bar{x}\), then \(\bar{x} \leftarrow x\)
    end procedure
```


### 3.7.2 Main result

The goal of this section is to prove our main result.

Theorem 3.7.3 (Main result, formal version of Theorem 3.1.1). Consider a convex problem

$$
\min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x
$$

where $K_{i}$ are compact convex set. For each $i \in[m]$, we are given a $\nu_{i}$-self concordant barrier

```
Algorithm 3.6 Our main algorithm (More detailed version of RobustIPM in Section 3.4)
    procedure \(\operatorname{Main}(A, b, c, \phi, \delta)\)
                        \(\triangleright\) Theorem 3.1.1, Theorem 3.7.3
        \(\lambda \leftarrow 2^{16} \log (m), \alpha \leftarrow 2^{-20} \lambda^{-2}, \kappa \leftarrow 2^{-10} \alpha\)
        \(\delta \leftarrow \min \left(\frac{1}{\lambda}, \delta\right) \quad \triangleright\) Choose the target accuracy
        \(a \leftarrow \min \left(2 / 3, \alpha_{m}\right) \quad \triangleright\) Choose the batch size
        \(b_{\text {sketch }} \leftarrow 2^{10} \sqrt{\nu} \log ^{6}(n / \delta) \cdot \log \log (1 / \delta) \quad \triangleright\) Choose the size of sketching matrix
        Modify the \(\operatorname{ERM}(A, b, c, \phi)\) and obtain an initial \(x\) and \(s\)
        CentralPathMaintenance mp \(\triangleright\) Algorithm 3.1, Theorem 3.6.1
        \(\operatorname{mp} . \operatorname{Initialize}\left(A, x, s, \alpha, a, b_{\text {sketch }}\right) \quad \triangleright\) Algorithm 3.1, Lemma 3.6.2
        \(\nu \leftarrow \sum_{i=1}^{m} \nu_{i} \quad \triangleright \nu_{i}\) are the self-concordant parameters of \(\phi_{i}\)
        \(t \leftarrow 1\)
        while \(t>\delta^{2} /(4 \nu)\) do
            \(t^{\text {new }} \leftarrow\left(1-\frac{\kappa}{\sqrt{\nu}}\right) t\)
            RobustCentralPath \((\mathrm{mp}, t, \lambda, \alpha) \quad\) Algorithm 3.5
                \(t \leftarrow t^{\text {new }}\)
        end while
        Return an approximate solution of the original ERM according to Section 3.8
    end procedure
```

function $\phi_{i}$ for $K_{i}$. Also, we are given $x^{(0)}=\arg \min _{x} \sum_{i} \phi_{i}\left(x_{i}\right)$. Assume that

1. Diameter of the set: For any $x \in \prod_{i=1}^{m} K_{i}$, we have that $\|x\|_{2} \leq R$.
2. Lipschitz constant of the program: $\|c\|_{2} \leq L$.

Then, the algorithm Main finds a vector $x$ such that

$$
\begin{aligned}
c^{\top} x & \leq \min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x+L R \cdot \delta, \\
\|A x-b\|_{1} & \leq 3 \delta \cdot\left(R \sum_{i, j}\left|A_{i, j}\right|+\|b\|_{1}\right), \\
x & \in \prod_{i=1}^{m} K_{i} .
\end{aligned}
$$

in time

$$
O\left(n^{\omega+o(1)}+n^{2.5-\alpha / 2+o(1)}+n^{2+1 / 6+o(1)}\right) \cdot \widetilde{O}(\log (n / \delta)) .
$$

where $\omega$ is the exponent of matrix multiplication [Wil12, LG14], and $\alpha$ is the dual exponent of matrix multiplication [LGU18].

Proof. The number of iterations is

$$
O\left(\sqrt{\nu} \log ^{2}(m) \log (\nu / \delta)\right)=O\left(\sqrt{n} \log ^{2}(n) \log (n / \delta)\right)
$$

For each iteration, the amortized cost per iteration is

$$
\begin{aligned}
& O\left(n b+n^{1+a}+n^{1.5}\right)+O\left(C_{1} / \epsilon_{m p}+C_{2} / \epsilon_{m p}^{2}\right) \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)+O\left(n^{\omega-1 / 2+o(1)}\right) \\
= & O\left(n b+n^{1+a}+n^{1.5}\right)+O\left(\alpha+\alpha^{2}\right) \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)+O\left(n^{\omega-1 / 2+o(1)}\right) \\
= & O\left(n b+n^{1+a}+n^{1.5}\right)+O\left(1 / \log ^{4} n\right) \cdot\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)+O\left(n^{\omega-1 / 2+o(1)}\right) \\
= & O\left(n^{1.5+o(1)} \log ^{6} \log (1 / \delta)+n^{1+a+o(1)}\right)+O\left(n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right) .
\end{aligned}
$$

where the last step follows from choice of $b$ (see Table 3.3).

Finally, we have
total time
$=\#$ iterations $\cdot$ cost per iteration

$$
\begin{aligned}
& =\underbrace{O\left(\sqrt{n} \log ^{2} n \log (n / \delta)\right)}_{\text {\#iterations }} \cdot \underbrace{O\left(n^{1.5+o(1)} \log ^{6} \log (1 / \delta)+n^{1+a+o(1)}+n^{\omega-1 / 2+o(1)}+n^{2-a / 2+o(1)}\right)}_{\text {cost per iteration }} \\
& =O\left(n^{1.5+a+o(1)}+n^{\omega+o(1)}+n^{2.5-a / 2+o(1)}\right) \cdot \log (n / \delta) \cdot \log ^{6} \log (1 / \delta) \\
& =O\left(n^{2+1 / 6+o(1)}+n^{\omega+o(1)}+n^{2.5-\alpha_{m} / 2+o(1)}\right) \cdot \log (n / \delta) \cdot \log ^{6} \log (1 / \delta)
\end{aligned}
$$

where we pick $a=\min \left(2 / 3, \alpha_{m}\right)$ and $\alpha_{m}$ is the dual exponent of matrix multiplication[LGU18]. Thus, we complete the proof.

Corollary 3.7.4 (Empirical risk minimization). Given convex function $f_{i}(y): \mathbb{R} \rightarrow \mathbb{R}$. Suppose the solution $x^{*} \in \mathbb{R}^{d}$ lies in $\ell_{\infty}-\operatorname{Ball}(0, R)$. Suppose $f_{i}$ is L-Lipschitz in region $\{y:|y| \leq 4 \sqrt{n} \cdot M \cdot R\}$. Given a matrix $A \in \mathbb{R}^{d \times n}$ with $\|A\| \leq M$ and $A$ has no redundant constraints, and a vector $b \in \mathbb{R}^{d}$ with $\|b\|_{2} \leq M \cdot R$. We can find $x \in \mathbb{R}^{d}$ s.t.

$$
\sum_{i=1}^{n} f_{i}\left(a_{i}^{\top} x+b_{i}\right) \leq \min _{x \in \mathbb{R}^{d}} \sum_{i=1}^{n} f_{i}\left(a_{i}^{\top} x+b_{i}\right)+\delta M R
$$

in time

$$
O\left(n^{\omega+o(1)}+n^{2.5-\alpha / 2+o(1)}+n^{2+1 / 6+o(1)}\right) \cdot \widetilde{O}(\log (n / \delta)) .
$$

where $\omega$ is the exponent of matrix multiplication [Wil12, LG14], and $\alpha$ is the dual exponent of matrix multiplication [LGU18].

Proof. It follows from applying Theorem 3.7.3 on convex program (3.1) with an extra constraint $x^{*}$ lies in $\ell_{\infty}-\operatorname{Ball}(0, R)$. Note that in program (3.1), $n_{i}=2$. Thus $m=O(n)$.

### 3.8 Initial Point and Termination Condition

We first need some result about self concordance.

Lemma 3.8.1 (Theorem 4.1.7, Lemma 4.2.4 in [Nes98]). Let $\phi$ be any $\nu$-self-concordant barrier. Then, for any $x, y \in \operatorname{dom} \phi$, we have

$$
\begin{aligned}
\langle\nabla \phi(x), y-x\rangle & \leq \nu \\
\langle\nabla \phi(y)-\nabla \phi(x), y-x\rangle & \geq \frac{\|y-x\|_{x}^{2}}{1+\|y-x\|_{x}} .
\end{aligned}
$$

Let $x^{*}=\arg \min _{x} \phi(x)$. For any $x \in \mathbb{R}^{n}$ such that $\left\|x-x^{*}\right\|_{x^{*}} \leq 1$, we have that $x \in \operatorname{dom} \phi$.

$$
\left\|x^{*}-y\right\|_{x^{*}} \leq \nu+2 \sqrt{\nu}
$$

Lemma 3.8.2. Consider a convex problem $\min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x$ where $K_{i}$ are compact convex set. For each $i \in[m]$, we are given a $\nu_{i}$-self concordant barrier function $\phi_{i}$ for $K_{i}$. Also, we are given $x^{(0)}=\arg \min _{x} \sum_{i} \phi_{i}\left(x_{i}\right)$. Assume that

1. Diameter of the set: For any $x \in \prod_{i=1}^{m} K_{i}$, we have that $\|x\|_{2} \leq R$.
2. Lipschitz constant of the program: $\|c\|_{2} \leq L$.

For any $\delta>0$, the modified program $\min _{\bar{A} \bar{x}=\bar{b}, \bar{x} \in \prod_{i=1}^{m} K_{i} \times \mathbb{R}_{+}} \bar{c}^{\top} \bar{x}$ with

$$
\bar{A}=\left[A \mid b-A x^{(0)}\right], \bar{b}=b, \text { and } \bar{c}=\left[\begin{array}{c}
\frac{\delta}{L R} \cdot c \\
1
\end{array}\right]
$$

satisfies the following:

1. $\bar{x}=\left[\begin{array}{c}x^{(0)} \\ 1\end{array}\right], \bar{y}=0_{d}$ and $\bar{s}=\left[\begin{array}{c}\frac{\delta}{L R} \cdot c \\ 1\end{array}\right]$ are feasible primal dual vectors with $\| \bar{s}+$ $\nabla \bar{\phi}(\bar{x}) \|_{\bar{x}}^{*} \leq \delta$ where $\bar{\phi}(\bar{x})=\sum_{i=1}^{m} \phi_{i}\left(\bar{x}_{i}\right)-\log \left(\bar{x}_{m+1}\right)$.
2. For any $\bar{x}$ such that $\bar{A} \bar{x}=\bar{b}, \bar{x} \in \prod_{i=1}^{m} K_{i} \times \mathbb{R}_{+}$and $\bar{c}^{\top} \bar{x} \leq \min _{\bar{A} \bar{x}=\bar{b}, \bar{x} \in \prod_{i=1}^{m} K_{i} \times \mathbb{R}_{+}} \bar{c}^{\top} \bar{x}+\delta^{2}$, the vector $\bar{x}_{1: n}\left(\bar{x}_{1: n}\right.$ is the first $n$ coordinates of $\left.\bar{x}\right)$ is an approximate solution to the original convex program in the following sense

$$
\begin{aligned}
c^{\top} \bar{x}_{1: n} & \leq \min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x+L R \cdot \delta \\
\left\|A \bar{x}_{1: n}-b\right\|_{1} & \leq 3 \delta \cdot\left(R \sum_{i, j}\left|A_{i, j}\right|+\|b\|_{1}\right), \\
\bar{x}_{1: n} & \in \prod_{i=1}^{m} K_{i} .
\end{aligned}
$$

Proof. For the first result, straightforward calculations show that $(\bar{x}, \bar{y}, \bar{s})$ are feasible.
To compute $\|\bar{s}+\nabla \bar{\phi}(\bar{x})\|_{\bar{x}}^{*}$, note that

$$
\|\bar{s}+\nabla \bar{\phi}(\bar{x})\|_{\bar{x}}^{*}=\left\|\frac{\delta}{L R} \cdot c\right\|_{\nabla^{2} \phi\left(x^{(0)}\right)^{-1}} .
$$

Lemma 3.8.1 shows that $x \in \mathbb{R}^{n}$ such that $\left\|x-x^{(0)}\right\|_{x^{(0)}} \leq 1$, we have that $x \in \prod_{i=1}^{m} K_{i}$ because $x^{(0)}=\arg \min _{x} \sum_{i} \phi_{i}\left(x_{i}\right)$. Hence, for any $v$ such that $v^{\top} \nabla^{2} \phi\left(x^{(0)}\right) v \leq 1$, we have that $x^{(0)} \pm v \in \prod_{i=1}^{m} K_{i}$ and hence $\left\|x^{(0)} \pm v\right\|_{2} \leq R$. This implies $\|v\|_{2} \leq R$ for any $v^{\top} \nabla^{2} \phi\left(x^{(0)}\right) v \leq 1$. Hence, $\left(\nabla^{2} \phi\left(x^{(0)}\right)\right)^{-1} \preceq R^{2} \cdot I$. Hence, we have

$$
\|\bar{s}+\nabla \bar{\phi}(\bar{x})\|_{\bar{x}}^{*}=\left\|\frac{\delta}{L R} \cdot c\right\|_{\nabla^{2} \phi\left(x^{(0)}\right)^{-1}} \leq\left\|\frac{\delta}{L} \cdot c\right\|_{2} \leq \delta .
$$

For the second result, we let

$$
\mathrm{OPT}=\min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x \quad \text { and } \quad \overline{\mathrm{OPT}}=\min _{\bar{A} \bar{x}=b, \bar{x} \in \prod_{i=1}^{m} K_{i} \times \mathbb{R}_{+}} \bar{c}^{\top} \bar{x} .
$$

For any feasible $x$ in the original problem, $\bar{x}=\left[\begin{array}{l}x \\ 0\end{array}\right]$ is a feasible in the modified problem. Therefore, we have that

$$
\overline{\mathrm{OPT}} \leq \frac{\delta}{L R} \cdot c^{\top} x=\frac{\delta}{L R} \cdot \mathrm{OPT}
$$

Given a feasible $\bar{x}$ with additive error $\delta^{2}$. Write $\bar{x}=\left[\begin{array}{c}\bar{x}_{1: n} \\ \tau\end{array}\right]$ for some $\tau \geq 0$. We can compute $\bar{c}^{\top} \bar{x}$ which is $\frac{\delta}{L R} \cdot c^{\top} \bar{x}_{1: n}+\tau$. Then, we have

$$
\begin{equation*}
\frac{\delta}{L R} \cdot c^{\top} \bar{x}_{1: n}+\tau \leq \overline{\mathrm{OPT}}+\delta^{2} \leq \frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2} \tag{3.34}
\end{equation*}
$$

Hence, we can upper bound the OPT of the transformed program as follows:

$$
c^{\top} \bar{x}_{1: n}=\frac{L R}{\delta} \cdot \frac{\delta}{L R} c^{\top} \bar{x}_{1: n} \leq \frac{L R}{\delta}\left(\frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2}\right)=\mathrm{OPT}+L R \cdot \delta
$$

where the second step follows by (3.34).
For the feasibility, we have that $\tau \leq-\frac{\delta}{L R} \cdot c^{\top} \bar{x}_{1: n}+\frac{\delta}{L R} \cdot \mathrm{OPT}+\delta^{2} \leq \delta+\delta+\delta$ because $\mathrm{OPT}=\min _{A x=b, x \geq 0} c^{\top} x \leq L R$ and that $c^{\top} \bar{x}_{1: n} \leq L R$. The constraint in the new polytope shows that

$$
A \bar{x}_{1: n}+\left(b-A x^{(0)}\right) \tau=b .
$$

Rewriting it, we have $A \bar{x}_{1: n}-b=\left(A x^{(0)}-b\right) \tau$ and hence

$$
\left\|A \bar{x}_{1: n}-b\right\|_{1} \leq\left\|A x^{(0)}-b\right\|_{1} \cdot \tau .
$$

Lemma 3.8.3. Let $\phi_{i}\left(x_{i}\right)$ be a $\nu_{i}$-self-concordant barrier. Suppose we have $\frac{s_{i}}{t}+\nabla \phi_{i}\left(x_{i}\right)=\mu_{i}$ for all $i \in[m], A^{\top} y+s=c$ and $A x=b$. Suppose that $\left\|\mu_{i}\right\|_{x, i}^{*} \leq 1$ for all $i$, we have that

$$
\langle c, x\rangle \leq\left\langle c, x^{*}\right\rangle+4 t \nu
$$

where $x^{*}=\arg \min _{A x=b, x \in \prod_{i=1}^{m} K_{i}} c^{\top} x$ and $\nu=\sum_{i=1}^{m} \nu_{i}$.

Proof. Let $x_{\alpha}=(1-\alpha) x+\alpha x^{*}$ for some $\alpha$ to be chosen. By Lemma 3.8.1, we have that $\left\langle\nabla \phi\left(x_{\alpha}\right), x^{*}-x_{\alpha}\right\rangle \leq \nu$. Hence, we have $\frac{\nu}{1-\alpha} \geq\left\langle\nabla \phi\left(x_{\alpha}\right), x^{*}-x\right\rangle$. Hence, we have

$$
\begin{aligned}
\frac{\nu \alpha}{1-\alpha} & \geq\left\langle\nabla \phi\left(x_{\alpha}\right), x_{\alpha}-x\right\rangle \\
& =\left\langle\nabla \phi\left(x_{\alpha}\right)-\nabla \phi(x), x_{\alpha}-x\right\rangle+\left\langle\mu-\frac{s}{t}, x_{\alpha}-x\right\rangle \\
& \geq \sum_{i=1}^{m} \frac{\left\|x_{\alpha, i}-x_{i}\right\|_{x_{i}}^{2}}{1+\left\|x_{\alpha, i}-x_{i}\right\|_{x_{i}}}+\left\langle\mu, x_{\alpha}-x\right\rangle-\frac{1}{t}\left\langle c-A^{\top} y, x_{\alpha}-x\right\rangle \\
& \geq \sum_{i=1}^{m} \frac{\alpha^{2}\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}^{2}}{1+\alpha\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}}-\alpha \sum_{i=1}^{m}\left\|\mu_{i}\right\|_{x_{i}}^{*}\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}-\frac{\alpha}{t}\left\langle c, x^{*}-x\right\rangle .
\end{aligned}
$$

where we used Lemma 3.8.1 on the second first, $A x_{\alpha}=A x$ on the second inequality. Hence, we have

$$
\frac{\langle c, x\rangle}{t} \leq \frac{\left\langle c, x^{*}\right\rangle}{t}+\frac{\nu}{1-\alpha}+\sum_{i=1}^{m}\left\|\mu_{i}\right\|_{x_{i}}^{*}\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}-\sum_{i=1}^{m} \frac{\alpha\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}^{2}}{1+\alpha\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}}
$$

Using $\left\|\mu_{i}\right\|_{x_{i}}^{*} \leq 1$ for all $i$, we have

$$
\frac{\langle c, x\rangle}{t} \leq \frac{\left\langle c, x^{*}\right\rangle}{t}+\frac{\nu}{1-\alpha}+\sum_{i=1}^{m} \frac{\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}}{1+\alpha\left\|x_{i}^{*}-x_{i}\right\|_{x_{i}}} \leq \frac{\left\langle c, x^{*}\right\rangle}{t}+\frac{\nu}{1-\alpha}+\frac{m}{\alpha} .
$$

Setting $\alpha=\frac{1}{2}$, we have $\langle c, x\rangle \leq\left\langle c, x^{*}\right\rangle+2 t(\nu+m) \leq\left\langle c, x^{*}\right\rangle+4 t \nu$ because the self-concordance $\nu_{i}$ is always larger than 1.

### 3.9 Basic Properties of Subsampled Hadamard Transform Matrix

This section provides some standard calculations about sketching matrices, it can be found in previous literatures [PSW17]. Usually, the reason for using subsampled randomized Hadamard/Fourier transform [LDFU13] is multiplying the matrix with $k$ vectors only takes $k n \log n$ time. Unfortunately, in our application, the best way to optimize the running is using matrix multiplication directly (without doing any fast Fourier transform [CT65], or more fancy sparse Fourier transform [HIKP12b, HIKP12a, Pri13, IKP14, IK14, PS15, CKPS16, Kap16, Kap17, NSW19a]). In order to have an easy analysis, we still use subsampled randomized Hadamard/Fourier matrix.

### 3.9.1 Properties obtained by random projection

Remark 3.9.1. The Subsampled Randomized Hadamard Transform [LDFU13] can be defined as $R=S H_{n} \Sigma \in \mathbb{R}^{b \times}$, where $\Sigma$ is an $n \times n$ diagonal matrix with i.i.d. diagonal entries $\Sigma_{i, i}$ in which $\Sigma_{i, i}=1$ with probability $1 / 2$, and $\Sigma_{i, i}=-1$ with probability $1 / 2 . H_{n}$ refers to the Hadamard matrix of size $n$, which we assume is a power of 2 . The $b \times n$ matrix $S$ samples $b$ coordinates of $n$ dimensional vector uniformly at random. If we replace the definition of sketching matrix in Lemma 3.9.1 by Subsampled Randomized Hadamard Transform and let $\bar{R}=S H_{n}$, then the same proof will go through.

Lemma 3.9.1 (Expectation, variance, absolute guarantees for sketching a fixed vector). Let $h \in \mathbb{R}^{n}$ be a fixed vector. Let $\bar{R} \in \mathbb{R}^{b \times n}$ denote a random matrix where each entry is i.i.d. sampled from $+1 / \sqrt{b}$ with probability $1 / 2$ and $-1 / \sqrt{b}$ with probability $1 / 2$. Let $\Sigma \in \mathbb{R}^{n \times n}$ denote a diagonal matrix where each entry is 1 with probability $1 / 2$ and -1 with probability $1 / 2$. Let $R=\bar{R} \Sigma$, then we have

$$
\mathbb{E}\left[R^{\top} R h\right]=h, \quad \mathbb{E}\left[\left(R^{\top} R h\right)_{i}^{2}\right] \leq h_{i}^{2}+\frac{1}{b}\|h\|_{2}^{2}, \quad \operatorname{Pr}\left[\left|\left(R^{\top} R h\right)_{i}-h_{i}\right|>\|h\|_{2} \frac{\log (n / \delta)}{\sqrt{b}}\right] \leq \delta
$$

Proof. Let $R_{i, j}$ denote the entry at $i$-th row and $j$-th column in matrix $R \in \mathbb{R}^{b \times n}$. Let $R_{*, i} \in \mathbb{R}^{b}$ denote the vector in $i$-th column of $R$.

We first show expectation,

$$
\begin{aligned}
\mathbb{E}\left[\left(R^{\top} R h\right)_{i}\right] & =\mathbb{E}\left[\left\langle R, R_{*, i} h^{\top}\right\rangle\right] \\
& =\mathbb{E}\left[\sum_{j=1}^{b} \sum_{l=1}^{n} R_{j, l} R_{j, i} h_{l}\right] \\
& =\mathbb{E}\left[\sum_{j=1}^{b} R_{j, i}^{2} h_{i}\right]+\mathbb{E}\left[\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l}\right] \\
& =h_{i}+0 \\
& =h_{i}
\end{aligned}
$$

Secondly, we prove the variance is small

$$
\begin{aligned}
\mathbb{E}\left[\left(R^{\top} R h_{i}\right)^{2}\right]= & \mathbb{E}\left[\left\langle R, R_{*, i} h^{\top}\right\rangle^{2}\right] \\
= & \mathbb{E}\left[\left(\sum_{j=1}^{b} \sum_{l=1}^{n} R_{j, l} R_{j, i} h_{l}\right)^{2}\right] \\
= & \mathbb{E}\left[\left(\sum_{j=1}^{b} R_{j, i}^{2} h_{i}+\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l}\right)^{2}\right] \\
= & \mathbb{E}\left[\left(\sum_{j=1}^{b} R_{j, i}^{2} h_{i}\right)^{2}\right]+2 \mathbb{E}\left[\sum_{j^{\prime}=1}^{b} R_{j^{\prime}, i}^{2} h_{i} \sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l}\right] \\
& +\mathbb{E}\left[\left(\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l}\right)^{2}\right] \\
= & C_{1}+C_{2}+C_{3},
\end{aligned}
$$

where the last step follows from defining those terms to be $C_{1}, C_{2}$ and $C_{3}$. For the term $C_{1}$,
we have

$$
C_{1}=h_{i}^{2} \mathbb{E}\left[\left(\sum_{j=1}^{b} R_{j, i}^{2}\right)^{2}\right]=h_{i}^{2} \mathbb{E}\left[\sum_{j=1}^{b} R_{j, i}^{4}+\sum_{j^{\prime} \neq j} R_{j, i}^{2} R_{j^{\prime}, i}^{2}\right]=h_{i}^{2}\left(b \cdot \frac{1}{b^{2}}+b(b-1) \cdot \frac{1}{b^{2}}\right)=h_{i}^{2}
$$

For the second term $C_{2}$,

$$
C_{2}=0 .
$$

For the third term $C_{3}$,

$$
\begin{aligned}
C_{3} & =\mathbb{E}\left[\left(\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l}\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l}^{2} R_{j, i}^{2} h_{l}^{2}\right]+\mathbb{E}\left[\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} h_{l} \sum_{j^{\prime} \in[b] \backslash j} \sum_{l^{\prime} \in[n] \backslash i \backslash l} R_{j^{\prime}, l^{\prime}} R_{j^{\prime}, i} h_{l^{\prime}}\right] \\
& =\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} \frac{1}{b} \frac{1}{b} h_{l}^{2}+0 \leq \frac{1}{b}\|h\|_{2}^{2}
\end{aligned}
$$

Therefore, we have

$$
\mathbb{E}\left[\left(R^{\top} R h\right)_{i}^{2}\right] \leq C_{1}+C_{2}+C_{3} \leq h_{i}^{2}+\frac{1}{b}\|h\|_{2}^{2}
$$

Third, we prove the worst case bound with high probability. We can write $\left(R^{\top} R h\right)_{i}-$
$h_{i}$ as follows

$$
\begin{array}{rlrl}
\left(R^{\top} R h\right)_{i}-h_{i} & =\left\langle R, R_{*, i} h^{\top}\right\rangle-h_{i} & \\
& =\sum_{j=1}^{b} \sum_{l=1}^{n} R_{j, l} \cdot R_{j, i} \cdot h_{l}-h_{i} & \\
& =\sum_{j=1}^{b} R_{j, i}^{2} h_{i}-h_{i}+\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} \cdot h_{l} & & \\
& =\sum_{j=1}^{b} \sum_{l \in[n] \backslash i} R_{j, l} R_{j, i} \cdot h_{l} & & \text { by } R_{j, i}^{2}=1 / b \\
& =\sum_{l \in[n] \backslash i} h_{l}\left\langle R_{*, l}, R_{*, i}\right\rangle & & \\
& =\sum_{l \in[n] \backslash i} h_{l} \cdot\left\langle\sigma_{l} \bar{R}_{*, l}, \sigma_{i} \bar{R}_{*, i}\right\rangle & & \text { by } R_{*, l}=\sigma_{l} \bar{R}_{*, l}
\end{array}
$$

First, we apply Khintchine's inequality, we have

$$
\operatorname{Pr}\left[\left|\sum_{l \in[n] \backslash i} h_{l} \cdot \sigma_{l} \cdot\left\langle\bar{R}_{*, l}, \sigma_{i} \bar{R}_{*, i}\right\rangle\right| \geq C t\left(\sum_{l \in[n] \backslash i} h_{l}^{2}\left(\left\langle\bar{R}_{*, l}, \sigma_{i} \bar{R}_{*, i}\right\rangle\right)^{2}\right)^{1 / 2}\right] \leq \exp \left(-C^{\prime} t^{2}\right)
$$

and choose $t=\sqrt{\log (n / \delta)}$.
For each $l \neq i$, using [LDFU13] we have

$$
\operatorname{Pr}\left[\left|\left\langle\bar{R}_{*, l}, \bar{R}_{*, i}\right\rangle\right| \geq \frac{\sqrt{\log (n / \delta)}}{\sqrt{b}}\right] \leq \delta / n .
$$

Taking a union bound over all $l \in[n] \backslash i$, we have

$$
\left|\left(R^{\top} R h\right)_{i}-h_{i}\right| \leq\|h\|_{2} \frac{\log (n / \delta)}{\sqrt{b}}
$$

with probability $1-\delta$.

## Chapter 4

## Algorithmic Theory of ODEs

Sampling logconcave functions arising in statistics and machine learning has been a subject of intensive study. Recent developments include analyses for Langevin dynamics and Hamiltonian Monte Carlo (HMC). While both approaches have dimension-independent bounds for the underlying continuous processes under sufficiently strong smoothness conditions, the resulting discrete algorithms have complexity and number of function evaluations growing with the dimension. Motivated by this problem, in this chapter, we give a general algorithm for solving multivariate ordinary differential equations whose solution is close to the span of a known basis of functions (e.g., polynomials or piecewise polynomials). The resulting algorithm has polylogarithmic depth and essentially tight runtime - it is nearly linear in the size of the representation of the solution.

We apply this to the sampling problem to obtain a nearly linear implementation of HMC for a broad class of smooth, strongly logconcave densities, with the number of iterations (parallel depth) and gradient evaluations being polylogarithmic in the dimension (rather than polynomial as in previous work). This class includes the widely-used loss function for logistic regression with incoherent weight matrices and has been subject of much study recently. We also give a faster algorithm with polylogarithmic depth for the more general and standard class of strongly convex functions with Lipschitz gradient. These results are based on (1)
an improved contraction bound for the exact HMC process and (2) logarithmic bounds on the degree of polynomials that approximate solutions of the differential equations arising in implementing HMC.

### 4.1 Introduction

The complexity of sampling a high-dimensional density of the form $e^{-f(x)}$ where $f$ is a convex function is a fundamental problem with many applications [LS90, LS92, LS93, LV06a, LV06b, Dal17, DK17, DRD18, DCWY18]. The focus of this chapter is to give very fast, i.e., nearly linear time algorithms, for a large subclass of such densities. A motivating and important case is the loss function for logistic regression, widely used in machine learning applications [Ber44, Paa00, NJ02, HJLS13, Bou14]:

$$
\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)
$$

where $\phi_{i}$ are convex functions; a popular choice is $\phi(t)=\log \left(1+e^{-t}\right)$. Sampling according to $e^{-f}$ for this choice of $f$ corresponds to sampling models according to their KL-divergence, a natural and effective choice for classification problems [HJLS13].

A general approach to sampling is by an ergodic Markov chain whose stationary distribution is designed to have the desired density. Traditionally, this is done via a Metropolis filter, which accepts a proposed (random) next step $y$ from the current point $x$ with probability $\min \left\{1, \frac{f(y)}{f(x)}\right\}$. While very general, one downside of this approach is the possibility of high rejection probabilities, which typically force local steps to be very small. Nevertheless, for arbitrary logconcave functions (including nonsmooth ones), this approach has the current best guarantees [LV06b].

Another family of algorithms is derived from an underlying continuous stochastic process with the desired stationary density. A classic example of such a continuous process is Brownian motion. To sample a convex body for example, one could use Brownian motion
with a boundary reflection condition. This is written as the stochastic equation:

$$
\mathrm{d} X_{t}=\mathrm{d} W_{t}
$$

with reflection at the boundary of the domain, and $d W_{t}$ being infinitesimal Brownian motion. To sample from the density proportional to $e^{-f(x)}$, one can use the stochastic differential equation,

$$
\mathrm{d} X_{t}=-\nabla f\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} W_{t}
$$

By the classical Fokker-Planck equation, under mild assumptions on $f$, the stationary density of this process is proportional to $e^{-f(x)}$.

How can we turn these continuous processes into algorithms? One approach is to take small rather than infinitesimal steps, and this leads to the Langevin dynamics, of which there are multiple flavors [Dal17, DK17, ZLC17, RRT17, DRD18, CCBJ18, CCAY $\left.{ }^{+} 18, \mathrm{CFM}^{+} 18\right]$. Starting with Dalalyan [Dal17], it has been established that these dynamics converge in polynomial (in dimension) time for strongly logconcave functions, with the underdamped version converging in $O(\sqrt{d})$ iterations (and polynomial dependences on appropriate condition numbers) [CCBJ18]. The dependence on dimension seems unavoidable in the discretized algorithm, even though the continuous process has no such dependence.

Hamiltonian Monte Carlo. HMC is a random process that maintains a position $x$ and velocity pair $v$. To sample according to $e^{-f}$, we define a Hamiltonian $H(x, v)=f(x)+\frac{1}{2}\|v\|^{2}$. At each step $v$ is chosen randomly from $N(0, I)$ and $x$ is updated using the following Ordinary Differential Equation (ODE) for a some fixed time interval.

$$
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=v(t), \quad \frac{\mathrm{d} v(t)}{\mathrm{d} t}=-\nabla f(x(t)) .
$$

This process has the particularly nice property that it conserves the value of $H$, and as a result there is no need to apply a Metropolis filter. HMC has been studied in many works [MS17, MV18, LV18]. Mangoubi and Smith [MS17] gave the following guarantee for strongly logconcave densities.

Theorem 4.1.1 ([MS17]). Let $f$ be a smooth, strongly convex function s.t. for all $y$

$$
m_{2} \cdot I \preceq \nabla^{2} f(y) \preceq M_{2} \cdot I .
$$

Then, HMC converges to the density proportional to $e^{-f}$ in $\widetilde{O}\left(\left(M_{2} / m_{2}\right)^{2}\right)$ iterations with each iteration being the exact solution of an ODE.

For the resulting algorithm presented in [MS17], which needs to approximate the solution of the ODE, the number of function evaluations and overall time grow as square-root of the dimension (and a higher polynomial of the condition number). Table 4.1 summarizes related work on sampling logconcave functions with various structural assumptions. In all these cases, even with higher-order smoothness and incoherence assumptions, the number of gradient/function evaluations grows as a polynomial in $d$. A special case of much interest is Bayesian logistic regression. To address this [MV18] define an incoherence parameter and achieve the previously best dependence on the dimension of $d^{1 / 4}$ for functions with bounded incoherence. They note that this is nearly optimal for the leapfrog implementation of HMC they use. Improving the complexity further, and in particular the dependence on the dimension $d$ is an important open problem. This brings us to our main motivating question:

For what class of functions can we avoid polynomial dependence on dimension (in an algorithm)? Can we do this for the logistic loss function?

| Year | Refs. | Method | Iters. | Gra/Iter | Total time |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2006 | $[$ LV06b $]$ | B./H. $^{*}$ | $d^{3}, d^{4}$ | 1 | $d^{5}, d^{6}$ |
| 2017 | $[$ Dal17 $]$ | LMC $^{*}$ | $\kappa^{2} d, \kappa^{3} d^{3}$ | 1 | $\kappa^{2} d^{2}, \kappa^{3} d^{4}$ |
| 2017 | $[$ Dal17] | LMCO $^{*}$ | $\kappa^{2} d, \kappa^{2} d^{2.5}$ | 1 | $\kappa^{2} d^{4}, \kappa^{2} d^{5.5}$ |
| 2018 | $[$ CCBJ18] | DL | $\kappa^{2} d^{0.5}$ | 1 | $\kappa^{2} d^{1.5}$ |
| 2018 | $[$ DCWY18] | MALA $^{*}$ | $\kappa d, \kappa d^{2}$ | 1 | $\kappa d^{2}, \kappa d^{3}$ |
| 2017 | $[$ MS17] | HMC $^{*, \dagger}$ | $\kappa^{6.5} d^{0.5}$ | 1 | $\kappa^{6.5} d^{1.5}$ |
| 2018 | $[$ MV18] | HMC $^{*, \dagger}$ | $\kappa^{2.75} d^{0.25}, \kappa^{3.5} d^{0.25}$ | 1 | $\kappa^{2.75} d^{1.25}, \kappa^{3.5} d^{1.25}$ |
| 2018 | [LSV18] <br> (thesis) | HMC <br>  <br> HMC | $\kappa^{1.5}$ <br> $\kappa^{1.5}$ | $\kappa^{0.25} d^{0.5}$ | 1.5 <br> $\kappa^{1.75} d^{1.5}$ |

* have different bounds for warm start and general (cold) start. We stated the runtime for cold start in green color.
${ }^{\dagger}$ make smoothness and incoherence assumptions motivated by and applicable to Bayesian logistic regression.

Table 4.1: Summary of results, $d$ is the dimension, $\kappa$ is the condition number of $\nabla^{2} f$. "Iters" denotes "the number of iterations / parallel depth". "Gra/Iter" denotes the "the number of gradients per iteration". We use the parallel depth of the algorithm as the number of iterations. We suppress polylogarithmic terms and dependence on the error parameter. Ball walk/hit-and-run apply to general logconcave distributions, the rest assume strongly logconcave with Lipschitz gradient and possibly more. "B./H." denotes "Ball Walk/Hit-andrun". "DL" denotes "Damped Langevin". In all previous work, for simplicity, we report the most favorable bounds by making various assumptions such as $\kappa \ll d$.

### 4.1.1 Results

We begin with an informal statement of our result for sampling from a class that includes the logistic loss function.

Theorem 4.1.2 (Informal version of Theorem 4.5.6). Let $A=\left[a_{1} ; a_{2} ; \cdots ; a_{n}\right] \in \mathbb{R}^{n \times d}$, $\phi_{i}: \mathbb{R} \rightarrow \mathbb{R}$ with its $k$-th derivatives bounded by $O(1)^{k}$ and

$$
f(x)=\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)+\frac{m_{2}}{2}\|x\|^{2} .
$$

Suppose that $\nabla^{2} f$ has condition number $\kappa$ and $\tau=\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$. Then we can find a random point $X$ whose Wasserstein distance to $Y$ drawn from the density proportional to $e^{-f}$ satisfies

$$
W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

using $\widetilde{O}\left(\kappa^{1.5}+\frac{\tau}{m_{2}}\right)$ iterations, where each iteration takes $\widetilde{O}(d)$ time and $\widetilde{O}(1)$ evaluations of $\nabla f$.

Remark 4.1.1. The $\frac{1}{\sqrt{m_{2}}}$ term in the error is needed to make the statement invariant under scaling of $f$.

For the logistic $\operatorname{loss}^{1} \phi(t)=\log \left(1+e^{-t}\right)$, we have $\phi^{\prime}(t)=-\frac{1}{1+e^{t}}$, and it has Cauchy estimate $M=1$ with radius $r=1$ (See Lemma 4.9.2). The above result has the following application,

Corollary 4.1.3 (Logistic loss sampling). Let $f(x)=\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)+\frac{m_{2}}{2}\|x\|^{2}$ with $\phi(t)=$ $\log \left(1+e^{-t}\right)$. Let $\tau=\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$ and suppose that $\nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x$. Starting at the minimum $x^{(0)}$ of $f$, we can find a random point $X$ whose Wasserstein distance to $Y$ drawn from the density proportional to $e^{-f}$ satisfies

$$
W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

using $\widetilde{O}\left(\frac{\tau}{m_{2}}+\kappa^{1.5}\right)$ iterations with $\kappa=\frac{M_{2}}{m_{2}}$. Each iteration takes $\widetilde{O}(d)$ time and $\widetilde{O}(1)$ matrixvector multiplications for $A$ and $A^{\top}$.

Remark 4.1.2. Lemma 4.6 .1 shows that $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\Theta\left(\lambda_{\max }\left(A A^{\top}\right)\right)$ for sparse enough matrix $A A^{\top}$. Since $\lambda_{\max }\left(A A^{\top}\right)$ usually has the same order as $M_{2}$, the number of iterations is dominated by the $\kappa^{1.5}$ term.

[^12]The above results extend and improve previous work substantially. First, in all previous algorithms, the number of functions calls was polynomial in the dimension $d$, while the dependence here is polylogarithmic. Second, our incoherence assumption for logistic regression is simpler and milder. Third, due to the nature of how we implement each step, the parallel depth of the algorithm is just the number of iterations, i.e., polylogarithmic in the dimension and $\widetilde{O}(1)$ when the condition numbers are bounded. Fourth, the runtime and depth of our algorithm depends polynomially in $\log (1 / \epsilon)$ while all previous (nearly) linear time algorithms depends polynomially in $1 / \epsilon$.

We also give an improved bound on the complexity of sampling from $e^{-f}$ when $f$ is strongly convex and has a Lipschitz gradient (no further smoothness assumptions).

Theorem 4.1.4. (Strongly Convex). Given a function $f$ such that $0 \prec m_{2} \cdot I \preceq \nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x \in \mathbb{R}^{d}$ and $0<\epsilon<\sqrt{d}$. Starting $x^{(0)}$ at the minimum of $f$, we can find a random point $X$ whose Wasserstein distance to $Y$ drawn from the density proportional to $e^{-f}$ satisfies

$$
W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

using $O\left(\kappa^{1.5} \log \left(\frac{d}{\epsilon}\right)\right)$ iterations where $\kappa=\frac{M_{2}}{m_{2}}$. Each iteration takes $O\left(\frac{\kappa^{\frac{1}{4}} d^{\frac{3}{2}}}{\epsilon} \log \left(\frac{\kappa d}{\epsilon}\right)\right)$ time and $O\left(\frac{\kappa^{\frac{1}{4}} \frac{1}{\epsilon}}{\epsilon} \log \left(\frac{\kappa d}{\epsilon}\right)\right)$ evaluations of $\nabla f$, amortized over all iterations.

The previous best bound was $\kappa^{2} \sqrt{d}$ iterations [CCBJ18]. This result is one of the key surprises of this chapter. Although this problem has been studied extensively with specifically-designed algorithms and analysis, we show how to get a better result by a general ODE algorithm and a general analysis which works for any ODE. Furthermore, our algorithm is the first to achieve polylogarithmic depth dependence on the dimension, which seemed impossible in prior work.

The above results are based on three ingredients: (1) a new contraction rate for HMC of $\kappa^{1.5}$, improving on the previous best bound of $\kappa^{2}(2)$ a proof that a solution to ODE's arising from HMC applied to the above problem are approximated by (piecewise) low-degree polynomials and (3) a fast (nearly linear time and polylog parallel depth) algorithm for solving multivariate second-order ODEs.

We next present the multivariate high-order ODE guarantee. This generalizes and improves on the guarantee from [LV17]. While we state it below for the case of the piecewise polynomial basis of functions, it applies to any basis of functions. This is a general result about solving ODE efficiently, independent of the application to sampling. The only assumptions needed are that the ODE function is Lipschitz and that the solution is close to the span of small number of basis of functions. These natural assumptions suffice to get around the worst-case complexity lower bounds for solving such general ODEs [KF82, Ko83, Ko10, Kaw10, KC12].

Theorem 4.1.5 (Informal version of Theorem 4.2.4 for 1st order ODE). Let $x^{*}(t) \in \mathbb{R}^{d}$ be the solution of the $O D E$

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x(t)=F(x(t), t), x(0)=v
$$

where $F: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d}, x(t) \in \mathbb{R}^{d}$ and $v \in \mathbb{R}^{d}$. Given some $L$ and $\epsilon>0$ such that

1. There exists a piece-wise polynomial $q(t)$ such that $q(t)$ on $\left[T_{j-1}, T_{j}\right]$ is a degree $D_{j}$ polynomial with

$$
0=T_{0}<T_{1}<\cdots<T_{n}=T
$$

and that

$$
\left\|q(t)-\frac{\mathrm{d}}{\mathrm{~d} t} x^{*}(t)\right\| \leq \frac{\epsilon}{T}, \forall t \in[0, T]
$$

2. The algorithm knows about the intervals $\left[T_{j-1}, T_{j}\right]$ and the degree $D_{j}$ for all $j \in[n]$.
3. For any $y, z \in \mathbb{R}^{d}$,

$$
\|F(y, t)-F(z, t)\| \leq L\|y-z\|, \forall t \in[0, T] .
$$

Assume $L T \leq 1 / 16000$. Then, we can find a piece-wise polynomial $x(t)$ such that

$$
\max _{t \in[0, T]}\left\|x(t)-x^{*}(t)\right\| \lesssim \epsilon
$$

using $\widetilde{O}\left(\sum_{i=1}^{n}\left(1+D_{i}\right)\right)$ evaluations of $F$ and $\widetilde{O}\left(d \sum_{i=1}^{n}\left(1+D_{i}\right)\right)$ time.

We suspect these methods will be useful in many other settings beyond the focus application of this chapter. Moreover, the result is nearly optimal. Roughly speaking, it says that the complexity of solving the ODE is nearly the same as the complexity of representing the solution. The assumption that $L T<1$ is essential, as otherwise after longer time, the solution can blow up exponentially. Also, the assumption on the piece-wise polynomial approximation has a certain universality since this is how one implicitly represents a function using any iterative method. Finally, each iteration of the ODE algorithm, the collocation method, can be fully parallelized; as a result the parallel time complexity of the sampling algorithms in this chapter are polylogarithmic in the dimension.

### 4.1.2 HMC and improved contraction rate

We give an improved contraction rate for HMC, stated explicitly as Algorithm 4.1. We

Algorithm 4.1 Hamiltonian Monte Carlo Algorithm
procedure $\operatorname{HMC}\left(x^{(0)}, f, \epsilon, h\right)$
$\triangleright$ Theorem 4.3.2
2: $\quad$ Suppose that $f$ is $m_{2}$ strongly convex with $M_{2}$ Lipschitz gradient on $\mathbb{R}^{d}$.
3: $\quad$ Assume that the step size $h \leq \frac{m_{2}^{1 / 4}}{2 M_{2}^{3 / 4}}$.
4: Let the number of iterations $N=\frac{1}{\theta} \cdot \log \left(\frac{4}{\epsilon^{2}}\left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2}}+d\right)\right)$ with $\theta=\frac{m_{2} h^{2}}{8}$.
For $k=1,2, \cdots, N$ do
Generate a Gaussian random direction $v \sim \mathcal{N}\left(0, I_{d}\right)$.
Let $x(t)$ be the HMC defined by

$$
\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}=-\nabla f(x), \frac{\mathrm{d} x}{\mathrm{~d} t}(0)=v, x(0)=x^{(k-1)}
$$

8: $\quad$ Find a point $x^{(k)}$ such that
$\triangleright$ Theorem 4.2.4

$$
\left\|x^{(k)}-x(h)\right\|_{2} \leq \bar{\epsilon}:=\frac{\theta \cdot \epsilon}{2 \sqrt{m_{2}}}
$$

end for
return $x^{(N)}$.
end procedure
give two contraction bounds for the ideal HMC. The first bound is $\left(\frac{m_{2}}{M_{2}}\right)^{1.5}$ using $T \sim \frac{m_{2}^{1 / 4}}{M_{2}^{3 / 4}}$. The second bound shows that there is a $T$ that gives the optimal contraction bound $\frac{m_{2}}{M_{2}}$. However, as we will see this part cannot be used to bound the overall mixing time, because the time $T$ depends on the point we use for coupling, which is unknown to the algorithm. We keep this as evidence for a possible $\frac{m_{2}}{M_{2}}$ bound. The improvement is from $\kappa^{2}$ in previous work to $\kappa^{1.5}$.

Lemma 4.1.6 (Contraction bound for HMC). Let $x(t)$ and $y(t)$ be the solution of HMC dynamics on $e^{-f}$ starts at $x(0)$ and $y(0)$ with initial direction $x^{\prime}(0)=y^{\prime}(0)=v$ for some vector $v$. Suppose that $f$ is $m_{2}$ strongly convex with $M_{2}$ Lipschitz gradient., i.e., $m_{2} \cdot I \preceq$ $\nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x$. Then, for $0 \leq t \leq \frac{m_{2}^{1 / 4}}{2 M_{2}^{3 / 4}}$, we have that

$$
\|x(t)-y(t)\|_{2}^{2} \leq\left(1-\frac{m_{2}}{4} t^{2}\right)\|x(0)-y(0)\|_{2}^{2}
$$

Furthermore, there is $t \geq 0$ depending on $f, x(0), y(0)$, and $v$ such that

$$
\|x(t)-y(t)\|_{2}^{2} \leq\left(1-\frac{1}{16} \frac{m_{2}}{M_{2}}\right)\|x(0)-y(0)\|_{2}^{2}
$$

### 4.1.3 Techniques

In this chapter we give bounds on the Collocation Method for solving ODEs. To ensure the algorithm is applicable to the ODE's that arise in the sampling application, we need to show that the solution of the ODE is close to a low-rank basis. Given only bounds on the Hessian of a function, we do this by approximating the solution of the ODE with a piecewise degree two polynomial. For smooth functions, we can use low-degree polynomials.

The proofs of the degree bounds go via the Cauchy-Kowalevsky method, by showing bounds on all derivatives at the initial point. To do this for multivariate ODE's, we use
the method of majorants, and reduce the problem to bounding the radius of convergence of one-variable ODEs.

The improved convergence guarantees for exact HMC are also based on better analysis of the underlying ODE, showing that a larger step size than previously known is possible.

For many optimization and sampling methods, there are corresponding customized versions that deal with decomposable functions by sampling terms of the functions. These algorithms usually take nearly linear time with the number of iterations being polynomial in the dimension. Often, an improvement in the general case would lead to an improvement in the decomposable case. To limit the length of this chapter, we focus only on results with polylogarithmic depth. Therefore, in Table 4.1, we do not list algorithms that involve sampling each term in decomposable functions [BFR16, $\mathrm{DSM}^{+} 16, \mathrm{DRW}^{+} 16, \mathrm{BFFN} 17$, DK17, $\left.\mathrm{CWZ}^{+} 17, \mathrm{NDH}^{+} 17, \mathrm{CFM}^{+} 18\right]$. We expect our techniques can be further improved for decomposable functions by sampling individual terms.

Outline of chapter. Then we give the main ODE algorithm and guarantees in Section 4.2. We give the proof of the improved convergence bound for HMC in Section 4.3. We use both parts to obtain improved guarantees for sampling strongly logconcave functions with Lipschitz gradients in Section 4.4 and smooth functions, including logistic loss in Section 4.5.

Some preliminaries including standard definitions and well-known theorems about ODEs are in an appendix. Remaining proofs about ODEs are in Appendix 4.7. In Appendix 4.8 , we present some useful tools for Cauchy estimates. Appendix 4.9 shows how to calculate the Cauchy estimates of some function which are extensively used in practice.

### 4.2 ODE Solver for any basis

In this section, we analyze the collocation method for solving ODEs [Ise09]. This method is classical in numerical analysis. The goal of this section is provide an introduction of this method and provide a non-asymptotic bounds for this method. In [LV17, LV18], we applied this method to obtain faster algorithms for sampling on polytopes. Unfortunately, the particular version of collocation method we used assume the solution can be approximated by a low-degree polynomial, which heavily restrict the set of functions we can sample.

To give an intuition for the collocation method, we first consider the following firstorder ODE

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} x(t) & =F(x(t), t), \quad \forall 0 \leq t \leq T \\
x(0) & =v
\end{aligned}
$$

where $F: \mathbb{R}^{d+1} \rightarrow \mathbb{R}$. The collocation method is partly inspired by the Picard-Lindelöf theorem, a constructive existence proof for a large class of ODE. Therefore, we will first revisit the proof of Picard-Lindelöf theorem for first-order ODE.

### 4.2.1 Picard-Lindelöf theorem

In general, we can rewritten the first-order ODE as an integral equation

$$
x(t)=v+\int_{0}^{t} F(x(s), s) \mathrm{d} s \quad \text { for all } 0 \leq t \leq T
$$

To simplify the notation, we use $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ to denote $\mathbb{R}^{d}$-valued functions on $[0, T]$. We define the operator $\mathcal{T}$ from $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ to $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\mathcal{T}(x)(t)=v+\int_{0}^{t} F(x(s), s) \mathrm{d} s \quad \text { for all } 0 \leq t \leq T \tag{4.1}
\end{equation*}
$$

Therefore, the integral equation is simply $x=\mathcal{T}(x)$.
Banach fixed point theorem shows that the integral equation $x=\mathcal{T}(x)$ has a unique solution if there is a norm, and $j \in \mathbb{N}$ such that the map $\mathcal{T}^{\circ j}$ has Lipschitz constant less than 1. Recall that $\mathcal{T}^{\circ j}$ is the composition of $j$ many $\mathcal{T}$, i.e.,

$$
\mathcal{T}^{\circ j}(x)=\underbrace{\mathcal{T}(\mathcal{T}(\cdots \mathcal{T}}_{j \text { many } \mathcal{T}}(x) \cdots)) .
$$

Picard-Lindelöf theorem shows that if $F$ is Lipschitz in $x$, then the map $\mathcal{T}^{\circ j}$ has Lipschitz constant less than 1 for some positive integer $j$.

Lemma 4.2.1. Given any norm $\|\cdot\|$ on $\mathbb{R}^{d}$. Let $L$ be the Lipschitz constant of $F$ in $x$, i.e.

$$
\|F(x, s)-F(y, s)\| \leq L\|x-y\| \quad \text { for all } x, y \in \mathbb{R}^{d}, s \in[0, T]
$$

For any $x \in \mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$, we define the corresponding norm

$$
\|x\| \stackrel{\text { def }}{=} \max _{0 \leq t \leq T}\|x(t)\| .
$$

Then, the Lipschitz constant of $\mathcal{T}^{\circ j}$ in this norm is upper bounded by $(L T)^{j} / j$ !.

Proof. We prove this lemma with a stronger induction statement

$$
\left\|\left(\mathcal{T}^{\circ j} x\right)(h)-\left(\mathcal{T}^{\circ j} y\right)(h)\right\| \leq \frac{L^{j} h^{j}}{j!}\|x-y\| \quad \text { for all } 0 \leq h \leq T
$$

The base case $j=0$ is trivial. For the induction case $j$, we can upper bound the term
as follows

$$
\begin{array}{rlr} 
& \left\|\mathcal{T}^{\circ j} x(h)-\mathcal{T}^{\circ j} y(h)\right\| \\
= & \left\|\mathcal{T} \mathcal{T}^{\circ(j-1)} x(h)-\mathcal{T} \mathcal{T}^{\circ(j-1)} y(h)\right\| & \\
\leq & \int_{0}^{h}\left\|F\left(\mathcal{T}^{\circ(j-1)} x(s), s\right)-F\left(\mathcal{T}^{\circ(j-1)} y(s), s\right)\right\| \mathrm{d} s & \\
\leq & L \int_{0}^{h}\left\|\mathcal{T}^{\circ(j-1)} x(s)-\mathcal{T}^{\circ(j-1)} y(s)\right\| \mathrm{d} s & \text { by } f \text { is } L \text { Lipschitz } \\
\leq & L \int_{0}^{h} \frac{L^{j-1} s^{j-1}}{(j-1)!}\|x-y\| \mathrm{d} s & \text { by the induction statement } \\
= & \frac{L^{j}}{j!} h^{j}\|x-y\| . &
\end{array}
$$

This completes the induction.

### 4.2.2 Intuition of collocation method

To make the Picard-Lindelöf theorem algorithmic, we need to discuss how to represent a function in $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$. One standard way is to use a polynomial $p_{i}(t)$ in $t$ for each coordinate $i \in[d]$. In this section, we assume that there is a basis $\left\{\varphi_{j}\right\}_{j=1}^{D} \subset \mathcal{C}([0, T], \mathbb{R})$ such that for all $i \in[d], \frac{\mathrm{d} x_{i}}{\mathrm{~d} t}$ is approximated by some linear combination of $\varphi_{j}(t)$.

For example, if $\varphi_{j}(t)=t^{j-1}$ for $j \in[d]$, then our assumption is simply saying $\frac{\mathrm{d} x_{i}}{\mathrm{~d} t}$ is approximated by a degree $D-1$ polynomial. Other possible basis are piecewise-polynomial and Fourier series. By Gram-Schmidt orthogonalization, we can always pick nodes point $\left\{c_{i}\right\}_{j=1}^{D}$ such that

$$
\varphi_{j}\left(c_{i}\right)=\delta_{i, j} \quad \text { for } i, j \in[D] .
$$

The benefit of such basis is that for any $f \in \operatorname{span}\left(\varphi_{j}\right)$, we have that $f(t)=\sum_{j=1}^{D} f\left(c_{j}\right) \varphi_{j}(t)$.

For polynomials, the resulting basis are the Lagrange polynomials

$$
\varphi_{j}(t)=\prod_{i \in[D] \backslash\{j\}} \frac{t-c_{i}}{c_{j}-c_{i}} \quad \text { for } j \in[D] .
$$

The only assumption we make on the basis is that its integral is bounded.

Definition 4.2.1. Given a $D$ dimensional subspace $\mathcal{V} \subset \mathcal{C}([0, T], \mathbb{R})$ and node points $\left\{c_{j}\right\}_{j=1}^{D} \subset[0, T]$. For any $\gamma_{\varphi} \geq 1$, we call a basis $\left\{\varphi_{j}\right\}_{j=1}^{D} \subset \mathcal{V}$ is $\gamma_{\varphi}$ bounded if $\varphi_{j}\left(c_{i}\right)=\delta_{i, j}$ and we have

$$
\sum_{j=1}^{D}\left|\int_{0}^{t} \varphi_{j}(s) \mathrm{d} s\right| \leq \gamma_{\varphi} T \quad \text { for } t \in[0, T]
$$

Note that if the constant function $1 \in \mathcal{V}$, then we have

$$
1=\sum_{j=1}^{D} 1\left(c_{j}\right) \varphi_{j}(t)=\sum_{j=1}^{D} \varphi_{j}(t)
$$

Hence, we have

$$
T=\int_{0}^{T} 1 \mathrm{~d} s \leq \sum_{j=1}^{D}\left|\int_{0}^{T} \varphi_{j}(s) \mathrm{d} s\right| \leq \gamma_{\varphi} T
$$

Therefore, $\gamma_{\varphi} \geq 1$ for most of the interesting basis. This is the reason why we simply put it as an assumption to shorten some formulas.

In the section 4.2.5, we prove that for the space of low degree polynomial and piecewise low degree polynomial, there is a basis on the Chebyshev nodes that is $O(1)$ bounded.

Assuming that $\frac{d x}{d t}$ can be approximated by some element in $\mathcal{V}$, we have that

$$
\frac{\mathrm{d} x}{\mathrm{~d} t}(t) \sim \sum_{j=1}^{D} \frac{\mathrm{~d} x}{\mathrm{~d} t}\left(c_{j}\right) \varphi_{j}(t)=\sum_{j=1}^{D} F\left(x\left(c_{j}\right), c_{j}\right) \varphi_{j}(t)
$$

Integrating both sides, we have

$$
\begin{equation*}
x(t) \approx v+\int_{0}^{t} \sum_{j=1}^{D} F\left(x\left(c_{j}\right), c_{j}\right) \varphi_{j}(s) \mathrm{d} s \tag{4.2}
\end{equation*}
$$

This inspires us to consider the following operator from $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ to $\mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$ :

$$
\begin{equation*}
\mathcal{T}_{\varphi}(x)(t)_{i}=v_{i}+\int_{0}^{t} \sum_{j=1}^{D} F\left(x\left(c_{j}\right), c_{j}\right)_{i} \varphi_{j}(s) \mathrm{d} s \quad \text { for } i \in[d] . \tag{4.3}
\end{equation*}
$$

Equation (4.2) can be written as $x \approx \mathcal{T}_{\varphi}(x)$. To find $x$ to satisfies this, naturally, one can apply the fix point iteration and this is called the collocation method.

### 4.2.3 Collocation method

From the definition of (4.3), we note that $\mathcal{T}_{\varphi}(x)$ depends only on $x(t)$ at $t=c_{j}$. Therefore, we can only need to calculate $\mathcal{T}_{\varphi}(x)(t)$ at $t=c_{j}$. To simplify the notation, for any $x \in \mathcal{C}\left([0, T], \mathbb{R}^{d}\right)$, we define a corresponding matrix $[x] \in \mathbb{R}^{d \times D}$ by $[x]_{i, j}=x_{i}\left(c_{j}\right)$. For any $d \times D$ matrix $X$, we define $F(X, c)$ as an $d \times D$ matrix

$$
\begin{equation*}
F(X, c)_{i, j}=F\left(X_{*, j}, c_{j}\right)_{i} . \tag{4.4}
\end{equation*}
$$

where $X_{*, j}$ is the $j$-th column of $X$. Finally, we define $A_{\varphi}$ as a $D \times D$ matrix

$$
\begin{equation*}
\left(A_{\varphi}\right)_{i, j}=\int_{0}^{c_{j}} \varphi_{i}(s) \mathrm{d} s \tag{4.5}
\end{equation*}
$$

By inspecting the definition of (4.3), (4.4) and (4.5), we have that

$$
\left[\mathcal{T}_{\varphi}(x)\right]=v \cdot 1_{D}^{\top}+F([x], c) A_{\varphi}
$$

where $1_{D}$ is a column of all 1 vector of length $D$. Hence, we can apply the map $\mathcal{T}_{\varphi}$ by simply multiply $F([x], c)$ by a pre-compute $D \times D$ matrix $A_{\varphi}$. For the basis we considered

```
Algorithm 4.2 Collocation Method
    procedure \(\operatorname{CollocationMEthod}(F, v, T, \varphi, c) \quad \triangleright\) Theorem 4.2.3
    Let \(N=\left\lceil\log \left(\frac{T}{\epsilon} \max _{s \in[0, T]}\|F(v, s)\|\right)\right\rceil \quad \triangleright\) Choose number of iterations
    Let \(A_{\varphi}\) be the matrix defined by \(\left(A_{\varphi}\right)_{i, j}=\int_{0}^{c_{j}} \varphi_{i}(s) \mathrm{d} s\).
    \(X^{(0)} \leftarrow v \cdot 1_{D}^{\top}\). \(\quad 1_{D}\) is a column of all 1 vector of length \(D\)
    for \(j=1,2, \cdots, N-1\) do
        \(X^{(j)} \leftarrow v \cdot 1_{D}^{\top}+F\left(X^{(j-1)}, c\right) A_{\varphi} . \quad \triangleright\) Matrix \(F(X, c)\) is defined in Eq. (4.4)
            \(\triangleright\) Note that we evaluate \(D\) many \(F\) every iteration in this matrix notation.
        end for
        \(x^{(N)}(t) \leftarrow v+\int_{0}^{t} \sum_{i=1}^{D} F\left(X_{*, i}^{(N)}, c_{i}\right) \varphi_{i}(s) \mathrm{d} s\)
        return \(x^{(N)}\)
    end procedure
```

in this chapter, each iteration takes only $\widetilde{O}(d D)$ which is nearly linear to the size of our representation of the solution.

We state our guarantee for a first-order ODE (Algorithm 4.2).

Theorem 4.2.2 (First order ODE). Let $x^{*}(t)$ be the solution of an dimensional ODE

$$
x(0)=v, \frac{\mathrm{~d} x(t)}{\mathrm{d} t}=F(x(t), t) \quad \text { for all } 0 \leq t \leq T
$$

We are given a $D$ dimensional subspace $\mathcal{V} \subset \mathcal{C}([0, T], \mathbb{R})$, node points $\left\{c_{j}\right\}_{j=1}^{D} \subset[0, T]$ and a $\gamma_{\varphi}$ bounded basis $\left\{\varphi_{j}\right\}_{j=1}^{D} \subset \mathcal{V}$ (Definition 4.2.1). Given some $L$ and $\epsilon>0$ such that

1. There exists a function $q \in \mathcal{V}$ such that

$$
\left\|q(t)-\frac{\mathrm{d}}{\mathrm{~d} t} x^{*}(t)\right\| \leq \frac{\epsilon}{T}, \forall t \in[0, T] .
$$

2. For any $y, z \in \mathbb{R}^{d}$,

$$
\|F(y, t)-F(z, t)\| \leq L\|y-z\|, \forall t \in[0, T] .
$$

Assume $\gamma_{\varphi} L T \leq 1 / 2$. Then the algorithm CollocationMethod (Algorithm 4.2) outputs a function $x^{(N)} \in \mathcal{V}$ such that

$$
\max _{t \in[0, T]}\left\|x^{(N)}(t)-x^{*}(t)\right\| \leq 20 \gamma_{\varphi} \epsilon .
$$

The algorithm takes $O\left(D \log \left(\frac{T}{\epsilon} \max _{s \in[0, T]}\|F(v, s)\|\right)\right)$ evaluations of $F$.

Next we state the general result for a $k$-th order ODE. We prove this via a reduction from higher order ODE to first-order ODE. See the proof in Appendix 4.7.

Theorem 4.2.3 ( $k$-th order ODE). Let $x^{*}(t) \in \mathbb{R}^{d}$ be the solution of the ODE

$$
\begin{aligned}
& \frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} x(t)=F\left(\frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, x(t), t\right) \\
& \frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x(0)=v_{i}, \forall i \in\{k-1, \cdots, 1,0\}
\end{aligned}
$$

where $F: \mathbb{R}^{k d+1} \rightarrow \mathbb{R}^{d}, x(t) \in \mathbb{R}^{d}$, and $v_{0}, v_{1}, \cdots, v_{k-1} \in \mathbb{R}^{d}$.
We are given a $D$ dimensional subspace $\mathcal{V} \subset \mathcal{C}([0, T], \mathbb{R})$, node points $\left\{c_{j}\right\}_{j=1}^{D} \subset[0, T]$ and a $\gamma_{\varphi}$ bounded basis $\left\{\varphi_{j}\right\}_{j=1}^{D} \subset \mathcal{V}$ (Definition 4.2.1). Given some $L$ and $\epsilon>0$ such that

1. For $i \in[k]$, there exists a function $q^{(i)} \in \mathcal{V}$ such that

$$
\left\|q^{(i)}(t)-\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x^{*}(t)\right\| \leq \frac{\epsilon}{T^{i}}, \forall t \in[0, T]
$$

2. For any $y, z \in \mathbb{R}^{k d}$,

$$
\|F(y, t)-F(z, t)\| \leq \sum_{i=1}^{k} L_{i}\left\|y_{i}(t)-z_{i}(t)\right\|, \forall t \in[0, T]
$$

Assume $\gamma_{\varphi} L T \leq 1 / 8$ with $L=\sum_{i=1}^{k} L_{i}^{1 / i}$. Then, we can find functions $\left\{q^{(i)}\right\}_{i \in\{0,1, \cdots, k-1\}} \subset$ $\mathcal{V}$ such that

$$
\max _{t \in[0, T]}\left\|q^{(i)}(t)-\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x^{*}(t)\right\|_{p}=20(1+2 k) \gamma_{\varphi} \frac{\epsilon}{T^{i}}, \forall i \in\{0,1, \cdots, k-1\}
$$

The algorithm takes $O(D \log (C / \epsilon))$ evaluations of $F$ where

$$
C=\left(4 \gamma_{\varphi} T\right)^{k} \cdot \max _{s \in[0, T]}\left\|F\left(v_{k-1}, v_{k-2}, \cdots, v_{0}, s\right)\right\|+\sum_{i=1}^{k-1}\left(4 \gamma_{\varphi} T\right)^{i}\left\|v_{i}\right\|
$$

Note that the statement is a bit awkward. Instead of finding a function whose derivatives are same as the derivatives of $x^{*}$, the algorithm approximates the derivatives of $x^{*}$ individually. This is because we do not know if derivatives/integrals of functions in $\mathcal{V}$ remain in $\mathcal{V}$. For piece-wise polynomials, we can approximate the $j$-th derivative of the solution by taking $(k-j)$-th iterated integral of $q^{(k)}$, which is still a piece-wise polynomial.

In section 4.2.5, we give a basis for piece-wise polynomials (Lemma 4.2.8). Using this basis, we have the following Theorem.

Theorem 4.2.4. ( $k$-th order ODE) Let $x^{*}(t) \in \mathbb{R}^{d}$ be the solution of the ODE

$$
\begin{aligned}
\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} x(t) & =F\left(\frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, x(t), t\right) \\
\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x(0) & =v_{i}, \forall i \in\{k-1, \cdots, 1,0\}
\end{aligned}
$$

where $F: \mathbb{R}^{k d+1} \rightarrow \mathbb{R}^{d}, x(t) \in \mathbb{R}^{d}$, and $v_{0}, v_{1}, \cdots, v_{k-1} \in \mathbb{R}^{d}$. Given some $L$ and $\epsilon>0$ such that

1. There exists a piece-wise polynomial $q(t)$ such that $q(t)$ on $\left[T_{j-1}, T_{j}\right]$ is a degree $D_{j}$ polynomial with

$$
0=T_{0}<T_{1}<\cdots<T_{n}=T
$$

and that

$$
\left\|q(t)-\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} x^{*}(t)\right\| \leq \frac{\epsilon}{T^{k}}, \forall t \in[0, T]
$$

2. The algorithm knows about the intervals $\left[T_{j-1}, T_{j}\right]$ and the degree $D_{j}$ for all $j \in[n]$.
3. For any $y, z \in \mathbb{R}^{k d}$,

$$
\|F(y, t)-F(z, t)\| \leq \sum_{i=1}^{k} L_{i}\left\|y_{i}-z_{i}\right\|, \forall t \in[0, T]
$$

Assume $L T \leq 1 / 16000$ with $L=\sum_{i=1}^{k} L_{i}^{1 / i}$. Then, we can find a piece-wise polynomial $x(t)$ such that

$$
\max _{t \in[0, T]}\left\|\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x(t)-\frac{\mathrm{d}^{i}}{\mathrm{~d} t^{i}} x^{*}(t)\right\|_{p} \lesssim \frac{\epsilon k}{T^{i}}, \forall i \in\{0,1, \cdots, k-1\} .
$$

using $O(D \log (C / \epsilon))$ evaluations of $F$ with the size of basis $D=\sum_{i=1}^{n}\left(1+D_{i}\right)$ and

$$
O\left(d \min \left(\sum_{i=1}^{n}\left(1+D_{i}\right)^{2}, D \log (C D / \epsilon)\right) \log (C / \epsilon)\right)
$$

time where

$$
C=O(T)^{k} \cdot \max _{s \in[0, T]}\left\|F\left(v_{k-1}, v_{k-2}, \cdots, v_{0}, s\right)\right\|+\sum_{i=1}^{k-1} O(T)^{i}\left\|v_{i}\right\|
$$

Remark 4.2.1. The two different runtime come from two different ways to the integrate of basis in Lemma 4.2.8. The first one is an navie method which is good enough for all our application. The second one follows from multipole method which gives an nearly linear time to the size of the basis with an extra $\log$ dependence on the accuracy.

In the rest of this section, we prove the first-order guarantee, Theorem 4.2.2

### 4.2.4 Proof of first order ODE

First, we bound the Lipschitz constant of the map $\mathcal{T}_{\varphi}$. Unlike the Picard-Lindelöf theorem, we are not able to get an improved bound of the Lipschitz constant of the composite of $\mathcal{T}_{\varphi}$. Fortunately, the Lipschitz constant of the map $\mathcal{T}_{\varphi}$ is good enough for all applications in this chapter.

Lemma 4.2.5. Given any norm $\|\cdot\|$ on $\mathbb{R}^{d}$. Let $L$ be the Lipschitz constant of $F$ in x, i.e.

$$
\|F(x, s)-F(y, s)\| \leq L\|x-y\| \quad \text { for all } x, y \in \mathbb{R}^{d}, s \in[0, T] \text {. }
$$

Then, the Lipschitz constant of $\mathcal{T}_{\varphi}$ in this norm is upper bounded by $\gamma_{\varphi} L T$.

Proof. For any $0 \leq t \leq T$,

$$
\begin{aligned}
\left\|\mathcal{T}_{\varphi}(x)(t)-\mathcal{T}_{\varphi}(y)(t)\right\| & =\left\|\int_{0}^{t} \sum_{j=1}^{D} F\left(x\left(c_{j}\right), c_{j}\right) \varphi_{j}(s) \mathrm{d} s-\int_{0}^{t} \sum_{j=1}^{D} F\left(y\left(c_{j}\right), c_{j}\right) \varphi_{j}(s) \mathrm{d} s\right\| \\
& \leq \sum_{j=1}^{D}\left|\int_{0}^{t} \varphi_{j}(s) \mathrm{d} s\right| \cdot \max _{t \in[0, T]}\|F(x(t), t)-F(y(t), t)\| \\
& \leq \gamma_{\varphi} L T \cdot \max _{s \in[0, t]}\|x(t)-y(t)\| \\
& \leq \gamma_{\varphi} L T\|x-y\|
\end{aligned}
$$

where the third step follows by $\sum_{j=1}^{D}\left|\int_{0}^{t} \varphi_{j}(s) \mathrm{d} s\right| \leq \gamma_{\varphi} T$ for all $0 \leq t \leq T$.

For the rest of the proof, let $x_{\varphi}^{*}$ denote the fixed point of $\mathcal{T}_{\varphi}$, i.e., $\mathcal{T}_{\varphi}\left(x_{\varphi}^{*}\right)=x_{\varphi}^{*}$. The Banach fixed point theorem and Lemma 4.2 .5 shows that $x_{\varphi}^{*}$ uniquely exists if $T \leq \frac{1}{L \gamma_{\varphi}}$.

Let $x^{*}$ denote the solution of the ODE, i.e., the fixed point of $\mathcal{T}$, with $\mathcal{T}\left(x^{*}\right)=x^{*}$. Let $x^{(0)}$ denote the initial solution given by $x^{(0)}(t)=v$ and $x^{(N)}$ denote the solution obtained by
applying operator $\mathcal{T}_{\varphi}$ for $N$ times. Note that $x^{(N)}(t)$ is the output of CollocationMethod in Algorithm 4.2.

Let $q \in \mathcal{V}$ denote an approximation of $\frac{\mathrm{d}}{\mathrm{d} t} x^{*}$ such that

$$
\left\|q(t)-\frac{\mathrm{d}}{\mathrm{~d} t} x^{*}(t)\right\| \leq \frac{\epsilon}{T} \cdot \forall t \in[0, T]
$$

The next lemma summarizes how these objects are related and will allow us to prove the main guarantee for first-order ODEs.

Lemma 4.2.6. Let $L^{(j)}$ be the Lipschitz constant of the map $\mathcal{T}_{\varphi}^{\circ j}$. Assume that $L^{(N)} \leq 1 / 2$. Then, we have

$$
\begin{align*}
\left\|x^{(N)}-x^{*}\right\| & \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+2\left\|x_{\varphi}^{*}-x^{*}\right\|  \tag{4.6}\\
\left\|x_{\varphi}^{*}-x^{*}\right\| & \leq 2 \cdot\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)-x^{*}\right\|  \tag{4.7}\\
\left\|x^{*}-\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)\right\| & \leq \sum_{i=0}^{N-1} L^{(i)} \cdot\left\|x^{*}-\mathcal{T}_{\varphi}\left(x^{*}\right)\right\|  \tag{4.8}\\
\left\|x^{*}-\mathcal{T}_{\varphi}\left(x^{*}\right)\right\| & \leq 2 \gamma_{\varphi} \cdot \epsilon . \tag{4.9}
\end{align*}
$$

Proof. We prove the claims in order.

For the first claim,

$$
\begin{array}{rlr}
\left\|x^{(N)}-x^{*}\right\| & \leq\left\|x^{(N)}-x_{\varphi}^{*}\right\|+\left\|x_{\varphi}^{*}-x^{*}\right\| & \quad \text { by triangle inequality } \\
& =\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{(0)}\right)-\mathcal{T}_{\varphi}^{\circ N}\left(x_{\varphi}^{*}\right)\right\|+\left\|x_{\varphi}^{*}-x^{*}\right\| \\
& \leq L^{(N)}\left\|x^{(0)}-x_{\varphi}^{*}\right\|+\left\|x_{\varphi}^{*}-x^{*}\right\| \\
& \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+L^{(N)}\left\|x^{*}-x_{\varphi}^{*}\right\|+\left\|x_{\varphi}^{*}-x^{*}\right\| \\
& \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+2\left\|x_{\varphi}^{*}-x^{*}\right\|
\end{array}
$$

where the last step follows by $L^{(N)} \leq 1$.
For the second claim,

$$
\begin{array}{rlr}
\left\|x_{\varphi}^{*}-x^{*}\right\| & =\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x_{\varphi}^{*}\right)-x^{*}\right\| & \text { by } x_{\varphi}^{*}=\mathcal{T}_{\varphi}^{\circ N}\left(x_{\varphi}^{*}\right) \\
& \leq\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x_{\varphi}^{*}\right)-\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)\right\|+\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)-x^{*}\right\| & \text { by triangle inequality } \\
& \leq L^{(N)} \cdot\left\|x_{\varphi}^{*}-x^{*}\right\|+\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)-x^{*}\right\| & \text { by the definition of } L^{(N)} \\
& \leq \frac{1}{2}\left\|x_{\varphi}^{*}-x^{*}\right\|+\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)-x^{*}\right\| & \text { by } L^{(N)} \leq 1 / 2
\end{array}
$$

For the third claim,

$$
\begin{aligned}
\left\|x^{*}-\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)\right\| & \leq \sum_{i=0}^{N-1}\left\|\mathcal{T}_{\varphi}^{\circ i}\left(x^{*}\right)-\mathcal{T}_{\varphi}^{\circ(i+1)}\left(x^{*}\right)\right\| \\
& \leq \sum_{i=0}^{N-1} L^{(i)} \cdot\left\|x^{*}-\mathcal{T}_{\varphi}\left(x^{*}\right)\right\|
\end{aligned}
$$

For the last claim,

$$
\begin{aligned}
& \left\|x^{*}(t)-\mathcal{T}_{\varphi}\left(x^{*}\right)(t)\right\| \\
= & \left\|\mathcal{T}\left(x^{*}\right)(t)-\mathcal{T}_{\varphi}\left(x^{*}\right)(t)\right\| \\
= & \left\|\int_{0}^{t} F\left(x^{*}(s), s\right) \mathrm{d} s-\int_{0}^{t} \sum_{j=1}^{D} F\left(x^{*}\left(c_{j}\right), c_{j}\right) \varphi_{j}(s) \mathrm{d} s\right\| \\
= & \left\|\int_{0}^{t} \frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}(s) \mathrm{d} s-\int_{0}^{t} \sum_{j=1}^{D} \frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}\left(c_{j}\right) \varphi_{j}(s) \mathrm{d} s\right\| \\
\leq & \left\|\int_{0}^{t}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}(s)-q(s)\right) \mathrm{d} s-\int_{0}^{t} \sum_{j=1}^{D}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}\left(c_{j}\right)-q\left(c_{j}\right)\right) \varphi_{j}(s) \mathrm{d} s\right\| \\
+ & \left\|\int_{0}^{t} q(s) \mathrm{d} s-\int_{0}^{t} \sum_{j=1}^{D} q\left(c_{j}\right) \varphi_{j}(s) \mathrm{d} s\right\| \\
\leq & \left.\int_{0}^{t}\left\|\frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}(s)-q(s)\right\| \mathrm{d} s+\sum_{j=1}^{D}\left\|\frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}\left(c_{j}\right)-q\left(c_{j}\right)\right\| \int_{0}^{t} \varphi_{j}(s) \mathrm{d} s \right\rvert\,+0 \\
\leq & \left(1+\gamma_{\varphi}\right) \cdot \epsilon+0
\end{aligned}
$$

where the first step follows by $\mathcal{T}\left(x^{*}\right)=x^{*}$, the second step follows by the definition of $\mathcal{T}$ and $\mathcal{T}_{\varphi}$, the third step follows by $x^{*}(t)$ is the solution of ODE, the fourth step follows by triangle inequality, the second last step follows by $q \in \mathcal{V}$, and the last step follows by $\left\|\frac{\mathrm{d}}{\mathrm{d} t} x^{*}-q\right\| \leq \frac{\epsilon}{T}$ and the definition of $\gamma_{\varphi}$.

Now, we are ready to prove Theorem 4.2.2.

Proof. Using Lemma 4.2.6, we have

$$
\begin{align*}
\left\|x^{(N)}-x^{*}\right\| & \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+2\left\|x_{\varphi}^{*}-x^{*}\right\| & & \text { by Eq. (4.6) } \\
& \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+4\left\|\mathcal{T}_{\varphi}^{\circ N}\left(x^{*}\right)-x^{*}\right\| & & \text { by Eq. (4.7) }  \tag{4.7}\\
& \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+4 \sum_{i=0}^{N-1} L^{(i)} \cdot\left\|x^{*}-\mathcal{T}_{\varphi}\left(x^{*}\right)\right\| & & \text { by Eq. (4.8) } \\
& \leq L^{(N)}\left\|x^{(0)}-x^{*}\right\|+8 \sum_{i=0}^{N-1} L^{(i)} \cdot \gamma_{\varphi} \cdot \epsilon . & & \text { by Eq. (4.9) } \tag{4.9}
\end{align*}
$$

Using the assumption that $\gamma_{\varphi} L T \leq \frac{1}{2}$, Lemma 4.2 .5 shows that $L^{(1)} \leq \frac{1}{2}$ and hence $L^{(j)} \leq \frac{1}{2^{j}}$. Therefore, we have

$$
\begin{equation*}
\left\|x^{(N)}-x^{*}\right\| \leq \frac{1}{2^{N}}\left\|x^{(0)}-x^{*}\right\|+16 \gamma_{\varphi} \cdot \epsilon=\frac{1}{2^{N}}\left\|x^{*}-x^{*}(0)\right\|+16 \gamma_{\varphi} \cdot \epsilon \tag{4.10}
\end{equation*}
$$

To bound $\left\|x^{*}-x^{*}(0)\right\|$, for any $0 \leq t \leq T$

$$
x^{*}(t)=x^{*}(0)+\int_{0}^{t} F\left(x^{*}(s), s\right) \mathrm{d} s
$$

Hence, we have that

$$
\begin{aligned}
\left\|x^{*}(t)-x^{*}(0)\right\| & \leq\left\|\int_{0}^{T} F\left(x^{*}(0), s\right) \mathrm{d} s\right\|+\left\|\int_{0}^{t}\left(F\left(x^{*}(s), s\right)-F\left(x^{*}(0), s\right)\right) \mathrm{d} s\right\| \\
& \leq\left\|\int_{0}^{T} F\left(x^{*}(0), s\right) \mathrm{d} s\right\|+L \int_{0}^{t}\left\|x^{*}(s)-x^{*}(0)\right\| \mathrm{d} s
\end{aligned}
$$

Solving this integral inequality (see Lemma 4.6.3), we have that

$$
\left\|x^{*}(t)-x^{*}(0)\right\| \leq e^{L t}\left\|\int_{0}^{T} F\left(x^{*}(0), s\right) \mathrm{d} s\right\| .
$$

Now, we use $L T \leq \frac{1}{2}$ and get

$$
\left\|x^{*}(t)-x^{*}(0)\right\| \leq 2\left\|\int_{0}^{T} F\left(x^{*}(0), s\right) \mathrm{d} s\right\| .
$$

Picking $N=\left\lceil\log _{2}\left(\frac{T}{\epsilon} \max _{s \in[0, T]}\left\|F\left(x^{*}(0), s\right)\right\|\right)\right\rceil$, (4.10) shows that the error is less than $20 \gamma_{\varphi} \epsilon$.

### 4.2.5 A basis for piece-wise polynomials

In this section, we discuss how to construct a bounded basis for low-degree piece-wise polynomials. We are given $n$ intervals $\left\{\left[I_{i-1}, I_{i}\right]\right\}_{i=1}^{n}$ where $I_{0}=0$ and $I_{n}=T$. In the $i^{\text {th }}$ interval $\left[I_{i-1}, I_{i}\right]$, we represent the function by a degree $D_{i}$ polynomial. Formally, we define the function subspace by

$$
\begin{equation*}
\mathcal{V} \stackrel{\text { def }}{=} \bigoplus_{i=1}^{n} \nu_{i} \quad \text { with } \quad \nu_{i} \stackrel{\text { def }}{=}\left\{\left(\sum_{j=0}^{D_{i}} \alpha_{j} t^{j}\right) \cdot 1_{\left[I_{i-1}, I_{i}\right]}: \alpha_{j} \in \mathbb{R}\right\} . \tag{4.11}
\end{equation*}
$$

The following Lemma shows we can construct the basis for $\mathcal{V}$ by concatenating the basis for $\nu_{i}$.

Lemma 4.2.7. For $i \in[n]$, we are given a $\gamma_{i}$ bounded basis $\left\{\varphi_{j, i}\right\}_{j=0}^{D_{i}}$ for the subspace $\mathcal{V}_{i} \subset \mathcal{E}\left(\left[I_{i-1}, I_{i}\right], \mathbb{R}\right)$ on nodes point $\left\{c_{j, i}\right\}_{j=0}^{D_{i}}$. Then, $\left\{\varphi_{j, i}\right\}_{i, j}$ is a $\sum_{i=1}^{n} \gamma_{i}\left(I_{i}-I_{i-1}\right)$ bounded basis for the subspace $\bigoplus_{i=1}^{n} \mathcal{V}_{i} \subset \mathcal{C}\left(\left[I_{0}, I_{n}\right], \mathbb{R}\right)$.

Proof. For any $t \geq 0$, we have

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{j=0}^{D_{i}}\left|\int_{I_{0}}^{t} \varphi_{i, j}(s) \mathrm{d} s\right| & \leq \sum_{i=1}^{n}\left(\sum_{j=0}^{D_{i}}\left|\int_{I_{i-1}}^{t} \varphi_{i, j}(s) \mathrm{d} s\right| 1_{t \geq I_{i-1}}\right) \\
& \leq \sum_{i=1}^{n} \gamma_{i}\left(I_{i}-I_{i-1}\right)
\end{aligned}
$$

where we used that $\varphi_{i, j}$ is supported on $\left[I_{i-1}, I_{i}\right]$ in the first inequality.

Next, we note that the boundedness for basis is shift and scale invariant. Hence, we will focus on obtaining a basis for $(t-1)$-degree polynomial on $[-1,1]$ for notation convenience.

For $[-1,1]$, we choose the node points $c_{j}=\cos \left(\frac{2 j-1}{2 t} \pi\right)$ and the basis are

$$
\varphi_{j}(x)=\frac{\sqrt{1-c_{j}^{2}} \cos \left(t \cos ^{-1} x\right)}{t\left(x-c_{j}\right)} .
$$

It is easy to see that $\varphi_{j}\left(c_{i}\right)=\delta_{i, j}$. To bound the integral, Lemma 91 in [LV17] shows that

$$
\left|\int_{-1}^{y} \varphi_{j}(x) d x\right| \leq \frac{2000}{t} \text { for all } y \in[-1,1] .
$$

Summing it over $t$ basis functions, we have that $\gamma_{\varphi} \leq 2000$. Together with Lemma 4.2.7, we have the following result:

Lemma 4.2.8. Let $\mathcal{V}$ be a subspace of piecewise polynomials on $[0, T]$ with fixed nodes. Then, there is a 2000 bounded basis $\{\varphi\}$ for $\mathcal{V}$. Furthermore, for any vector $v$, it takes $O\left(\sum_{i=1}^{n}\left(1+D_{i}\right)^{2}\right)$ time to compute $v^{\top} A_{\varphi}$ where $D_{i}$ is the maximum degree of the $i$-th piece.

Alternatively, one can find $u$ such that $\left\|u-v^{\top} A_{\varphi}\right\| \leq \epsilon T\|v\|_{\infty}$ in time

$$
O\left(\operatorname{rank}(\mathcal{V}) \log \left(\frac{\operatorname{rank}(\mathcal{V})}{\epsilon}\right)\right)
$$

Proof. The bound follows from previous discussion. For the computation cost, note that

$$
\left(v^{\top} A_{\varphi}\right)_{(i, j)}=\sum_{i^{\prime}, j^{\prime}} \int_{0}^{c_{(i, j)}} v_{\left(i^{\prime}, j^{\prime}\right)} \varphi_{\left(i^{\prime}, j^{\prime}\right)}(s) \mathrm{d} s
$$

where $(i, j)$ is the $j$-th node at the $i$-th piece. For any $i \neq i^{\prime}$, the support of $\varphi_{\left(i^{\prime}, j^{\prime}\right)}(s)$ is either disjoint from $\left[0, c_{(i, j)}\right]$ (if $i^{\prime}>i$ ) or included in $\left[0, c_{(i, j)}\right]$ (if $i^{\prime}<i$ ). Hence, we have that

$$
\int_{0}^{c_{(i, j)}} \varphi_{\left(i^{\prime}, j^{\prime}\right)}(s) \mathrm{d} s=\left\{\begin{array}{ll}
0 & \text { if } i^{\prime}>i \\
\int_{-\infty}^{\infty} \varphi_{\left(i^{\prime}, j^{\prime}\right)}(s) \mathrm{d} s & \text { if } i^{\prime}<i
\end{array} .\right.
$$

Therefore, we have

$$
\left(v^{\top} A_{\varphi}\right)_{(i, j)}=\sum_{i^{\prime}<i, j^{\prime}} v_{\left(i^{\prime}, j^{\prime}\right)} \cdot \int_{-\infty}^{\infty} \varphi_{\left(i^{\prime}, j^{\prime}\right)}(s) \mathrm{d} s+\sum_{j^{\prime}} v_{\left(i, j^{\prime}\right)} \cdot \int_{0}^{c_{(i, j)}} \varphi_{\left(i, j^{\prime}\right)}(s) \mathrm{d} s
$$

Note that $\int_{0}^{c_{(i, j)}} \varphi_{\left(i^{\prime}, j^{\prime}\right)}(s) \mathrm{d} s$ can precomputed. Since there are $\sum_{i=1}^{n}\left(1+D_{i}\right)$ many pairs of $(i, j)$, the first term can be computed in $\sum_{i=1}^{n}\left(1+D_{i}\right)$ time. Since there are $\sum_{i=1}^{n}\left(1+D_{i}\right)^{2}$ many pairs of $\left(i, j, j^{\prime}\right)$, the second term can be computed in $\sum_{i=1}^{n}\left(1+D_{i}\right)^{2}$ time.

Theorem 4.2.9 gives another way to compute the integration and its runtime is

$$
O\left(\operatorname{rank}(\mathcal{V}) \log \left(\frac{\operatorname{rank}(\mathcal{V})}{\epsilon}\right)\right)
$$

Remark 4.2.2. Experiment seems to suggest the basis we proposed is 1 bounded.

Here is the theorem we used above to compute the Lagrange polynomials.

Theorem 4.2.9 ([DGR96, Section 5]). Let $\phi_{i}$ be the Lagrange basis polynomials on the Chebyshev nodes $c_{j}=\cos \left(\frac{2 j-1}{2 t} \pi\right)$ for $j \in[t]$, namely, $\phi_{i}(s)=\prod_{j \neq i} \frac{s-c_{j}}{c_{i}-c_{j}}$. Given a polynomial $p(s)=\sum_{j=1}^{t} \alpha_{j} \phi_{j}(s)$ represented by $\left\{\alpha_{j}\right\}_{j=1}^{t}$, one can compute $\left\{\ell_{i}\right\}_{i=1}^{t}$ such that

$$
\left|\ell_{i}-\int_{0}^{c_{i}} p(s) d s\right| \leq \epsilon\|\alpha\|_{\infty}
$$

in time $O\left(t \log \left(\frac{t}{\epsilon}\right)\right)$.

### 4.3 Improved Contraction Bound for HMC

In this section, we give an improved contraction bound for HMC (Algorithm 4.1). Each iteration of Algorithm 4.1 solve the HMC dynamics approximately. In the later sections, we will discuss how to solve this ODE.

To give a contraction bound for the noisy HMC, we first analyze the contraction of the ideal HMC. We reduce the problem of bounding the contraction rate of the ideal HMC to the following lemma involving a matrix ODE.

Lemma 4.3.1. Given a symmetric matrix $H(t)$ such that $0 \prec m_{2} \cdot I \preceq H(t) \preceq M_{2} \cdot I$ for all $t \geq 0$. Consider the $O D E$

$$
\begin{aligned}
& u^{\prime \prime}(t)=-H(t) \cdot u(t) \\
& u^{\prime}(0)=0
\end{aligned}
$$

Let $\alpha(t)=\frac{1}{\|u(0)\|_{2}} \int_{0}^{t}(t-s) \cdot\|H(s) u(0)\|_{2} \mathrm{~d} s$. For any $0 \leq T \leq \frac{1}{2 \sqrt{M_{2}}}$ such that $\alpha(T) \leq \frac{1}{8} \sqrt{\frac{m_{2}}{M_{2}}}$, we have that

$$
\|u(T)\|_{2}^{2} \leq\left(1-\max \left(\frac{1}{4} m_{2} T^{2}, \frac{1}{2} \sqrt{\frac{m_{2}}{M_{2}}} \cdot \alpha(T)\right)\right) \cdot\|u(0)\|_{2}^{2}
$$

Using this lemma, we prove both parts of the main contraction bound, Lemma 4.1.6.

Proof of Lemma 4.1.6. Let error function $e(t)=y(t)-x(t)$. The definition of HMC shows that

$$
e^{\prime \prime}(t)=-(\nabla f(y(t))-\nabla f(x(t)))=-H(t) \cdot e(t)
$$

where $H(t)=\int_{0}^{1} \nabla^{2} f(x(t)+s(y(t)-x(t))) \mathrm{d} s$. By the strong convexity and the Lipschitz gradient of $f$, we have that

$$
m_{2} \cdot I \preceq H(t) \preceq M_{2} \cdot I .
$$

Hence, we can apply Lemma 4.3.1.

To get the first bound, we bound the $\alpha(t)$ defined in Lemma 4.3.1 as follows

$$
\alpha(t)=\frac{1}{\|e(0)\|_{2}} \int_{0}^{t}(t-s) \cdot\|H(s) e(0)\|_{2} \mathrm{~d} s \leq M_{2} \int_{0}^{t}(t-s) \mathrm{d} s=M_{2} \frac{t^{2}}{2}
$$

Therefore, for $0 \leq t \leq \frac{m_{2}^{1 / 4}}{2 M_{2}^{3 / 4}}$, we have that $\alpha(t) \leq \frac{1}{8} \sqrt{\frac{m_{2}}{M_{2}}}$ and hence Lemma 4.3.1 gives the first bound.

To get the second bound, we note that $\alpha(t)$ is increasing and hence there is $t$ such that $\alpha(t)=\frac{1}{8} \sqrt{\frac{m_{2}}{M_{2}}}$. Using such $t$ in Lemma 4.3.1 gives the second bound.

Now, we prove the main technical lemma of this section, a contraction estimate for matrix ODE. We note that not all matrix ODEs come from some HMC and hence it might be possible to get a better bound by directly analyzing the HMC.

Proof of Lemma 4.3.1. Let $e_{1}$ denote the basis vector that it is 1 in the first coordinate and 0 everywhere else.

Without loss of generality, we can assume $\|u(0)\|_{2}=1$ and $u(0)=e_{1}$.
The proof involves first getting a crude bound on $\|u(t)\|_{2}$. Then, we boast the bound by splitting the movement of $u(t)$ into one parallel to $e_{1}$ and one orthogonal to $e_{1}$.

Crude bound on $\|u(t)\|_{2}$ :
Integrating both sides of $u^{\prime \prime}(t)=-H(t) \cdot u(t)$ twices and using $u^{\prime}(0)=0$ gives

$$
\begin{equation*}
u(t)=u(0)-\int_{0}^{t}(t-s) H(s) u(s) \mathrm{d} s \tag{4.12}
\end{equation*}
$$

We take the norm on both sides and use $0 \preceq H(s) \preceq M_{2} \cdot I$ to get

$$
\|u(t)\|_{2} \leq 1+M_{2} \cdot \int_{0}^{t}(t-s)\|u(s)\|_{2} \mathrm{~d} s
$$

Applying Lemma 4.6.2 to this equation and using $t \leq \frac{1}{2 \sqrt{M_{2}}}$ gives

$$
\|u(t)\|_{2} \leq \cosh \left(\sqrt{M_{2}} t\right) \leq \frac{6}{5}
$$

Putting it back to (4.12) gives

$$
\left\|u(t)-e_{1}\right\|_{2} \leq \int_{0}^{t}(t-s)\|H(s) \cdot u(s)\|_{2} \mathrm{~d} s=\int_{0}^{t}(t-s) \cdot M_{2} \cdot \frac{6}{5} \mathrm{~d} s=\frac{6}{10} M_{2} t^{2}
$$

In particular, for any $0 \leq t \leq \frac{1}{2 \sqrt{M_{2}}}$, we have that

$$
\begin{equation*}
\frac{5}{6} \leq u_{1}(t) \leq \frac{7}{6} \tag{4.13}
\end{equation*}
$$

## Improved bound on $\|u(t)\|_{2}$ :

Let $P_{1}$ be the orthogonal projection to the first coordinate and $P_{-1}=I-P_{1}$. We write $u(t)=u_{1}(t)+u_{-1}(t)$ with $u_{1}(t)=P_{1} u(t)$ and $u_{-1}(t)=P_{-1} u(t)$, namely, $u_{1}(t)$ is parallel to $e_{1}$ and $u_{-1}(t)$ is orthogonal to $e_{1}$.

Fix any $0 \leq t \leq T$. Let $\beta(t)=e_{1}^{\top} u(t)$. By the definition of $u$, we have

$$
\begin{equation*}
u^{\prime \prime}(t)=-\beta(t) \cdot H(t) e_{1}-H(t) u_{-1}(t) \tag{4.14}
\end{equation*}
$$

Integrating both sides twice and using $u_{-1}(0)=0$, we have

$$
\begin{aligned}
u_{-1}(t) & =\int_{0}^{t}(t-s) P_{-1} u^{\prime \prime}(s) \mathrm{d} s \\
& =-\int_{0}^{t}(t-s) \cdot \beta(s) \cdot P_{-1} H(s) e_{1} \mathrm{~d} s-\int_{0}^{t}(t-s) P_{-1} H(s) u_{-1}(s) \mathrm{d} s
\end{aligned}
$$

Taking norm on both sides and using that $0 \preceq H(t) \preceq M_{2} \cdot I$ and $\frac{5}{6} \leq \beta(s) \leq \frac{7}{6}$, we have that

$$
\begin{align*}
\left\|u_{-1}(t)\right\|_{2} & \leq \int_{0}^{t}(t-s) \cdot \beta(s) \cdot\left\|H(s) e_{1}\right\|_{2} \mathrm{~d} s+M_{2} \cdot \int_{0}^{t}(t-s) \cdot\left\|u_{-1}(s)\right\|_{2} \mathrm{~d} s \\
& \leq \frac{7}{6} \int_{0}^{t}(t-s) \cdot\left\|H(s) e_{1}\right\|_{2} \mathrm{~d} s+M_{2} \cdot \int_{0}^{t}(t-s) \cdot\left\|u_{-1}(s)\right\|_{2} \mathrm{~d} s \\
& \leq \frac{7}{6} \alpha(T)+M_{2} \cdot \int_{0}^{t}(t-s) \cdot\left\|u_{-1}(s)\right\|_{2} \mathrm{~d} s \tag{4.15}
\end{align*}
$$

where $\alpha(T) \stackrel{\text { def }}{=} \int_{0}^{T}(T-s) \cdot\left\|H(s) e_{1}\right\|_{2} \mathrm{~d} s$. Solving this integral inequality (Lemma 4.6.2), we get

$$
\begin{equation*}
\left\|u_{-1}(t)\right\|_{2} \leq \frac{7}{6} \alpha(T) \cdot \cosh \left(\sqrt{M_{2}} t\right) \leq \frac{7}{6} \alpha(T) \cdot \cosh (1 / 2) \leq \frac{4}{3} \alpha(T) \tag{4.16}
\end{equation*}
$$

where the second step follows from $t \leq \frac{1}{2 \sqrt{M_{2}}}$, and the last step follows from $\cosh (1 / 2) \leq \frac{8}{7}$.
Next, we look at the first coordinate of (4.14) and get

$$
\begin{align*}
\beta^{\prime \prime}(t) & =-\beta(t) \cdot e_{1}^{\top} H(t) e_{1}-e_{1}^{\top} H(t) u_{-1}(t) \\
& \leq-\frac{5}{6} e_{1}^{\top} H(t) e_{1}+\left\|H(t) e_{1}\right\|_{2} \cdot\left\|u_{-1}(t)\right\|_{2} \tag{4.17}
\end{align*}
$$

To bound the last term, we note that

$$
\begin{array}{rlrl}
\left\|H(t) e_{1}\right\|_{2} & =\sqrt{e_{1}^{\top} H^{2}(t) e_{1}} & \\
& \leq \sqrt{M_{2} \cdot e_{1}^{\top} H(t) e_{1}} & & \text { by } H^{2}(t) \preceq M_{2} \cdot H(t) \\
& =\sqrt{\frac{M_{2}}{m_{2}}} \sqrt{\frac{m_{2}}{e_{1}^{\top} H(t) e_{1}}} e_{1}^{\top} H(t) e_{1} & \\
& \leq \sqrt{\frac{M_{2}}{m_{2}}} \cdot e_{1}^{\top} H(t) e_{1} & & \text { by } m_{2} \leq e_{1}^{\top} H(t) e_{1} . \tag{4.18}
\end{array}
$$

Using this into (4.17) and $\alpha(T) \leq \frac{1}{8} \sqrt{\frac{m_{2}}{M_{2}}}$, we have

$$
\beta^{\prime \prime}(t) \leq-e_{1}^{\top} H(t) e_{1} \cdot\left(\frac{5}{6}-\frac{4}{3} \sqrt{\frac{M_{2}}{m_{2}}} \alpha(T)\right) \leq-\frac{2}{3} e_{1}^{\top} H(t) e_{1} .
$$

Hence, we have that

$$
\begin{equation*}
\beta(t) \leq 1-\frac{2}{3} \int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s \tag{4.19}
\end{equation*}
$$

Using (4.19), $\beta(t) \geq \frac{5}{6}$ and (4.16) gives

$$
\begin{aligned}
\|u(t)\|_{2}^{2} & =\beta^{2}(t)+\left\|u_{-1}(t)\right\|_{2}^{2} \\
& \leq 1-\int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s+\left(\frac{4}{3} \int_{0}^{T}(T-s) \cdot\left\|H(s) e_{1}\right\|_{2} \mathrm{~d} s\right)^{2} \\
& \leq 1-\int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s+2 \sqrt{\frac{M_{2}}{m_{2}}} \int_{0}^{T}(T-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s \cdot \alpha(T) \\
& =1-\int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s\left(1-2 \sqrt{\frac{M_{2}}{m_{2}}} \alpha(T)\right) \\
& \leq 1-\frac{1}{2} \int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s
\end{aligned}
$$

where we used (4.18) at the second inequality and $\alpha(T) \leq \frac{1}{8} \sqrt{\frac{m_{2}}{M_{2}}}$ at the end.
Finally, we bound the last term in two way. One way simply uses $e_{1}^{\top} H(s) e_{1} \geq m_{2}$ and get

$$
\int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s \geq \frac{m_{2}}{2} t^{2}
$$

which implies

$$
\|u(t)\|_{2}^{2} \leq 1-\frac{m_{2}}{4} t^{2}
$$

For the other way, we apply (4.18) to get that

$$
\int_{0}^{t}(t-s) \cdot e_{1}^{\top} H(s) e_{1} \mathrm{~d} s \geq \int_{0}^{t}(t-s) \cdot\left\|H(t) e_{1}\right\|_{2} \sqrt{\frac{m_{2}}{M_{2}}} \mathrm{~d} s=\sqrt{\frac{m_{2}}{M_{2}}} \cdot \alpha(T)
$$

where the last step follows by the definition of $\alpha(T)$. Thus, we have

$$
\|u(t)\|_{2}^{2} \leq 1-\frac{1}{2} \sqrt{\frac{m_{2}}{M_{2}}} \alpha(T)
$$

Finally, we analyze the contraction of the noisy HMC.

Theorem 4.3.2 (Contraction of noisy HMC). Suppose $f$ is $m_{2}$ strongly convexity with $M_{2}$ Lipschitz gradient. For any step-size $h \leq \frac{m_{2}^{1 / 4}}{2 M_{2}^{3 / 4}}$, let $X \sim \operatorname{HMC}\left(x^{(0)}, f, \epsilon, h\right)$ and $Y \sim e^{-f}$. Then, we have that

$$
W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

In addition, the number of iterations is

$$
N=O\left(\frac{1}{m_{2} h^{2}}\right) \cdot \log \left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2} / m_{2}+d}{\epsilon}\right) .
$$

Proof. To prove the $W_{2}$ distance, we let $x^{(k)}$ be the iterates of the algorithm HMC. Let $y^{(k)}$ be the $k$-th step of the ideal HMC starting from a random point $y^{(0)} \sim e^{-f}$ with the random initial direction identical to the algorithm HMC. Let $x^{*(k)}$ be the 1 step ideal HMC starting from $x^{(k-1)}$ with the same initial direction as $y^{(k)}$. Lemma 4.1.6 shows that

$$
\left\|x^{*(k)}-y^{(k)}\right\|_{2}^{2} \leq\left(1-\frac{m_{2} h^{2}}{4}\right)\left\|x^{(k-1)}-y^{(k-1)}\right\|_{2}^{2}
$$

Let $\theta=\frac{m_{2} h^{2}}{8}$, then $\theta \leq \frac{1 /\left(4 \kappa^{3 / 4}\right)}{8} \leq 1 / 32$. By the assumption of the noise, we have $\| x^{(k)}-$
$x^{*(k)} \|_{2} \leq \frac{\epsilon \theta}{2 \sqrt{m_{2}}}$. Hence, we have

$$
\begin{aligned}
\left\|x^{(k)}-y^{(k)}\right\|_{2}^{2} & =\left\|\left(x^{*(k)}-y^{(k)}\right)+\left(x^{(k)}-x^{*(k)}\right)\right\|_{2}^{2} \\
& \leq(1+\theta)\left\|x^{*(k)}-y^{(k)}\right\|_{2}^{2}+(1+1 / \theta)\left\|x^{(k)}-x^{*(k)}\right\|_{2}^{2} \\
& \leq(1+\theta)(1-2 \theta)\left\|x^{(k-1)}-y^{(k-1)}\right\|_{2}^{2}+(1+1 / \theta)\left\|x^{(k)}-x^{*(k)}\right\|_{2}^{2} \\
& \leq(1-\theta)\left\|x^{(k-1)}-y^{(k-1)}\right\|_{2}^{2}+(1+1 / \theta)\left\|x^{(k)}-x^{*(k)}\right\|_{2}^{2} \\
& \leq(1-\theta)\left\|x^{(k-1)}-y^{(k-1)}\right\|_{2}^{2}+(2 / \theta) \cdot \frac{\epsilon^{2} \theta^{2}}{4 m_{2}}
\end{aligned}
$$

where the second step follows by $(a+b)^{2} \leq(1+\theta) a^{2}+(1+1 / \theta) b^{2}$, the third step follows by $\left\|x^{*(k)}-y^{(k)}\right\|_{2}^{2} \leq(1-2 \theta)\left\|x^{(k-1)}-y^{(k-1)}\right\|_{2}^{2}$, the fourth step follows by $(1+\theta)(1-2 \theta) \leq(1-\theta)$, the fifth step follow by $\theta \leq 1 / 4$ and $\left\|x^{(k)}-x^{*(k)}\right\|_{2} \leq \frac{\epsilon \theta}{2 \sqrt{m_{2}}}$.

Applying this bound iteratively gives

$$
\begin{equation*}
\left\|x^{(k)}-y^{(k)}\right\|_{2}^{2} \leq(1-\theta)^{k}\left\|x^{(0)}-y^{(0)}\right\|_{2}^{2}+\frac{\epsilon^{2}}{2 m_{2}} \tag{4.20}
\end{equation*}
$$

Let $x^{(\min )}$ be the minimum of $f$. Then, we have

$$
\begin{equation*}
\left\|x^{(0)}-y^{(0)}\right\|_{2}^{2} \leq 2\left\|x^{(0)}-x^{(\min )}\right\|_{2}^{2}+2\left\|y^{(0)}-x^{(\min )}\right\|_{2}^{2} \tag{4.21}
\end{equation*}
$$

For the first term, the strong convexity of $f$ shows that

$$
\begin{equation*}
\left\|x^{(0)}-x^{(\min )}\right\|_{2}^{2} \leq \frac{1}{m^{2}}\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2} \tag{4.22}
\end{equation*}
$$

For the second term, Theorem 1 in [DM16] shows that

$$
\begin{equation*}
\mathbb{E}\left[\left\|y^{(0)}-x^{(\min )}\right\|_{2}^{2}\right] \leq \frac{d}{m_{2}} \tag{4.23}
\end{equation*}
$$

Combining (4.20), (4.21), (4.22) and (4.23), we have

$$
\mathbb{E}\left[\left\|x^{(k)}-y^{(k)}\right\|_{2}^{2}\right] \leq(1-\theta)^{k}\left(\frac{2\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2}^{2}}+\frac{2 d}{m_{2}}\right)+\frac{\epsilon^{2}}{2 m_{2}}
$$

Picking

$$
k=\frac{1}{\theta} \cdot \log \left(\frac{\frac{2\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2}^{2}}+\frac{2 d}{m_{2}}}{\frac{\epsilon^{2}}{2 m_{2}}}\right)=\frac{1}{\theta} \cdot \log \left(\frac{4}{\epsilon^{2}}\left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2}}+d\right)\right)
$$

we have that

$$
\mathbb{E}\left[\left\|x^{(k)}-y^{(k)}\right\|_{2}^{2}\right] \leq \frac{\epsilon^{2}}{m_{2}}
$$

This proves that $W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}$.

### 4.4 Strongly Convex functions with Lipschitz Gradient

In this section, we give a faster sampling algorithm for strongly convex functions with Lipschitz gradient. The purpose of this section is to illustrate that our contraction bound and ODE theorem are useful even for functions that are not infinitely differentiable. We believe that our bound can be beaten by algorithms designed for this specific setting.

### 4.4.1 Bounding the ODE solution

First, we prove that the HMC dynamic for these functions can be well approximated by piece-wise degree-2 polynomials. Note that this only requires that the Hessian has bounded eigenvalues.

Lemma 4.4.1 (Smoothness implies the existence of degree-2 polynomial approximation). Let $f$ be a twice-differentiable function such that $-M_{2} \cdot I \preceq \nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x \in \mathbb{R}^{d}$. Let $0 \leq h \leq \frac{1}{2 \sqrt{M_{2}}}$. Consider the HMC dynamic

$$
\begin{aligned}
\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(t) & =-\nabla f(x(t)) \text { for } 0 \leq t \leq h \\
\frac{\mathrm{~d} x}{\mathrm{~d} t}(0) & =v_{1} \\
x(0) & =v_{0}
\end{aligned}
$$

For any integer $k$, there is a continuously differentiable $k$-piece degree 2 polynomial $q$ such that $q(0)=v_{0}, \frac{\mathrm{~d} q}{\mathrm{~d} t}(0)=v_{1}$ and $\left\|\frac{\mathrm{d}^{2} q}{\mathrm{~d} t^{2}}(t)-\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(t)\right\|_{2} \leq \frac{\epsilon}{h^{2}}$ for $0 \leq t \leq h$ with

$$
\epsilon=\frac{2 M_{2} h^{3}}{k}\left(\left\|v_{1}\right\|_{2}+\left\|\nabla f\left(v_{0}\right)\right\|_{2} \cdot h\right)
$$

Proof. Let $x(t)$ be the solution of the ODE. We define a continuously differentiable $k$-piece
degree- 2 polynomial $q$ by

$$
q(0)=v_{0} \text { and } q^{\prime}(t)=\frac{\mathrm{d} x\left(t_{\text {pre }}\right)}{\mathrm{d} t} \cdot \frac{t_{\text {next }}-t}{t_{\text {next }}-t_{\text {pre }}}+\frac{\mathrm{d} x\left(t_{\text {next }}\right)}{\mathrm{d} t} \cdot \frac{t_{\text {pre }}-t}{t_{\text {next }}-t_{\mathrm{pre}}}
$$

with $t_{\text {pre }}=\left\lfloor\frac{t}{h / k}\right\rfloor \cdot \frac{h}{k}$ and $t_{\text {next }}=t_{\text {pre }}+\frac{h}{k}$. Clearly, we have that $q(0)=x(0)=v_{0}$ and $\frac{\mathrm{d} q}{\mathrm{~d} t}(0)=\frac{\mathrm{d} x}{\mathrm{~d} t}(0)=v_{1}$. Also, we have that

$$
\begin{equation*}
\left\|\frac{\mathrm{d}^{2} q}{\mathrm{~d} t^{2}}(t)-\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(t)\right\|_{2}=\left\|\int_{t_{\mathrm{pre}}}^{t_{\text {next }}} \frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(s) d s-\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(t)\right\|_{2} \leq \frac{h}{k} \max _{0 \leq t \leq h}\left\|\frac{\mathrm{~d}^{3} x}{\mathrm{~d} t^{3}}(t)\right\|_{2} \leq \frac{M_{2} h}{k} \max _{0 \leq t \leq h}\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(t)\right\| \tag{4.24}
\end{equation*}
$$

where we used that $\frac{\mathrm{d}^{3} x}{\mathrm{~d} t^{3}}(t)=-\nabla^{2} f(x(t)) \frac{\mathrm{d} x}{\mathrm{~d} t}(t)$ at the end.
Therefore, it suffices to bound the term $\max _{0 \leq t \leq h}\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(t)\right\|$. Using again that $\frac{\mathrm{d}^{3} x}{\mathrm{~d} t^{2}}(t)=$ $-\nabla^{2} f(x(t)) \frac{\mathrm{d} x}{\mathrm{~d} t}(t)$, we have that

$$
\begin{aligned}
\frac{\mathrm{d} x}{\mathrm{~d} t}(t) & =\frac{\mathrm{d} x}{\mathrm{~d} t}(0)+\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}(0) \cdot t+\int_{0}^{t}(t-s) \cdot \frac{\mathrm{d}^{3} x}{\mathrm{~d} t^{3}}(s) d s \\
& =v_{1}-\nabla f\left(v_{0}\right) \cdot t-\int_{0}^{t}(t-s) \cdot \nabla^{2} f(x(s)) \frac{\mathrm{d} x}{\mathrm{~d} t}(s) d s .
\end{aligned}
$$

Hence, for $0 \leq t \leq h$, we have that

$$
\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}(t)\right\|_{2} \leq\left\|v_{1}\right\|_{2}+\left\|\nabla f\left(v_{0}\right)\right\|_{2} \cdot h+M_{2} \cdot \int_{0}^{t}(t-s)\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}(t)\right\|_{2} d s
$$

Solving this integral inequality, Lemma 4.6.2 shows that

$$
\max _{0 \leq t \leq h}\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(t)\right\| \leq\left(\left\|v_{1}\right\|_{2}+\left\|\nabla f\left(v_{0}\right)\right\|_{2} \cdot h\right) \cdot \cosh \left(\sqrt{M_{2}} \cdot h\right) \leq 2\left(\left\|v_{1}\right\|_{2}+\left\|\nabla f\left(v_{0}\right)\right\|_{2} \cdot h\right)
$$

where we used that $h \leq \frac{1}{2 \sqrt{M_{2}}}$. Applying this in (4.24) gives this result.

The precise runtime depends on how accurate we need to solve the ODE, namely, the parameter $\epsilon$ in Lemma 4.4.1. The term $\left\|v_{1}\right\|_{2}$ can be upper bounded by $O(\sqrt{d})$ with
high probability since $v_{1}$ is sampled from normal distribution. The term $\left\|\nabla f\left(v_{0}\right)\right\|_{2}$ is much harder to bound. Even for a random $v_{0} e^{-f}$, the worst case bound we can give is

$$
\left\|\nabla f\left(v_{0}\right)\right\|_{2}=\left\|\nabla f\left(v_{0}\right)-\nabla f\left(x^{*}\right)\right\|_{2} \leq M_{2}\left\|v_{0}-x^{*}\right\|_{2} \lesssim \sqrt{\kappa M_{2} d}
$$

where we used that $\left\|v_{0}-x^{*}\right\|_{2} \lesssim \sqrt{d / m_{2}}$ for random $v_{0} e^{-f}$ [DM16]. This is not enough for improving existing algorithms, as we would need $\sqrt{\kappa d}$ time per iteration. The crux of this section is to show that $\left\|\nabla f\left(v_{0}\right)\right\|_{2}=O\left(\sqrt{M_{2} d}\right)$ for most of the iterations in the HMC walk if the process starts at the minimum of $f$. This is tight for quadratic $f$.

Lemma 4.4.2 (Smoothness implies expected gradient is upper bounded). Let $f$ be a function such that $-M_{2} \cdot I \preceq \nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x \in \mathbb{R}^{d}$. Let $x^{(k)}$ be the starting point of the $k^{\text {th }}$ step in $\operatorname{HMC}\left(x^{(0)}, f, \epsilon, h\right)$ (Algorithm 4.1) with step size $h \leq \frac{1}{8 \sqrt{M_{2}}}$. Then, we have that

$$
\frac{1}{N} \mathbb{E}\left[\sum_{k=0}^{N-1}\left\|\nabla f\left(x^{(k)}\right)\right\|_{2}^{2}\right] \leq O\left(\frac{f\left(x^{(0)}\right)-\min _{x} f(x)}{h^{2} N}+M_{2} d+\frac{\bar{\epsilon}^{2}}{h^{4}}\right)
$$

$\bar{\epsilon}$ is the error in solving the HMC defined in Algorithm 4.1.

Proof. Consider one step of the HMC dynamic. Note that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} f(x(t))=\nabla f(x(t))^{\top} \frac{\mathrm{d} x}{\mathrm{~d} t}
$$

Hence, we have

$$
\begin{array}{rlr}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} f(x(t)) & =\frac{\mathrm{d} x^{\top}}{\mathrm{d} t} \nabla^{2} f(x(t)) \frac{\mathrm{d} x}{\mathrm{~d} t}+\nabla f(x(t))^{\top} \frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}} & \\
& =\frac{\mathrm{d} x}{\mathrm{~d} t} \nabla^{\top} f(x(t)) \frac{\mathrm{d} x}{\mathrm{~d} t}-\|\nabla f(x(t))\|^{2} & \text { by } \frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}=-\nabla f(x(t)) \\
& \leq M_{2} \cdot\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}\right\|_{2}^{2}-\|\nabla f(x(t))\|^{2} . & \tag{4.25}
\end{array} \quad \text { by } \nabla^{2} f(x(t)) \preceq M_{2} \cdot I
$$

In Lemma 4.4.1, we proved that $\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}\right\|_{2} \leq 2\left(\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|_{2}+\|\nabla f(x(0))\|_{2} \cdot h\right)$ for all $0 \leq t \leq h$. Using this, we have that

$$
\begin{aligned}
\|\nabla f(x(t))-\nabla f(x(0))\| & \leq M_{2}\|x(t)-x(0)\|_{2} \\
& \leq M_{2} \int_{0}^{t}\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(t)\right\|_{2} \mathrm{~d} t \\
& \leq 2 M_{2} h \cdot\left(\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|_{2}+\|\nabla f(x(0))\|_{2} \cdot h\right)
\end{aligned}
$$

which implies

$$
\begin{equation*}
\|\nabla f(x(t))\|=\|\nabla f(x(0))\| \pm 2 M_{2} h\left(\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|+\|\nabla f(x(0))\| \cdot h\right) . \tag{4.26}
\end{equation*}
$$

Using our choice of $h$, we have that $\|\nabla f(x(t))\| \geq \frac{1}{2}\|\nabla f(x(0))\|-2 M_{2} h \cdot\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|_{2}$. Putting these estimates into (4.25) gives

$$
\begin{aligned}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} f(x(t)) \\
\leq & 2 M_{2}\left(\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|^{2}+\|\nabla f(x(0))\|^{2} h^{2}\right)-\frac{1}{4}\|\nabla f(x(0))\|^{2}+2 M_{2} h \cdot\|\nabla f(x(0))\| \cdot\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}(0)\right\| \\
\leq & 2 M_{2}\left(\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|^{2}+\|\nabla f(x(0))\|^{2} h^{2}\right)-\frac{1}{4}\|\nabla f(x(0))\|^{2}+2 \cdot\left(\frac{1}{8}\|\nabla f(x(0))\|\right)^{2}+2 \cdot\left(16 M_{2} h\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|\right)^{2} \\
= & \left(2 M_{2}+512 M_{2}^{2} h^{2}\right)\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}(0)\right\|^{2}-\left(\frac{1}{4}-2 M_{2} h^{2}-\frac{1}{32}\right)\|\nabla f(x(0))\|^{2} \\
\leq & 10 M_{2} \cdot\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t}(0)\right\|^{2}-\frac{1}{8}\|\nabla f(x(0))\|^{2}
\end{aligned}
$$

where we used that $h \leq \frac{1}{8 \sqrt{M_{2}}}$ at the last two equations.
Since $\frac{\mathrm{d} x}{\mathrm{~d} t}(0)$ is sampled from normal distribution, we have that

$$
\begin{aligned}
\mathbb{E}[f(x(h))] & \leq f(x(0))+\int_{0}^{h}(h-t) \frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} f(x(t)) \mathrm{d} t \\
& =f(x(0))+5 M_{2} \cdot h^{2} \cdot \mathbb{E}\left[\left\|\frac{\mathrm{~d} x}{\mathrm{~d} t} x(0)\right\|^{2}\right]-\frac{h^{2}}{16}\|\nabla f(x(0))\|^{2} \\
& =f(x(0))+5 M_{2} \cdot h^{2} \cdot d-\frac{h^{2}}{16}\|\nabla f(x(0))\|^{2}
\end{aligned}
$$

where the last step follows from $\mathbb{E}\left[\left\|\frac{\mathrm{d} x}{\mathrm{~d} t}(0)\right\|^{2}\right]=d$.
For the ODE starting from $x^{(k)}$, we have that

$$
\mathbb{E}[f(x(h))] \leq f\left(x^{(k)}\right)-\frac{h^{2}}{16}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+O\left(M_{2} \cdot d \cdot h^{2}\right)
$$

To compare $f(x(h))$ and $f\left(x^{(k+1)}\right)$, we note that the distance between $x^{(k+1)}$ and $x(h)$ is less than $\bar{\epsilon}$ in $\ell_{2}$ norm. Using (4.26) and the fact $\nabla^{2} f \preceq M_{2} I$, the function value changed by at most

$$
\bar{\epsilon} \cdot\left\|\nabla f\left(x^{(k+1)}\right)\right\|+M_{2} \cdot \bar{\epsilon}^{2}=2 \bar{\epsilon} \cdot\left\|\nabla f\left(x^{(k)}\right)\right\|+O\left(\bar{\epsilon} M_{2} \sqrt{d h}+\bar{\epsilon}^{2} M_{2}\right)
$$

with high probability. Hence, we have

$$
\begin{aligned}
\mathbb{E}\left[f\left(x^{(k+1)}\right)\right] & \leq f\left(x^{(k)}\right)+2 \bar{\epsilon}\left\|\nabla f\left(x^{(k)}\right)\right\|-\frac{h^{2}}{16}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+O\left(\bar{\epsilon} M_{2} \sqrt{d} h+\bar{\epsilon}^{2} M_{2}+M_{2} d h^{2}\right) \\
& \leq f\left(x^{(k)}\right)+2 \bar{\epsilon}\left\|\nabla f\left(x^{(k)}\right)\right\|-\frac{h^{2}}{16}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+O\left(\bar{\epsilon}^{2} M_{2}+M_{2} d h^{2}\right) \\
& \leq f\left(x^{(k)}\right)+2 \bar{\epsilon}\left\|\nabla f\left(x^{(k)}\right)\right\|-\frac{h^{2}}{16}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+O\left(\frac{\bar{\epsilon}^{2}}{h^{2}}+M_{2} d h^{2}\right) \\
& \leq f\left(x^{(k)}\right)-\frac{h^{2}}{32}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+O\left(\frac{\bar{\epsilon}^{2}}{h^{2}}+M_{2} d h^{2}\right)
\end{aligned}
$$

where the step follows from $2 a b \leq a^{2}+b^{2}$, the third step follows from our choice of $h$, the second last step follows by $2 \bar{\epsilon}\left\|\nabla f\left(x^{(k)}\right)\right\| \leq \frac{h^{2}}{64}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}+64 \frac{\bar{\epsilon}^{2}}{h^{2}}$.

Summing $k$ from 0 to $N-1$, we have

$$
\sum_{k=0}^{N-1} \mathbb{E}\left[f\left(x^{(k+1)}\right)-f\left(x^{(k)}\right)+\frac{h^{2}}{32}\left\|\nabla f\left(x^{(k)}\right)\right\|^{2}\right] \leq N \cdot O\left(\frac{\bar{\epsilon}^{2}}{h^{2}}+M_{2} d h^{2}\right)
$$

Using $f\left(x^{(N)}\right) \geq \min _{x} f(x)$ and reorganizing the terms gives the desired result.

Remark 4.4.1. Both Lemma 4.4.1 and Lemma 4.4.2 do not need convexity.

### 4.4.2 Sampling

Now, we can apply our algorithm for second-order ODEs to the HMC dynamic. To control the gradient of the initial point in a simple way, we start at the algorithm at a local minimum of $f$.

Theorem 4.1.4. (Strongly Convex). Given a function $f$ such that $0 \prec m_{2} \cdot I \preceq \nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x \in \mathbb{R}^{d}$ and $0<\epsilon<\sqrt{d}$. Starting $x^{(0)}$ at the minimum of $f$, we can find a random point $X$ whose Wasserstein distance to $Y$ drawn from the density proportional to $e^{-f}$ satisfies

$$
W_{2}(X, Y) \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

using $O\left(\kappa^{1.5} \log \left(\frac{d}{\epsilon}\right)\right)$ iterations where $\kappa=\frac{M_{2}}{m_{2}}$. Each iteration takes $O\left(\frac{\kappa^{\frac{1}{4}} d^{\frac{3}{2}}}{\epsilon} \log \left(\frac{\kappa d}{\epsilon}\right)\right)$ time and $O\left(\frac{\kappa^{\frac{1}{4}} d^{\frac{1}{2}}}{\epsilon} \log \left(\frac{\kappa d}{\epsilon}\right)\right)$ evaluations of $\nabla f$, amortized over all iterations.

Proof. The number of iterations follows from Theorem 4.3.2 with

$$
\begin{equation*}
h=\frac{m_{2}^{1 / 4}}{16000 M_{2}^{3 / 4}} \tag{4.27}
\end{equation*}
$$

To approximate the HMC dynamic, we apply the ODE algorithm (Theorem 4.2.4). Now, we estimate the parameters in Theorem 4.2.4. Note that $L_{1}=0, L_{2}=M_{2}, L=\sqrt{M_{2}}$, $T=h, L T \leq 1 / 16000, \epsilon_{\mathrm{ODE}}=\frac{\epsilon \cdot \sqrt{m_{2}} h^{2}}{16}$. Hence, if the solution is approximated by a $k$-piece degree 2 polynomial, we can find it in $O(d k) \cdot \log \left(\frac{C}{\epsilon_{\mathrm{ODE}}}\right)$ time and $O(k) \cdot \log \left(\frac{C}{\epsilon_{\mathrm{ODE}}}\right)$ evaluations where

$$
C=O\left(h^{2}\right)\left\|\nabla f\left(v_{0}\right)\right\|+h\left\|v_{1}\right\|
$$

with $v_{0}$ and $v_{1}$ are the initial point and initial velocity of the dynamic.

Finally, Lemma 4.4.1 shows that the ODE can be approximated using a

$$
k \stackrel{\text { def }}{=} \frac{2 \cdot M_{2} h^{3}\left(\left\|v_{1}\right\|_{2}+\left\|\nabla f\left(v_{0}\right)\right\|_{2} \cdot h\right)}{\epsilon /\left(\sqrt{m_{2}} \cdot \kappa^{3 / 2}\right)}
$$

piece degree 2 polynomials where $v_{0}$ is the initial point and $v_{1}$ is the initial velocity. Since $v_{1}$ is sampled from normal distribution, we have that

$$
k \lesssim \frac{1}{\epsilon}\left(\kappa^{\frac{1}{4}} \sqrt{d}+\frac{\left\|\nabla f\left(v_{0}\right)\right\|_{2}}{\sqrt{M_{2}}}\right)
$$

in expectation.
Now, we apply Lemma 4.4.2 with $\bar{\epsilon}=\sqrt{m_{2}} h^{2} \epsilon / 16$ and use the fact that $f\left(x^{(0)}\right)-$ $\min _{x} f(x) \leq \frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2}}$, we have

$$
\begin{aligned}
\mathbb{E}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left\|\nabla f\left(x^{(k)}\right)\right\|_{2}^{2}\right] & \lesssim \frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2} h^{2} N}+M_{2} d+\frac{\bar{\epsilon}^{2}}{h^{4}} \\
& \lesssim \frac{\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}}{m_{2} h^{2} N}+M_{2} d+m_{2} \epsilon^{2} \\
& \lesssim\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}+M_{2} d+m_{2} \epsilon^{2} \\
& \lesssim\left\|\nabla f\left(x^{(0)}\right)\right\|_{2}^{2}+M_{2} d
\end{aligned}
$$

where the third step follows from $N \geq \frac{1}{m_{2} h^{2}}$, our choice of $h$ and $\epsilon$ (i.e., Eq. (4.27)), and we used that $\epsilon \leq \sqrt{d}$ at the end. Hence, the expected number of evaluations per each HMC iterations (amortized over all HMC iterations) is

$$
\begin{aligned}
O(k) \cdot \log \left(\frac{C}{\epsilon_{\mathrm{ODE}}}\right) & \lesssim \frac{1}{\epsilon}\left(\kappa^{\frac{1}{4}} \sqrt{d}+\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|+\sqrt{M_{2} d}}{\sqrt{M_{2}}}\right) \log \left(\frac{h^{2}\left(\left\|\nabla f\left(x^{(0)}\right)\right\|+\sqrt{M_{2} d}\right)+h \sqrt{d}}{\epsilon_{\mathrm{ODE}}}\right) \\
& \lesssim \frac{1}{\epsilon}\left(\kappa^{\frac{1}{4}} \sqrt{d}+\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|}{\sqrt{M_{2}}}\right) \log \left(\frac{1}{\epsilon}\left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|}{\sqrt{m_{2}}}+\kappa^{3 / 4} \sqrt{d}\right)\right)
\end{aligned}
$$

where the last step follows from our choice of $\epsilon_{\mathrm{ODE}}=\frac{\epsilon \cdot \sqrt{m_{2}} h^{2}}{16}$ and our choice of $h=\frac{m_{2}^{1 / 4}}{16000 M_{2}^{3 / 4}}$. Since we start at the minimum of $f,\left\|\nabla f\left(x^{(0)}\right)\right\|=0$ and this gives the expected number of evaluations.

Similarly, we have the bound for expected time. This completes the proof.

### 4.5 Sampling from Incoherent Logistic Loss Functions and More

In this section we prove Theorem 4.5.6. Since the function

$$
f(x)=\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)+\frac{m_{2}}{2}\|x\|_{2}^{2}
$$

the HMC dynamic for sampling $e^{-f(x)}$ is given by

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} x(t)=-\nabla f(x(t))=-A^{\top} \phi^{\prime}(A x)-m_{2} x
$$

where the $i^{\text {th }}$ row of $A \in \mathbb{R}^{n \times d}$ is $a_{i}^{\top}, \forall i \in[n]$ and $\phi^{\prime}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is defined by

$$
\phi^{\prime}(s)=\left(\frac{\mathrm{d}}{\mathrm{~d} s_{1}} \phi_{1}\left(s_{1}\right), \frac{\mathrm{d}}{\mathrm{~d} s_{2}} \phi_{2}\left(s_{2}\right), \cdots, \frac{\mathrm{d}}{\mathrm{~d} s_{n}} \phi_{n}\left(s_{n}\right)\right) .
$$

To simplify the proof, we let $s(t)=A x(t)$. Then, $s$ satisfies the equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} s(t)=F(s(t)) \quad \text { where } \quad F(s)=-A A^{\top} \phi^{\prime}(s)-m_{2} s \tag{4.28}
\end{equation*}
$$

Ignoring the term $m_{2} s, F$ consists of two parts the first part $-A A^{\top}$ is linear and the second part is decoupled in each variable. This structure allows us to study the dynamic $s$ easily. In this section, we discuss how to approximate the solution of (4.28) using the collocation method.

The proof consists of (a) bounding $\|s(t)\|_{\infty}$, (b) bounding Lipschitz constant of $F$ and (c) showing that $s(t)$ can be approximated by a polynomial.

### 4.5.1 $\quad \ell_{\infty}$ bound of the dynamic

Lemma 4.5.1 ( $\ell_{\infty}$ bound of the dynamic). Let $x^{(j)}$ be the $j^{\text {th }}$ iteration of the HMC dynamic defined in Algorithm 4.1 with

$$
f(x)=\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)+\frac{m_{2}}{2}\|x\|_{2}^{2}
$$

Assume that $m_{2} \cdot I \preceq \nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x,\left|\phi^{\prime}(s)\right| \leq M$ for all $s$, and that $\tau=$ $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$. Let $s^{(j)}=A x^{(j)}$. Suppose that the step size $T \leq \frac{1}{2 \sqrt{m_{2}}}$, we have that

$$
\max _{j \in[N]}\left\|s^{(j)}-s^{(0)}\right\|_{\infty}=O\left(\sqrt{\frac{\tau}{m_{2}}}+\frac{\tau M}{m_{2}}\right) \cdot \log (d N / \eta)
$$

with probability at least $1-\eta$.

Proof. We ignore the index of iteration $(j)$ and focus on how $s$ changes within each ODE first.

For any $0 \leq t \leq T$ and for any $i$, we have that

$$
\begin{equation*}
s_{i}(t)=s_{i}(0)+s_{i}^{\prime}(0) t-\int_{0}^{t}(t-\ell)\left(A A^{\top} \phi^{\prime}(s(\ell))\right)_{i} \mathrm{~d} \ell-m_{2} \int_{0}^{t}(t-\ell) s_{i}(\ell) \mathrm{d} \ell \tag{4.29}
\end{equation*}
$$

Using $\tau=\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$ and $\left|\phi^{\prime}(s)\right| \leq M$, we have

$$
\begin{aligned}
\left|s_{i}(t)-s_{i}(0)\right| & \leq T \cdot\left|s_{i}^{\prime}(0)\right|+\int_{0}^{T}(T-\ell) \cdot \tau \cdot M \mathrm{~d} \ell+m_{2} \int_{0}^{t}(t-\ell)\left|s_{i}(\ell)-s_{i}(0)\right| \mathrm{d} \ell+\frac{1}{2} m_{2} T^{2}\left|s_{i}(0)\right| \\
& =\frac{1}{2} m_{2} T^{2} \cdot\left|s_{i}(0)\right|+T \cdot\left|s_{i}^{\prime}(0)\right|+\frac{1}{2} T^{2} \cdot \tau M+m_{2} \int_{0}^{t}(t-\ell)\left|s_{i}(\ell)-s_{i}(0)\right| \mathrm{d} \ell
\end{aligned}
$$

Solving this integral inequality (Lemma 4.6.2), we get

$$
\begin{align*}
\left|s_{i}(t)-s_{i}(0)\right| & \leq\left(\frac{1}{2} m_{2} T^{2} \cdot\left|s_{i}(0)\right|+T \cdot\left|s_{i}^{\prime}(0)\right|+\frac{1}{2} T^{2} \cdot \tau M\right) \cdot \cosh \left(\sqrt{m_{2}} t\right) \\
& \leq \frac{1}{4}\left|s_{i}(0)\right|+2 T \cdot\left|s_{i}^{\prime}(0)\right|+T^{2} \cdot \tau M \tag{4.30}
\end{align*}
$$

where we used that $t \leq T \leq \frac{1}{2 \sqrt{m_{2}}}$.

Using this estimate back to (4.29), we have

$$
\begin{aligned}
& \left|s_{i}(T)-s_{i}(0)-s_{i}^{\prime}(0) T+\frac{1}{2} m_{2} T^{2} s_{i}(0)\right| \\
\leq & \int_{0}^{T}(T-\ell)\left|A A^{\top} \phi^{\prime}(s(\ell))_{i}\right| \mathrm{d} \ell+m_{2} \int_{0}^{T}(T-\ell)\left|s_{i}(\ell)-s_{i}(0)\right| \mathrm{d} \ell \\
\leq & \int_{0}^{T}(T-\ell) \tau M \mathrm{~d} \ell+m_{2} \int_{0}^{T}(T-\ell)\left(\frac{1}{4}\left|s_{i}(0)\right|+2 T \cdot\left|s_{i}^{\prime}(0)\right|+T^{2} \cdot \tau M\right) \mathrm{d} \ell \\
= & \frac{1}{2} T^{2} \cdot \tau M+\frac{1}{2} m_{2} T^{2} \cdot\left(\frac{1}{4}\left|s_{i}(0)\right|+2 T \cdot\left|s_{i}^{\prime}(0)\right|+T^{2} \cdot \tau M\right) \\
\leq & \frac{1}{2} T^{2} \cdot \tau M+\frac{1}{2} m_{2} T^{2} \cdot\left(\frac{1}{4}\left|s_{i}(0)\right|+\frac{1}{\sqrt{m_{2}}} \cdot\left|s_{i}^{\prime}(0)\right|+\frac{1}{4 m_{2}} \cdot \tau M\right) \\
= & \frac{5}{8} T^{2} \cdot \tau M+\frac{1}{8} m_{2} T^{2}\left|s_{i}(0)\right|+\frac{1}{2} \sqrt{m_{2}} T^{2} \cdot\left|s_{i}^{\prime}(0)\right|
\end{aligned}
$$

where the second step follows from $\left|A A^{\top} \phi^{\prime}(s(\ell))_{i}\right| \leq \tau M$ and (4.30), the third step follows from $\int_{0}^{T}(T-\ell) \mathrm{d} \ell=\frac{1}{2} T^{2}$, the fourth step follows from $T \leq \frac{1}{2 \sqrt{m_{2}}}$.

Note that we bounded how much each iteration of the HMC dynamic can change the solution. Writing it differently, we have

$$
s_{i}^{(j+1)}=\left(1-\frac{1}{2} m_{2} T^{2}\right) s_{i}^{(j)}+s_{i}^{(j)^{\prime}}(0) \cdot T+\beta
$$

where

$$
|\beta| \leq \frac{1}{4} m_{2} T^{2}\left|s_{i}^{(j)}(0)\right|+\sqrt{m_{2}} T^{2} \cdot\left|s_{i}^{(j)^{\prime}}(0)\right|+\tau M \cdot T^{2}
$$

Note that $s_{i}^{(j)^{\prime}}(0) \sim \mathcal{N}\left(0,\left(A^{\top} A\right)_{i}\right)$ and that

$$
\lambda_{\max }\left(A^{\top} A\right)=\lambda_{\max }\left(A A^{\top}\right) \leq\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\tau
$$

Therefore, $s_{i}^{(j)^{\prime}}(0) T \sim \alpha_{i} \cdot \mathcal{N}(0,1)$ with $0 \leq \alpha_{i} \leq \sqrt{\tau} T$. Now, we simplify the dynamic to

$$
s_{i}^{(j+1)}=(1-\delta) s_{i}^{(j)}+\alpha_{i} N^{(j)}+\beta
$$

where $\delta:=\frac{1}{2} m_{2} T^{2}, \alpha_{i} \leq a:=\sqrt{\tau} T$, and

$$
|\beta| \leq \frac{\delta}{2}\left|s_{i}^{(j)}(0)\right|+b\left|N^{(j)}\right|+c
$$

with $b:=\sqrt{m_{2} \tau} T^{2}$ and $c:=\tau M \cdot T^{2}$.
Applying Lemma 4.5.2, we have that

$$
\operatorname{Pr}\left[\max _{j \in[N]}\left|s_{i}^{(j)}-s_{i}^{(0)}\right| \geq C \cdot\left(\frac{a}{\sqrt{\delta}}+\frac{c+b}{\delta}\right) \log (N / \epsilon)\right] \leq \epsilon
$$

for some constant $C$. Taking union bound over $i \in[d]$, the bound follows from the calculation

$$
\frac{a}{\sqrt{\delta}}+\frac{c+b}{\delta}=\frac{\sqrt{2 \tau} T}{\sqrt{m_{2}} T}+\frac{\tau M \cdot T^{2}+\sqrt{m_{2} \tau} \cdot T^{2}}{2 m_{2} T^{2}} \gtrsim \sqrt{\frac{\tau}{m_{2}}}+\frac{\tau M}{m_{2}} .
$$

Lemma 4.5.2 (Bounding the Martingale). Let $X^{(i)}$ be a sequence of random variable such that

$$
X^{(i+1)}=(1-\delta) X^{(i)}+\alpha_{i} N^{(i)}+\beta
$$

where $N^{(i)} \sim \mathcal{N}(0,1)$ are independent, $\alpha_{i} \leq a, \beta \leq \frac{\delta}{2}\left|X^{(i)}\right|+b\left|N^{(i)}\right|+c$ with positive $a, b, c$ and $0<\delta \leq 1$. For some constant universal $C>0$, we have that

$$
\operatorname{Pr}\left[\max _{i \in[k]}\left|X^{(i)}-X^{(0)}\right| \geq C \cdot\left(\frac{a}{\sqrt{\delta}}+\frac{c+b}{\delta}\right) \log (k / \epsilon)\right] \leq \epsilon
$$

for any $0<\epsilon<1$.

Proof. We will first show that $X^{(i)}$ cannot grow to large. The proof of the other direction is similar. Consider the potential $\Phi^{(i)}=\mathbb{E}\left[e^{\lambda X^{(i)}}\right]$. Note that

$$
\begin{aligned}
\Phi^{(i+1)} & \leq \mathbb{E}\left[e^{\lambda\left((1-\delta) X^{(i)}+\alpha_{i} N^{(i)}+b\left|N^{(i)}\right|+c+\frac{\delta}{2}\left|X^{(i)}\right|\right)}\right] \\
& \leq e^{\lambda c} \mathbb{E}\left[e^{\lambda(1-\delta) X^{(i)}+\frac{\delta}{2}\left|X^{(i)}\right|}\right] \mathbb{E}\left[e^{\lambda\left(\alpha_{i} N^{(i)}+b\left|N^{(i)}\right|\right)}\right],
\end{aligned}
$$

where we used that $N^{(i)}$ are independent. Picking $\lambda \leq \frac{1}{a+b}$ and using $N^{(i)} \sim \mathcal{N}(0,1)$ and $\left|\alpha_{i}\right| \leq a$, we have that

$$
\mathbb{E}\left[e^{\lambda\left(\alpha_{i} N^{(i)}+b\left|N^{(i)}\right|\right)}\right] \leq e^{O\left(\lambda b+\lambda^{2} a^{2}\right)}
$$

Therefore, for any $\eta>0$, we have

$$
\begin{aligned}
\Phi^{(i+1)} & \leq e^{O\left(\lambda c+\lambda b+\lambda^{2} a^{2}\right)} \cdot\left(\mathbb{E}\left[e^{\lambda(1-\delta) X^{(i)}+\frac{\delta}{2}\left|X^{(i)}\right|} 1_{X^{(i)} \leq \eta}\right]+\mathbb{E}\left[e^{\lambda\left(1-\frac{\delta}{2}\right) X^{(i)}} 1_{X^{(i)}>\eta}\right]\right) \\
& \leq e^{O\left(\lambda c+\lambda b+\lambda^{2} a^{2}\right)} \cdot\left(e^{\lambda \eta}+\mathbb{E}\left[e^{\lambda X^{(i)}-\frac{\lambda}{2} \delta \eta}\right]\right) \\
& \leq e^{O\left(\lambda c+\lambda b+\lambda^{2} a^{2}+\lambda \eta\right)}+e^{O\left(\lambda c+\lambda b+\lambda^{2} a^{2}\right)-\frac{\lambda}{2} \delta \eta} \Phi^{(i)} .
\end{aligned}
$$

Choose $\eta=\Theta\left(\frac{c+b+\lambda a^{2}}{\delta}\right)$ such that $O\left(\lambda c+\lambda b+\lambda^{2} a^{2}\right)-\frac{\lambda}{2} \delta \eta \leq 0$. Hence, we have

$$
\Phi^{(i+1)} \leq e^{O\left(\lambda c+\lambda b+\lambda^{2} a^{2}+\lambda \eta\right)}+\Phi^{(i)} \leq e^{O\left(\frac{\lambda c+\lambda b+\lambda^{2} a^{2}}{\delta}\right)}+\Phi^{(i)}
$$

Picking an appropriate $\lambda$, we have the result.

### 4.5.2 Lipschitz constant of $F$

Now, we bound the Lipschitz constant of function $F$.

Lemma 4.5.3 (Lipschitz bound of function $F$ ). Let $L_{\phi^{\prime}}$ be the Lipschitz constant of $\phi^{\prime}$, i.e.,

$$
\left\|\phi^{\prime}\left(s_{1}\right)-\phi^{\prime}\left(s_{2}\right)\right\|_{\infty} \leq L_{\phi^{\prime}}\left\|s_{1}-s_{2}\right\|_{\infty}, \forall s_{1}, s_{2} .
$$

The function $F$ defined in (4.28) has Lipschitz constant $\left(L_{\phi^{\prime}} \tau+m_{2}\right)$ in $\ell_{\infty}$ norm where $\tau=\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$.

Proof. Note that

$$
\begin{aligned}
\left\|F\left(s_{1}\right)-F\left(s_{2}\right)\right\|_{\infty} & =\left\|A A^{\top}\left(\phi^{\prime}\left(s_{1}\right)-\phi^{\prime}\left(s_{2}\right)\right)\right\|_{\infty}+m_{2}\left\|s_{1}-s_{2}\right\|_{\infty} \\
& \leq \tau \cdot\left\|\phi^{\prime}\left(s_{1}\right)-\phi^{\prime}\left(s_{2}\right)\right\|_{\infty}+m_{2}\left\|s_{1}-s_{2}\right\|_{\infty} \\
& \leq\left(\tau \cdot L_{\phi^{\prime}}+m_{2}\right) \cdot\left\|s_{1}-s_{2}\right\|_{\infty}
\end{aligned}
$$

where the second step follows by $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\tau$, and second step follows by $\phi^{\prime}$ is $L_{\phi^{\prime}}$ Lipschitz function.

Remark 4.5.1. If we think of the role of $F$ in our second order ODE (4.28), then $F$ is in fact independent of $\frac{\mathrm{d} s}{\mathrm{~d} t}$. Therefore $L_{1}=0$ and $L_{2}=L_{\phi^{\prime}} \tau+m_{2}$.

### 4.5.3 Existence of low-degree solutions

Next, we establish bounds on the radius up to which the solution to the ODE (4.28) have a low-degree polynomial approximation.

Lemma 4.5.4 (Low-degree polynomial approximation). Assume that $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\tau$ and that for all $i, \phi_{i}^{\prime}$ has Cauchy estimate $M$ with radius r, i.e.,

$$
\forall l \geq 0, \forall a \in \mathbb{R},\left|\left(\phi_{i}\right)^{(l+1)}(a)\right| \leq M \cdot l!\cdot r^{-l} .
$$

Let $s^{*}(t) \in \mathbb{R}^{n}$ denote the solution of the ODE (4.28).
For any

$$
0 \leq T \leq \frac{r}{4}\left(\left(M \tau r+m_{2} r\left(r+\|s(0)\|_{\infty}\right)\right)^{1 / 2}+\left\|s^{\prime}(0)\right\|_{\infty}\right)^{-1}
$$

and any $0<\epsilon<1$, there is a degree $D=2\left\lceil 4+\log _{2}(1 / \epsilon)\right\rceil$ polynomial $q: \mathbb{R} \rightarrow \mathbb{R}^{n}$ such that

$$
q(0)=s^{*}(0), q^{\prime}(0)=s^{* \prime}(0), \text { and }\left\|\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} q(t)-\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} s^{*}(t)\right\|_{\infty} \leq \frac{\epsilon \cdot r}{T^{2}}, \forall t \in[0, T]
$$

First, we verify the condition in Lemma 4.6.6.
Lemma 4.5.5. (Bounding derivatives of $F$ ). Under the same assumptions in Lemma 4.5.4, we have

$$
\left\|D^{k} F(s)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\|_{\infty} \leq g^{(k)}(0) \cdot \prod_{j=1}^{k}\left\|\Delta_{j}\right\|_{\infty}, \forall k \geq 0, \forall \Delta_{1}, \cdots, \Delta_{k}
$$

where

$$
g(x)=\frac{\tau \cdot M+m_{2} \cdot\left(r+\|s\|_{\infty}\right)}{1-r^{-1} x}
$$

Proof. Recall that $\phi^{\prime}(x)=\left(\phi_{1}^{\prime}\left(x_{1}\right), \phi_{2}^{\prime}\left(x_{2}\right), \cdots, \phi_{n}^{\prime}\left(x_{n}\right)\right), \forall x \in \mathbb{R}^{n}$. We have

$$
\begin{aligned}
& \left\|A A^{\top} D^{k} \phi^{\prime}(s)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\|_{\infty} \\
\leq & \tau \cdot\left\|D^{k} \phi^{\prime}(s)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\|_{\infty} \\
\leq & \tau \cdot \max _{i \in[n]}\left|\phi_{i}^{(k+1)}\right| \cdot\left|\Delta_{1, i}\right| \cdot\left|\Delta_{2, i}\right| \cdots\left|\Delta_{k, i}\right| \\
\leq & \tau \cdot \max _{i \in[n]}\left|\phi_{i}^{(k+1)}\right| \prod_{j=1}^{k}\left\|\Delta_{j}\right\|_{\infty} \\
\leq & \tau \cdot M \cdot k!\cdot r^{-k} \cdot \prod_{j=1}^{k}\left\|\Delta_{j}\right\|_{\infty}
\end{aligned}
$$

Next, the derivatives of the $m_{2} s$ term in $F(s)=-A A^{\top} \phi^{\prime}(s)-m_{2} s$ can be bounded by the derivatives of $x \rightarrow m_{2}\left(\|s\|_{\infty}+x\right)$, which then can be bounded by the derivatives of $x \rightarrow m_{2}\left(r+\|s\|_{\infty}\right) /\left(1-r^{-1} x\right)$. This explains the second part of the function $g$.

Proof of Lemma 4.5.4. Theorem 4.6.4 and Lemma 4.5.5 shows that

$$
\begin{equation*}
\left\|s^{*(k)}(0)\right\|_{\infty} \leq \frac{k!\alpha^{k}}{r^{-1}}=r \cdot k!\cdot \alpha^{k} \tag{4.31}
\end{equation*}
$$

where

$$
\alpha=\max \left(\left(\frac{4}{3} \cdot\left(M \tau+m_{2}\left(r+\|s(0)\|_{\infty}\right)\right) \cdot r^{-1}\right)^{1 / 2}, 2 \cdot\left\|s^{\prime}(0)\right\|_{\infty} r^{-1}\right)
$$

Since $s^{*}$ is real analytic at 0 (Theorem 4.6.4), around $t=0$, we have

$$
s^{*}(t)=\sum_{k=0}^{\infty} \frac{s^{*(k)}(0)}{k!} t^{k}
$$

Apply Theorem 4.6.4 repeatedly at every $t$ such that $s^{*}(t)$ is defined, we can show that the above equation holds as long as the right hand side converges.

Let $q(t)=\sum_{k=0}^{D} s^{*(k)}(0) t^{k}$. Then, we have that

$$
\begin{aligned}
\left\|\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} q(t)-\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} s^{*}(t)\right\|_{\infty} & \leq\left\|\sum_{k=D+1}^{\infty} \frac{s^{*(k)}(0)}{(k-2)!} t^{k-2}\right\|_{\infty} \\
& \leq r \cdot \sum_{k=D+1}^{\infty} \frac{k!}{(k-2)!} \alpha^{k} t^{k-2} \\
& \leq \frac{r}{T^{2}} \cdot \sum_{k=D+1}^{\infty} \frac{(k-1) k}{2^{k}} \\
& =\frac{r}{T^{2}} \cdot 2^{-D}\left(D^{2}+3 D+4\right) \\
& \leq 16 \frac{2^{-D / 2} r}{T^{2}}
\end{aligned}
$$

where we used (4.31) at the second inequality, $\alpha T \leq \frac{1}{2}$ at the third inequality, and $D \geq 1$ at the fourth inequality.

### 4.5.4 Main result

Theorem 4.5.6 (Formal version of Theorem 4.1.2). Let $A=\left[a_{1} ; a_{2} ; \cdots ; a_{n}\right] \in \mathbb{R}^{n \times d}, \phi_{i}$ : $\mathbb{R} \rightarrow \mathbb{R}$ be a function, and

$$
f(x)=\sum_{i=1}^{n} \phi_{i}\left(a_{i}^{\top} x\right)+\frac{m_{2}}{2}\|x\|^{2} .
$$

Let $\tau=\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$ and suppose that

1. $f$ has $M_{2}$ Lipschitz gradient, i.e., $\nabla^{2} f(x) \preceq M_{2} \cdot I$ for all $x$,
2. $\phi_{i}^{\prime}$ has Cauchy estimate $M$ with radius $r$, i.e., $\forall i \in[n], \ell \geq 1, s \in \mathbb{R},\left|\phi_{i}^{(l+1)}(s)\right| \leq$ $M \cdot l!\cdot r^{-l}$.

Starting at $x^{(0)}$, we can output a random point $X$ such that

$$
\underset{Y \propto e^{-f}}{\mathbb{E}}\left[\|X-Y\|_{2}^{2}\right] \leq \frac{\epsilon}{\sqrt{m_{2}}}
$$

using $N \lesssim k \log \left(\frac{k}{\epsilon}\left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|^{2}}{m_{2}}+d\right)\right)$ iterations with

$$
k \lesssim \kappa^{1.5}+\frac{M \tau}{m_{2} r} \log (d N)+\frac{\tau}{m_{2} r^{2}} \log ^{2}(d N) \quad \text { with } \quad \kappa=\frac{M_{2}}{m_{2}} .
$$

Each iteration takes $O\left(d \log ^{3}\left(\frac{1}{\delta}\right)\right)$ time and $O\left(\log ^{2}\left(\frac{1}{\delta}\right)\right)$ evaluations to the function $\phi^{\prime}$ and the matrix vector multiplications for $A$ and $A^{\top}$, with

$$
\delta=\Omega\left(\frac{1}{r}\right) \sqrt{\frac{\lambda_{\min }\left(A^{\top} A\right)}{n \cdot m_{2}}} \cdot \frac{\epsilon}{k}
$$

Proof. The proof consists of bounding the cost of each HMC step in Algorithm 4.1 and bounding the number of steps.

## Cost per iteration:

| Parameters | Value | Source |
| :--- | :--- | :--- |
| $k$ | 2 | Eq. (4.28) |
| $L_{1}$ | 0 | Lemma 4.5.3 and Remark 4.5.1 |
| $L_{2}$ | $\frac{M \tau}{r}+m_{2}$ | Lemma 4.5.3 and Remark 4.5.1 |
| $D$ | $O(\log (1 / \delta))$ | Lemma 4.5.4 |
| $C$ | $O(r)$ | Eq. (4.34) |
| $\epsilon_{\text {ODE }}$ | $O(\delta r)$ | Eq. (4.33) |

Table 4.2: Summary of parameters of Theorem 4.2.4

As we discussed in this section, we consider the ODE (4.28) instead. We will use Theorem 4.2.4 to solve the ODE (4.28). Hence, we need to bound the parameters of Theorem 4.2.4, which are summarized in Table 4.2.

Parameters $D$ and $\epsilon_{\text {ODE }}$ : Let $s$ denote its solution. Lemma 4.5.4 shows that if

$$
\begin{equation*}
h \leq \frac{r}{4}\left(\left(M \tau \cdot r+m_{2} r\left(r+\|s(0)\|_{\infty}\right)\right)^{1 / 2}+\left\|s^{\prime}(0)\right\|_{\infty}\right)^{-1}, \tag{4.32}
\end{equation*}
$$

for any $\delta>0$, there is a degree $O(\log (1 / \delta))$ polynomial $q$ such that

$$
\begin{equation*}
q(0)=s(0), \quad q^{\prime}(0)=s^{\prime}(0), \quad \text { and } \quad\left\|\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} q(t)-\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} s(t)\right\|_{\infty} \leq \frac{\delta \cdot r}{T^{2}} \text { for } t \in[0, h] . \tag{4.33}
\end{equation*}
$$

Parameter $C$ : To apply Theorem 4.2.4, we first show parameter $C \leq O(r)$ as follows:

$$
\begin{align*}
C & \lesssim h \cdot\left(h\|F(s(0))\|_{\infty}+\left\|s^{\prime}(0)\right\|_{\infty}\right) \\
& \leq h \cdot\left(h\left(\left\|A A^{\top} \phi^{\prime}(s(0))\right\|_{\infty}+\left\|m_{2} s(0)\right\|_{\infty}\right)+\left\|s^{\prime}(0)\right\|_{\infty}\right) \\
& \leq h^{2} \tau\left\|\phi^{\prime}(s(0))\right\|_{\infty}+h^{2} m_{2}\|s(0)\|_{\infty}+h\left\|s^{\prime}(0)\right\|_{\infty} \\
& \leq h^{2} \tau M+h^{2} m_{2}\|s(0)\|_{\infty}+h\left\|s^{\prime}(0)\right\|_{\infty} \\
& \leq \frac{r}{16}+\frac{r}{16}+\frac{r}{4} \leq r . \tag{4.34}
\end{align*}
$$

where the second step follows from (4.28) and triangle inequality, the third step follows from $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\tau$, the fourth step follows from $\phi^{\prime}$ has Cauchy estimate $M$ with radius $r$, and the last step follows from (4.32).

Now, Theorem 4.2.4 shows that if $h$ satisfies (4.32) and that

$$
\begin{equation*}
h \leq \frac{1}{16000} \frac{1}{L}=\frac{1}{16000} \frac{1}{L_{1}+\sqrt{L_{2}}}=\frac{1}{16000} \sqrt{\frac{r}{M \tau+m_{2} r}}, \tag{4.35}
\end{equation*}
$$

then, we can find $p$ such that

$$
\begin{equation*}
\|s(h)-p\|_{\infty} \leq O(\delta \cdot r) \tag{4.36}
\end{equation*}
$$

using $O\left(\log \left(\frac{1}{\delta}\right) \log \left(\frac{C}{\delta \cdot r}\right)\right)=O\left(\log ^{2}\left(\frac{1}{\delta}\right)\right)$ evaluations of $\phi_{i}^{\prime}$ and $O\left(d \log ^{2}\left(\frac{1}{\delta}\right) \log \left(\frac{C}{\delta \cdot r}\right)\right)=O\left(d \log ^{3}\left(\frac{1}{\delta}\right)\right)$ time.

To understand the condition in Eq. (4.32), we note that $s^{\prime}(0)=A v$ where $v \sim \mathcal{N}(0, I)$. Hence, $s^{* \prime}(0) \sim \mathcal{N}\left(0, A^{\top} A\right)$. Note that $\lambda_{\max }\left(A^{\top} A\right)=\lambda_{\max }\left(A A^{\top}\right) \leq\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\tau$. Hence, we have that

$$
\left\|s^{\prime}(0)\right\|_{\infty}=O(1) \cdot \sqrt{\tau \cdot \log (d N / \eta)}
$$

with probability at least $1-\eta$ probability for all $N$ iterations. In Lemma 4.5.1, we proved that

$$
\|s(0)\|_{\infty}=O\left(\sqrt{\frac{\tau}{m_{2}}}+\frac{\tau M}{m_{2}}\right) \cdot \log (d N / \eta)
$$

with probability at least $1-\eta$ for all $N$ iterations.

Putting the bound on $\left\|s^{\prime}(0)\right\|$ and $\|s(0)\|$ into the right hand side of Eq. (4.32) gives

$$
\begin{align*}
& \frac{1}{r}\left(\sqrt{M \tau \cdot r+m_{2} r\left(r+\|s(0)\|_{\infty}\right)}+\left\|s^{\prime}(0)\right\|_{\infty}\right)  \tag{4.37}\\
\lesssim & \sqrt{\frac{M \tau}{r}}+\sqrt{m_{2}}+\sqrt{\frac{m_{2}}{r}\left(\sqrt{\frac{\tau}{m_{2}}}+\frac{\tau M}{m_{2}}\right) \log (d N / \eta)}+\frac{\sqrt{\tau}}{r} \sqrt{\log (d N / \eta)} \\
\leq & \frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}+\left(\frac{\left(\tau m_{2}\right)^{1 / 4}}{r^{1 / 2}}+\sqrt{\frac{M \tau}{r}}+\frac{\sqrt{\tau}}{r}\right) \sqrt{\log (d N / \eta)} \\
\leq & \frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}+\left(\frac{\sqrt{\tau}}{r} \sqrt{\log (d N / \eta)}+\frac{\sqrt{m_{2}}}{\sqrt{\log (d N / \eta)}}+\sqrt{\frac{M \tau}{r}}+\frac{\sqrt{\tau}}{r}\right) \sqrt{\log (d N / \eta)} \\
\lesssim & \frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}+\frac{\sqrt{\tau}}{r} \log (d N / \eta)+\sqrt{\frac{M \tau}{r}} \sqrt{\log (d N / \eta)}
\end{align*}
$$

where the second step follows by Eq. (4.32), the third step follows by $\sqrt{m_{2}} \leq \frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}$ and $\sqrt{\log (d N / \eta)} \geq 1$, the fourth step follows by $a b \leq a^{2}+b^{2}$, the fifth step follows by $\sqrt{\log (d N / \eta)} \geq 1$ and $\sqrt{m_{2}} \leq \frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}$.

Therefore,

$$
\begin{equation*}
h=\Theta\left(\sqrt{\frac{M \tau}{r}} \sqrt{\log (d N / \eta)}+\frac{\sqrt{\tau}}{r} \log (d N / \eta)+\frac{M_{2}^{3 / 4}}{m_{2}^{1 / 4}}\right)^{-1} \tag{4.38}
\end{equation*}
$$

satisfies the condition in Eq. (4.32) and Eq. (4.35). It also satisfies the condition in Theorem 4.3.2 $\left(h \leq \frac{m_{2}^{1 / 4}}{2 M_{2}^{3 / 4}}\right)$.

Next, we note that the corresponding HMC dynamic $x^{*}(h)$ is given by

$$
x^{*}(h)=\left(A^{\top} A\right)^{-1} A^{\top} s^{*}(h) .
$$

Let $p$ be the approximate of $s^{*}(h)$ we find using Theorem 4.3.2 and $q=\left(A^{\top} A\right)^{-1} A^{\top} p$, then,
we have

$$
\begin{aligned}
\left\|x^{*}(h)-q\right\|_{2} & =\left\|\left(A^{\top} A\right)^{-1} A^{\top} s^{*}(h)-\left(A^{\top} A\right)^{-1} A p\right\|_{2} \\
& \leq\left\|\left(A^{\top} A\right)^{-1} A^{\top}\right\|_{2 \rightarrow 2} \cdot\left\|s^{*}(h)-p\right\|_{2} \\
& \leq\left\|\left(A^{\top} A\right)^{-1} A^{\top}\right\|_{2 \rightarrow 2} \cdot O(\sqrt{n} \cdot r \cdot \delta) \\
& \leq\left(\lambda_{\min }\left(A^{\top} A\right)\right)^{-\frac{1}{2}} \cdot O(\sqrt{n} \cdot r \cdot \delta),
\end{aligned}
$$

where the first step follows by definition of $x^{*}(h)$ and $q$, the second step follows by definition of $\left\|\|_{2 \rightarrow 2}\right.$ norm, the third step follows from $\| s^{*}(h)-p \|_{2} \leq O(\sqrt{n} r \delta)$ (implied by (4.36) and $\left.\left\|\left\|_{2} \leq \sqrt{n}\right\|\right\|_{\infty}\right)$.

Using such $q$ as an approximation of $x^{*}(h)$ in Algorithm 4.1, Theorem 4.3.2 shows that the $W_{2}$ error of the sampled point is bounded by

$$
O\left(\left(\lambda_{\min }\left(A^{\top} A\right)\right)^{-\frac{1}{2}} \cdot \sqrt{n} \cdot r \cdot \delta\right) \leq \frac{\epsilon \cdot \theta}{2 \sqrt{m_{2}}}
$$

where $\theta=\frac{m_{2} h^{2}}{8}$ and the last step follows from picking

$$
\delta=c \cdot \frac{1}{r} \sqrt{\frac{\lambda_{\min }\left(A^{\top} A\right)}{n \cdot m_{2}}} \cdot \epsilon \cdot \theta
$$

for some small enough $c$. The cost of each iteration follows from Theorem 4.2.4 and all parameters we pick.

## Number of iterations:

Theorem 4.3.2 shows that the number of iterations is

$$
O\left(\frac{1}{\theta}\right) \cdot\left(\log \left(\frac{1}{\theta \cdot \epsilon}\right)+\log \left(\frac{\left\|\nabla f\left(x^{(0)}\right)\right\|^{2}}{m_{2}}+d\right)\right) .
$$

Finally, we bound the term $1 / \theta$ as follows

$$
\begin{aligned}
\frac{1}{\theta} & \lesssim \frac{1}{m_{2}}\left(\frac{M \tau}{r} \log \left(\frac{d N}{\eta}\right)+\frac{\tau}{r^{2}} \log ^{2}\left(\frac{d N}{\eta}\right)+\frac{M_{2}^{3 / 2}}{\sqrt{m_{2}}}\right) \\
& =\kappa^{1.5}+\frac{M \tau}{m_{2} r} \log \left(\frac{d N}{\eta}\right)+\frac{\tau}{m_{2} r^{2}} \log ^{2}\left(\frac{d N}{\eta}\right)
\end{aligned}
$$

where we used $\kappa=M_{2} / m_{2}$ and (4.38).

### 4.6 Preliminaries

### 4.6.1 Notation

For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim$ ) to indicate that $f \leq C g$ (resp. $\geq)$ for an absolute constant $C$.

Definition 4.6.1 ( $p \rightarrow q$ norm). Given matrix $A \in \mathbb{R}^{n \times d}$, we define $\left\|\|_{p \rightarrow q}\right.$ norm as follows

$$
\|A\|_{p \rightarrow q}=\max _{x \in \mathbb{R}^{d}} \frac{\|A x\|_{q}}{\|x\|_{p}}
$$

$\|A\|_{\infty \rightarrow \infty}$ is a special case where $p=\infty$ and $q=\infty$.

Definition 4.6.2 (Wasserstein distance). The $k$-th Wasserstein distance between two probability measure $\mu$ and $\nu$ is

$$
W_{k}(\mu, \nu)=\left(\inf _{(X, Y) \in \mathbb{C}(\mu, \nu)} \mathbb{E}\left[\|X-Y\|^{k}\right]\right)^{1 / k}
$$

where $\mathcal{C}(\mu, \nu)$ is the set of all couplings of $\mu$ and $\nu$.
Definition 4.6.3 (Cauchy's estimates). We say function $\phi$ has Cauchy estimate $M$ and radius of convergence $r$, if for all $x \in \mathbb{R}$ and for all integers $l \geq 0$

$$
\left|\phi^{(l)}(x)\right| \leq M \cdot l!\cdot r^{-l} .
$$

Lemma 4.6.1. If the number of non-zeros for each row of $A A^{\top}$ is bounded by $s$, then

$$
\lambda_{\max }\left(A A^{\top}\right) \leq\left\|A A^{\top}\right\|_{\infty \rightarrow \infty} \leq \sqrt{s} \cdot \lambda_{\max }\left(A A^{\top}\right)
$$

Proof. Let $v$ be the maximum eigenvalue of $A A^{\top}$. Then, we have that

$$
A A^{\top} v=\lambda_{\max }\left(A A^{\top}\right) \cdot v
$$

Since $\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}=\max _{\|v\|_{\infty}=1}\left\|A A^{\top} v\right\|_{\infty}$, we have that $\lambda_{\max }\left(A A^{\top}\right) \leq\left\|A A^{\top}\right\|_{\infty \rightarrow \infty}$.
For the another direction,

$$
\begin{aligned}
\left\|A A^{\top}\right\|_{\infty \rightarrow \infty} & =\max _{i} \sum_{j}\left|A A^{\top}\right|_{i j} \leq \max _{i} \sqrt{s} \cdot \sqrt{\sum_{j}\left(A A^{\top}\right)_{i j}^{2}} \\
& \leq \sqrt{s} \cdot \max _{i} \max _{\|v\|_{2}=1} e_{i}^{\top} A A^{\top} v=\sqrt{s} \cdot \lambda_{\max }\left(A A^{\top}\right) .
\end{aligned}
$$

### 4.6.2 Simple ODEs

We prove two helper lemmas (Lemma 4.6.2 and 4.6.3) for the later use.

Lemma 4.6.2. Given a continuous function $v(t)$ and positive scalars $\beta, \gamma$ such that

$$
0 \leq v(t) \leq \beta+\gamma \int_{0}^{t}(t-s) v(s) \mathrm{d} s
$$

We have that $v(t) \leq \beta \cosh (\sqrt{\gamma} t)$ for all $t \geq 0$.

Proof. Let $\bar{v}(t)$ be the solution of the integral equation $\bar{v}(t)=\beta+\gamma \int_{0}^{t}(t-s) \bar{v}(s) \mathrm{d} s$. Note that $\bar{v}$ satisfies the ODE

$$
\bar{v}^{\prime \prime}(t)=\gamma \bar{v}(t), \quad \bar{v}^{\prime}(0)=0, \quad \bar{v}(0)=\beta
$$

Solving it, we have $\bar{v}(t)=\beta \cosh (\sqrt{\gamma} t)$. Hence, it suffices to prove that $v(t) \leq \bar{v}(t)$ for all $t \geq 0$.

Fix any $\epsilon>0$. We let $T$ be the supremum such that $(1+\epsilon) \bar{v}(t) \geq v(t)$ for all $0 \leq t \leq T$. Suppose $T<+\infty$. Then, we have that

$$
v(T) \leq \beta+\gamma \int_{0}^{T}(T-s) v(s) \mathrm{d} s \leq \beta+(1+\epsilon) \gamma \int_{0}^{T}(T-s) \bar{v}(s) \mathrm{d} s<(1+\epsilon) \bar{v}(T)
$$

By the continuity of $v$ and $\bar{v}$, we show that $T$ is not the supremum. This is a contradiction. Therefore, $T=+\infty$ for any $\epsilon>0$.

Lemma 4.6.3. Given a continuous function $v(t)$ and positive scalars $\beta, \gamma$ such that

$$
0 \leq v(t) \leq \beta+\gamma \int_{0}^{t} v(s) \mathrm{d} s
$$

We have that $v(t) \leq \beta e^{\gamma t}$ for all $t \geq 0$.

Proof. The proof is identical to Lemma 4.6.2.
Let $\bar{v}(t)$ be the solution of the integral equation $\bar{v}(t)=\beta+\gamma \int_{0}^{t} \bar{v}(s) \mathrm{d} s$. Note that $\bar{v}$ satisfies the ODE

$$
\bar{v}^{\prime \prime}(t)=\gamma \bar{v}(t), \quad \bar{v}^{\prime}(0)=0, \quad \bar{v}(0)=\beta
$$

Solving it, we have $\bar{v}(t)=\beta \exp (\gamma t)$. Hence, it suffices to prove that $v(t) \leq \bar{v}(t)$ for all $t \geq 0$.
Fix any $\epsilon>0$. We let $T$ be the supremum such that $(1+\epsilon) \bar{v}(t) \geq v(t)$ for all $0 \leq t \leq T$. Suppose $T<+\infty$. Then, we have that

$$
v(T) \leq \beta+\gamma \int_{0}^{T} v(s) \mathrm{d} s \leq \beta+(1+\epsilon) \gamma \int_{0}^{T} \bar{v}(s) \mathrm{d} s<(1+\epsilon) \bar{v}(T)
$$

By the continuity of $v$ and $\bar{v}$, we show that $T$ is not the supremum. This is a contradiction. Therefore, $T=+\infty$ for any $\epsilon>0$.

### 4.6.3 Cauchy Estimates and Method of Majorants

In order to prove the solution of the HMC dynamic can be approximated by a low degree polynomial, we first give a general bound the $k^{t h}$ derivative of the second order ODE $u^{\prime \prime}(t)=F(u(t))$, by reducing it to bounding derivatives of a one-variable ODE. The low degree result then follows from: first, we take the Taylor expansion of the original function; second, truncate it at a certain degree; finally we can claim that the low-degree truncation provides a good approximation to the original function.

Theorem 4.6.4. Given vectors $v_{1}, v_{0} \in \mathbb{R}^{d}$ and any norm $\|\cdot\|$ on $\mathbb{R}^{d}$. Let $U \subset \mathbb{R}^{d}$ be a neighborhood of $v_{0}$ and that $F: U \rightarrow \mathbb{R}^{d}$ is real analytic near $v_{0}$. Suppose that

$$
\left\|D^{(k)} F\left(v_{0}\right)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\| \leq k!\cdot a \cdot c^{k} \prod_{j=1}^{k}\left\|\Delta_{j}\right\| \text { for all } k \geq 0
$$

Then, the $O D E$

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} u(t)=F(u(t)), \frac{\mathrm{d}}{\mathrm{~d} t} u(0)=v_{1}, u(0)=v_{0} \tag{4.39}
\end{equation*}
$$

has a unique real analytic solution around $t=0$. Furthermore, we have

$$
\left\|u^{(k)}(0)\right\| \leq \frac{k!\alpha^{k}}{c} \quad \forall k \geq 1
$$

with $\alpha=\max \left(\sqrt{\frac{4}{3} a c}, 2\left\|v_{1}\right\| c\right)$.

Theorem 4.6.4 involves two steps. The first step (Lemma 4.6.6) involves bounding the derivatives of the solution of the multivariate ODE (4.39) by its scalar version. The second step (Lemma 4.6.7) involves bounding the scalar ODE directly.

The first step follows directly from the majorization proof of Cauchy-Kowalevski theorem. See [vdH03] for an introduction of the method of majorants. This theorem usually
stated qualitatively without an explicit bound. For completeness, we include a proof for the first step.

Theorem 4.6.5 (Cauchy-Kowalevski theorem [Cau42, Kow75, Kro83, Nak94]). Given vectors $v_{k-1}, v_{k-2}, \cdots, v_{0} \in \mathbb{R}^{d}$. Let $U \subset \mathbb{R}^{k d+1}$ be a neighborhood of $z \stackrel{\text { def }}{=}\left(v_{k-1}, v_{k-2}, \cdots, v_{0}, 0\right)$ and that $F: U \rightarrow \mathbb{R}^{d}$ is a real analytic near $z$. Then, the $O D E$

$$
\begin{aligned}
\frac{d^{k}}{\mathrm{~d} t^{k}} x(t) & =F\left(\frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, x(t), t\right) \\
\frac{d^{i}}{\mathrm{~d} t^{i}} x(0) & =v_{i}, \forall i \in\{k-1, \cdots, 1,0\}
\end{aligned}
$$

has a unique real analytic solution around $t=0$.
Lemma 4.6.6. (Bounding multivariate ODE by scalar ODE). Given vectors $v_{1}, v_{0} \in \mathbb{R}^{d}$ and any norm $\|\cdot\|$ on $\mathbb{R}^{d}$. Let $U \subset \mathbb{R}^{d}$ be a neighborhood of $v_{0}$ and that $F: U \rightarrow \mathbb{R}^{d}$ is a real analytic near $v_{0}$. Suppose that

$$
\left\|D^{(k)} F\left(v_{0}\right)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\| \leq f^{(k)}(0) \prod_{j=1}^{k}\left\|\Delta_{j}\right\| \text { for all } k \geq 0
$$

for some real analytic function $f$ around 0 . Then the $\operatorname{ODE}$ (4.39) has a unique real analytic solution around $t=0$. Furthermore, for any $b \geq\left\|v_{1}\right\|$, we have

$$
\left\|u^{(k)}(0)\right\| \leq \psi^{(k)}(0) \quad \forall k \geq 1
$$

where $\psi$ is the solution of the ODE

$$
\psi^{\prime \prime}(t)=f(\psi(t)), \psi^{\prime}(0)=b, \psi(0)=0 .
$$

For many functions $F$, including the HMC dynamic or complex analytic $F$, we can pick bound the derivatives of $F$ by the function $f(x)=\frac{a}{1-c x}$ for some $a$ and $c$ in Lemma 4.6.6. Therefore, we only need to give a bound on the scalar ODE for this function $f$.

Lemma 4.6.7. (Bounding scalar ODE) Let $f(x)=\frac{a}{1-c x}$ with positive $a$ and $c$. Let $\psi(t)$ denote the solution of the ODE

$$
\psi^{\prime \prime}(t)=f(\psi(t)), \psi^{\prime}(0)=b, \psi(0)=0
$$

with $b \geq 0$. Then,

$$
\psi^{(k)}(0) \leq \frac{k!\alpha^{k}}{c} \quad \forall k \geq 1
$$

with $\alpha=\max \left(\sqrt{\frac{4}{3} a c}, 2 b c\right)$.
Finally, we note that Theorem 4.6.4 follows from Lemma 4.6.6 and Lemma 4.6.7 with $f(x)=\frac{a}{1-c x}$.

### 4.7 Deferred Proof for ODE (Section 4.2)

### 4.7.1 Proof of general $k$-th order ODE

The goal of this section is to prove Theorem 4.2.3.

Proof. We define $\bar{x}(t) \in \mathbb{R}^{k d}$,

$$
\bar{x}(t)=\left(\bar{x}_{1}(t), \bar{x}_{2}(t), \cdots, \bar{x}_{k}(t)\right)=\left(c_{1} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), c_{2} \frac{\mathrm{~d}^{k-2}}{\mathrm{~d} t^{k-2}} x(t), \cdots, c_{k} x(t)\right)
$$

where $\bar{x}_{1}(t) \in \mathbb{R}^{d}, \bar{x}_{2}(t) \in \mathbb{R}^{d}, \cdots, \bar{x}_{k}(t) \in \mathbb{R}^{d}$. We define the norm on $\mathbb{R}^{k d}$ by $\|\bar{x}\|=$ $\sum_{i=1}^{k}\left\|\bar{x}_{i}\right\|$.

Then we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{x}(t)=\left(c_{1} \frac{\mathrm{~d}^{k}}{\mathrm{~d} t^{k}} x(t), c_{2} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, c_{k} \frac{\mathrm{~d}}{\mathrm{~d} t} x(t)\right)
$$

In order to have $\bar{F}(\bar{x}(t), t)=\frac{\mathrm{d}}{\mathrm{d} t} \bar{x}(t)$, we let

$$
\bar{F}(\bar{x}(t), t)=\left(c_{1} F\left(c_{1}^{-1} \bar{x}_{1}(t), c_{2}^{-1} \bar{x}_{2}(t), \cdots, c_{k}^{-1} \bar{x}_{k}(t), t\right), c_{2} c_{1}^{-1} \bar{x}_{1}(t), c_{3} c_{2}^{-1} \bar{x}_{2}(t), \cdots, c_{k} c_{k-1}^{-1} \bar{x}_{k-1}(t)\right) .
$$

Now, we check that indeed

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{x}(t)= & \left(c_{1} \frac{\mathrm{~d}^{k}}{\mathrm{~d} t^{k}} x(t), c_{2} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, c_{k} \frac{\mathrm{~d}}{\mathrm{~d} t} x(t)\right) \\
= & \left(c_{1} F\left(\frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \frac{\mathrm{d}^{k-2}}{\mathrm{~d} t^{k-2}} x(t), \cdots, x(t), t\right), c_{2} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x(t), \cdots, c_{k} \frac{\mathrm{~d}}{\mathrm{~d} t} x(t)\right) \\
= & \left(c_{1} F\left(c_{1}^{-1} \bar{x}_{1}(t), c_{2}^{-1} \bar{x}_{2}(t), \cdots, c_{k}^{-1} \bar{x}_{k}(t), t\right), c_{2} c_{1}^{-1} \bar{x}_{1}(t), c_{3} c_{2}^{-1} \bar{x}_{2}(t), \cdots, c_{k} c_{k-1}^{-1} \bar{x}_{k-1}(t)\right) \\
& \bar{F}(\bar{x}(t), t)
\end{aligned}
$$

We bound the Lipschitz constant of function $\bar{F}$ by

$$
\begin{aligned}
\|\bar{F}(y(t), t)-\bar{F}(z(t), t)\| & \leq c_{1} \sum_{i=1}^{k} L_{i} c_{i}^{-1}\left\|y_{i}(t)-z_{i}(t)\right\|+\sum_{i=1}^{k-1} c_{i+1} c_{i}^{-1}\left\|y_{i}(t)-z_{i}(t)\right\| \\
& =\sum_{i=1}^{k-1}\left(c_{1} L_{i} c_{i}^{-1}+c_{i+1} c_{i}^{-1}\right)\left\|y_{i}(t)-z_{i}(t)\right\|+c_{1} L_{k} c_{k}^{-1}\left\|y_{k}(t)-z_{k}(t)\right\|
\end{aligned}
$$

We choose $c_{1}=1, c_{i}=\sum_{j=i}^{k} L_{j}^{(i-1) / j}+\frac{1}{\bar{T}^{i-1}}, \forall i \in\{2, \cdots, k\}$ where $\bar{T}=4 \gamma_{\varphi} T$. Then we can calculate for each $i \in[k-1]$,

$$
\begin{aligned}
c_{1} L_{i} c_{i}^{-1}+c_{i+1} c_{i}^{-1} & =\frac{L_{i}}{\sum_{j=i}^{k} L_{j}^{(i-1) / j}+\frac{1}{\bar{T}^{i-1}}}+\frac{\sum_{j=i+1}^{k} L_{j}^{i / j}+\frac{1}{\bar{T}^{i}}}{\sum_{j=i}^{k} L_{j}^{(i-1) / j}+\frac{1}{\overline{T^{i-1}}}} \\
& =\frac{L_{i}}{L_{i}^{(i-1) / i}+\sum_{j=i+1}^{k} L_{j}^{(i-1) / j}+\frac{1}{\bar{T}^{i-1}}}+\frac{\sum_{j=i+1}^{k} L_{j}^{i / j}+\frac{1}{\bar{T}^{i}}}{\sum_{j=i}^{k} L_{j}^{(i-1) / j}+\frac{1}{\bar{T}^{i-1}}} \\
& \leq L_{i}^{1 / i}+\sum_{j=i+1}^{k} L_{j}^{1 / j}+\frac{1}{\bar{T}} \\
& =\sum_{j=i}^{k} L_{j}^{1 / j}+\frac{1}{\bar{T}}
\end{aligned}
$$

For $i=k$, we have

$$
c_{1} L_{k} c_{k}^{-1}=\frac{L_{k}}{L_{k}^{(k-1) / k}+\frac{1}{\bar{T}^{k-1}}} \leq L_{k}^{1 / k} .
$$

Thus,

$$
\|\bar{F}(y(t), t)-\bar{F}(z(t), t)\| \leq\left(\sum_{j=1}^{k} L_{j}^{1 / j}+\frac{1}{\bar{T}}\right) \cdot \sum_{i=1}^{k}\left\|y_{i}(t)-z_{i}(t)\right\|=\left(\sum_{j=1}^{k} L_{j}^{1 / j}+\frac{1}{\bar{T}}\right)\|y(t)-z(t)\|
$$

It gives the following Claim:
Claim 4.7.1. Function $\bar{F}$ has Lipschitz constant $\bar{L}=\sum_{j=1}^{k} L_{j}^{1 / j}+\frac{1}{\bar{T}}$.

Then, we consider the following first order ODE,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{x}(t) & =\bar{F}(\bar{x}(t), t), \\
\bar{x}(0) & =\left(c_{1} v_{k-1}, c_{2} v_{k-2}, \cdots, c_{k} v_{0}\right)
\end{aligned}
$$

Let $\bar{x}^{*}(t) \in \mathbb{R}^{k d}$ denote the optimal solution, then

$$
\bar{x}^{*}(t)=\left(c_{1} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x^{*}(t), c_{2} \frac{\mathrm{~d}^{k-2}}{\mathrm{~d} t^{k-2}} x^{*}(t), \cdots, c_{k} x^{*}(t)\right) .
$$

Now, we prove that $\frac{\mathrm{d}}{\mathrm{d} t} \bar{x}^{*}(t)$ is approximate by some element in $\mathcal{V}^{d}$. Let $\bar{q}: \mathbb{R} \rightarrow \mathbb{R}^{k d}$ be defined as follows

$$
\bar{q}(t)=\left(c_{1} q^{(k)}(t), c_{2} q^{(k-1)}(t), \cdots, c_{k} q^{(1)}(t)\right)
$$

Then,

$$
\begin{aligned}
& \left\|\bar{q}(t)-\frac{\mathrm{d}}{\mathrm{~d} t} \bar{x}^{*}(t)\right\| \\
= & \left\|\left(c_{1} q^{(k)}(t), c_{2} q^{(k-1)}(t), \cdots, c_{k} q^{(1)}(t)\right)-\left(c_{1} \frac{\mathrm{~d}^{k}}{\mathrm{~d} t^{k}} x^{*}(t), c_{2} \frac{\mathrm{~d}^{k-1}}{\mathrm{~d} t^{k-1}} x^{*}(t), \cdots, c_{k} \frac{\mathrm{~d}}{\mathrm{~d} t} x^{*}(t)\right)\right\| \\
= & \sum_{i=1}^{k} c_{i}\left\|q^{(k+1-i)}(t)-\frac{\mathrm{d}^{k+1-i}}{\mathrm{~d} t^{k+1-i}} x^{*}(t)\right\| \\
\leq & \sum_{i=1}^{k} c_{i} \frac{\epsilon}{\bar{T}^{k+1-i}}=\frac{1}{\bar{T}} \underbrace{\sum_{i=1}^{k} \frac{c_{i}}{\bar{T}^{k-i}}}_{\bar{\epsilon}} .
\end{aligned}
$$

By the assumption on $T$, we have that $\gamma_{\varphi} \bar{L} T \leq 1 / 2$ and hence theorem 4.2 .2 finds

$$
\bar{x}^{(N)}(t)=\left(\bar{x}_{1}^{(N)}(t), \bar{x}_{2}^{(N)}(t), \cdots, \bar{x}_{k}^{(N)}(t)\right) \in \mathbb{R}^{k d}
$$

such that

$$
\begin{equation*}
\left\|\bar{x}^{(N)}(t)-\bar{x}^{*}(t)\right\| \leq 20 \gamma_{\varphi} \bar{\epsilon} \tag{4.40}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\left\|c_{i}^{-1} \bar{x}^{(N)}(t)-\frac{\mathrm{d}^{k-i}}{\mathrm{~d} t^{k-i}} x^{*}(t)\right\| \leq 20 c_{i}^{-1} \gamma_{\varphi} \bar{\epsilon}, \forall i \in[k] . \tag{4.41}
\end{equation*}
$$

To bound the last term, we show the following Claim:
Claim 4.7.2. Let $\bar{\epsilon}=\epsilon \sum_{i=1}^{k} \frac{c_{i}}{\overline{T^{k-i}}}$. If we choose $c_{1}=1$ and $c_{i}=\sum_{j=i}^{k} L_{j}^{(i-1) / j}+\frac{1}{\bar{T}^{i-1}}$, $\forall i \in\{2, \cdots, k\}$, then

$$
c_{i}^{-1} \bar{\epsilon} \leq \frac{\epsilon}{\bar{T}^{k-i}}(2 k+1)
$$

Proof. For each $i \in[k]$,

$$
c_{i}^{-1} \bar{\epsilon}=c_{i}^{-1} \epsilon \sum_{j=1}^{k} \frac{c_{j}}{\bar{T}^{k-j}}=\frac{\epsilon}{\bar{T}^{k-i}} \sum_{j=1}^{k} \frac{c_{j} c_{i}^{-1}}{\bar{T}^{i-j}}
$$

We can lower bound the term $\frac{c_{j} c_{i}^{-1}}{\bar{T}^{i-j}}$ as follows,

$$
\begin{aligned}
\frac{c_{j} c_{i}^{-1}}{\bar{T}^{i-j}} & =\frac{\sum_{l=j}^{k} L_{l}^{(j-1) / l}+\frac{1}{\bar{T}^{j-1}}}{\bar{T}^{i-j}\left(\sum_{l=i}^{k} L_{l}^{(i-1) / l}+\frac{1}{\bar{T}^{i-1}}\right)} \\
& =\frac{\sum_{l=j}^{k} L_{l}^{(j-1) / l}+\frac{1}{\bar{T}^{j-1}}}{\sum_{l=i}^{k} \bar{T}^{i-j} L_{l}^{(i-1) / l}+\frac{1}{\bar{T}^{j-1}}} \\
& \leq \frac{\sum_{l=j}^{k} L_{l}^{(j-1) / l}+\frac{1}{\bar{T}^{j-1}}}{\frac{1}{\bar{T}^{j-1}}} \\
& =1+\sum_{l=j}^{k}\left(L_{l}^{1 / l} \bar{T}\right)^{j-1}
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
c_{i}^{-1} \bar{\epsilon} & =\frac{\epsilon}{\bar{T}^{k-i}} \sum_{j=1}^{k} \frac{c_{j} c_{i}^{-1}}{\bar{T}^{i-j}} \\
& \leq \frac{\epsilon}{\bar{T}^{k-i}} \sum_{j=1}^{k}\left(1+\sum_{l=j}^{k}\left(L_{l}^{1 / l} \bar{T}\right)^{j-1}\right) \\
& \leq \frac{\epsilon}{\bar{T}^{k-i}}\left(2 k+\sum_{j=1}^{k}\left(\sum_{l=1}^{k} L_{l}^{1 / l} \bar{T}\right)^{j}\right) \\
& \leq \frac{\epsilon}{\bar{T}^{k-i}}\left(2 k+\sum_{j=1}^{k}(1 / 2)^{j}\right)
\end{aligned}
$$

where we used $\gamma_{\varphi} L T \leq 1 / 8$ at the end. Thus we complete the proof of Claim.

Now, using the claim to (4.41), we have the error is

$$
20(2 k+1) \gamma_{\varphi} \frac{\epsilon}{\bar{T}^{k-i}} \leq 20(2 k+1) \gamma_{\varphi} \frac{\epsilon}{T^{k-i}} .
$$

To bound the number of iterations needed in the log term in Theorem 4.2.2, we note that

$$
\begin{aligned}
\int_{0}^{T}\|\bar{F}(\bar{x}(0), s)\| d s & =c_{1}\left\|\int_{0}^{T} F\left(c_{1}^{-1} \bar{x}_{1}(0), c_{2}^{-1} \bar{x}_{2}(0), \cdots, c_{k}^{-1} \bar{x}_{k}(0), s\right) d s\right\|+T \cdot \sum_{i=1}^{k-1} c_{i+1} c_{i}^{-1}\left\|\bar{x}_{i}(t)\right\| \\
& =\left\|\int_{0}^{T} F\left(\frac{d^{k-1}}{d t^{k-1}} x(0), \frac{d^{k-2}}{d t^{k-2}} x(0), \cdots, x(0), s\right) d s\right\|+T \cdot \sum_{i=1}^{k-1} c_{i+1}\left\|\frac{d^{k-i}}{d t^{k-i}} x(0)\right\|
\end{aligned}
$$

Note that

$$
c_{i+1} \leq \sum_{j=1}^{k} L_{j}^{i / j}+\frac{1}{\bar{T}^{i}} \leq L^{i}+\frac{1}{\bar{T}^{i}} \leq \frac{2}{\bar{T}^{i}}
$$

where we used $L \bar{T} \leq \frac{1}{2}$. Hence, the number of iterations we need is

$$
\begin{aligned}
& O\left(D \log \left(\frac{1}{\bar{\epsilon}}\left(\left\|\int_{0}^{T} F\left(v_{k-1}, v_{k-2}, \cdots, v_{0}, s\right) d s\right\|+\sum_{i=1}^{k-1} \frac{\left\|v_{i}\right\|}{\bar{T}^{k-i-1}}\right)\right)\right) \\
= & O\left(D \log \left(\frac{1}{\epsilon}\left(\bar{T}^{k-1} \cdot\left\|\int_{0}^{T} F\left(v_{k-1}, v_{k-2}, \cdots, v_{0}, s\right) d s\right\|+\sum_{i=1}^{k-1} \bar{T}^{i}\left\|v_{i}\right\|\right)\right)\right)
\end{aligned}
$$

where we used $\bar{\epsilon} \geq \epsilon \cdot c_{k} \geq \frac{\epsilon}{\bar{T}^{k-1}}$.

### 4.8 Deferred Proof for Cauchy Estimates (Section 4.6.3)

In this section, we provide the proofs of some core Lemmas/Claims used for proving Theorem 4.6.4.

Lemma 4.6.6. (Bounding multivariate ODE by scalar ODE). Given vectors $v_{1}, v_{0} \in \mathbb{R}^{d}$ and any norm $\|\cdot\|$ on $\mathbb{R}^{d}$. Let $U \subset \mathbb{R}^{d}$ be a neighborhood of $v_{0}$ and that $F: U \rightarrow \mathbb{R}^{d}$ is a real analytic near $v_{0}$. Suppose that

$$
\left\|D^{(k)} F\left(v_{0}\right)\left[\Delta_{1}, \Delta_{2}, \cdots, \Delta_{k}\right]\right\| \leq f^{(k)}(0) \prod_{j=1}^{k}\left\|\Delta_{j}\right\| \text { for all } k \geq 0
$$

for some real analytic function $f$ around 0 . Then the ODE (4.39) has a unique real analytic solution around $t=0$. Furthermore, for any $b \geq\left\|v_{1}\right\|$, we have

$$
\left\|u^{(k)}(0)\right\| \leq \psi^{(k)}(0) \quad \forall k \geq 1
$$

where $\psi$ is the solution of the ODE

$$
\psi^{\prime \prime}(t)=f(\psi(t)), \psi^{\prime}(0)=b, \psi(0)=0
$$

Proof. Theorem 4.6.5 shows that the solution $u$ uniquely exists and is real analytic around 0 . Therefore, we can take derivatives on both sides of $u^{\prime \prime}(t)=F(u(t))$ and get

$$
\begin{aligned}
u^{(3)}(t) & =D F(u(t))\left[u^{(1)}(t)\right] \\
u^{(4)}(t) & =D F(u(t))\left[u^{(2)}(t)\right]+D^{2} F(u(t))\left[u^{(1)}(t), u^{(1)}(t)\right] \\
u^{(5)}(t) & =D F(u(t))\left[u^{(3)}(t)\right]+2 D^{2} F(u(t))\left[u^{(2)}(t), u^{(1)}(t)\right]+D^{3} F(u(t))\left[u^{(1)}(t), u^{(1)}(t), u^{(1)}(t)\right] \\
\vdots & =\vdots
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\left\|u^{(3)}(0)\right\|= & \left\|D F(u(0))\left[u^{(1)}(0)\right]\right\| \\
\leq & f^{(1)}(0)\left\|u^{(1)}(0)\right\| \\
\left\|u^{(4)}(0)\right\|= & \left\|D F(u(0))\left[u^{(2)}(0)\right]+D^{2} F(u(0))\left[u^{(1)}(0), u^{(1)}(0)\right]\right\| \\
\leq & \left\|D F(u(0))\left[u^{(2)}(0)\right]\right\|+\left\|D^{2} F(u(0))\left[u^{(1)}(0), u^{(1)}(0)\right]\right\| \\
\leq & f^{(1)}(0)\left\|u^{(2)}(0)\right\|+f^{(2)}(0)\left\|u^{(1)}(0)\right\|^{2} \\
\left\|u^{(5)}(0)\right\|= & \| D F(u(0))\left[u^{(3)}(0)\right]+2 D^{2} F(u(0))\left[u^{(2)}(0), u^{(1)}(0)\right] \\
& +D^{3} F(u(0))\left[u^{(1)}(0), u^{(1)}(0), u^{(1)}(0)\right] \| \\
\leq & \left\|D F(u(0))\left[u^{(3)}(0)\right]\right\|+\left\|2 D^{2} F(u(0))\left[u^{(2)}(0), u^{(1)}(0)\right]\right\| \\
& +\left\|D^{3} F(u(0))\left[u^{(1)}(0), u^{(1)}(0), u^{(1)}(0)\right]\right\| \\
\leq & f^{(1)}(0)\left\|u^{(3)}(0)\right\|+2 f^{(2)}(0)\left\|u^{(2)}(0)\right\|\left\|u^{(1)}(0)\right\|+f^{(3)}(0)\left\|u^{(1)}(0)\right\|^{3} \\
\vdots= & \vdots
\end{aligned}
$$

Similarly, Theorem 4.6 .5 shows that the solution $\psi$ uniquely exists and is real analytic around 0 . By expanding $\psi^{\prime \prime}(t)=f(\psi(t))$ at $t=0$, we see that

$$
\begin{aligned}
\psi^{(3)}(0) & =f^{(1)}(0) \psi^{(1)}(0), \\
\psi^{(4)}(0) & =f^{(1)}(0) \psi^{(2)}(0)+f^{(2)}(0)\left(\psi^{(1)}(0)\right)^{2}, \\
\psi^{(5)}(0) & =f^{(1)}(0) \psi^{(3)}(0)+2 f^{(2)} \psi^{(2)}(0) \psi^{(1)}(0)+f^{(3)}(0)\left(\psi^{(1)}(0)\right)^{3}, \\
\vdots & =\vdots
\end{aligned}
$$

Since $\left\|u^{(1)}(0)\right\| \leq b=\psi^{(1)}(0),\left\|u^{(2)}(0)\right\|=\|F(u(0))\| \leq f(0)=\psi^{(2)}(0)$.

For $k=3,4,5, \cdots$, we have

$$
\begin{aligned}
\left\|u^{(3)}(0)\right\| & \leq f^{(1)}(0)\left\|u^{(1)}(0)\right\|=f^{(1)}(0) \psi^{(1)}(0)=\psi^{(3)}(0) \\
\left\|u^{(4)}(0)\right\| & \leq \psi^{(4)}(0) \\
\left\|u^{(5)}(0)\right\| & \leq \psi^{(5)}(0) \\
\quad & \leq \vdots
\end{aligned}
$$

Thus, we have that $\left\|u^{(k)}(0)\right\| \leq \psi^{(k)}(0)$ for all $k \geq 1$.

Lemma 4.6.7. (Bounding scalar ODE) Let $f(x)=\frac{a}{1-c x}$ with positive $a$ and $c$. Let $\psi(t)$ denote the solution of the ODE

$$
\psi^{\prime \prime}(t)=f(\psi(t)), \psi^{\prime}(0)=b, \psi(0)=0
$$

with $b \geq 0$. Then,

$$
\psi^{(k)}(0) \leq \frac{k!\alpha^{k}}{c} \quad \forall k \geq 1
$$

with $\alpha=\max \left(\sqrt{\frac{4}{3} a c}, 2 b c\right)$.
Proof. Let $\widetilde{\psi}(t)=\frac{1}{c}(1-\sqrt{1-\alpha t})$ with $\alpha=\max \left(\sqrt{\frac{4}{3} a c}, 2 b c\right)$. Note that

$$
\widetilde{\psi}^{\prime \prime}(t)=\frac{\alpha^{2}}{4 c(1-\alpha t)^{3 / 2}}=\widetilde{f}(\widetilde{\psi}(t)) \quad \text { with } \quad \widetilde{f}(x)=\frac{\alpha^{2}}{4 c(1-c x)^{3}}
$$

Since $\alpha^{2} \geq \frac{4}{3} a c$, we have that

$$
\widetilde{f}^{(k)}(0)=\frac{a}{3} \cdot \frac{(k+2)!}{2} c^{k} \geq k!\cdot a \cdot c^{k}=f^{(k)}(0)
$$

Also, we have that $\widetilde{\psi}(0)=0$ and $\widetilde{\psi}^{\prime}(0)=\frac{\alpha}{2 c} \geq b$. Hence, Lemma 4.6.6 shows that

$$
\psi^{(k)}(0) \leq \widetilde{\psi}^{(k)}(0)=\frac{\alpha^{k}}{c} \prod_{i=1}^{k} \frac{|2 i-3|}{2} \leq \frac{k!\alpha^{k}}{c}
$$

for all $k \geq 1$.

### 4.9 Cauchy Estimates of Some Functions

We first state a useful tool,
Lemma 4.9.1. Let $f: U \rightarrow \mathbb{C}$ be holomorphic and suppose that $D_{R}=\left\{z:\left|z-z_{0}\right| \leq R\right\} \subset$ $U$. Let $\gamma_{R}=\left\{z:\left|z-z_{0}\right|=R\right\}$ denote the boundary of $D_{R}$. For all $n \geq 0$

$$
\left|f^{(n)}\left(z_{0}\right)\right| \leq \frac{n!}{R^{n}} \max _{z \in \gamma_{R}}|f(z)|
$$

### 4.9.1 Logistic loss function

Lemma 4.9.2 (Property of Logistic loss function). Let $\phi(t)=\log \left(1+e^{-t}\right)$, then we know that $\phi^{\prime}(t)$ has Cauchy estimate $M=1$ with radius $r=1$.

Proof. Given the definition of $\phi(t)$, it is easy to see that

$$
\phi^{\prime}(t)=\frac{-1}{1+e^{t}} .
$$

Let $f(z)=\frac{1}{1+e^{z}}$. Let $z=a+b \mathbf{i}$. We have

$$
|f(z)|=\left|\frac{1}{1+e^{a} \cos b+\mathbf{i} e^{a} \sin b}\right|=\frac{1}{\sqrt{\left(1+e^{a} \cos b\right)^{2}+\left(e^{a} \sin b\right)^{2}}}=\frac{1}{\sqrt{1+2 e^{a} \cos b+e^{2 a}}}
$$

Let $z_{0}=a_{0}+\mathbf{i} b_{0}$. We choose $R=1$, then $\left(a-a_{0}\right)^{2}+\left(b-b_{0}\right)^{2}=1$. Since we only care about real numbers, we have $b_{0}=0$. Then we know that $b \in[-1,1]$, which means $\cos b \in[0.54,1]$. Thus, we have,

$$
\sqrt{1+2 e^{a} \cos b+e^{2 a}} \geq \sqrt{1+e^{a}+e^{2 a}} \geq 1 .
$$

Thus, $\left|\frac{1}{1+e^{z}}\right| \leq 1$. Therefore, using Lemma 4.9.1, for all real $z_{0}$,

$$
\left|f^{(n)}\left(z_{0}\right)\right| \leq n!
$$

### 4.9.2 Pseudo-Huber loss function

Huber function [Hub64] has been extensively studied in a large number of algorithmic questions, e.g. regression [CW15b, CW15a], low-rank approximation [SWZ19b], clustering [BFL16], sparse recovery [NSW19a]. Formally speaking, the Huber loss function can be defined as

$$
f(x)= \begin{cases}\frac{x^{2}}{2 \delta}, & \text { if }|x| \leq \delta \\ |x|-\delta / 2, & \text { otherwise }\end{cases}
$$

where $\delta>0$ is a parameter. For many applications, the Pseudo-Huber loss function can be used as a smooth alternative for the Huber loss function.

Lemma 4.9.3 (Property of Pseudo-Huber function). Fix any $\delta>0$. Let $\phi(x)=\sqrt{x^{2}+\delta^{2}}-$ $\delta$, then we know that $\phi^{\prime}(x)$ has Cauchy estimate $M=1$ with radius $r=\delta / 2$.

Proof. Given the definition of function $\phi(x)$, it is easy to see that

$$
\phi^{\prime}(x)=\frac{x}{\sqrt{x^{2}+\delta^{2}}}
$$

Let $f(z)=\frac{z}{\sqrt{z^{2}+\delta^{2}}}$. Let $z=a+b \mathbf{i}$. We have

$$
|f(z)|=\left|\frac{(a+b \mathbf{i})}{\sqrt{(a+b \mathbf{i})^{2}+\delta^{2}}}\right|=\left|\frac{(a+b \mathbf{i})}{\sqrt{a^{2}-b^{2}+\delta^{2}+2 a b \mathbf{i}}}\right|=\frac{|(a+b \mathbf{i})|}{\left|\sqrt{a^{2}-b^{2}+\delta^{2}+2 a b \mathbf{i}}\right|}
$$

For the numerator, we have $|(a+b \mathbf{i})|=\sqrt{a^{2}+b^{2}}$. For the denominator, we have

$$
\left|\sqrt{a^{2}-b^{2}+\delta^{2}+2 a b \mathbf{i}}\right|=\left(\left(a^{2}-b^{2}+\delta^{2}\right)^{2}+4(a b)^{2}\right)^{1 / 4}
$$

Let $z_{0}=a_{0}+\mathbf{i} b_{0}$. We choose $R=\frac{\delta}{2}$, then $\left(a-a_{0}\right)^{2}+\left(b-b_{0}\right)^{2}=(\delta / 2)^{2}$. Since we are only real $z_{0}$, we have $b_{0}=0$. Then we know that $b \in\left[-\frac{\delta}{2}, \frac{\delta}{2}\right]$. Thus

$$
|f(z)|=\frac{\sqrt{a^{2}+b^{2}}}{\left(\left(a^{2}-b^{2}+\delta^{2}\right)^{2}+4(a b)^{4}\right)^{1 / 4}} \leq \frac{\sqrt{a^{2}+\frac{\delta^{2}}{4}}}{\left(\left(a^{2}-\frac{\delta^{2}}{4}+\delta^{2}\right)^{2}+0\right)^{1 / 4}}=\frac{\sqrt{a^{2}+\frac{\delta^{2}}{4}}}{\sqrt{a^{2}+\frac{3 \delta^{2}}{4}}} \leq 1
$$

Therefore, using Lemma 4.9.1, for all real $z_{0}$,

$$
\left|f^{(n)}\left(z_{0}\right)\right| \leq n!\cdot(2 / \delta)^{n}
$$

## Chapter 5

## Convergence result of Deep Neural Network

Deep neural networks (DNNs) have demonstrated dominating performance in many fields; since AlexNet, networks used in practice are going wider and deeper. On the theoretical side, a long line of works has been focusing on training neural networks with one hidden layer. The theory of multi-layer networks remains largely unsettled.

In this work, we prove why stochastic gradient descent (SGD) can find global minima on the training objective of DNNs in polynomial time. We only make two assumptions: the inputs are non-degenerate and the network is over-parameterized. The latter means the network width is sufficiently large: polynomial in $L$, the number of layers and in $n$, the number of samples.

Our key technique is to derive that, in a sufficiently large neighborhood of the random initialization, the optimization landscape is almost-convex and semi-smooth even with ReLU activations. This implies an equivalence between over-parameterized neural networks and neural tangent kernel (NTK) in the finite (and polynomial) width setting.

As concrete examples, starting from randomly initialized weights, we prove that SGD can attain $100 \%$ training accuracy in classification tasks, or minimize regression loss in linear convergence speed, with running time polynomial in $n, L$. Our theory applies to the widely-used but non-smooth ReLU activation, and to any smooth and possibly non-
convex loss functions. In terms of network architectures, our theory at least applies to fully-connected neural networks, convolutional neural networks (CNN), and residual neural networks (ResNet).

### 5.1 Introduction

Neural networks have demonstrated a great success in numerous machine-learning tasks [KSH12, GMH13, $\left.\mathrm{LHP}^{+} 15, \mathrm{AAA}^{+} 16, \mathrm{HZRS}^{2} 6, \mathrm{SHM}^{+} 16, \mathrm{SSS}^{+} 17\right]$. One of the empirical findings is that neural networks, trained by first-order methods from random initialization, have a remarkable ability to fit training data $\left[\mathrm{ZBH}^{+} 17\right]$.

From an expressibility perspective, this may not be surprising since modern neural networks are often over-parameterized: they have much more parameters than the number of training samples. There certainly exist parameter choices with zero training error as long as data is non-degenerate.

Yet, from an optimization perspective, the fact that randomly-initialized first-order methods can find global minima on the training data is quite non-trivial: neural networks are often equipped with the ReLU activation, making the training objective not only nonconvex, but even non-smooth. Even the general convergence for finding approximate critical points of a non-convex, non-smooth function is not fully-understood [BLO05] and appears to be a challenging question on its own. This is in direct contrast to practice, in which ReLU networks trained by stochastic gradient descent (SGD) from random initialization almost never suffer from non-smoothness or non-convexity, and can avoid local minima for a variety of network architectures (see [GVS15]). A theoretical justification was missing to explain this phenomenon.

There are quite a few papers trying to understand the success of neural networks from optimization perspective. Many of them focus on the case when the inputs are random Gaussian, and work only for two-layer neural networks [BG17, Son17, Tia17, LY17, DLT ${ }^{+}$18,

GLM17, PRSZ18, ZSJ+ 17, ZSD17]. [LL18] show that for a two-layer network with ReLU activation, SGD finds nearly-global optimal (say, 99\% classification accuracy) solutions on the training data, as long as the network is over-parameterized, meaning that the number of neurons is polynomially large comparing to the input size. Moreover, if the data is sufficiently structured (say, coming from mixtures of separable distributions), this accuracy extends also to test data. As a separate note, over-parameterization is suggested as the possible key to avoid bad local minima by [SS18] even for two-layer networks.

There are also results that go beyond two-layer networks with limitations. Some consider deep linear neural networks without any activation functions [HM17, ACGH18, BHL18, Kaw16]. [Dal17] studies multi-layer neural networks but essentially only with respect to the convex task of training the last layer. ${ }^{1}$ [SC16] show that under over-parameterization and under random input perturbation, there is bad local minima for multi-layer neural networks. [JGH18] derive global convergence using neural tangent kernel for infinite-width neural networks.

In this paper, we study the following fundamental questions

Can DNN be trained close to zero training error efficiently under mild assumptions? If so, can the running time depend only polynomially in the network depth and input size?

Motivation In 2012, AlexNet was born with 5 convolutional layers [KSH12]. The later VGG network uses 19 layers [SSZ14], and GoogleNet uses 22 layers [SLJ ${ }^{+}$15]. In practice, we

[^13]cannot go deeper by naively stacking layers together, due to the so-called vanishing/exploding gradient problem. To deal with this issue, networks with residual links (ResNet) were proposed with the capability of handling at least 152 layers [HZRS16]. Compared with practical networks that go much deeper, existing theory has been mostly around two-layer (thus one-hidden-layer) neural networks, even just for the training process alone. Thus,

Can we theoretically justify how the training process has worked for multi-layer neural networks?

In this paper, we extend the over-parameterization theory to multi-layer neural networks.

### 5.1.1 Our Result

We show that over-parameterized neural networks can be trained by vanilla firstorder methods such as gradient descent (GD) or stochastic gradient descent (SGD) to global minima (e.g. zero training error), as long as the data is non-degenerate.

We say that the data is non-degenerate if every pairs of samples are distinct. This is a minimal requirement since a dataset with two identical data points of different labels cannot be trained to zero error. We denote by $\delta$ the minimum (relative) distance between two data points, and by $n$ the number of training samples. Now, consider an $L$-layer fully-connected feedforward neural network, each hidden layer consisting of $m$ neurons equipped with ReLU activation. We show that,

- As long as $m \geq \operatorname{poly}\left(n, L, \delta^{-1}\right)$, starting from random Gaussian initialization, GD/SGD finds an $\epsilon$-error global minimum in $\ell_{2}$ regression using at most $T=\operatorname{poly}\left(n, L, \delta^{-1}\right) \log \frac{1}{\epsilon}$ iterations.
- If the task is multi-label classification, then GD/SGD finds an $100 \%$ accuracy classifier on the training set in $T=\operatorname{poly}\left(n, L, \delta^{-1}\right)$ iterations.
- Our result also applies to other Lipschitz-smooth loss functions, and some other network architectures including convolutional neural networks (CNNs) and residual networks (ResNet).

In contrast, prior work on this task either requires $m$ and $T$ to grow in $e^{O(L)}$ (and essentially only the last layer is trained) [Dal17]; or requires $m=\infty$ [JGH18].

Our Contributions We summarize our technical contributions below.

- For a sufficiently large neighborhood of the random initialization, we prove that the training landscape is almost convex and semi-smooth. This somewhat explains the empirical finding by [GVS15] that GD/SGD will not be trapped in local minima. (See Section 5.4.1.)
- For a sufficiently large neighborhood of the random initialization, we derive an equivalence between neural networks and the neural tangent kernel (NTK) introduced by [JGH18]. Unlike the prior work in which they show the equivalence only for infinitewidth networks (i.e., $m=\infty$ ), here we only need $m=\operatorname{poly}(L)$ for such an equivalence to hold. (See Section 5.4.2.)
- We show that equipped with ReLU activation, neural networks do not suffer from exponential gradient explosion or vanishing. This is the key reason we can avoid exponential dependency on $L$. If one is okay with $e^{O(L)}$ dependency, many proofs shall become trivial. (See Section 5.5.)
- We derive a stability theory of neural networks against small but adversarial perturbations that may be of independent interests. Previous results on this topic either have exponential blowup in $L$ [Dal17] or requires the width to go to infinity [JGH18]. (See Section 5.5.)
- We derive our results by training only hidden layers. This can be more meaningful than training all the layers together, in which if one is not careful with parameter choices, the training process can degenerate as if only the last layer is trained [Dal17].

That is a convex task and may not reflect the true power of deep learning. (Of course, as a simple corollary, our results also apply to training all the layers together.)

Finally, we emphasize that this present paper as a deeply-simplified version of the recurrent neural network (RNN) paper [AZLS18] by the same set of authors. To some extent, DNN is a "special case" of RNN, ${ }^{2}$ thus most of the technical tools were already developed in [AZLS18]. We write this DNN result as a separate paper because: (1) not all the readers can easily derive the DNN result from [AZLS18]; (2) the convergence of DNN can be important on its own; (3) the proof in this paper is much simpler (30 vs 80 pages) and could reach out to a wider audience; (4) the simplicity of this paper allows us to tighten parameters in some non-trivial ways; and (5) the simplicity of this paper allows us to also study convolutional networks, residual networks, as well as different loss functions (all of them were missing from [AZLS18]). We also note that the techniques of this paper can be combined with [AZLS18] to show the global convergence of training over-parameterized deep RNN. We ignore the details so as not to complicate this paper.

Towards Generalization In practice, deeper and wider neural networks generalize better [SGS15, ZK16], so what can we say in theory? Although this paper does not explicitly cover generalization to test data, since a neural network in our parameter regime simulates

[^14]its neural tangent kernel (NTK), it is clear that neural networks provide generalization at least as good as its NTK.

In the PAC-learning language, one may study generalization with respect to concept classes. Follow-up work [ALL18c] shows that three-layer over-parameterized ReLU networks can efficiently (in polynomial time and sample complexity) learn the concept class of threelayer neural networks with smooth activations [ALL18c], and the follow-up work [AL19b] shows stronger results for three-layer ResNet.

It is worth pointing out that the three-layer result [ALL18c] goes beyond the almostconvex regime and thus is not captured by its NTK; more interestingly, the three-layer ResNet result [AL19b] is not achievable (in a provable sense) by any kernel method including any NTK.

A concurrent, independent and beautiful result We acknowledge a concurrent work $\left[\mathrm{DLL}^{+} 19\right]$ by Du, Lee, Li, Wang and Zhai. They proved a similar result.

### 5.1.2 Other Related Works

[LL18] originally prove their result for the cross-entropy loss, together with some test accuracy guarantee. (If data is "well-structured", they prove two-layer over-parameterized neural networks can learn it using SGD with polynomially many samples [LL18].) Later, the "training accuracy" part of [LL18] was extended to the $\ell_{2}$ loss [DZPS19]. From another perspective, [DZPS19] focus on gradient descent.

Linear networks without activation functions are important subjects on its own. Besides the already cited references [HM17, ACGH18, BHL18, Kaw16], there are a number of works that study linear dynamical systems, which can be viewed as the linear version of recurrent neural networks or reinforcement learning. Recent works in this line of research include [HMR18, HSZ17, $\mathrm{HLS}^{+}$18, $\mathrm{DMM}^{+}$17, OO18, AAMM18, $\mathrm{SMT}^{+}$18, MT18, DTMR18, $\mathrm{AHL}^{+}$18].

There is sequence of work about one-hidden-layer (multiple neurons) CNN [BG17, ZSD17, DLT ${ }^{+}$18, GKM18, Oym18]. Whether the patches overlap or not plays a crucial role in analyzing algorithms for such CNN. One category of the results have required the patches to be disjoint [BG17, ZSD17, DLT $\left.{ }^{+} 18\right]$. The other category [GKM18, Oym18] have figured out a weaker assumption or even removed that patch-disjoint assumption. On input data distribution, most relied on inputs being Gaussian [BG17, ZSD17, DLT ${ }^{+}$18, Oym18], and some assumed inputs to be symmetrically distributed with identity covariance and boundedness [GKM18].

As for ResNet, [LY17] proved that SGD learns one-hidden-layer residual neural networks under Gaussian input assumption. The techniques in [ZSJ ${ }^{+}$17, ZSD17] can also be
generalized to one-hidden-layer ResNet under the Gaussian input assumption; they can show that GD starting from good initialization point (via tensor initialization) learns ResNet. [HM17] deep linear residual networks have no spurious local optima.

If no assumption is allowed, neural networks have been shown hard in several different perspectives. Thirty years ago, [BR93] first proved that learning the neural network is NPcomplete. Stronger hardness results have been proved over the last decade [KS09, LSSS14, Dan16, DSS16, GKKT17, SVWX17, MR18].

### 5.2 Preliminaries

We use $\mathcal{N}(\mu, \sigma)$ to denote the Gaussian distribution of mean $\mu$ and variance $\sigma$; and $\mathcal{B}\left(m, \frac{1}{2}\right)$ to denote the binomial distribution with $m$ trials and $1 / 2$ success rate. We use $\|v\|_{2}$ or $\|v\|$ to denote Euclidean norms of vectors $v$, and $\|M\|_{2},\|M\|_{F}$ to denote spectral and Frobenius norms of matrices $M$. For a tuple $\vec{W}=\left(W_{1}, \ldots, W_{L}\right)$ of matrices, we let $\|\vec{W}\|_{2}=\max _{\ell \in[L]}\left\|W_{\ell}\right\|_{2}$ and $\|\vec{W}\|_{F}=\left(\sum_{\ell=1}^{L}\left\|W_{\ell}\right\|_{F}^{2}\right)^{1 / 2}$.

We use $\phi(x)=\max \{0, x\}$ to denote the ReLU function, and extend it to vectors $v \in \mathbb{R}^{m}$ by letting $\phi(v)=\left(\phi\left(v_{1}\right), \ldots, \phi\left(v_{m}\right)\right)$. We use $\mathbb{1}_{\text {event }}$ to denote the indicator function for event.

The training data consist of vector pairs $\left\{\left(x_{i}, y_{i}^{*}\right)\right\}_{i \in[n]}$, where each $x_{i} \in \mathbb{R}^{\mathfrak{d}}$ is the feature vector and $y_{i}^{*}$ is the label of the $i$-th training sample. We assume without loss of generality that data are normalized so that $\left\|x_{i}\right\|=1$ and its last coordinate $\left(x_{i}\right)_{\mathfrak{d}}=\frac{1}{\sqrt{2}}$. ${ }^{3}$ We also assume $\left\|y_{i}^{*}\right\| \leq O(1)$ for notation simplicity. ${ }^{4}$

We make the following separable assumption on the training data (motivated by [LL18]):

Assumption 5.2.1. For every pair $i, j \in[n]$, we have $\left\|x_{i}-x_{j}\right\| \geq \delta$.

[^15]To present the simplest possible proof, the main body of this paper only focuses on depth- $L$ feedforward fully-connected neural networks with an $\ell_{2}$-regression task. Therefore, each $y_{i}^{*} \in \mathbb{R}^{d}$ is a target vector for the regression task. We explain how to extend it to more general settings in Section 5.6 and the Appendix. For notational simplicity, we assume all the hidden layers have the same number of neurons, and our results trivially generalize to each layer having different number of neurons. Specifically, we focus on the following network

$$
\begin{aligned}
g_{i, 0} & =A x_{i} & & h_{i, 0}=\phi\left(A x_{i}\right)
\end{aligned} \begin{array}{ll}
g_{i, \ell} & =W_{\ell} h_{i, \ell-1} \\
y_{i} & =B h_{i, L}
\end{array}
$$

where $A \in \mathbb{R}^{m \times \mathcal{0}}$ is the weight matrix for the input layer, $W_{\ell} \in \mathbb{R}^{m \times m}$ is the weight matrix for the $\ell$-th hidden layer, and $B \in \mathbb{R}^{d \times m}$ is the weight matrix for the output layer. For notational convenience in the proofs, we may also use $h_{i,-1}$ to denote $x_{i}$ and $W_{0}$ to denote A.

Definition 5.2.1 (diagonal sign matrix). For each $i \in[n]$ and $\ell \in\{0,1, \ldots, L\}$, we denote by $D_{i, \ell}$ the diagonal sign matrix where $\left(D_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(W_{\ell} h_{i, \ell-1}\right)_{k} \geq 0}$ for each $k \in[m]$.

As a result, we have $h_{i, \ell}=D_{i, \ell} W_{\ell} h_{i, \ell-1}=D_{i, \ell} g_{i, \ell}$ and $\left(D_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(g_{i, \ell}\right)_{k} \geq 0}$. We make the following standard choices of random initialization:

Definition 5.2.2. We say that $\vec{W}=\left(W_{1}, \ldots, W_{L}\right), A$ and $B$ are at random initialization if

- $\left[W_{\ell}\right]_{i, j} \sim \mathcal{N}\left(0, \frac{2}{m}\right)$ for every $i, j \in[m]$ and $\ell \in[L]$;
- $A_{i, j} \sim \mathcal{N}\left(0, \frac{2}{m}\right)$ for every $(i, j) \in[m] \times[\mathfrak{d}]$; and
- $B_{i, j} \sim \mathcal{N}\left(0, \frac{1}{d}\right)$ for every $(i, j) \in[d] \times[m]$.

Assumption 5.2.2. Throughout this paper we assume $m \geq \Omega\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$ for some sufficiently large polynomial. To present the simplest proof, we did not try to improve such polynomial factors. We will also assume $\delta \leq O\left(\frac{1}{L}\right)$ for notation simplicity.

### 5.2.1 Objective and Gradient

Our regression objective is

$$
F(\vec{W}) \stackrel{\text { def }}{=} \sum_{i=1}^{n} F_{i}(\vec{W}) \quad \text { where } \quad F_{i}(\vec{W}) \stackrel{\text { def }}{=} \frac{1}{2}\left\|B h_{i, L}-y_{i}^{*}\right\|^{2} \quad \text { for each } i \in[n]
$$

We also denote by loss $\stackrel{\text { def }}{=} B h_{i, L}-y_{i}^{*}$ the loss vector for sample $i$. For simplicity, we focus on training only hidden weights $\vec{W}$ in this paper and leave $A$ and $B$ at random initialization. Our result naturally extends to the case when $A, B$ and $\vec{W}$ are jointly trained. ${ }^{5}$

Definition 5.2.3. For each $\ell \in\{1,2, \cdots, L\}$, we define Back $_{i, \ell} \stackrel{\text { def }}{=} B D_{i, L} W_{L} \cdots D_{i, \ell} W_{\ell} \in$ $\mathbb{R}^{d \times m}$ and for $\ell=L+1$, we define Back $_{i, \ell}=B \in \mathbb{R}^{d \times m}$.

Using this notation, one can calculate the gradient of $F(\vec{W})$ as follows.
Fact 5.2.3. The gradient with respect to the $k$-th row of $W_{\ell} \in \mathbb{R}^{m \times m}$ is

$$
\nabla_{\left[W_{\ell}\right]_{k}} F(\vec{W})=\sum_{i=1}^{n}\left(\operatorname{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}\right)_{k} \cdot h_{i, \ell-1} \cdot \mathbb{1}_{\left\langle\left[W_{\ell}\right]_{k}, h_{i, \ell-1}\right\rangle \geq 0}
$$

The gradient with respect to $W_{\ell}$ is

$$
\nabla_{W_{\ell}} F(\vec{W})=\sum_{i=1}^{n} D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}\right) h_{i, \ell-1}^{\top}
$$

We denote by $\nabla F(\vec{W})=\left(\nabla_{W_{1}} F(\vec{W}), \ldots, \nabla_{W_{L}} F(\vec{W})\right)$.

[^16]
### 5.3 Our Results and Techniques

To present our result in the simplest possible way, we choose to mainly focus on fullyconnected $L$-layer neural networks with the $\ell_{2}$ regression loss. We shall extend it to more general settings (such as convolutional and residual networks and other losses) in Section 5.6. Our main results can be stated as follows:

Theorem 5.3.1 (gradient descent). Suppose $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$. Starting from random initialization, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$, gradient descent with learning rate $\eta=\Theta\left(\frac{d \delta}{\text { poly }(n, L) \cdot m}\right)$ finds a point $F(\vec{W}) \leq \epsilon$ in $T=\Theta\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}} \cdot \log \epsilon^{-1}\right)$ iterations.

This is known as the linear convergence rate because $\epsilon$ drops exponentially fast in $T$. We have not tried to improve the polynomial factors in $m$ and $T$, and are aware of several ways to improve these factors (but at the expense of complicating the proof). We note that $\mathfrak{d}$ is the data input dimension and our result is independent of $\mathfrak{d}$.

Theorem 5.3.2 (SGD). Suppose $b \in[n]$ and $m \geq \widetilde{\Omega}\left(\frac{\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d}{b}\right)$. Starting from random initialization, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$, SGD with learning rate $\eta=$ $\Theta\left(\frac{b \delta d}{\operatorname{poly}(n, L) m \log ^{2} m}\right)$ and mini-batch size b finds $F(\vec{W}) \leq \epsilon$ in $T=\Theta\left(\frac{\operatorname{poly}(n, L) \cdot \log ^{2} m}{\delta^{2} b} \cdot \log \epsilon^{-1}\right)$ iterations.

This is again a linear convergence rate because $T \propto \log \frac{1}{\epsilon}$. The reason for the additional $\log ^{2} m$ factor comparing to Theorem 5.13 .1 is because we have a $1-e^{-\Omega\left(\log ^{2} m\right)}$ high confidence bound.

Remark 5.3.1. For experts in optimization theory, one may immediately question the accuracy of Theorem 5.14.1, because SGD is known to converge at a slower rate $T \propto \frac{1}{\operatorname{poly}(\epsilon)}$ even
for convex functions. There is no contradiction here. Imaging a strongly convex function $f(x)=\sum_{i=1}^{n} f_{i}(x)$ that has a common minimizer $x^{*} \in \operatorname{argmin}_{x}\left\{f_{i}(x)\right\}$ for every $i \in[n]$, then SGD is known to converge in a linear convergence rate.


Figure 5.1: Landscapes of the CIFAR10 image-classification training objective $F(W)$ near the SGD training trajectory. The blue vertical stick marks the current point $W=W_{t}$ at the current iteration $t$. The $x$ and $y$ axes represent the gradient direction $\nabla F\left(W_{t}\right)$ and the most negatively curved direction of the Hessian after smoothing (approximately found by Oja's method [AL17, AL18]). The $z$ axis represents the objective value. Observation. As far as minimizing objective is concerned, the (negative) gradient direction sufficiently decreases the training objective, and it is not needed to use second-order method to find negative curvature. This is consistent with our findings Theorem 5.11.1 and 5.12.1. Remark 1. Gradient norm does not tend to zero because cross-entropy loss is not strongly convex (see Section 5.6). Remark 2. The task is CIFAR10 (for CIFAR100 or CIFAR10 with noisy label, see Figure 5.2 through 5.7 in appendix). Remark 3. Architecture is VGG19 (for Resnet-32 or ResNet-110, see Figure 5.2 through 5.7 in the later sections). Remark 4. The six plots correspond to epochs $5,40,90,120,130$ and 160 . We start with learning rate 0.1 , and decrease it to 0.01 at epoch 81 , and to 0.001 at epoch 122 . SGD with momentum 0.9 is used. The training code is unchanged from [Yan18] and we only write new code for plotting such landscapes.

### 5.4 Conceptual Messages and Technical Theorems

We highlight two conceptual messages that arise from the proofs of Theorem 5.13.1 and 5.14.1.

### 5.4.1 Objective is Almost Convex and Semi-Smooth

The first message is about the optimization landscape for points that are sufficiently close to the random initialization. It consists of two theorems, Theorem 5.11.1 says that the objective is "almost convex" and Theorem 5.12 .1 says that the objective is "semi-smooth."

Theorem 5.4.1 (no critical point). With probability $\geq 1-e^{-\Omega\left(m / \operatorname{poly}\left(n, L, \delta^{-1}\right)\right)}$ over randomness $\vec{W}^{(0)}, A, B$, it satisfies for every $\ell \in[L]$, every $i \in[n]$, and every $\vec{W}$ with $\left\|\vec{W}-\vec{W}^{(0)}\right\|_{2} \leq$ $\frac{1}{\operatorname{poly}\left(n, L, \delta^{-1}\right)}$,

$$
\|\nabla F(\vec{W})\|_{F}^{2} \leq O\left(F(\vec{W}) \times \frac{L n m}{d}\right) \quad \text { and } \quad\|\nabla F(\vec{W})\|_{F}^{2} \geq \Omega\left(F(\vec{W}) \times \frac{\delta m}{d n^{2}}\right)
$$

The first property above is easy to prove, while the second property above says that as long as the objective is large, the gradient norm is also large. (See also Figure 5.1.) This means, when we are sufficiently close to the random initialization, there is no saddle point or critical point of any order.

Theorem 5.11 .1 gives us hope to find global minima of the objective $F(\vec{W})$, but is not enough. If we follow the negative gradient direction of $F(\vec{W})$, how can we guarantee that the objective truly decreases? Classical optimization theory usually relies on objective's (Lipscthiz) smoothness [Nes04] to derive an objective-decrease guarantee. Unfortunately, smoothness property at least requires the objective to be twice differentiable, but ReLU activation is not. To deal with this issue, we prove the following.

Theorem 5.4.2 (semi-smoothness). With probability at least $1-e^{-\Omega(m / \operatorname{poly}(L, \log m))}$ over the randomness of $\vec{W}^{(0)}, A, B$, we have: for every $\breve{W} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ with $\|\breve{W}-\vec{W}(0)\|_{2} \leq \frac{1}{\operatorname{poly}(L, \log m)}$,
and for every $\vec{W}^{\prime} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ with $\left\|\vec{W}^{\prime}\right\|_{2} \leq \frac{1}{\operatorname{poly}(L, \log m)}$, the following inequality holds
$F\left(\stackrel{\breve{\vec{W}}}{ }+\overrightarrow{W^{\prime}}\right) \leq F(\stackrel{\breve{\vec{W}}}{ })+\left\langle\nabla F(\stackrel{\breve{\vec{W}})}{ }) \vec{W}^{\prime}\right\rangle+\frac{\operatorname{poly}(L) \sqrt{n m \log m}}{\sqrt{d}} \cdot\left\|\overrightarrow{W^{\prime}}\right\|_{2}\left(F\left(\frac{\breve{\vec{W}}))^{1 / 2}+O\left(\frac{n L^{2} m}{d}\right)\left\|\overrightarrow{W^{\prime}}\right\|_{2}^{2}}{}\right.\right.$
Different from classical smoothness, we still have a first-order term $\left\|\overrightarrow{W^{\prime}}\right\|_{2}$ on the right hand side, while classical smoothness only has a second-order term $\left\|\vec{W}^{\prime}\right\|_{2}^{2}$. As one can see in our final proofs, as $m$ goes larger, the effect of the first-order term becomes smaller comparing to the second-order term. This brings Theorem 5.12.1 closer, but still not identical, to the classical Lipschitz smoothness.

Back to Theorem 5.13.1 and 5.14.1 The derivation of Theorem 5.13.1+5.14.1 from Theorem 5.11.1+5.12.1 is quite straightforward, and can be found in Section 5.13 and 5.14. At a high level, we show that GD/SGD can converge fast enough so that the weights stay close to random initialization by spectral norm bound $\frac{1}{\operatorname{poly}\left(n, L, \delta^{-1}\right)}$. This ensures Theorem 5.11.1 and 5.12 .1 both apply. ${ }^{6}$

In practice, one often goes beyond this theory-predicted spectral-norm boundary. However, quite interestingly, we still observe Theorem 5.11.1 and 5.12.1 hold in practice (see Figure 5.1). The gradient is sufficiently large and going in its negative direction can indeed decrease the objective.

[^17]
### 5.4.2 Equivalence to Neural Tangent Kernel

Recall on input $x \in \mathbb{R}^{\boldsymbol{D}}$, the network output $y(\vec{W} ; x) \stackrel{\text { def }}{=} y=B h_{L} \in \mathbb{R}^{d}$ is a function of the weights $\vec{W}$. Let us here focus on $d=1$ for notational simplicity and leave $d>1$ to the appendix. The neural tangent kernel (NTK) [JGH18] is usually referred to as the feature space defined by the network gradient at random initialization. In other words,

- Given two inputs $x, \widetilde{x} \in \mathbb{R}^{\mathfrak{d}}$, the NTK kernel function is given as

$$
K^{\text {ntk }}(x, \widetilde{x}) \stackrel{\text { def }}{=}\left\langle\nabla y\left(\vec{W}^{(0)} ; x\right), \nabla y\left(\vec{W}^{(0)} ; \widetilde{x}\right)\right\rangle
$$

- Given weight matrix tuple $\vec{W}^{\prime}$, the NTK model computes (we call the NTK objective)

$$
y^{\mathrm{ntk}}\left(\vec{W}^{\prime} ; x\right) \stackrel{\text { def }}{=}\left\langle\nabla y\left(\vec{W}^{(0)} ; x\right), \overrightarrow{W^{\prime}}\right\rangle=\sum_{\ell=1}^{L}\left\langle\nabla_{W_{\ell}} y\left(\vec{W}^{(0)} ; x\right), W_{\ell}^{\prime}\right\rangle
$$

In contrast, the dynamic NTK is given by arbitrary weight tuple $\vec{W}=\vec{W}^{(0)}+\vec{W}^{\prime}$ that may not be at random initialization. [JGH18] proved in their original paper that, when $m$ is infinite, dynamic NTK and NTK are identical because during the training process $\lim _{m \rightarrow \infty}\left\|\overrightarrow{W^{\prime}}\right\|_{2}=0$ if $\vec{W}=\vec{W}^{(0)}+\vec{W}^{\prime}$ is output of gradient descent.

In this paper, we complement [JGH18] by showing a polynomial bound on this equivalence, for any point that is within a certain ball of $\vec{W}^{(0)}$. It is a simple corollary of Theorem 5.11.1 and Theorem 5.12.1, but we state it independently here since it may be of additional interest. ${ }^{7}$

[^18]Theorem 5.4.3. Let $\vec{W}^{(0)}, A, B$ be at random initialization. For fixed unit vectors $x, \widetilde{x} \in$ $\mathbb{R}^{\boldsymbol{d}}$, every (small) parameter $\omega \leq \frac{1}{\text { poly }(L, \log m)}$, with probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$ over $\vec{W}^{(0)}, A, B$, we have for all $\vec{W}^{\prime}$ with $\left\|\overrightarrow{W^{\prime}}\right\|_{2} \leq \omega$,
(a) $\left\|\nabla y\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right)-\nabla y^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)\right\|_{F} \leq \widetilde{O}\left(\omega^{1 / 3} L^{3}\right) \cdot\left\|\nabla y^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)\right\|_{F}$;
(b) $y\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right)=y\left(\vec{W}^{(0)} ; x\right)+y^{\mathrm{ntk}}\left(\vec{W}^{\prime} ; x\right) \pm \widetilde{O}\left(L^{3} \omega^{4 / 3} \sqrt{m}\right) ;$ and
(c) $\left\langle\nabla y\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right), \nabla y\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; \widetilde{x}\right)\right\rangle=K^{\text {ntk }}(x, \widetilde{x}) \pm \widetilde{O}\left(\omega^{1 / 3} L^{3}\right) \cdot \sqrt{K^{\text {ntk }}(x, x) K^{\text {ntk }}(\widetilde{x}, \widetilde{x})}$.

Theorem 5.15.1a and 5.15.1c says that dynamic NTK and NTK are almost equivalent up to a small multiplicative factor as long as $\omega<\frac{1}{\operatorname{poly}(L, \log m)}$; while Theorem 5.15 .1 b says that the NTK objective is almost exactly the first-order approximation of the neural network output as long as $\omega<\frac{1}{m^{3 / 8} \operatorname{poly}(L)}$.

In comparison, in Theorem 5.13.1 and 5.14.1, GD/SGD outputs $\vec{W}^{\prime}$ satisfying $\omega \leq$ $\frac{\operatorname{poly}\left(n, \delta^{-1}\right)}{\sqrt{m}} \ll \frac{1}{m^{3 / 8} \operatorname{poly}(L)}$ under the assumption $m \geq \operatorname{poly}\left(n, L, \delta^{-1}\right) .{ }^{8}$ Thus, Theorem 5.15 .1 b implies $\vec{W}^{\prime}$ is also a solution to the NTK regression objective.

Remark 5.4.1. If one wishes to have $y\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right) \approx y^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)$ without the zero-order term $y\left(\vec{W}^{(0)} ; x\right)$, this can be achieved by properly scaling down the random initialization by a factor of the target error $\epsilon<1$. This was used in the follow-up [ALL18c] to achieve small generalization error on over-parameterized neural networks.

[^19]
### 5.5 Proof Overview

Our proof to the Theorem 5.11.1 and 5.12.1 mostly consist of the following steps.

Step 1: properties at random initialization Let $\vec{W}=\vec{W}^{(0)}$ be at random initialization and $h_{i, \ell}$ and $D_{i, \ell}$ be defined with respect to $\vec{W}$. We first show that forward propagation neither explode or vanish. That is,

$$
\left\|h_{i, \ell}\right\| \approx 1 \text { for all } i \in[n] \text { and } \ell \in[L] .
$$

This is basically because for a fixed $y$, we have $\|W y\|^{2}$ is around 2 , and if its signs are sufficiently random, then ReLU activation kills half of the norm, that is $\|\phi(W y)\| \approx 1$. Then applying induction finishes the proof.

Analyzing forward propagation is not enough. We also need spectral norm bounds on the backward matrix and on the intermediate matrix

$$
\begin{equation*}
\left\|B D_{i, L} W_{L} \cdots D_{i, a} W_{a}\right\|_{2} \leq O(\sqrt{m / d}) \quad \text { and } \quad\left\|D_{i, a} W_{a} \cdots D_{i, b} W_{b}\right\|_{2} \leq O(\sqrt{L}) \tag{5.1}
\end{equation*}
$$

for every $a, b \in[L]$. Note that if one naively bounds the spectral norm by induction, then $\left\|D_{i, a} W_{a}\right\|_{2} \approx 2$ and it will exponentially blow up! Our careful analysis ensures that even when $L$ layers are stacked together, there is no exponential blow up in $L$.

The final lemma in this step proves that, as long as $\left\|x_{i}-x_{j}\right\| \geq \delta$, then

$$
\left\|h_{i, \ell}-h_{j, \ell}\right\| \geq \Omega(\delta) \text { for each layer } \ell \in[L] .
$$

Again, if one is willing to sacrifice an exponential factor and prove a lower bound $\delta \cdot 2^{-\Omega(L)}$, this will be easy. What is hard is to derive such lower bound without sacrificing more than a constant factor, but under the condition of $\delta \leq \frac{1}{C L}$. Details are in Section 5.8.

Step 2: stability after adversarial perturbation We show that for every $\vec{W}$ that is "close" to initialization, meaning $\left\|\vec{W}-\vec{W}^{(0)}\right\|_{2} \leq \omega$ for some $\omega \leq \frac{1}{\operatorname{poly}(L)}$, then
(a) the number of sign changes $\left\|D_{i, \ell}-\widetilde{D}_{i, \ell}\right\|_{0}$ is at most $O\left(m \omega^{2 / 3} L\right) \ll m$, and
(b) the perturbation amount $\left\|h_{i, \ell}-\widetilde{h}_{i, \ell}\right\| \leq O\left(\omega L^{5 / 2}\right) \ll 1$.

Since $\omega \leq \frac{1}{\operatorname{poly}(L)}$, both changes above become negligible. We call this "forward stability", and it is the most technical proof of this paper. Intuitively, both "(a) implies (b)" and "(b) implies (a)" are trivial to prove by matrix concentration. ${ }^{9}$ Unfortunately, one cannot apply such derivation by induction, because constants will blow up exponentially in the number of layers. We need some careful double induction introduced by [AZLS18], and details in Section 5.9.1. Another main result in this step is to derive stability for the backward matrix and the intermediate matrix. We show that when $w \leq \operatorname{poly}(L)$, (5.1) remains to hold. Details are in Section 5.9.2 and 5.9.3.

Remark 5.5 .1 . In the final proof, $\vec{W}$ is a point obtained by GD/SGD starting from $\vec{W}^{(0)}$, and thus $\vec{W}$ may depend on the randomness of $\vec{W}^{(0)}$. Since we cannot control how such randomness correlates, we argue for the above stability properties against all possible $\vec{W}$. This is why we call it "stability against adversarial perturbation."

Step 3: gradient bound The hard part of Theorem 5.11.1 is to show gradient lower bound. For this purpose, recall from Fact 5.2.3 that each sample $i \in[n]$ contributes to the

[^20]full gradient matrix by $D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}\right) h_{i, \ell-1}^{\top}$, where the backward matrix is applied to a loss vector loss ${ }_{i}$. To show this is large, intuitively, one wishes to show ( $\operatorname{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}$ ) and $h_{i, \ell-1}$ are both vectors with large Euclidean norm.

Thanks to Step 1 and 2, this is not hard for a single sample $i \in[n]$. For instance, $\left\|\widetilde{h}_{i, \ell-1}\right\| \approx 1$ by Step 1 and we know $\left\|h_{i, \ell-1}-\widetilde{h}_{i, \ell-1}\right\| \leq o(1)$ from Step 2. One can also argue for $\mathrm{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}$ but this is a bit harder. Indeed, when moving from random initialization $\vec{W}^{(0)}$ to $\vec{W}$, the loss vector loss $_{i}$ can change completely. Fortunately, loss ${ }_{i} \in \mathbb{R}^{d}$ is a lowdimensional vector, so one can calculate $\left\|\operatorname{Back}_{i, \ell+1}^{\top} u\right\|$ for every fixed $u$ and then apply $\epsilon$-net.

Finally, how to combine the above argument with multiple samples $i \in[n]$ ? These matrices are clearly not independent and may (in principle) sum up to zero. To deal with this, we use $\left\|h_{i, \ell}-h_{j, \ell}\right\| \geq \Omega(\delta)$ from Step 1. In other words, even if the contribution matrix $D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \operatorname{loss}_{i}\right) h_{i, \ell-1}^{\top}$ with respect to one sample $i$ is fixed, the contribution matrix with respect to other samples $j \in[n] \backslash\{i\}$ are still sufficiently random. Thus, the final gradient matrix will still be large. This idea comes from the prior work [LL18], ${ }^{10}$ and helps us prove Theorem 5.11.1. Details in Section 5.10 and 5.11.

Step 4: semi-smoothness In order to prove Theorem 5.12.1, one needs to argue, if we are currently at $\stackrel{\breve{W}}{W}$ and perturb it by $\vec{W}^{\prime}$, then how much does the objective change in second and higher order terms. This is different from our stability theory in Step 2, because Step 2 is regarding having a perturbation on $\vec{W}^{(0)}$; in contrast, in Theorem 5.12 .1 we need a (small) perturbation $\vec{W}^{\prime}$ on top of $\stackrel{\breve{W}}{ }$, which may already be a point perturbed from $\vec{W}^{(0)}$.

[^21]Nevertheless, we still manage to show that, if $\hbar_{i, \ell}$ is calculated on $\breve{\vec{W}}$ and $h_{i, \ell}$ is calculated on $\stackrel{\breve{W}}{W}+\vec{W}^{\prime}$, then $\left\|h_{i, \ell}-\hbar_{i, \ell}\right\| \leq O\left(L^{1.5}\right)\left\|W^{\prime}\right\|_{2}$. This, along with other properties to prove, ensures semi-smoothness. This explains Theorem 5.12.1 and details are in Section 5.12.

Remark 5.5.2. In other words, the amount of changes to each hidden layer (i.e., $h_{i, \ell}-\hbar_{i, \ell}$ ) is proportional to the amount of perturbation $\left\|W^{\prime}\right\|_{2}$. This may sound familiar to some readers: a ReLU function is Lipschitz continuous $|\phi(a)-\phi(b)| \leq|a-b|$, and composing Lipschitz functions still yield Lipschitz functions. What is perhaps surprising here is that this "composition" does not create exponential blow-up in the Lipschitz continuity parameter, as long as the amount of over-parameterization is sufficient and $\stackrel{\breve{W}}{ }$ is close to initialization.

### 5.6 Notable Extensions

Our Step 1 through Step 4 in Section 5.5 in fact give rise to a general plan for proving the training convergence of any neural network (at least with respect to the ReLU activation). Thus, it is expected that it can be generalized to many other settings. Not only we can have different number of neurons each layer, our theorems can be extended at least in the following three major directions. ${ }^{11}$

Different loss functions There is absolutely no need to restrict only to $\ell_{2}$ regression loss. We prove in Section 5.16 that, for any Lipschitz-smooth loss function $f$ :

Theorem 5.6.1 (arbitrary loss). From random initialization, with probability at least 1 -$e^{-\Omega\left(\log ^{2} m\right)}$, gradient descent with appropriate learning rate satisfy the following.

- If $f$ is nonconvex but $\sigma$-gradient dominant (a.k.a. Polyak-Łojasiewicz), GD finds $\epsilon$ error minimizer in ${ }^{12}$

$$
T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L)}{\sigma \delta^{2}} \cdot \log \frac{1}{\epsilon}\right) \text { iterations }
$$

as long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \sigma^{-2}\right)$.

- If $f$ is convex, then $G D$ finds $\epsilon$-error minimizer in

$$
T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}} \cdot \frac{1}{\epsilon}\right) \text { iterations }
$$

[^22]as long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \log \epsilon^{-1}\right)$.

- If $f$ is non-convex, then $S G D$ finds a point with $\|\nabla f\| \leq \epsilon$ in at most ${ }^{13}$

$$
T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}} \cdot \frac{1}{\epsilon^{2}}\right) \text { iterations }
$$

as long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \epsilon^{-1}\right)$.

- If $f$ is cross-entropy for multi-label classification, then GD attains $100 \%$ training accuracy in at most ${ }^{14}$.

$$
T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}}\right) \text { iterations }
$$

as long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$.

We remark here that the $\ell_{2}$ loss is 1 -gradient dominant so it falls into the above general Theorem 5.6.1. One can also derive similar bounds for (mini-batch) SGD so we do not repeat the statements here.

Convolutional neural networks (CNN) There are lots of different ways to design CNN and each of them may require somewhat different proofs. In Section 5.17, we study the case when $A, W_{1}, \ldots, W_{L-1}$ are convolutional while $W_{L}$ and $B$ are fully connected. We assume for notational simplicity that each hidden layer has $\mathfrak{d}$ points each with $m$ channels. (In vision tasks, a point is a pixel). In the most general setting, these values $\mathfrak{d}$ and $m$ can vary across layers. We prove the following theorem:

[^23]Theorem 5.6.2 (CNN). As long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \mathfrak{d}, \delta^{-1}\right) \cdot d\right)$, with high probability, $G D$ and SGD find an $\epsilon$-error solution for $\ell_{2}$ regression in $T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L, \mathfrak{o})}{\delta^{2}} \cdot \log \epsilon^{-1}\right)$ iterations for CNN.

Of course, one can replace $\ell_{2}$ loss with other loss functions in Theorem 5.6.1 to get different types of convergence rates. We do not repeat them here.

Residual neural networks (ResNet) There are lots of different ways to design ResNet and each of them may require somewhat different proofs. In symbols, between two layers, one may study $h_{\ell}=\phi\left(h_{\ell-1}+W h_{\ell-1}\right), h_{\ell}=\phi\left(h_{\ell-1}+W_{2} \phi\left(W_{1} h_{\ell-1}\right)\right)$, or even $h_{\ell}=\phi\left(h_{\ell-1}+\right.$ $\left.W_{3} \phi\left(W_{2} \phi\left(W_{1} h_{\ell-1}\right)\right)\right)$. Since the main purpose here is to illustrate the generality of our techniques but not to attack each specific setting, in Section 5.18, we choose to consider the simplest residual setting $h_{\ell}=\phi\left(h_{\ell-1}+W h_{\ell-1}\right)$ (that was also studied for instance by theoretical work [HM17]). With appropriately chosen random initialization, we prove the following theorem:

Theorem 5.6.3 (ResNet). As long as $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$, with high probability, GD and SGD find an $\epsilon$-error solution for $\ell_{2}$ regression in $T=\widetilde{O}\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}} \cdot \log \epsilon^{-1}\right)$ iterations for ResNet.

Of course, one can replace $\ell_{2}$ loss with other loss functions in Theorem 5.6.1 to get different types of convergence rates. We do not repeat them here.

### 5.7 Detailed Proofs

- In Section 5.8, we derive network properties at random initialization.
- In Section 5.9, we derive the stability theory against adversarial perturbation.
- In Section 5.10, we gradient upper and lower bounds at random initialization.
- In Section 5.11, we prove Theorem 5.11.1.
- In Section 5.12, we prove Theorem 5.12.1.
- In Section 5.13, we prove Theorem 5.13.1.
- In Section 5.14, we prove Theorem 5.14.1.
- In Section 5.15, we prove Theorem 5.15.1.


### 5.8 Properties at Random Initialization

Throughout this section we assume $\vec{W}, A$ and $B$ are randomly generated according to Definition 5.2.2. The diagonal sign matrices $D_{i, \ell}$ are also determined according to this random initialization.

### 5.8.1 Forward Propagation

Lemma 5.8.1 (forward propagation). If $\epsilon \in(0,1]$, with probability at least $1-O(n L)$. $e^{-\Omega\left(m \epsilon^{2} / L\right)}$ over the randomness of $A \in \mathbb{R}^{m \times \mathfrak{0}}$ and $\vec{W} \in\left(\mathbb{R}^{m \times m}\right)^{L}$, we have

$$
\forall i \in[n], \ell \in\{0,1, \ldots, L\} \quad: \quad\left\|h_{i, \ell}\right\| \in[1-\epsilon, 1+\epsilon] .
$$

Remark 5.8.1. Lemma 5.8 .1 is in fact trivial to prove if the allowed failure probability is instead $e^{-\Omega\left(m \epsilon^{2} / L^{2}\right)}$ (by applying concentration inequality layer by layer).

Before proving Lemma 5.8 .1 we note a simple mathematical fact:
Fact 5.8.2. Let $h, q \in \mathbb{R}^{p}$ be fixed vectors and $h \neq 0, W \in \mathbb{R}^{m \times p}$ be random matrix with i.i.d. entries $W_{i, j} \sim \mathcal{N}\left(0, \frac{2}{m}\right)$, and vector $v \in \mathbb{R}^{m}$ defined as $v_{i}=\phi\left((W h)_{i}\right)=\mathbb{1}_{(W(h+q))_{i} \geq 0}(W h)_{i}$. Then,

- $\left|v_{i}\right|$ follows i.i.d. from the following distribution: with half probability $\left|v_{i}\right|=0$, and with the other half probability $\left|v_{i}\right|$ follows from folded Gaussian distributions $\left|\mathcal{N}\left(0, \frac{2\|h\|^{2}}{m}\right)\right|$.
- $\frac{m\|v\|^{2}}{2\|h\|^{2}}$ is in distribution identical to $\chi_{\omega}^{2}$ (chi-square distribution of order $\omega$ ) where $\omega$ follows from binomial distribution $\mathcal{B}(m, 1 / 2)$.

Proof of Fact 5.8.2. We assume each vector $W_{i}$ is generated by first generating a gaussian vector $g \sim \mathcal{N}\left(0, \frac{2 I}{m}\right)$ and then setting $W_{i}= \pm g$ where the sign is chosen with half-half probability. Now, $\left|\left\langle W_{i}, h\right\rangle\right|=|\langle g, h\rangle|$ only depends on $g$, and is in distribution identical to $\left|\mathcal{N}\left(0, \frac{2\|h\|^{2}}{m}\right)\right|$. Next, after the sign is determined, the indicator $\mathbb{1}_{\left\langle W_{i}, h+q\right\rangle \geq 0}$ is 1 with half probability and 0 with another half. Therefore, $\left|v_{i}\right|$ satisfies the aforementioned distribution. As for $\|v\|^{2}$, letting $\omega \in\{0,1, \ldots, m\}$ be the variable indicator how many indicators are 1 , then $\omega \sim \mathcal{B}(m, 1 / 2)$ and $\frac{m\|v\|^{2}}{2\|h\|^{2}} \sim \chi_{\omega}^{2}$.

Proof of Lemma 5.8.1. We only prove Lemma 5.8 .1 for a fixed $i \in[n]$ and $\ell \in\{0,1,2, \ldots, L\}$ because we can apply union bound at the end. Below, we drop the subscript $i$ for notational convenience, and write $h_{i, \ell}$ and $x_{i}$ as $h_{\ell}$ and $x$ respectively.

Letting $\Delta_{\ell} \xlongequal{\text { def }} \frac{\left\|h_{\ell}\right\|^{2}}{\left\|h_{\ell-1}\right\|^{2}}$, we can write

$$
\log \left\|h_{b-1}\right\|^{2}=\log \|x\|^{2}+\sum_{\ell=0}^{b-1} \log \Delta_{\ell}=\sum_{\ell=0}^{b-1} \log \Delta_{\ell}
$$

According to Fact 5.8.2, fixing any $h_{\ell-1} \neq 0$ and letting $W_{\ell}$ be the only source of randomness, we have $\frac{m}{2} \Delta_{\ell} \sim \chi_{\omega}^{2}$ where $\omega \sim \mathcal{B}(m, 1 / 2)$. For such reason, for each $\Delta_{\ell}$, we can write $\Delta_{\ell}=\Delta_{\ell, \omega}$ where $\frac{m}{2} \Delta_{\ell, \omega} \sim \chi_{\omega}^{2}$ and $\omega \sim \mathcal{B}(m, 1 / 2)$. In the analysis below, we condition on the event that $\omega \in[0.4 m, 0.6 m]$; this happens with probability $\geq 1-e^{-\Omega(m)}$ for each layer $\ell \in[L]$. To simplify our notations, if this event does not hold, we set $\Delta_{\ell}=1$.

Expectation One can verify that $\mathbb{E}\left[\log \Delta_{\ell, \omega} \mid \omega\right]=\log \frac{4}{m}+\psi\left(\frac{\omega}{2}\right)$ where $\psi(h)=\frac{\Gamma^{\prime}(h)}{\Gamma(h)}$ is the digamma function. Using the bound $\log h-\frac{1}{h} \leq \psi(h) \leq \log h-\frac{1}{2 h}$ of digamma function, we have

$$
\log \frac{2 \omega}{m}-\frac{2}{\omega} \leq \mathbb{E}\left[\log \Delta_{\ell, \omega} \mid \omega\right] \leq \log \frac{2 \omega}{m}-\frac{1}{\omega} .
$$

Whenever $\omega \in[0.4 m, 0.6 m]$, we can write

$$
\log \frac{2 \omega}{m}=\log \left(1+\frac{2 \omega-m}{m}\right) \geq \frac{2 \omega-m}{m}-\left(\frac{2 \omega-m}{m}\right)^{2}
$$

It is easy to verify $\mathbb{E}_{\omega}\left[\frac{2 \omega-m}{m}\right]=0$ and $\mathbb{E}_{\omega}\left[\left(\frac{2 \omega-m}{m}\right)^{2}\right]=\frac{1}{m}$. Therefore,

$$
\underset{\omega}{\mathbb{E}}\left[\log \frac{2 \omega}{m}\right] \geq-\frac{1}{m}-\operatorname{Pr}[\omega \notin[0.4 m, 0.6 m]] \cdot \log \frac{2}{m} \geq-\frac{2}{m}
$$

Combining everything together, along with the fact that $\mathbb{E}_{\omega}\left[\log \frac{2 \omega}{m}\right] \leq \log \frac{\mathbb{E}[2 \omega]}{m}=0$, we have (when $m$ is sufficiently larger than a constant)

$$
\begin{equation*}
-\frac{4}{m} \leq \mathbb{E}\left[\log \Delta_{\ell}\right] \leq 0 \tag{5.2}
\end{equation*}
$$

Subgaussian Tail By standard tail bound for chi-square distribution, we know that

$$
\forall t \in[0, \infty): \quad \operatorname{Pr}\left[\left.\left|\frac{m}{2} \Delta_{\ell, \omega}-\omega\right| \leq t \right\rvert\, \omega\right] \geq 1-2 e^{-\Omega\left(t^{2} / \omega\right)}-e^{-\Omega(t)}
$$

Since we only need to focus on $\omega \geq 0.4 m$, this means

$$
\forall t \in[0, m]: \quad \operatorname{Pr}\left[\left.\left|\frac{m}{2} \Delta_{\ell, \omega}-\omega\right| \leq t \right\rvert\, \omega \geq 0.4 m\right] \geq 1-O\left(e^{-\Omega\left(t^{2} / m\right)}\right)
$$

On the other hand, by Chernoff-Hoeffding bound, we also have

$$
\underset{\omega}{\operatorname{Pr}}\left[\left|\omega-\frac{m}{2}\right| \leq t\right] \geq 1-O\left(e^{-\Omega\left(t^{2} / m\right)}\right)
$$

Together, using the definition $\Delta_{\ell}=\Delta_{\ell, \omega}$ (or $\Delta_{\ell}=1$ if $\omega \notin[0.4 m, 0.6 m]$ ), we obtain

$$
\forall t \in[0, m]: \quad \operatorname{Pr}\left[\left|\frac{m}{2} \Delta_{\ell}-\frac{m}{2}\right| \leq t\right] \geq 1-O\left(e^{-\Omega\left(t^{2} / m\right)}\right)
$$

This implies,

$$
\begin{equation*}
\forall t \in\left[0, \frac{m}{4}\right]: \quad \operatorname{Pr}\left[\left|\log \Delta_{\ell}\right| \leq \frac{t}{m}\right] \geq 1-O\left(e^{-\Omega\left(t^{2} / m\right)}\right) \tag{5.3}
\end{equation*}
$$

Now, let us make another simplification: define $\widehat{\Delta}_{\ell}=\Delta_{\ell}$ if $\left|\log \Delta_{\ell}\right| \leq \frac{1}{4}$ and $\widehat{\Delta}_{\ell}=1$ otherwise. In this way, (5.3) implies that $X=\log \widehat{\Delta}_{\ell}$ is an $O(m)$-subgaussian random variable.

Concentration Using martingale concentration on subgaussian variables (see for instance [Sha11]), we have for $\epsilon \in(0,1$ ],

$$
\operatorname{Pr}\left[\left|\sum_{\ell=0}^{b-1} \log \widehat{\Delta}_{\ell}-\mathbb{E}\left[\log \widehat{\Delta}_{\ell}\right]\right|>\epsilon\right] \leq O\left(e^{-\Omega\left(\epsilon^{2} m / L\right)}\right)
$$

Since with probability $\geq 1-L e^{-\Omega(m)}$ it satisfies $\widehat{\Delta}_{\ell}=\Delta_{\ell}$ for all $\ell \in[L]$, combining this with (5.2), we have

$$
\operatorname{Pr}\left[\left|\sum_{\ell=0}^{b-1} \log \Delta_{\ell}\right|>\epsilon\right] \leq O\left(e^{-\Omega\left(\epsilon^{2} m / L\right)}\right) .
$$

In other words, $\left\|h_{b-1}\right\|^{2} \in[1-\epsilon, 1+\epsilon]$ with probability at least $1-O\left(e^{-\Omega\left(\epsilon^{2} m / L\right)}\right)$.

### 5.8.2 Intermediate Layers

Lemma 5.8.3 (intermediate layers). Suppose $m \geq \Omega(n L \log (n L))$. With probability at least $\geq 1-e^{-\Omega(m / L)}$ over the randomness of $\vec{W} \in\left(\mathbb{R}^{m \times m}\right)^{L}$, for all $i \in[n], 1 \leq a \leq b \leq L$,
(a) $\left\|W_{b} D_{i, b-1} W_{b-1} \cdots D_{i, a} W_{a}\right\|_{2} \leq O(\sqrt{L})$.
(b) $\left\|W_{b} D_{i, b-1} W_{b-1} \cdots D_{i, a} W_{a} v\right\| \leq 2\|v\|$ for all vectors $v$ with $\|v\|_{0} \leq O\left(\frac{m}{L \log m}\right)$.
(c) $\left\|u^{\top} W_{b} D_{i, b-1} W_{b-1} \cdots D_{i, a} W_{a}\right\| \leq O(1)\|u\|$ for all vectors $u$ with $\|u\|_{0} \leq O\left(\frac{m}{L \log m}\right)$.

For any integer $s$ with $1 \leq s \leq O\left(\frac{m}{L \log m}\right)$, with probability at least $1-e^{-\Omega(s \log m)}$ over the randomness of $\vec{W} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ :

$$
\text { (d) }\left|u^{\top} W_{b} D_{i, b-1} W_{b-1} \cdots D_{i, a} W_{a} v\right| \leq\|u\|\|v\| \cdot O\left(\frac{\sqrt{s \log m}}{\sqrt{m}}\right) \text { for all vectors } u, v \text { with }\|u\|_{0},\|v\|_{0} \leq
$$ $s$.

Proof. Again we prove the lemma for fixed $i, a$ and $b$ because we can take a union bound at the end. We drop the subscript $i$ for notational convenience.
(a) Let $z_{a-1}$ be any fixed unit vector, and define $z_{\ell}=D_{\ell} W_{\ell} \cdots D_{a} W_{a} z_{a-1}$. According to Fact 5.8.2 again, fixing any $z_{\ell-1}$ and letting $W_{\ell}$ be the only source of randomness, defining $\Delta_{\ell} \xlongequal{\text { def }} \frac{\left\|z_{\ell}\right\|^{2}}{\left\|z_{\ell-1}\right\|^{2}}$, we have that $\frac{m}{2} \Delta_{\ell}$ is distributed according to a $\chi_{\omega}^{2}$ where $\omega \sim$ $\mathcal{B}\left(m, \frac{1}{2}\right)$. Therefore, we have

$$
\log \left\|z_{b-1}\right\|^{2}=\log \left\|z_{a-1}\right\|^{2}+\sum_{\ell=a}^{b-1} \log \Delta_{\ell}=\sum_{\ell=a}^{b-1} \log \Delta_{\ell} .
$$

Using exactly the same proof as Lemma 5.8.1, we have

$$
\left\|z_{b-1}\right\|^{2}=\left\|W_{b} D_{b-1} W_{b-1} \cdots D_{a} W_{a} z_{a-1}\right\|^{2} \in[1-1 / 3,1+1 / 3]
$$

with probability at least $1-e^{-\Omega(m / L)}$. As a result, if we fix a subset $M \subseteq[m]$ of cardinality $|M| \leq O(m / L)$, taking $\epsilon$-net, we know that with probability at least $e^{-\Omega(m / L)}$, it satisfies

$$
\begin{equation*}
\left\|W_{b} D_{b-1} W_{b-1} \cdots D_{a} W_{a} u\right\| \leq 2\|u\| \tag{5.4}
\end{equation*}
$$

for all vectors $u$ whose coordinates are zeros outside $M$. Now, for an arbitrary unit vector $v \in \mathbb{R}^{m}$, we can decompose it as $v=u_{1}+\cdots+u_{N}$ where $N=O(L)$, each $u_{j}$ is non-zero only at $O(m / L)$ coordinates, and the vectors $u_{1}, \ldots, u_{N}$ are non-zeros on different coordinates. We can apply (5.4) for each each such $u_{j}$ and triangle inequality. This gives

$$
\left\|W_{b} D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right\| \leq 2 \sum_{j=1}^{N}\left\|u_{j}\right\| \leq 2 \sqrt{N}\left(\sum_{j=1}^{N}\left\|u_{j}\right\|^{2}\right)^{1 / 2} \leq O(\sqrt{L}) \cdot\|v\|
$$

(b) The proof of Lemma 5.8.3b is the same as Lemma 5.8.3a, except to take $\epsilon$-net over all $O\left(\frac{m}{L \log m}\right)$-sparse vectors $u$ and then applying union bound.
(c) Similar to the proof of Lemma 5.8.3a, for any fixed vector $v$, we have that with probability at least $1-e^{-\Omega(m / L)}$ (over the randomness of $W_{b-1}, \ldots, W_{1}, A$ ),

$$
\left\|D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right\| \leq 2\|v\|
$$

Conditioning on this event happens, using the randomness of $W_{b}$, we have for each fixed vector $u \in \mathbb{R}^{m}$, we have

$$
\operatorname{Pr}_{W_{b}}\left[\left|u^{\top} W_{b}\left(D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right)\right| \geq \frac{4}{\sqrt{L}}\|u\|\|v\|\right] \leq e^{-\Omega(m / L)} .
$$

Now consider the case that $v$ is a sparse vector that is only non-zero over some fixed index set $M \subseteq[m]$ (with $|M| \leq O(m / L))$, and that $u$ is of sparsity $s=O\left(\frac{m}{L \log m}\right)$. Taking $\epsilon$-net over all such possible vectors $u$ and $v$, we have with probability at least $1-e^{-\Omega(m / L)}$, for all vectors $u \in \mathbb{R}^{m}$ with $\|u\|_{0} \leq s$ and all vectors $v \in \mathbb{R}^{m}$ that have non-zeros only in $M$,

$$
\begin{equation*}
\left|u^{\top} W_{b}\left(D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right)\right| \leq \frac{8}{\sqrt{L}}\|u\|\|v\| \tag{5.5}
\end{equation*}
$$

Back to the case when $v$ is an arbitrary vector, we can partition [ $m$ ] into $N$ index sets $[m]=M_{1} \cup M_{2} \cup \cdots \cup M_{N}$ and write $v=v_{1}+v_{2}+\cdots+v_{N}$, where $N=O(L)$ and each $v_{j}$ is non-zero only in $M_{j}$. By applying (5.5) for $N$ times and using triangle inequality, we have

$$
\begin{aligned}
\left|u^{\top} W_{b}\left(D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right)\right| & \leq \sum_{j=1}^{N}\left|u^{\top} W_{b}\left(D_{b-1} W_{b-1} \cdots D_{a} W_{a} v_{j}\right)\right| \\
& \leq \frac{8}{\sqrt{L}}\|u\| \times \sum_{j=1}^{N}\left\|v_{j}\right\| \leq O(1) \times\|u\|\|v\|
\end{aligned}
$$

(d) We apply the same proof as Lemma 5.8.3c with minor changes to the parameters. We can show with probability at least $1-e^{-\Omega(m / L)}$ (over the randomness of $W_{b-1}, \ldots, W_{1}, A$ ), for a fixed vector $v \in \mathbb{R}^{m}$ :

$$
\left\|D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right\| \leq 2\|v\|
$$

Further using the randomness of $W_{b}$, we have that conditioning on the above event, fixing any $u \in \mathbb{R}^{m}$, with probability at least $1-e^{-\Omega(s \log m)}$ over the randomness of $W_{b}$ :

$$
\left|u W_{b}\left(D_{b-1} W_{b-1} \cdots D_{a} W_{a} v\right)\right| \leq\left(\frac{s \log m}{m}\right)^{1 / 2} \times O(\|v\|\|u\|)
$$

Finally, taking $\epsilon$-net over all possible vectors $u, v$ that are $s$ sparse, we have the desired result.

### 5.8.3 Backward Propagation

Lemma 5.8.4 (backward propagation). Suppose $m \geq \Omega(n L \log (n L))$. If $s \geq \Omega\left(\frac{d}{\log m}\right)$ and $s \leq O\left(\frac{m}{L \log m}\right)$, then with probability at least $1-e^{-\Omega(s \log m)}$, for all $i \in[n], a=1,2, \ldots, L+1$, (a) $\left|v^{\top} B D_{i, L} W_{L} \cdots D_{i, a} W_{a} u\right| \leq O\left(\frac{\sqrt{s \log m}}{\sqrt{d}}\right)\|v\|\|u\|$ for all $v \in \mathbb{R}^{d}$ and all $u \in \mathbb{R}^{m}$ with $\|u\|_{0} \leq s$.

With probability at least $\geq 1-e^{-\Omega(m / L)}$, for all $i \in[n], 1 \leq a \leq L$,
(b) $\left\|v^{\top} B D_{i, L} W_{L} \cdots D_{i, a} W_{a}\right\| \leq O(\sqrt{m / d})\|v\|$ for all vectors $u \in \mathbb{R}^{d}$ if $d \leq O\left(\frac{m}{L \log m}\right)$.

Proof. (a) The proof follows the same idea of Lemma 5.8 .3 (but choosing $b=L$ ). Given any fixed vector $u$, we have with probability at least $1-e^{-\Omega(m / L)}$ (over the randomness of $\left.W_{L}, \ldots, W_{1}, A\right)$,

$$
\left\|D_{L} W_{L} \cdots D_{a} W_{a} u\right\| \leq 2\|u\|
$$

Conditioning on this event happens, using the randomness of $B$ (recall each entry of $B$ follows from $\mathcal{N}\left(0, \frac{1}{d}\right)$ ), we have for each fixed vector $u \in \mathbb{R}^{m}$,

$$
\operatorname{Pr}_{B}\left[\left|v^{\top} B\left(D_{L} W_{L} \cdots D_{a} W_{a} u\right)\right| \geq \frac{\sqrt{s \log m}}{\sqrt{d}} \cdot O(\|u\|\|v\|)\right] \leq e^{-\Omega(s \log m)}
$$

Finally, one can take $\epsilon$-net over all $s$-sparse vectors $u \in \mathbb{R}^{m}$ and all vectors $v \in \mathbb{R}^{d}$ and apply union bound.
(b) The proof is identical to Lemma 5.8.3c, except the fact that each entry of $B$ follows from $\mathcal{N}\left(0, \frac{1}{d}\right)$ instead of $\mathcal{N}\left(0, \frac{2}{m}\right)$.

### 5.8.4 $\delta$-Separateness

Lemma 5.8.5 ( $\delta$-separateness). Let $m \geq \Omega\left(\frac{L \log (n L)}{\delta^{6}}\right)$. There exists some constant $C>1$ so that, if $\delta \leq \frac{1}{C L},\left\|x_{1}\right\|=\cdots=\left\|x_{n}\right\|=1$ and $\left\|x_{i}-x_{j}\right\| \geq \delta$ for every pair $i, j \in[n]$, then with probability at least $1-e^{-\Omega\left(\delta^{6} m / L\right)}$, we have :

$$
\forall i \neq j \in[n], \quad \forall \ell \in\{0,1, \ldots, L\}:\left\|\left(I-\frac{h_{i, \ell} h_{i, \ell}^{\top}}{\left\|h_{i, \ell}\right\|^{2}}\right) h_{j, \ell}\right\| \geq \frac{\delta}{2}
$$

Proof of Lemma 5.8.5. We first apply Lemma 5.8 .1 to show that $\left\|h_{i, \ell}\right\| \in\left[1-\delta^{3} / 10,1+\right.$ $\left.\delta^{3} / 10\right]$. Next we prove Lemma 5.8 .5 by induction.

In the base case of $\ell=-1$, since $\left\|x_{i}-x_{j}\right\| \geq \delta$ by our Assumption 5.2.1 and without loss of generality $\left\|x_{i}\right\|=1$ and $\left(x_{i}\right)_{\mathfrak{O}}=\frac{1}{\sqrt{2}}$, we already have

$$
\left\|\left(I-\frac{h_{i, \ell} h_{i, \ell}^{\top}}{\left\|h_{i, \ell}\right\|^{2}}\right) h_{j, \ell}\right\|^{2}=\left\|\left(I-\frac{x_{i} x_{i}^{\top}}{\left\|x_{i}\right\|^{2}}\right) x_{j}\right\|^{2}=\left\|x_{j}-x_{i} \cdot\left\langle x_{i}, x_{j}\right\rangle\right\|^{2}=1-\left(\left\langle x_{i}, x_{j}\right\rangle\right)^{2} \geq \frac{3}{4} \delta^{2}
$$

Suppose $h_{i, \ell-1}$ and $h_{j, \ell-1}$ are fixed and satisfies $\left\|\left(I-\frac{h_{i, \ell-1} h_{i, \ell-1}^{\top}}{\left\|h_{i, \ell-1}\right\|^{2}}\right) h_{j, \ell-1}\right\|^{2} \geq \delta_{\ell-1}^{2}$ for some $\delta_{\ell-1} \geq \delta / 2$. We write $W_{\ell} h_{i, \ell-1}=\vec{g}_{1}$ where $\vec{g}_{1} \sim N\left(0, \frac{2\left\|h_{i, \ell-1}\right\|^{2}}{m} I\right)$.

Denoting by $\widehat{h}=h_{i, \ell-1} /\left\|h_{i, \ell-1}\right\|$, we can write $W_{\ell} h_{j, \ell-1}=W_{\ell} \widehat{h} \widehat{h}^{\top} h_{j, \ell-1}+W_{\ell}(I-$ $\left.\widehat{h} \widehat{h}^{\top}\right) h_{j, \ell-1}$ and the randomness of the two terms are independent. In particular, we can write

$$
\begin{equation*}
W_{\ell} h_{j, \ell-1}=\frac{\left\langle h_{i, \ell-1}, h_{j, \ell-1}\right\rangle}{\left\|h_{i, \ell-1}\right\|^{2}} \cdot \vec{g}_{1}+\left\|\left(I-\widehat{h} \widehat{h}^{\top}\right) h_{j, \ell-1}\right\| \cdot \vec{g}_{2} \tag{5.6}
\end{equation*}
$$

where $\vec{g}_{2} \sim \mathcal{N}\left(0, \frac{2}{m} I\right)$ is independent of $g_{1}$. Applying Claim 5.8.6 for each coordinate $k \in[m]$ (and re-scaling by $\frac{m}{\left\|h_{i, \ell-1}\right\|^{2}}$, we have

$$
\mathbb{E}\left[\left(\phi\left(W_{\ell} h_{i, \ell-1}\right)-\phi\left(W_{\ell} h_{j, \ell-1}\right)\right)_{k}^{2}\right] \geq\left(\frac{\delta_{\ell-1}}{\left\|h_{i, \ell-1}\right\|}\right)^{2}\left(1-\frac{\delta_{\ell-1}}{\left\|h_{i, \ell-1}\right\|}\right) \cdot \frac{\left\|h_{i, \ell-1}\right\|^{2}}{m} \geq \frac{\delta_{\ell-1}^{2}\left(1-O\left(\delta_{\ell-1}\right)\right)}{m}
$$

Applying Chernoff bound (on independent subgaussian random variables), we have with probability at least $1-e^{-\Omega\left(\delta_{\ell-1}^{4} m\right)},{ }^{15}$

$$
\left\|h_{i, \ell}-h_{j, \ell}\right\|^{2}=\left\|\phi\left(W_{\ell} h_{i, \ell-1}\right)-\phi\left(W_{\ell} h_{j, \ell-1}\right)\right\|^{2} \geq \delta_{\ell-1}^{2}\left(1-O\left(\delta_{\ell-1}\right)\right)
$$

Since $\left\|h_{i, \ell}\right\|$ and $\left\|h_{j, \ell}\right\|$ are close to 1 , we have

$$
\begin{aligned}
\left\|\left(I-\frac{h_{i, \ell} h_{i, \ell}^{\top}}{\left\|h_{i, \ell}\right\|^{2}}\right) h_{j, \ell}\right\|^{2} & =\left\|h_{j, \ell}\right\|^{2}-\frac{\left\langle h_{i, \ell}, h_{j, \ell}\right\rangle^{2}}{\left\|h_{i, \ell}\right\|^{2}} \\
& =\left\|h_{j, \ell}\right\|^{2}+\frac{\left\|h_{i, \ell}-h_{j, \ell}\right\|^{2}-\left\|h_{i, \ell}\right\|^{2}-\left\|h_{j, \ell}\right\|^{2}}{2\left\|h_{i, \ell}\right\|^{2}} \geq \delta_{\ell-1}^{2}\left(1-O\left(\delta_{\ell-1}\right)\right)
\end{aligned}
$$

### 5.8.4.1 Auxiliary Claim

The following mathematical fact is needed in the proof of Lemma 5.8.5. Its proof is by carefully integrating the PDF of Gaussian distribution.

Claim 5.8.6. Given $g_{1}, g_{2} \sim \mathcal{N}(0,2)$, constant $\alpha \in \mathbb{R}$ and $\delta \in\left[0, \frac{1}{6}\right]$, we have

$$
\underset{g_{1}, g_{2}}{\mathbb{E}}\left[\left(\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)\right)^{2}\right] \geq \delta^{2}(1-\delta)
$$

Proof of Claim 5.8.6. We first tackle two easy cases.
Suppose $a<\frac{3}{4}$. If so, then with probability at least 0.3 we have $g_{1}>1$. If this happens, then with probability at least $1 / 2$ we have $g_{2}<0$. If both happens, we have

$$
\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)=g_{1}-\phi\left(\alpha g_{1}+\delta g_{2}\right) \geq g_{1}-\alpha g_{1} \geq \frac{1}{4}
$$

[^24]Therefore, we have if $a<\frac{3}{4}$ then the expectation is at least 0.03 . For similar reason, if $a>\frac{5}{4}$ we also have the expectation is at least 0.03 . In the remainder of the proof, we assume $\alpha \in\left[\frac{3}{4}, \frac{5}{4}\right]$.

If $g_{1} \geq 0$, we have

$$
\begin{aligned}
f\left(g_{1}\right) & \stackrel{\text { def }}{=} \underset{g_{2}}{\mathbb{E}}\left[\left(\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)\right)^{2} \mid g_{1} \geq 0\right] \\
& =\int_{0}^{\infty} \frac{\left(x-g_{1}\right)^{2} \exp \left(-\frac{\left(x-\alpha g_{1}\right)^{2}}{4 \delta^{2}}\right)}{\sqrt{4 \pi \delta^{2}}} \mathrm{~d} x \\
& =\frac{(\alpha-2) \delta g_{1} e^{-\frac{\alpha^{2} g_{1}^{2}}{4 \delta^{2}}}}{\sqrt{\pi}}+\frac{1}{2}\left((\alpha-1)^{2} g_{1}^{2}+2 \delta^{2}\right)\left(\operatorname{erf}\left(\frac{\alpha g_{1}}{2 \delta}\right)+1\right) .
\end{aligned}
$$

If $g_{1}<0$, we have

$$
\begin{aligned}
f\left(g_{1}\right) & \stackrel{\text { def }}{=} \underset{g_{2}}{\mathbb{E}}\left[\left(\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)\right)^{2} \mid g_{1}<0\right] \\
& =\int_{0}^{\infty} \frac{x^{2} \exp \left(-\frac{\left(x-\alpha g_{1}\right)^{2}}{4 \delta^{2}}\right)}{\sqrt{4 \pi \delta^{2}}} \mathrm{~d} x \\
& =\frac{1}{2}\left(\alpha^{2} g_{1}^{2}+2 \delta^{2}\right)\left(\operatorname{erf}\left(\frac{\alpha g_{1}}{2 \delta}\right)+1\right)+\frac{\alpha \delta g_{1} e^{-\frac{\alpha^{2} g_{1}^{2}}{4 \delta^{2}}}}{\sqrt{\pi}} .
\end{aligned}
$$

Overall, we have

$$
\begin{aligned}
& \underset{g_{1}, g_{2}}{\mathbb{E}}\left[\left(\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)\right)^{2}\right] \\
= & \int_{0}^{\infty} \frac{f(g) \exp \left(-\frac{g^{2}}{4}\right)}{\sqrt{4 \pi}} \mathrm{~d} g+\int_{-\infty}^{0} \frac{f(g) \exp \left(-\frac{g^{2}}{4}\right)}{\sqrt{4 \pi}} \mathrm{~d} g \\
= & \left(\frac{(\alpha-1)^{2} \alpha \delta}{\pi\left(\alpha^{2}+\delta^{2}\right)}+\frac{(\alpha-2) \delta^{3}}{\pi\left(\alpha^{2}+\delta^{2}\right)}+\frac{1}{2}\left((\alpha-1)^{2}+\delta^{2}\right)+\frac{1}{\pi}\left((\alpha-1)^{2}+\delta^{2}\right) \arctan \left(\frac{\alpha}{\delta}\right)\right) \\
& \quad+\frac{1}{2 \pi}\left(\pi\left(\alpha^{2}+\delta^{2}\right)-2\left(\alpha^{2}+\delta^{2}\right) \arctan \left(\frac{\alpha}{\delta}\right)-2 \alpha \delta\right) \\
= & \frac{\delta\left(-2 \alpha^{2}+\alpha-2 \delta^{2}\right)}{\pi\left(\alpha^{2}+\delta^{2}\right)}+\frac{(1-2 \alpha) \arctan \left(\frac{\alpha}{\delta}\right)}{\pi}+(\alpha-1) \alpha+\delta^{2}+\frac{1}{2} \\
= & \left(\alpha^{2}-2 \alpha+1\right)+\delta^{2}+\frac{2}{\pi} \sum_{k=1}^{\infty}(-1)^{k} \frac{(\alpha+k) \delta^{2 k+1}}{(2 k+1) \alpha^{2 k+1}} .
\end{aligned}
$$

It is easy to see that, as long as $\delta \leq \alpha$, we always have $\frac{(\alpha+k) \delta^{2 k+1}}{(2 k+1) \alpha^{2 k+1}} \geq \frac{(\alpha+k+1) \delta^{2 k+3}}{(2 k+3) \alpha^{2 k+3}}$. Therefore

$$
\underset{g_{1}, g_{2}}{\mathbb{E}}\left[\left(\phi\left(g_{1}\right)-\phi\left(\alpha g_{1}+\delta g_{2}\right)\right)^{2}\right] \geq\left(\alpha^{2}-2 \alpha+1\right)+\delta^{2}-\frac{2}{\pi} \frac{(\alpha+1) \delta^{3}}{3 \alpha^{3}} \geq \delta^{2}(1-\delta)
$$

### 5.9 Stability against Adversarial Weight Perturbations

Let $A, B$ and $\vec{W}^{(0)}=\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{L}\right)$ be matrices at random initialization (see Definition 5.2.2), and throughout this section, we consider (adversarially) perturbing $\vec{W}$ by $\overrightarrow{W^{\prime}}=\left(W_{1}^{\prime}, \ldots, W_{L}^{\prime}\right)$ satisfying $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega$ (meaning, $\left\|W_{\ell}^{\prime}\right\|_{2} \leq \omega$ for every $\ell \in[L]$ ). We stick to the following notations in this section

## Definition 5.9.1.

$$
\begin{array}{lll}
\widetilde{g}_{i, 0}=A x_{i} & g_{i, 0}=A x_{i} & \text { for } i \in[n] \\
\widetilde{h}_{i, 0}=\phi\left(A x_{i}\right) & h_{i, 0}=\phi\left(A x_{i}\right) & \text { for } i \in[n] \\
\widetilde{g}_{i, \ell}=\widetilde{W}_{\ell} h_{i, \ell-1} & g_{i, \ell}=\left(\widetilde{W}_{\ell}+W_{\ell}^{\prime}\right) h_{i, \ell-1} & \text { for } i \in[n] \text { and } \ell \in[L] \\
\widetilde{h}_{i, \ell}=\phi\left(\widetilde{W}_{\ell} h_{i, \ell-1}\right) & h_{i, \ell}=\phi\left(\left(\widetilde{W}_{\ell}+W_{\ell}^{\prime}\right) h_{i, \ell-1}\right) & \text { for } i \in[n] \text { and } \ell \in[L]
\end{array}
$$

Define diagonal matrices $\widetilde{D}_{i, \ell} \in \mathbb{R}^{m \times m}$ and $D_{i, \ell} \in \mathbb{R}^{m \times m}$ by letting $\left(\widetilde{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\widetilde{g}_{i, \ell}\right)_{k} \geq 0}$ and $\left(D_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(g_{i, \ell}\right)_{k} \geq 0}, \forall k \in[m]$. Accordingly, we let $g_{i, \ell}^{\prime}=g_{i, \ell}-\widetilde{g}_{i, \ell}, h_{i, \ell}^{\prime}=h_{i, \ell}-\widetilde{h}_{i, \ell}$, and diagonal matrix $D_{i, \ell}^{\prime}=D_{i, \ell}-\widetilde{D}_{i, \ell}$.

### 5.9.1 Forward Perturbation

Lemma 5.9.1 (forward perturbation). Suppose $\omega \leq \frac{1}{C L^{9 / 2} \log ^{3} m}$ for some sufficiently large constant $C>1$. With probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$, for every $\vec{W}^{\prime}$ satisfying $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega$,
(a) $g_{i, \ell}^{\prime}$ can be written as $g_{i, \ell}^{\prime}=g_{i, \ell, 1}^{\prime}+g_{i, \ell, 2}^{\prime}$ where $\left\|g_{i, \ell, 1}^{\prime}\right\| \leq O\left(\omega L^{3 / 2}\right)$ and $\left\|g_{i, \ell, 2}^{\prime}\right\|_{\infty} \leq$ $O\left(\frac{\omega L^{5 / 2} \sqrt{\log m}}{\sqrt{m}}\right)$
(b) $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right)$ and $\left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\| \leq O\left(\omega L^{3 / 2}\right)$.
(c) $\left\|g_{i, \ell}^{\prime}\right\|,\left\|h_{i, \ell}^{\prime}\right\| \leq O\left(\omega L^{5 / 2} \sqrt{\log m}\right)$.

Proof of Lemma 5.9.1. In our proof below, we drop the subscript with respect to $i$ for notational simplicity, and one can always take a union bound over all possible indices $i$ at the end.

Using Lemma 5.8.1, we can first assume that $\left\|\widetilde{h}_{\ell}\right\|,\left\|\widetilde{g}_{\ell}\right\| \in\left[\frac{2}{3}, \frac{4}{3}\right]$ for all $\ell$. This happens with probability at least $1-e^{-\Omega(m / L)}$. We also assume $\left\|\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right\|_{2} \leq c_{1} \sqrt{L}$ where $c_{1}>0$ is the hidden constant in Lemma 5.8.3a.

We shall inductively prove Lemma 5.9.1. In the base case $\ell=0$, we have $g_{\ell}^{\prime}=0$ so all the statements holds. In the remainder of the proof, we assume that Lemma 5.9.1 holds for $\ell-1$ and we shall prove the three statements for layer $\ell$. To help the readers understand how the constants propagate without blowing up, we shall prove $\left\|g_{i, \ell, 1}^{\prime}\right\| \leq 4 c_{1} L^{1.5} \omega$ in Lemma 5.9.1a without the big- $O$ notation, while for all other terms we use big- $O$ to hide polynomial dependency on $c_{1} .{ }^{16}$

[^25]We first carefully rewrite:

$$
\begin{aligned}
g_{\ell}^{\prime} & =\left(\widetilde{W}_{\ell}+W_{\ell}^{\prime}\right)\left(\widetilde{D}_{\ell-1}+D_{\ell-1}^{\prime}\right)\left(\widetilde{g}_{\ell-1}+g_{\ell-1}^{\prime}\right)-\widetilde{W}_{\ell} \widetilde{D}_{\ell-1} \widetilde{g}_{\ell-1} \\
& =W_{\ell}^{\prime}\left(\widetilde{D}_{\ell-1}+D_{\ell-1}^{\prime}\right)\left(\widetilde{g}_{\ell-1}+g_{\ell-1}^{\prime}\right)+\widetilde{W}_{\ell} D_{\ell-1}^{\prime}\left(\widetilde{g}_{\ell-1}+g_{\ell-1}^{\prime}\right)+\widetilde{W}_{\ell} \widetilde{D}_{\ell-1} g_{\ell-1}^{\prime} \\
& =\cdots \\
& =\sum_{a=1}^{\ell}\left(\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right)(\underbrace{W_{a}^{\prime}\left(\widetilde{D}_{a-1}+D_{a-1}^{\prime}\right)\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)}_{(\diamond)}+\underbrace{\widetilde{W}_{a} D_{a-1}^{\prime}\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)}_{(\diamond)})
\end{aligned}
$$

For each term in $(\diamond)$, we have

$$
\begin{aligned}
& \left\|\left(\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right)\left(W_{a}^{\prime}\left(\widetilde{D}_{a-1}+D_{a-1}^{\prime}\right)\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)\right)\right\| \\
\leq & \left\|\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right\|_{2} \cdot\left\|W_{a}^{\prime}\right\|_{2} \cdot\left\|\widetilde{D}_{a-1}+D_{a-1}^{\prime}\right\|_{2} \cdot\left\|\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right\| \\
\stackrel{\otimes}{\leq} & c_{1} \cdot \omega \cdot 1 \cdot\left\|\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right\| \stackrel{(2}{\leq} 2 c_{1} \sqrt{L} \omega+O\left(\omega^{2} L^{3} \sqrt{\log m}\right) .
\end{aligned}
$$

Above, inequality (1) uses Lemma 5.8.3a and $\left\|\widetilde{D}_{a-1}+D_{a-1}^{\prime}\right\|_{2}=\left\|D_{a-1}\right\|_{2} \leq 1$; and inequality (2) has used $\left\|\widetilde{g}_{\ell}\right\| \leq 2$ and our inductive assumption Lemma 5.9.1c. By triangle inequality, we have

$$
g_{\ell}^{\prime}=\overrightarrow{\operatorname{err}}_{1}+\sum_{a=1}^{\ell}\left(\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right)(\underbrace{\widetilde{W}_{a} D_{a-1}^{\prime}\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)}_{(\ominus)})
$$

where $\left\|\overrightarrow{\operatorname{err}}_{1}\right\| \leq 2 c_{1} L^{1.5} \omega+O\left(\omega^{2} L^{4} \sqrt{\log m}\right)$. We next look at each term in ( () . For each $a=2,3, \ldots, \ell$, we let

$$
x \stackrel{\text { def }}{=} D_{a-1}^{\prime}\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)=D_{a-1}^{\prime}\left(\widetilde{W}_{a-1} \widetilde{h}_{a-1}+g_{a-1}^{\prime}\right) .
$$

If we re-scale $x$ by $\frac{1}{\left\|\tilde{h}_{a-1}\right\|}$ (which is a constant in $[0.75,1.5]$ ), we can apply Claim 5.9.2 (with parameter choices in Corollary 5.9.3) on $x$ and this tells us, with probability at least
$1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}:$

$$
\begin{equation*}
\|x\|_{0} \leq O\left(m \omega^{2 / 3} L\right) \quad \text { and } \quad\|x\| \leq O\left(\omega L^{3 / 2}\right) \tag{5.7}
\end{equation*}
$$

Next, each term in $(\Omega)$ contributes to $g_{\ell}^{\prime}$ by

$$
y=\left(\prod_{b=\ell}^{a+1} \widetilde{W}_{b} \widetilde{D}_{b-1}\right) \widetilde{W}_{a}\left(D_{a-1}^{\prime}\left(\widetilde{g}_{a-1}+g_{a-1}^{\prime}\right)\right)
$$

using (5.7) and Claim 5.9 .4 (with $s=O\left(m \omega^{2 / 3} L\right)$ ), we have with probability at least 1 -$e^{-\Omega(s \log m)}$, one can write $y=y_{1}+y_{2}$ for

$$
\left\|y_{1}\right\| \leq O\left(\omega L^{3 / 2} \cdot L^{1 / 2} \omega^{1 / 3} \log m\right) \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq O\left(\omega L^{3 / 2} \cdot \frac{\sqrt{\log m}}{\sqrt{m}}\right)
$$

And therefore by triangle inequality we can write

$$
g_{\ell}^{\prime}=\overrightarrow{\operatorname{err}}_{1}+\overrightarrow{\operatorname{err}}_{2}+\overrightarrow{\operatorname{err}}_{3}
$$

where $\left\|\overrightarrow{e r r}_{2}\right\| \leq O\left(L \cdot \omega L^{3 / 2} \cdot L^{1 / 2} \omega^{1 / 3} \log m\right)=O\left(\omega^{4 / 3} L^{3} \log m\right)$ and $\left\|\overrightarrow{e r r}_{3}\right\|_{\infty} \leq O\left(L \cdot \omega L^{3 / 2}\right.$. $\left.\frac{\sqrt{\log m}}{\sqrt{m}}\right)$. Together with the upper bound on $\overrightarrow{\operatorname{err}}_{1}$, we have

$$
\left\|\overrightarrow{e r r}_{1}+\overrightarrow{\operatorname{err}}_{2}\right\| \leq 2 c_{1} L^{1.5} \omega+O\left(\omega^{2} L^{4} \sqrt{\log m}+\omega^{4 / 3} L^{3} \log m\right)
$$

We emphasize that the above big- $O$ notion can hide polynomial dependency on $c_{1}$. Nevertheless, when $\omega$ is sufficiently small, the above term is at most $4 c_{1} L^{1.5} \omega$. This finishes the proof of Lemma 5.9.1a for layer $\ell$ without blowing up the constant. Finally,

- Lemma 5.9.1b is due to (5.7),
- $g_{\ell}^{\prime}$ part of Lemma 5.9.1c is a simple corollary of Lemma 5.9.1a, and
- $h_{\ell}^{\prime}$ part of Lemma 5.9.1c is due to $h_{\ell}^{\prime}=D_{\ell} g_{\ell}^{\prime}+D_{\ell}^{\prime} g_{\ell}$ together with the bound on $\left\|g_{\ell}^{\prime}\right\|$ and the bound on $D_{\ell}^{\prime} g_{\ell}$ from Lemma 5.9.1b.


### 5.9.1.1 Auxiliary Claim

Claim 5.9.2. Suppose $\delta_{2} \in[0, O(1)]$ and $\delta_{\infty} \in\left[0, \frac{1}{4 \sqrt{m}}\right]$. Suppose $\widetilde{W} \in \mathbb{R}^{m \times m}$ is a random matrix with entries drawn i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$. With probability at least $1-e^{-\Omega\left(m^{3 / 2} \delta_{\infty}\right)}$, the following holds. Fix any unit vector $\widetilde{h} \in \mathbb{R}^{m}$, and for all $g^{\prime} \in \mathbb{R}^{m}$ that can be written as

$$
g^{\prime}=g_{1}^{\prime}+g_{2}^{\prime} \text { where }\left\|g_{1}^{\prime}\right\| \leq \delta_{2} \text { and }\left\|g_{2}^{\prime}\right\|_{\infty} \leq \delta_{\infty}
$$

Let $D^{\prime} \in \mathbb{R}^{m \times m}$ be the diagonal matrix where $\left(D^{\prime}\right)_{k, k}=\mathbb{1}_{\left(\widetilde{W h}+g^{\prime}\right)_{k} \geq 0}-\mathbb{1}_{(\widetilde{W} \widetilde{h})_{k} \geq 0}, \forall k \in[m]$. Then, letting $x=D^{\prime}\left(\widetilde{W} \widetilde{h}+g^{\prime}\right) \in \mathbb{R}^{m}$, we have

$$
\|x\|_{0} \leq\left\|D^{\prime}\right\|_{0} \leq O\left(m\left(\delta_{2}\right)^{2 / 3}+\delta_{\infty} m^{3 / 2}\right) \quad \text { and } \quad\|x\| \leq O\left(\delta_{2}+\left(\delta_{\infty}\right)^{3 / 2} m^{3 / 4}\right)
$$

Corollary 5.9.3. In particular, if $\omega L^{3 / 2} \leq O(1)$, then with probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$, for every $g^{\prime}=g_{1}^{\prime}+g_{2}^{\prime}$ with $\left\|g_{1}^{\prime}\right\| \leq O\left(\omega L^{3 / 2}\right)$ and $\left\|g_{2}^{\prime}\right\|_{\infty} \leq O\left(\frac{\omega^{2 / 3} L}{m^{1 / 2}}\right)$, it satisfies

$$
\left\|D^{\prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right) \quad \text { and } \quad\|x\| \leq O\left(\omega L^{3 / 2}\right)
$$

Proof of Claim 5.9.2. We first observe $\widetilde{g}=\widetilde{W} \widetilde{h}$ follows from $\mathcal{N}\left(0, \frac{2 I}{m}\right)$ regardless of the choice of $\widetilde{h}$. Therefore, in the remainder of the proof, we just focus on the randomness of $\widetilde{g}$.

We also observe that $\left(D^{\prime}\right)_{j, j}$ is non-zero for some diagonal $j \in[m]$ only if

$$
\begin{equation*}
\left|\left(g_{1}^{\prime}+g_{2}^{\prime}\right)_{j}\right|>\left|(\widetilde{g})_{j}\right| \tag{5.8}
\end{equation*}
$$

Let $\xi \leq \frac{1}{2 \sqrt{m}}$ be a parameter to be chosen later. We shall make sure that $\left\|g_{2}^{\prime}\right\|_{\infty} \leq \xi / 2$.

- We denote by $S_{1} \subseteq[m]$ the index sets where $j$ satisfies $\left|(\widetilde{g})_{j}\right| \leq \xi$. Since we know $(\widetilde{g})_{j} \sim \mathcal{N}(0,2 / m)$, we have $\operatorname{Pr}\left[\left|(\widetilde{g})_{j}\right| \leq \xi\right] \leq O(\xi \sqrt{m})$ for each $j \in[m]$. Using Chernoff bound for all $j \in[m]$, we have with probability at least $1-e^{-\Omega\left(m^{3 / 2} \xi\right)}$,

$$
\left|S_{1}\right|=\left|\left\{i \in[m]:\left|(\widetilde{g})_{j}\right| \leq \xi\right\}\right| \leq O\left(\xi m^{3 / 2}\right) .
$$

Now, for each $j \in S_{1}$ such that $x_{j} \neq 0$, we must have $\left|x_{j}\right|=\left|\left(\widetilde{g}+g_{1}^{\prime}+g_{2}^{\prime}\right)_{j}\right| \leq\left|\left(g_{1}^{\prime}\right)_{j}\right|+2 \xi$ so we can calculate the $\ell_{2}$ norm of $x$ on $S_{1}$ :

$$
\sum_{i \in S_{1}} x_{j}^{2} \leq O\left(\left\|g_{1}^{\prime}\right\|^{2}+\xi^{2}\left|S_{1}\right|\right) \leq O\left(\left\|g_{1}^{\prime}\right\|^{2}+\xi^{3} m^{3 / 2}\right)
$$

- We denote by $S_{2} \subseteq[m] \backslash S_{1}$ the index set of all $j \in[m] \backslash S_{1}$ where $x_{j} \neq 0$. Using (5.8), we have for each $j \in S_{2}$ :

$$
\left|\left(g_{1}^{\prime}\right)_{j}\right| \geq\left|(\widetilde{g})_{j}\right|-\left|\left(g_{2}^{\prime}\right)_{j}\right| \geq \xi-\left\|g_{2}^{\prime}\right\|_{\infty} \geq \xi / 2
$$

This means

$$
\left|S_{2}\right| \leq \frac{4\left\|g_{1}^{\prime}\right\|^{2}}{\xi^{2}}
$$

Now, for each $j \in S_{2}$ where $x_{j} \neq 0$, we know that the signs of $\left(\widetilde{g}+g_{1}^{\prime}+g_{2}^{\prime}\right)_{j}$ and $(\widetilde{g})_{j}$ are opposite. Therefore, we must have

$$
\left|x_{j}\right|=\left|\left(\widetilde{g}+g_{1}^{\prime}+g_{2}^{\prime}\right)_{j}\right| \leq\left|\left(g_{1}^{\prime}+g_{2}^{\prime}\right)_{j}\right| \leq\left|\left(g_{1}^{\prime}\right)_{j}\right|+\xi / 2 \leq 2\left|\left(g_{1}^{\prime}\right)_{j}\right|
$$

and therefore

$$
\sum_{j \in S_{2}} x_{j}^{2} \leq 4 \sum_{j \in S_{2}}\left(g_{1}^{\prime}\right)_{j}^{2} \leq 4\left\|g_{1}^{\prime}\right\|^{2}
$$

From above, we have $\|x\|_{0} \leq\left|S_{1}\right|+\left|S_{2}\right| \leq O\left(\xi m^{3 / 2}+\frac{\left(\delta_{2}\right)^{2}}{\xi^{2}}\right)$ and $\|x\|^{2} \leq O\left(\left(\delta_{2}\right)^{2}+\xi^{3} m^{3 / 2}\right)$. Choosing $\xi=\max \left\{2 \delta_{\infty}, \Theta\left(\frac{\left(\delta_{2}\right)^{2 / 3}}{m^{1 / 2}}\right)\right\}$ for the former, and choosing $\xi=2 \delta_{\infty}$ for the latter, we have the desired result.

Claim 5.9.4. For any $2 \leq a \leq b \leq L$ and any positive integer $s \leq O\left(\frac{m}{L \log m}\right)$, with probability at least $1-e^{-\Omega(s \log m)}$, for all $x \in \mathbb{R}^{m}$ with $\|x\| \leq 1$ and $\|x\|_{0} \leq s$, letting $y=\widetilde{W}_{b} \widetilde{D}_{b-1} \widetilde{W}_{b-1} \cdots \widetilde{D}_{a} \widetilde{W}_{a} x$, we can write $y=y_{1}+y_{2}$ with

$$
\left\|y_{1}\right\| \leq O(\sqrt{s / m} \log m) \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{2 \sqrt{\log m}}{\sqrt{m}}
$$

Proof of Claim 5.9.4. First of all, fix any $x$, we can let $u=\widetilde{D}_{b-1} \widetilde{W}_{b-1} \cdots \widetilde{D}_{a} \widetilde{W}_{a} x$ and the same proof of Lemma 5.8 .3 implies that with probability at least $1-e^{-\Omega(m / L)}$ we have $\|u\| \leq O(\|x\|)$. We next condition on this event happens.

Let $\beta=\sqrt{\log m} / \sqrt{m}$. If $u$ is fixed and using only the randomness of $W_{b}$, we have $y_{i} \sim \mathcal{N}\left(0, \frac{2\|u\|^{2}}{m}\right)$ so for every $p \geq 1$, by Gaussian tail bound

$$
\operatorname{Pr}\left[\left|y_{i}\right| \geq \beta p\right] \leq e^{-\Omega\left(\beta^{2} p^{2} m /\|x\|^{2}\right)} \leq e^{-\Omega\left(\beta^{2} p^{2} m\right)} .
$$

As long as $\beta^{2} p^{2} m \geq \beta^{2} m \geq \Omega(\log m)$, we know that if $\left|y_{i}\right| \geq \beta p$ occurs for $q / p^{2}$ indices $i$ out of $[m]$, this cannot happen with probability more than

$$
\binom{m}{q / p^{2}} \times\left(e^{-\Omega\left(\beta^{2} p^{2} m\right)}\right)^{q / p^{2}} \leq e^{\frac{q}{p^{2}}\left(O(\log m)-\Omega\left(\beta^{2} p^{2} m\right)\right)} \leq e^{-\Omega\left(\beta^{2} q m\right)}
$$

In other words,

$$
\operatorname{Pr}\left[\left|\left\{i \in[m]:\left|y_{i}\right| \geq \beta p\right\}\right|>q / p^{2}\right] \leq e^{-\Omega\left(\beta^{2} q m\right)}
$$

Finally, by applying union bound over $p=1,2,4,8,16, \ldots$ we have with probability $\geq$ $1-e^{-\Omega\left(\beta^{2} q m\right)} \cdot \log q$,

$$
\begin{equation*}
\sum_{i:\left|y_{i}\right| \geq \beta} y_{i}^{2} \leq \sum_{k=0}^{\lceil\log q\rceil}\left(2^{k+1} \beta\right)^{2}\left|\left\{i \in[m]:\left|y_{i}\right| \geq 2^{k} \beta\right\}\right| \leq \sum_{k=0}^{\lceil\log q\rceil}\left(2^{k+1} \beta\right)^{2} \cdot \frac{q}{2^{2 k}} \leq O\left(q \beta^{2} \log q\right) \tag{5.9}
\end{equation*}
$$

In other words, vector $y$ can be written as $y=y_{1}+y_{2}$ where $\left\|y_{2}\right\|_{\infty} \leq \beta$ and $\left\|y_{1}\right\|^{2} \leq$ $O\left(q \beta^{2} \log q\right)$.

Finally, we want to take $\epsilon$-net over all $s$-sparse inputs $x$. This requires $\beta^{2} q m \geq$ $\Omega(s \log m)$, so we can choose $q=\Theta\left(\frac{s \log m}{m \beta^{2}}\right)=\Theta(s)$.

### 5.9.2 Intermediate Layers

Lemma 5.9.5 (intermediate perturbation). For any integer $s$ with $1 \leq s \leq O\left(\frac{m}{L^{3} \log m}\right)$, with probability at least $1-e^{-\Omega(s \log m)}$ over the randomness of $\vec{W}^{(0)}, A$,

- for every $i \in[n], 1 \leq a \leq b \leq L$,
- for every diagonal matrices $D_{i, 0}^{\prime \prime}, \ldots, D_{i, L}^{\prime \prime} \in[-3,3]^{m \times m}$ with at most $s$ non-zero entries.
- for every perturbation matrices $W_{1}^{\prime}, \ldots, W_{L}^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega \in[0,1]$.
we have
(a) $\left\|\widetilde{W}_{b}\left(\widetilde{D}_{i, b-1}+D_{i, b-1}^{\prime \prime}\right) \cdots\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right) \widetilde{W}_{a}\right\|_{2} \leq O(\sqrt{L})$.
(b) $\left\|\left(\widetilde{W}_{b}+W_{b}^{\prime}\right)\left(\widetilde{D}_{i, b-1}+D_{i, b-1}^{\prime \prime}\right) \cdots\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right)\left(\widetilde{W}_{a}+W_{a}^{\prime}\right)\right\|_{2} \leq O(\sqrt{L})$ if $\omega \leq O\left(\frac{1}{L^{1.5}}\right)$.

Proof. For notational simplicity we ignore subscripts in $i$ in the proofs.
(a) Note that each $D_{\ell}^{\prime \prime}$ can be written as $D_{\ell}^{\prime \prime}=D_{\ell}^{0 / 1} D_{\ell}^{\prime \prime} D_{\ell}^{0 / 1}$, where each $D_{\ell}^{0 / 1}$ is a diagonal matrix satisfying

$$
\left(D_{\ell}^{0 / 1}\right)_{k, k}=\left\{\begin{array}{ll}
1, & \left(D_{\ell}^{\prime \prime}\right)_{k, k}=0 ; \\
0, & \left(D_{\ell}^{\prime \prime}\right)_{k, k}=0 .
\end{array} \quad \text { and } \quad\left\|D_{\ell}^{0 / 1}\right\|_{0} \leq s\right.
$$

In order to bound the spectral norm of $\widetilde{W}_{b}\left(\widetilde{D}_{b-1}+D_{b-1}^{\prime \prime}\right) \widetilde{W}_{b-1} \cdots\left(\widetilde{D}_{a}+D_{a}^{\prime \prime}\right) \widetilde{W}_{a}$, by triangle inequality, we can expend it into $2^{b-a}$ matrices and bound their spectral norms individually. Each such matrix can be written as (ignoring the subscripts)

$$
\begin{equation*}
\left(\widetilde{W} \widetilde{D} \cdots \widetilde{W} D^{0 / 1}\right) D^{\prime \prime}\left(D^{0 / 1} \widetilde{W} \widetilde{D} \cdots \widetilde{W} D^{0 / 1}\right) D^{\prime \prime} \cdots D^{\prime \prime}\left(D^{0 / 1} \widetilde{W} \widetilde{D} \cdots \widetilde{W}\right) \tag{5.10}
\end{equation*}
$$

Therefore, it suffices for us to bound the spectral norm of the following four types of matrices:

- $\widetilde{W} \widetilde{D} \cdots \widetilde{W} D^{0 / 1}$, such matrix has spectral norm at most 2 owing to Lemma 5.8.3b; - $D^{0 / 1} \widetilde{W} \widetilde{D} \cdots \widetilde{W}$, such matrix has spectral norm at most $O(1)$ owing to Lemma 5.8.3c;
- $D^{0 / 1} \widetilde{W} \widetilde{D} \cdots \widetilde{W} D^{0 / 1}$, such matrix has spectral norm at most $\frac{1}{100 L^{1.5}}$ owing to Lemma 5.8.3d and our choice $s \leq O\left(\frac{m}{L^{3} \log m}\right)$;
- $D^{\prime \prime}$, such matrix has spectral norm at most 3 .

Together, we have

$$
\begin{aligned}
& \left\|\widetilde{W}_{b}\left(\widetilde{D}_{b-1}+D_{b-1}^{\prime \prime}\right) \widetilde{W}_{b-1} \cdots\left(\widetilde{D}_{a}+D_{a}^{\prime \prime}\right) \widetilde{W}_{a}\right\| \\
\leq & O(\sqrt{L})+\sum_{j=1}^{b-a}\binom{b-a}{j} \cdot O(1) \cdot\left(\frac{1}{100 L^{1.5}}\right)^{j-1} \cdot 3^{j} \cdot O(1) \leq O(\sqrt{L}) .
\end{aligned}
$$

(b) In order to bound the spectral norm of $\left(\widetilde{W}_{b}+W_{b}^{\prime}\right)\left(\widetilde{D}_{b-1}+D_{b-1}^{\prime \prime}\right) \cdots\left(\widetilde{D}_{a}+D_{a}^{\prime \prime}\right)\left(\widetilde{W}_{a}+W_{a}^{\prime}\right)$, by triangle inequality, we can expend it into $2^{b-a+1}$ matrices in terms of $W^{\prime}$ and bound their spectral norms individually. Each such matrix can be written as (ignoring the subscripts, and denoting $\breve{D}=\widetilde{D}+D^{\prime}$ )

$$
(\widetilde{W} \breve{D} \cdots \widetilde{W} \breve{D}) W^{\prime}(\breve{D} \widetilde{W} \cdots \widetilde{W} \breve{D}) \cdots W^{\prime}(\breve{D} \widetilde{W} \cdots \breve{D} \widetilde{W})
$$

Moreover, from Lemma 5.9.5a, we know the following three types of matrices

- $\widetilde{W} \breve{D} \cdots \widetilde{W} \breve{D}$,
- $\breve{D} \widetilde{W} \cdots \widetilde{W} \breve{D}$, and
- $\breve{D} \widetilde{W} \cdots \breve{D} \widetilde{W}$
all have spectral norm at most $O(\sqrt{L})$. Together, using $\left\|W_{\ell}^{\prime}\right\|_{2} \leq O\left(\frac{1}{L^{1.5}}\right)$, we have

$$
\begin{aligned}
& \left\|\left(\widetilde{W}_{b}+W_{b}^{\prime}\right)\left(\widetilde{D}_{b-1}+D_{b-1}^{\prime \prime}\right)\left(\widetilde{W}_{b-1}+W_{b-1}^{\prime}\right) \cdots\left(\widetilde{D}_{a}+D_{a}^{\prime \prime}\right)\left(\widetilde{W}_{a}+W_{a}^{\prime}\right)\right\| \\
\leq & \sum_{j=0}^{b-a+1}\binom{b-a+1}{j} \cdot(O(\sqrt{L}))^{j+1} \cdot\left(O\left(\frac{1}{L^{1.5}}\right)\right)^{j} \leq O(\sqrt{L}) .
\end{aligned}
$$

### 5.9.3 Backward

Lemma 5.9 .6 (backward perturbation). For any integer $s \in\left[\Omega\left(\frac{d}{\log m}\right), O\left(\frac{m}{L^{3} \log m}\right)\right]$, for $d \leq O\left(\frac{m}{L \log m}\right)$, with probability at least $1-e^{-\Omega(s \log m)}$ over the randomness of $\vec{W}^{(0)}, A, B$,

- for all $i \in[n], a=1,2, \ldots, L+1$,
- for every diagonal matrices $D_{i, 0}^{\prime \prime}, \ldots, D_{i, L}^{\prime \prime} \in[-3,3]^{m \times m}$ with at most $s$ non-zero entries,
- for every perturbation matrices $W_{i, 1}^{\prime}, \ldots, W_{i, L}^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega=O\left(\frac{1}{L^{1.5}}\right)$,
it satisfies $\left\|B\left(\widetilde{D}_{i, L}+D_{i, L}^{\prime \prime}\right)\left(\widetilde{W}_{L}+W_{L}^{\prime}\right) \cdots\left(\widetilde{W}_{a+1}+W_{a+1}^{\prime}\right)\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right)-B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{W}_{a+1} \widetilde{D}_{i, a}\right\|_{2} \leq$ $O\left(\frac{\sqrt{L^{3} s \log m+\omega^{2} L^{3} m}}{\sqrt{d}}\right)$. Note that if $s=O\left(m \omega^{2 / 3} L\right)$, this upper bound becomes $O\left(\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right)$.

Proof. For notational simplicity we ignore subscripts in $i$ in the proofs.
Ignoring the subscripts for cleanness, we have

$$
\begin{aligned}
& \left\|B\left(\widetilde{D}_{i, L}+D_{i, L}^{\prime \prime}\right)\left(\widetilde{W}_{L}+W_{L}^{\prime}\right) \cdots\left(\widetilde{W}_{a+1}+W_{a+1}^{\prime}\right)\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right)-B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{W}_{a+1} \widetilde{D}_{i, a}\right\|_{2} \\
\leq & \sum_{\ell=a}^{L} \underbrace{\left\|B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} D_{\ell}^{0 / 1}\right\|_{2}}_{\text {Lemma 5.8.4a }}\left\|D_{\ell}^{\prime \prime}\right\|_{2} \underbrace{\left\|D_{\ell}^{0 / 1}\left(\widetilde{W}_{\ell}+W_{\ell}^{\prime}\right) \cdots\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right)\right\|_{2}}_{\text {Lemma 5.9.5b }} \\
& +\sum_{\ell=a+1}^{L} \underbrace{\left\|B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} \widetilde{D}_{\ell}\right\|_{2}}_{\text {Lemma 5.8.4b }}\left\|W_{\ell}^{\prime}\right\|_{2} \underbrace{\left\|\left(\widetilde{D}_{\ell-1}+D_{\ell-1}^{\prime \prime}\right)\left(\widetilde{W}_{\ell-1}+W_{\ell-1}^{\prime}\right) \cdots\left(\widetilde{D}_{i, a}+D_{i, a}^{\prime \prime}\right)\right\|_{2}}_{\text {Lemma 5.9.5b }} \\
\leq & L \cdot O\left(\frac{\sqrt{s \log m}}{\sqrt{d}}\right) \cdot O(\sqrt{L})+L \cdot O(\sqrt{m / d}) \cdot \omega \cdot O(\sqrt{L})
\end{aligned}
$$

### 5.10 Gradient Bound at Random Initialization

Throughout this section we assume $\vec{W}, A$ and $B$ are randomly generated according to Definition 5.2.2. The diagonal sign matrices $D_{i, \ell}$ are also determined according to this random initialization.

Recall we have defined Back $_{i, \ell} \stackrel{\text { def }}{=} B D_{i, L} W_{L} \cdots D_{i, \ell} W_{\ell} \in \mathbb{R}^{d \times m}$. In this section, we introduce the following notion

Definition 5.10.1. For any vector tuple $\vec{v}=\left(v_{1}, \ldots, v_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$ (viewed as a fake loss vector), for each $\ell \in[L]$, we define

$$
\begin{aligned}
& \widehat{\nabla}_{\left[W_{\ell}\right]_{k}}^{\vec{v}} F(\vec{W}) \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left(\operatorname{Back}_{i, \ell+1}^{\top} \mathrm{v}_{i}\right)_{k} \cdot h_{i, \ell-1} \cdot \mathbb{1}_{\left\langle\left[W_{\ell}\right]_{k}, h_{i, \ell-1}\right\rangle \geq 0}, \forall k \in[m] \\
& \widehat{\nabla}_{W_{\ell}}^{\vec{v}} F(\vec{W}) \stackrel{\rightharpoonup}{=} \stackrel{\text { def }}{=} \sum_{i=1}^{n} \widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}(\vec{W}) \quad \text { where } \quad \widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}(\vec{W}) \stackrel{\text { def }}{=} D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \mathrm{v}_{i}\right) h_{i, \ell-1}^{\top}
\end{aligned}
$$

Remark 5.10.1. It is an easy exercise to check that, if letting $\vec{v}=\left(\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}\right)$ where $\mathrm{v}_{i}=$ $B h_{i, L}-y_{i}^{*}$, then $\widehat{\nabla}_{\left[W_{\ell}\right]_{k}}^{\vec{v}} F(\vec{W})=\nabla_{\left[W_{\ell}\right]_{k}} F(\vec{W})$ and $\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}(\vec{W})=\nabla_{W_{\ell}} F_{i}(\vec{W})$.

Our main lemma of this section is the following.
Lemma 5.10.1 (gradient bound at random initialization). Fix any $\vec{v} \in\left(\mathbb{R}^{d}\right)^{n}$, with probability at least $1-e^{-\Omega(\delta m / n)}$ over the randomness of $A, \vec{W}, B$, it satisfies for every $\ell \in[L]$ :

$$
\left.\left\|\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}(\vec{W})\right\|_{F}^{2} \leq O\left(\frac{\left\|\mathrm{v}_{i}\right\|^{2}}{d} \times m\right) \quad \right\rvert\, \widehat{\nabla}_{W_{\ell}}^{\vec{v}_{\ell}} F(\vec{W}) \|_{F}^{2} \leq O\left(\frac{\|\overrightarrow{\mathrm{v}}\|^{2}}{d} \times m n\right)
$$

### 5.10.1 Proof of Lemma 5.10.1: Upper Bound

For each $i \in[n], \ell \in[L]$, we can calculate that

$$
\begin{aligned}
\left\|\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}(\vec{W})\right\|_{F} & =\left\|D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \cdot \mathrm{v}_{i}\right) \cdot h_{i, \ell-1}^{\top}\right\|_{F} \\
& =\left\|D_{i, \ell}\left(\operatorname{Back}_{i, \ell+1}^{\top} \cdot \mathrm{v}_{i}\right)\right\|_{2} \cdot\left\|h_{i, \ell-1}\right\|_{2} \\
& \leq\left\|\operatorname{Back}_{i, \ell+1}\right\|_{2} \cdot\left\|\mathrm{v}_{i}\right\|_{2} \cdot\left\|h_{i, \ell-1}\right\|_{2} \\
& \leq\left\|B W_{L} D_{L-1} \cdots D_{i, \ell+1} W_{\ell+1}\right\|_{2} \cdot\left\|\mathrm{v}_{i}\right\|_{2} \cdot\left\|h_{i, \ell-1}\right\|_{2} \\
& \leq O(\sqrt{m / d}) \cdot O(1) \cdot\left\|\mathrm{v}_{i}\right\|_{2} .
\end{aligned}
$$

where inequality (1) uses Lemma 5.8.4b and Lemma 5.8 .1 with high probability. Applying triangle inequality with respect to all $\ell \in[L]$, taking square on both sides, and summing up over all $i \in[n]$ finish the proof.

### 5.10.2 Proof of Lemma 5.10.1: Lower Bound

Let $i^{*}=\operatorname{argmax}_{i \in[n]}\left\{\left\|\mathrm{v}_{i}\right\|\right\}$. Recall

$$
\widehat{\nabla}_{\left[W_{L}\right]_{k}} F(\vec{W})=\sum_{i=1}^{n}\left\langle B_{k}, \mathrm{v}_{i}\right\rangle \cdot h_{i, L-1} \cdot \mathbb{1}_{\left(W_{L} h_{i, L-1}\right)_{k} \geq 0}
$$

Let $\widehat{h} \stackrel{\text { def }}{=} \frac{h_{i^{*}, L-1}}{\left\|h_{i^{*}, L-1}\right\|}$. For analysis purpose, after $\widehat{h}$ is fixed (so after fixing the randomness of $A, W_{1}, \ldots, W_{L-1}$, we redefine $W_{L} \widehat{h}=\sqrt{1-\theta^{2}} \widehat{g}_{1}+\theta \widehat{g}_{2}$ where $\widehat{g}_{1}$ and $\widehat{g}_{2}$ are generated independently from $\mathcal{N}\left(0, \frac{2 I}{m}\right)$. We can do so because the two sides are equal in distribution. In other words, we can set

$$
W_{L}^{\prime} \stackrel{\text { def }}{=} W_{L}\left(I-\widehat{h} \widehat{h}^{\top}\right)-\sqrt{1-\theta^{2}} \widehat{g}_{1} \widehat{h}^{\top} \text { and } W_{L}^{\prime \prime} \stackrel{\text { def }}{=} \theta \widehat{g}_{2} \widehat{h}^{\top},
$$

then we have $W_{L}=W_{L}^{\prime}+W_{L}^{\prime \prime}$. In particular, the randomness of $W_{L}^{\prime}$ and $W_{L}^{\prime \prime}$ are independent. In the remainder of the proof, let us choose $\theta \stackrel{\text { def }}{=} \frac{\delta}{5 n} \leq \frac{1}{5}$.

We first make two technical claims, and the proof of the first one can be found in Section 5.10.2.1.

Claim 5.10.2. We have $\operatorname{Pr}_{W_{L}^{\prime}, W_{L-1}, \ldots, W_{1}, A}\left[\left|N_{2}\right| \geq \frac{\delta}{40 n} m\right] \geq 1-e^{\Omega(\delta m / n)}$
$N_{2} \xlongequal{\text { def }}\left\{k \in[m]:\left(\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right| \leq \frac{\delta}{10 n \sqrt{m}}\right) \bigwedge\left(\forall i \in[n] \backslash\left\{i^{*}\right\}, \quad\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}\right)\right\}$
Claim 5.10.3. Given set $N_{2} \subset[m]$ and $\overrightarrow{\mathrm{v}}$, we have

$$
\operatorname{Pr}_{B_{k}}\left[\left|\left\{k \in N_{2}:\left|\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle\right| \geq \frac{\left\|\mathrm{v}_{i^{*}}\right\|}{\sqrt{d}}\right\}\right| \geq \frac{\left|N_{2}\right|}{2}\right] \geq 1-e^{-\Omega\left(\left|N_{2}\right|\right)}
$$

Proof of Claim 5.10.3. Observe that each $\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle$ follows from $\mathcal{N}\left(0,\left\|\mathrm{v}_{i^{*}}\right\|^{2} / d\right)$, so with probability at least 0.68 it satisfies $\left|\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle\right| \geq \frac{\left\|\mathrm{v}_{i^{*}}\right\|}{\sqrt{d}}$. Using Chernoff bound we have the desired claim.

Combining Claim 5.10.4 and Claim 5.10.3, we can obtain a set $N \subseteq[m]$ satisfying

$$
\begin{gathered}
N \stackrel{\text { def }}{=}\left\{k \in[m]:\left(\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right| \leq \frac{\delta}{10 n \sqrt{m}}\right) \bigwedge\left(\forall i \in[n] \backslash\left\{i^{*}\right\}, \quad\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}\right)\right. \\
\left.\bigwedge\left|\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle\right| \geq \frac{\left\|\mathrm{v}_{i^{*}}\right\|}{\sqrt{d}}\right\}
\end{gathered}
$$

of cardinality $|N| \geq \frac{\delta}{100 n} m$. Let us fix the randomness of $W_{L}^{\prime}$ so that $N$ is fixed. Let $k$ be any index in $N$. We can write

$$
\widehat{\nabla}_{\left[W_{L}\right]_{k}}^{\vec{v}} F(\vec{W})=\sum_{i=1}^{n}\left\langle B_{k}, v_{i}\right\rangle \cdot h_{i, L-1} \cdot \mathbb{1}_{\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}+\left(W_{L}^{\prime \prime} h_{i, L-1}\right)_{k} \geq 0} .
$$

The only remaining source of randomness comes from $W_{L}^{\prime \prime}=\theta \widehat{g}_{2} \widehat{h}^{\top}$.
Recalling that $\theta=\frac{1}{5 n}$ and $\widehat{g}_{2} \sim \mathcal{N}\left(0, \frac{2}{m} I\right)$, so since $\theta\left(\widehat{g}_{2}\right)_{k} \sim \mathcal{N}\left(0, \frac{2 \theta^{2}}{m}\right)$, using numerical values of Gaussian CDF, one can verify that

$$
\operatorname{Pr}_{\widehat{g}_{2}}\left[\left|\theta\left(\widehat{g}_{2}\right)_{k}\right| \in\left(\frac{\delta}{9 n \sqrt{m}}, \frac{\delta}{5 n \sqrt{m}}\right)\right] \geq 0.2 .
$$

Let us denote this event of $\widehat{g}_{2}$ as $\mathfrak{E}_{k}$. Conditioning on $\mathfrak{E}_{k}$ happens, recalling $\left\|h_{i, L-1}\right\| \in$ [0.9, 1.1] from Lemma 5.8.1,

- For every $i \in[n] \backslash\left\{i^{*}\right\}$, we have

$$
\left|\left(W_{L}^{\prime \prime} h_{i, L-1}\right)_{k}\right|=\left|\left(\theta \widehat{g}_{2} \widehat{h}^{\top} h_{i, L-1}\right)_{k}\right| \leq\left|\left(\theta \widehat{g}_{2}\right)_{k}\right| \cdot\left\|h_{i, L-1}\right\|<\frac{\delta}{5 n \sqrt{m}} \cdot 1.1<\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right|
$$

and this means $\mathbb{1}_{\left(W_{L} h_{i, L-1}\right)_{k} \geq 0}=\mathbb{1}_{\left(W_{L}^{\prime} h_{i, L-1}\right)_{k} \geq 0}$.

- For $i=i^{*}$, we have
$\left|\left(W_{L}^{\prime \prime} h_{i^{*}, L-1}\right)_{k}\right|=\left|\left(\theta \widehat{g}_{2} \widehat{h}^{\top} h_{i^{*}, L-1}\right)_{k}\right|=\left|\left(\theta \widehat{g}_{2}\right)_{k}\right| \cdot\left\|h_{i^{*}, L-1}\right\|>\frac{\delta}{9 n \sqrt{m}} \cdot 0.9>\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right|$ and this means $\mathbb{1}_{\left(W_{L} h_{i^{*}, L-1}\right)_{k} \geq 0} \neq \mathbb{1}_{\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k} \geq 0}$ with probability exactly $\frac{1}{2}$ - this is because, conditioning on event $\mathfrak{E}_{k}$, the sign of $\left(\theta \widehat{g}_{2}\right)_{k}$ is $\pm 1$ each with half probability.

Recall that for every $k \in N$,

$$
\widehat{\nabla}_{\left[W_{L}\right]_{k}} F(\vec{W})=\underbrace{\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle \cdot h_{i^{*}, L-1} \cdot \mathbb{1}_{\left(W_{L} h_{i^{*}, L-1}\right)_{k} \geq 0}}_{\boldsymbol{*}}+\sum_{i \in[n] \backslash\left\{i^{*}\right\}} \underbrace{\left\langle B_{k}, \mathrm{v}_{i}\right\rangle \cdot h_{i, L-1} \cdot \mathbb{1}_{\left(W_{L} h_{i, L-1}\right)_{k} \geq 0}}_{\boldsymbol{*}}
$$

Now, fix the randomness of $A, B, W_{1}, \ldots, W_{L-1}, W_{L}^{\prime}$ and let $\widehat{g}_{2}$ be the only randomness. Conditioning on $\mathfrak{E}_{k}$, we have that each term in $\boldsymbol{\&}$ is fixed (i.e., independent of $\widehat{g}_{2}$ ) because $\mathbb{1}_{\left(W_{L} h_{i, L-1}\right)_{k} \geq 0}=\mathbb{1}_{\left(W_{L}^{\prime} h_{i, L-1}\right)_{k} \geq 0}$. In contrast, conditioning on $\mathfrak{E}_{k}$, the indicator $\mathbb{1}_{\left(W_{L} h_{i^{*}, L-1}\right)_{k} \geq 0}$ of the term may be 1 or 0 each with half probability. This means,

$$
\underset{\left(\widehat{g}_{2}\right)_{k}}{\operatorname{Pr}}\left[\left\|\widehat{\nabla}_{\left[W_{L}\right]_{k}}^{\overrightarrow{\mathrm{v}}} F(\vec{W})\right\|^{2} \geq\left|\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle\right|^{2} \cdot\left\|h_{i^{*}, L-1}\right\|^{2} \mid k \in N \wedge \mathfrak{E}_{k}\right] \geq \frac{1}{2}
$$

Taking into account the fact that $\left|\left\langle B_{k}, \mathrm{v}_{i^{*}}\right\rangle\right| \geq \frac{\| \mathrm{v}^{*} *}{\sqrt{d}}$ (by definition of $N$ ), the fact that $\left\|h_{i, L-1}\right\| \geq 0.9$, and the fact that $\operatorname{Pr}_{\left(\widehat{g}_{2}\right)_{k}}[\mathfrak{E}] \geq 0.2$, we have

$$
\underset{\left(\widehat{g}_{2}\right)_{k}}{\operatorname{Pr}}\left[\left.\left\|\widehat{\nabla}_{\left[W_{L}\right]_{k}} F(\vec{W})\right\|^{2} \geq 0.8 \frac{\left\|\mathrm{v}_{i^{*}}\right\|^{2}}{d} \right\rvert\, k \in N\right] \geq \frac{1}{10} .
$$

Using the independence of $\left(\widehat{g}_{2}\right)_{k}$ with respect to different $k \in N$, we can apply Chernoff bound and derive:

$$
\underset{\widehat{g}_{2}}{\operatorname{Pr}}\left[\left.\sum_{k \in N}\left\|\widehat{\nabla}_{\left[W_{L}\right]_{k}} F(\vec{W})\right\|^{2} \geq 0.8 \frac{\left\|\mathrm{v}_{i^{*}}\right\|^{2}}{d} \cdot \frac{|N|}{15} \right\rvert\, N\right] \geq 1-e^{-\Omega(|N|)} .
$$

Finally, using and $|N| \geq \frac{\delta}{100 n} m$, we have

$$
\operatorname{Pr}\left[\left\|\widehat{\nabla}_{W_{L}}^{\vec{v}} F(\vec{W})\right\|_{F}^{2} \geq \frac{\left\|\mathrm{v}_{i^{*}}\right\|^{2}}{d} \frac{\delta}{2000 n} m\right] \geq 1-e^{-\Omega(\delta m / n)}
$$

We finish the upper bound proof of Lemma 5.10.1.

### 5.10.2.1 Proof of Claim 5.10.4

Claim 5.10.4. We have $\operatorname{Pr}_{W_{L}^{\prime}, W_{L-1}, \ldots, W_{1}, A}\left[\left|N_{2}\right| \geq \frac{\delta}{40 n} m\right] \geq 1-e^{\Omega(\delta m / n)}$
$N_{2} \stackrel{\text { def }}{=}\left\{k \in[m]:\left(\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right| \leq \frac{\delta}{10 n \sqrt{m}}\right) \bigwedge\left(\forall i \in[n] \backslash\left\{i^{*}\right\}, \quad\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}\right)\right\}$
Proof of Claim 5.10.4. Throughout the proof we assume $W_{L-1}, \ldots, A$ are good enough so that Lemma 5.8.1 holds (for $\epsilon=0.01$ ) and we fix their randomness. Define

$$
N_{1} \stackrel{\text { def }}{=}\left\{k \in[m]:\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right| \leq \frac{\delta}{10 n \sqrt{m}}\right\}
$$

Since $\left\|h_{i^{*}, L-1}\right\|^{2} \leq 1.1$ by Lemma 5.8.1, and since by definition of $W_{L}^{\prime}$ we have $\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k} \sim$ $\mathcal{N}\left(0, \frac{2\left(1-\theta^{2}\right)\left\|h_{i^{*}, L-1}\right\|^{2}}{m}\right.$ ). By standard properties of Gaussian CDF (see Fact 5.10.5), we know $\left|\left(W_{L}^{\prime} h_{i^{*}, L-1}\right)_{k}\right| \leq \frac{\delta}{10 n \sqrt{m}}$ with probability at least $\frac{\delta}{25 n}$ for each $k \in[m]$. By Chernoff bound,

$$
\operatorname{Pr}_{W_{L}^{\prime}}\left[\left|N_{1}\right| \geq \frac{\delta}{30 n} m\right] \geq 1-e^{-\Omega(\delta m / n)}
$$

Next, suppose we fix the randomness of $W_{L}^{\prime} \widehat{h}$. Define

$$
N_{2} \stackrel{\text { def }}{=}\left\{k \in N_{1}: \forall i \in[n] \backslash\left\{i^{*}\right\}, \quad\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}\right\}
$$

For each $k \in N_{1}$ and $i \in[n] \backslash\left\{i^{*}\right\}$, we can write

$$
W_{L}^{\prime} h_{i, L-1}=W_{L}^{\prime} \widehat{h}\left(\widehat{h}^{\top} h_{i, L-1}\right)+W_{L}^{\prime}\left(I-\widehat{h} \widehat{h}^{\top}\right) h_{i, L-1} .
$$

Above, the first term on the right hand side is fixed (because we have fixed the randomness of $\left.W_{L}^{\prime} \widehat{h}\right)$; however, $W_{L}^{\prime}\left(I-\widehat{h} \widehat{h}^{\top}\right) h_{i, L-1}$ is still fresh new random Gaussian. In symbols,

$$
W_{L}^{\prime} h_{i, L-1} \sim \mathcal{N}\left(W_{L}^{\prime} \widehat{h} \widehat{h}^{\top} h_{i, L-1}, \frac{2\left\|\left(I-\widehat{h} \widehat{h}^{\top}\right) h_{i, L-1}\right\|^{2}}{m} I\right) .
$$

According to Lemma 5.8.5, the variance here is at least $\frac{2}{m}\left\|\left(I-\widehat{h} \widehat{h}^{\top}\right) h_{i, L-1}\right\|^{2} \geq \frac{\delta^{2}}{2 m}$. Using standard properties of Gaussian CDF (see Fact 5.10.5), we know $\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}$ with probability at least $1-\frac{1}{8 n}$ for each $k \in[m]$. By union bound, for this $k \in[m]$, with probability at least $\frac{7}{8}$ we know $\left|\left(W_{L}^{\prime} h_{i, L-1}\right)_{k}\right| \geq \frac{\delta}{4 n \sqrt{m}}$ for all $i \in[n] \backslash\left\{i^{*}\right\}$. By Chernoff bound (over all $k \in N_{1}$ ), we conclude that

$$
\underset{W_{L}^{\prime}}{\operatorname{Pr}}\left[\left.\left|N_{2}\right| \geq \frac{3}{4}\left|N_{1}\right| \right\rvert\, N_{1}\right] \geq 1-e^{-\Omega\left(\left|N_{1}\right|\right)}=1-e^{-\Omega(\delta m / n)} .
$$

Combining the two bounds we finish the proof.
Fact 5.10.5. Suppose $x \sim \mathcal{N}\left(0, \sigma^{2}\right)$ is a Gaussian random variable. For any $t \in(0, \sigma)$ we have

$$
\operatorname{Pr}[x \geq t] \in\left[\frac{1}{2}\left(1-\frac{4}{5} \frac{t}{\sigma}\right), \frac{1}{2}\left(1-\frac{2}{3} \frac{t}{\sigma}\right)\right]
$$

Similarly, if $x \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$, for any $t \in(0, \sigma)$, we have

$$
\operatorname{Pr}[|x| \geq t] \in\left[1-\frac{4}{5} \frac{t}{\sigma}, 1-\frac{2}{3} \frac{t}{\sigma}\right] .
$$

### 5.11 Theorem 5.11.1: Gradient Bound at After Perturbation

In this section we prove our main theorem on the gradient upper and lower bounds.
Theorem 5.11.1 (gradient bound, restated). Let $\omega \stackrel{\text { def }}{=} O\left(\frac{\delta^{3 / 2}}{n^{9 / 2} L^{6} \log ^{3} m}\right)$. With probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$ over the randomness of $\vec{W}^{(0)}, A, B$, it satisfies for every $\ell \in[L]$, every $i \in[n]$, and every $\vec{W}$ with $\left\|\vec{W}-\vec{W}^{(0)}\right\|_{2} \leq \omega$,

$$
\left\|\nabla_{W_{\ell}} F_{i}(\vec{W})\right\|_{F}^{2} \leq O\left(\frac{F_{i}(\vec{W})}{d} \times m\right) \quad \nabla_{W_{\ell}} F(\vec{W}) \|_{F}^{2} \leq O\left(\frac{F(\vec{W})}{d} \times m n\right)
$$

Remark 5.11.1. Our Theorem 5.11.1 only gives gradient lower bound on $\left\|\nabla_{W_{L}} F(\vec{W})\right\|_{F}$. In principle, one can derive similar lower bounds on $\left\|\nabla_{W_{\ell}} F(\vec{W})\right\|_{F}$ for all $\ell=1,2, \ldots, L-1$. However, the proof will be significantly more involved. We choose not to derive those bounds at the expense of losing a polynomial factor in $L$ in the final running time. For readers interested in the techniques for obtaining those bounds, we refer to them to the "randomness decomposition" part of [AZLS18].

Proof of Theorem 5.11.1. Again we denote by $\widetilde{D}_{i, \ell}$ and $D_{i, \ell}$ respectively the sign matrix at the initialization $\vec{W}^{(0)}$ and at the current point $\vec{W}$; and by $\widetilde{h}_{i, \ell}$ and $h_{i, \ell}$ respectively the forward vector at $\vec{W}^{(0)}$ and at $\vec{W}$. Let us choose $s=O\left(m \omega^{2 / 3} L\right)$ which bounds the sparsity of $\left\|D_{i, \ell}-\widetilde{D}_{i, \ell}\right\|_{0}$ by Lemma 5.9.1b. Recall

$$
\begin{align*}
& \widehat{\nabla}_{W_{\ell}}^{\vec{v}} F\left(\vec{W}^{(0)}\right)-\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F(\vec{W}) \\
= & \sum_{i=1}^{n}\left(\left(\mathrm{v}_{i}^{\top} B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} \widetilde{D}_{i, \ell}\right)^{\top}\left(\widetilde{h}_{i, \ell-1}\right)^{\top}-\left(\mathrm{v}_{i}^{\top} B D_{i, L} W_{L} \cdots W_{\ell+1} D_{i, \ell}\right)^{\top}\left(h_{i, \ell-1}\right)^{\top}\right) \tag{5.11}
\end{align*}
$$

By Lemma 5.9.6, we know that
$\left\|\mathbf{v}_{i}^{\top} B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{D}_{i, a} \widetilde{W}_{a} \widetilde{D}_{i, a-1}-\mathbf{v}_{i}^{\top} B D_{i, L} W_{L} \cdots D_{i, a} W_{a} D_{i, a-1}\right\| \leq O\left(\omega^{1 / 3} L^{2} \sqrt{m \log m} / \sqrt{d}\right) \cdot\left\|\mathbf{v}_{i}\right\|$

By Lemma 5.8.4b we know

$$
\left\|\mathbf{v}_{i}^{\top} B \widetilde{D}_{i, L} \widetilde{W}_{L} \cdots \widetilde{D}_{i, a} \widetilde{W}_{a} \widetilde{D}_{i, a-1}\right\| \leq O(\sqrt{m / d}) \cdot\left\|\mathbf{v}_{i}\right\|
$$

By Lemma 5.8.1 and Lemma 5.9.1c, we have

$$
\left\|h_{i, \ell-1}\right\| \leq 1.1 \quad \text { and } \quad\left\|h_{i, \ell-1}-\widetilde{h}_{i, \ell-1}\right\| \leq O\left(\omega L^{5 / 2} \sqrt{\log m}\right)
$$

Together, they imply

$$
\begin{align*}
\left\|\widehat{\nabla}_{W_{\ell}}^{\overrightarrow{v_{e}}} F\left(\vec{W}^{(0)}\right)-\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F(\vec{W})\right\|_{F}^{2} & \leq n\|\overrightarrow{\mathrm{v}}\|^{2} \cdot O\left(\omega^{1 / 3} L^{2} \sqrt{m \log m} / \sqrt{d}+\sqrt{m / d} \times \omega L^{5 / 2} \sqrt{\log m}\right)^{2} \\
& \leq n\|\overrightarrow{\mathrm{v}}\|^{2} \cdot O\left(\frac{m \log m}{d} \cdot \omega^{2 / 3} L^{4}\right) \tag{5.12}
\end{align*}
$$

With our parameter assumption on $\omega$, this together with Lemma 5.10.1 implies the same upper and lower bounds at point $\vec{W}=\vec{W}^{(0)}+\vec{W}^{\prime}$ :

$$
\begin{aligned}
\left\|\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F_{i}\left(\vec{W}^{(0)}+\vec{W}^{\prime}\right)\right\|_{F}^{2} \leq O\left(\frac{\left\|\mathrm{v}_{i}\right\|^{2}}{d} \times m\right) & \left\|\widehat{\nabla}_{W_{\ell}}^{\vec{v}} F\left(\vec{W}^{(0)}+\vec{W}^{\prime}\right)\right\|_{F}^{2} \leq O\left(\frac{\|\overrightarrow{\mathrm{v}}\|^{2}}{d} \times m n\right) \\
& \left\|\widehat{\nabla}_{W_{L}}^{\vec{v}_{L}} F\left(\vec{W}^{(0)}+\vec{W}^{\prime}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{\max _{i \in[n]}\left\|\mathrm{v}_{i}\right\|^{2}}{d n / \delta} \times m\right)
\end{aligned}
$$

Finally, taking $\epsilon$-net over all possible vectors $\vec{v}=\left(\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$, we know that the above bounds hold not only for fixed $\vec{v}$ but for all $\vec{v}$. In particular, we can now plug in the choice of $\mathrm{v}_{i}=$ loss $_{i}=B h_{i, L}-y_{i}^{*}$ and it implies our desired bounds on the true gradients.

### 5.12 Theorem 5.12.1: Objective Semi-Smoothness

The purpose of this section is to prove

Theorem 5.12.1 (objective semi-smoothness, restated). Let $\omega \in\left[\Omega\left(\frac{d^{3 / 2}}{m^{3 / 2} L^{3 / 2} \log ^{3 / 2} m}\right), O\left(\frac{1}{L^{4.5} \log ^{3} m}\right)\right]$ and $\vec{W}^{(0)}, A, B$ be at random initialization. With probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$ over the randomness of $\vec{W}^{(0)}, A, B$, we have for every $\stackrel{\breve{W}}{W} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ with $\left\|\stackrel{\breve{W}}{W}-\vec{W}^{(0)}\right\|_{2} \leq \omega$, and for every $\vec{W}^{\prime} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ with $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega$, we have

We introduce the following notations before we go to proofs.

Definition 5.12.1. For $i \in[n]$ and $\ell \in[L]$ :

$$
\begin{array}{lll}
\widetilde{g}_{i, 0}=A x_{i} & \breve{g}_{i, 0}=A x_{i} & g_{i, 0}=A x_{i} \\
\widetilde{h}_{i, 0}=\phi\left(A x_{i}\right) & \hbar_{i, 0}=\phi\left(A x_{i}\right) & h_{i, 0}=\phi\left(A x_{i}\right) \\
\widetilde{g}_{i, \ell}=\widetilde{W}_{\ell} \widetilde{h}_{i, \ell-1} & \breve{g}_{i, \ell}=\breve{W}_{\ell} \hbar_{i, \ell-1} & g_{i, \ell}=\left(\breve{W}_{\ell}+W_{\ell}^{\prime}\right) h_{i, \ell-1} \\
\widetilde{h}_{i, \ell}=\phi\left(\widetilde{W}_{\ell} \widetilde{h}_{i, \ell-1}\right) & \hbar_{i, \ell}=\phi\left(\breve{W}_{\ell} \hbar_{i, \ell-1}\right) & h_{i, \ell}=\phi\left(\left(\breve{W}_{\ell}+W_{\ell}^{\prime}\right) h_{i, \ell-1}\right) \\
& \operatorname{loss}_{i}=B \hbar_{i, L}-y_{i}^{*} &
\end{array}
$$

Define diagonal matrices $\widetilde{D}_{i, \ell} \in \mathbb{R}^{m \times m}$ and $\breve{D}_{i, \ell} \in \mathbb{R}^{m \times m}$ respectively by letting

$$
\left(\widetilde{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\widetilde{g}_{i, \ell}\right)_{k} \geq 0} \text { and }\left(\breve{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\breve{g}_{i, \ell}\right)_{k} \geq 0}, \forall k \in[m] .
$$

The following claim gives rise to a new recursive formula to calculate $h_{i, \ell}-\hbar_{i, \ell}$.

Claim 5.12.2. There exist diagonal matrices $D_{i, \ell}^{\prime \prime} \in \mathbb{R}^{m \times m}$ with entries in $[-1,1]$ such that,

$$
\begin{equation*}
\forall i \in[n], \forall \ell \in[L]: \quad h_{i, \ell}-\hbar_{i, \ell}=\sum_{a=1}^{\ell}\left(\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}\right) \breve{W}_{\ell} \cdots \breve{W}_{a+1}\left(\breve{D}_{i, a}+D_{i, a}^{\prime \prime}\right) W_{a}^{\prime} h_{i, a-1} \tag{5.13}
\end{equation*}
$$

Furthermore, we have $\left\|h_{i, \ell}-\hbar_{i, \ell}\right\| \leq O\left(L^{1.5}\right)\left\|W^{\prime}\right\|_{2},\left\|B h_{i, \ell}-B \hbar_{i, \ell}\right\| \leq O(L \sqrt{m / d})\left\|W^{\prime}\right\|_{2}$ and $\left\|D_{i, \ell}^{\prime \prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right)$.

Proof of Theorem 5.12.1. First of all, since
$\frac{1}{2}\left\|B h_{i, L}-y_{i}^{*}\right\|^{2}=\frac{1}{2}\left\|\operatorname{loss}_{i}+B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2}=\frac{1}{2}\left\|\operatorname{loss}_{i}\right\|^{2}+\operatorname{loss}_{i}^{\top} B\left(h_{i, L}-\hbar_{i, L}\right)+\frac{1}{2}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2}$
we can write

$$
\begin{align*}
& \quad F\left(\stackrel{\breve{W}}{\vec{W}}+\overrightarrow{W^{\prime}}\right)-F(\vec{W})-\left\langle\nabla F(\vec{W}), \vec{W}^{\prime}\right\rangle \\
& \stackrel{\oplus}{=}-\left\langle\nabla F(\stackrel{\breve{W}}{\vec{W}}), \overrightarrow{W^{\prime}}\right\rangle+\frac{1}{2} \sum_{i=1}^{n}\left\|B h_{i, L}-y_{i, L}^{*}\right\|^{2}-\left\|B \hbar_{i, L}-y_{i, L}^{*}\right\|^{2} \\
& \stackrel{(2)}{=}-\left\langle\nabla F(\stackrel{\breve{W}}{\vec{W}}), \overrightarrow{W^{\prime}}\right\rangle+\sum_{i=1}^{n} \breve{\operatorname{loss}}_{i}^{\top} B\left(h_{i, L}-\hbar_{i, L}\right)+\frac{1}{2}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2} \\
& \stackrel{(3)}{=} \sum_{i=1}^{n} \operatorname{loss}_{i}^{\top} B\left(\left(h_{i, L}-\hbar_{i, L}\right)-\sum_{\ell=1}^{L} \breve{D}_{i, L} \breve{W}_{L} \cdots \breve{W}_{\ell+1} \breve{D}_{i, \ell} W_{\ell}^{\prime} \hbar_{i, \ell-1}\right)+\frac{1}{2}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2} \\
& \stackrel{\oplus( }{=} \sum_{i=1}^{n} \breve{\operatorname{loss}}_{i}^{\top} B\left(\sum_{\ell=1}^{L}\left(\breve{D}_{i, L}+D_{i, L}^{\prime \prime}\right) \breve{W}_{L} \cdots \breve{W}_{\ell+1}\left(\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}\right) W_{\ell}^{\prime} h_{i, \ell-1}-\breve{D}_{i, L} \breve{W}_{L} \cdots \breve{W}_{\ell+1} \breve{D}_{i, \ell} W_{\ell}^{\prime} \hbar_{i, \ell-1}\right) \\
& \quad+\frac{1}{2} \sum_{i=1}^{n}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2} \tag{5.15}
\end{align*}
$$

Above, (1) is by the definition of $F(\cdot)$; (2) is by (5.14); (3) is by the definition of $\nabla F(\cdot)$ (see Fact 5.2.3 for an explicit form of the gradient).

We next bound the RHS of (5.15). We first note that by Lemma 5.9.1b, we have $\left\|\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}-\widetilde{D}_{i, \ell}\right\|_{0} \leq s$ and $\left\|\breve{D}_{i, \ell}-\widetilde{D}_{i, \ell}\right\|_{0} \leq s$ for $s=O\left(m \omega^{2 / 3} L\right)$.

We ignore subscripts in $i$ for notational convenience. We first use Claim 5.12.2 to get

$$
\begin{equation*}
\left\|B\left(h_{L}-\hbar_{L}\right)\right\| \leq O(L \sqrt{m / d}) \cdot\left\|\vec{W}^{\prime}\right\|_{2} \tag{5.16}
\end{equation*}
$$

Next we calculate that

$$
\begin{align*}
& \left|\operatorname{loss}_{i}^{\top} B\left(\breve{D}_{L}+D_{L}^{\prime \prime}\right) \breve{W}_{L} \cdots\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) W_{\ell}^{\prime} h_{\ell-1}-\operatorname{loss}_{i}^{\top} B \breve{D}_{L} \breve{W}_{L} \cdots \breve{D}_{\ell} W_{\ell}^{\prime} h_{\ell-1}\right| \\
\leq & \left\|\breve{\operatorname{loss}}_{i}\right\| \cdot \underbrace{\left\|B\left(\breve{D}_{L}+D_{L}^{\prime \prime}\right) \breve{W}_{L} \cdots \breve{W}_{\ell-1}\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right)-B \breve{D}_{L} \breve{W}_{L} \cdots \breve{W}_{\ell-1} \breve{D}_{\ell}\right\|_{2}}_{\text {Lemma 5.9.6 with } s=O\left(m \omega^{2 / 3} L\right)} \cdot\left\|W_{\ell}^{\prime} h_{\ell-1}\right\| \\
\leq & \left\|\operatorname{loss}_{i}\right\| \cdot O\left(\frac{\sqrt{L^{3} \omega^{2 / 3} L m \log m}}{\sqrt{d}}\right) \cdot O\left(\left\|W_{\ell}^{\prime}\right\|_{2}\right) .
\end{align*}
$$

Finally, we also have

$$
\begin{align*}
& \quad\left|\breve{\operatorname{loss}}_{i}^{\top} B \breve{D}_{L} \breve{W}_{L} \cdots \breve{D}_{\ell} W_{\ell}^{\prime}\left(h_{\ell-1}-\hbar_{\ell-1}\right)\right| \\
& \stackrel{(1)}{\leq}\left\|\operatorname{loss}_{i}\right\| \cdot O\left(\sqrt{m / d}+\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right) \cdot\left\|W_{\ell}^{\prime}\right\|_{2} \cdot\left\|h_{\ell}-\hbar_{\ell}\right\|_{2} \\
& \stackrel{(2)}{\leq} O\left(L^{0.5} \sqrt{m / d}\right) \cdot\left\|\operatorname{loss}_{i}\right\|_{2} \cdot L^{1.5}\left\|W_{\ell}^{\prime}\right\|^{2} \tag{5.18}
\end{align*}
$$

where (1) uses Lemma 5.8.4b (and Lemma 5.9.6 for bounding the perturbation) and (2) uses Claim 5.12.2 to bound $\left\|h_{\ell}-\hbar_{\ell}\right\|_{2}$ and our choice of $\omega$.

Putting (5.16), (5.17) and (5.18) back to (5.15), and using triangle inequality, we have the desired result.

### 5.12.1 Proof of Claim 5.12.2

We first present a simple proposition about the ReLU function.

Proposition 5.12.3. Given vectors $a, b \in \mathbb{R}^{m}$ and $D \in \mathbb{R}^{m \times m}$ the diagonal matrix where $D_{k, k}=\mathbb{1}_{a_{k} \geq 0}$. Then, then there exists a diagonal matrix $D^{\prime \prime} \in \mathbb{R}^{m \times m}$ with

- $\left|D_{k, k}+D_{k, k}^{\prime \prime}\right| \leq 1$ and $\left|D_{k, k}^{\prime \prime}\right| \leq 1$ for every $k \in[m]$,
- $D_{k, k}^{\prime \prime} \neq 0$ only when $\mathbb{1}_{a_{k} \geq 0} \neq \mathbb{1}_{b_{k} \geq 0}$, and
- $\phi(a)-\phi(b)=\left(D+D^{\prime \prime}\right)(a-b)$

Proof. We verify coordinate by coordinate for each $k \in[m]$.

- If $a_{k} \geq 0$ and $b_{k} \geq 0$, then $(\phi(a)-\phi(b))_{k}=a_{k}-b_{k}=(D(a-b))_{k}$.
- If $a_{k}<0$ and $b_{k}<0$, then $(\phi(a)-\phi(b))_{k}=0-0=(D(a-b))_{k}$.
- If $a_{k} \geq 0$ and $b_{k}<0$, then $(\phi(a)-\phi(b))_{k}=a_{k}=\left(a_{k}-b_{k}\right)+\frac{b_{k}}{a_{k}-b_{k}}\left(a_{k}-b_{k}\right)=$ $\left(D(a-b)+D^{\prime \prime}(a-b)\right)_{k}$, if we define $\left(D^{\prime \prime}\right)_{k, k}=\frac{b_{k}}{a_{k}-b_{k}} \in[-1,0]$.
- If $a_{k}<0$ and $b_{k} \geq 0$, then $(\phi(a)-\phi(b))_{k}=-b_{k}=0 \cdot\left(a_{k}-b_{k}\right)-\frac{b_{k}}{b_{k}-a_{k}}\left(a_{k}-b_{k}\right)=$ $\left(D(a-b)+D^{\prime \prime}(a-b)\right)_{k}$, if we define $\left(D^{\prime \prime}\right)_{k, k}=\frac{b_{k}}{b_{k}-a_{k}} \in[0,1]$.

Proof of Claim 5.12.2. We ignore the subscript in $i$ for cleanness, and calculate that

$$
\begin{aligned}
h_{\ell}-\hbar_{\ell} & \stackrel{\oplus}{=} \phi\left(\left(\breve{W}_{\ell}+W_{\ell}^{\prime}\right) h_{\ell-1}\right)-\phi\left(\breve{W}_{\ell} \hbar_{\ell-1}\right) \\
& \stackrel{\ominus}{=}\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right)\left(\left(\breve{W}_{\ell}+W_{\ell}^{\prime}\right) h_{\ell-1}-\breve{W}_{\ell} \hbar_{\ell-1}\right) \\
& =\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W}_{\ell}\left(h_{\ell-1}-\hbar_{\ell-1}\right)+\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) W_{\ell}^{\prime} h_{\ell-1} \\
& \stackrel{\ominus}{=} \sum_{a=1}^{\ell}\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W}_{\ell} \cdots \breve{W}_{a+1}\left(\breve{D}_{a}+D_{a}^{\prime \prime}\right) W_{a}^{\prime} h_{a-1}
\end{aligned}
$$

Above, (1) is by the recursive definition of $h_{\ell}$ and $\hbar_{\ell}$; (2) is by Proposition 5.12 .3 and $D_{\ell}^{\prime \prime}$ is defined according to Proposition 5.12.3; and inequality (3) is by recursively computing $h_{\ell-1}-\hbar_{\ell-1}$. As for the remaining properties:

- We have $\left\|D_{\ell}^{\prime \prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right)$.

This is because, $\left(D_{\ell}^{\prime \prime}\right)_{k, k}$ is non-zero only at the coordinates $k \in[m]$ where the signs of $\breve{g}_{\ell}$ and $g_{\ell}$ are opposite (by Proposition 5.12.3). Such a coordinate $k$ must satisfy either $\left(\widetilde{D}_{\ell}\right)_{k, k} \neq\left(\breve{D}_{\ell}\right)_{k, k}$ or $\left(\widetilde{D}_{\ell}\right)_{k, k} \neq\left(D_{\ell}\right)_{k, k}$, and therefore by Lemma 5.9.1b there are at most $O\left(m \omega^{2 / 3} L\right)$ such coordinates $k$.

- We have $\left\|h_{\ell}-\hbar_{\ell}\right\| \leq O\left(L^{1.5}\right)\left\|\vec{W}^{\prime}\right\|_{2}$.

This is because we have $\left\|\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W}_{\ell} \cdots \breve{W}_{a+1}\left(\breve{D}_{a}+D_{a}^{\prime \prime}\right)\right\|_{2} \leq O(\sqrt{L})$ from Lemma 5.9.5b, we have $\left\|h_{a-1}\right\| \leq O(1)\left(\right.$ by $\left\|\widetilde{h}_{a-1}\right\| \leq O(1)$ from Lemma 5.8.1 and $\left\|\widetilde{h}_{a-1}-h_{a-1}\right\| \leq o(1)$ from Lemma 5.9.1c $)$; and and $\left\|W_{a}^{\prime} h_{a-1}\right\| \leq\left\|W_{a}^{\prime}\right\|_{2}\left\|h_{a-1}\right\| \leq O\left(\left\|\vec{W}^{\prime}\right\|_{2}\right)$.

- We have $\left\|B h_{\ell}-B \hbar_{\ell}\right\| \leq O(L \sqrt{m / d})\left\|\overrightarrow{W^{\prime}}\right\|_{2}$.

This is because we have $\left\|B\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W}_{\ell} \cdots \breve{W}_{a+1}\left(\breve{D}_{a}+D_{a}^{\prime \prime}\right)\right\|_{2} \leq O(\sqrt{m / d})$ from Lemma 5.8.4b (along with perturbation bound Lemma 5.9.6), we have $\left\|h_{a-1}\right\| \leq O(1)$
(by $\left\|\widetilde{h}_{a-1}\right\| \leq O(1)$ from Lemma 5.8.1 and $\left\|\widetilde{h}_{a-1}-h_{a-1}\right\| \leq o(1)$ from Lemma 5.9.1c); and and $\left\|W_{a}^{\prime} h_{a-1}\right\| \leq\left\|W_{a}^{\prime}\right\|_{2}\left\|h_{a-1}\right\| \leq O\left(\left\|\vec{W}^{\prime}\right\|_{2}\right)$.

### 5.13 Theorem 5.13.1: Convergence Rate of GD

Theorem 5.13.1 (gradient descent, restated). For any $\epsilon \in(0,1], \delta \in\left(0, O\left(\frac{1}{L}\right)\right]$. Let $m \geq$ $\widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) d\right), \eta=\Theta\left(\frac{d \delta}{\operatorname{poly}(n, L) m}\right)$, and $\vec{W}^{(0)}, A, B$ are at random initialization. Then, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$, suppose we start at $\vec{W}^{(0)}$ and for each $t=0,1, \ldots, T-1$,

$$
\vec{W}^{(t+1)}=\vec{W}^{(t)}-\eta \nabla F\left(\vec{W}^{(t)}\right) .
$$

Then, it satisfies

$$
F\left(\vec{W}^{(T)}\right) \leq \epsilon \quad \text { for } \quad T=\Theta\left(\frac{\operatorname{poly}(n, L)}{\delta^{2}} \log \frac{1}{\epsilon}\right)
$$

In other words, the training loss drops to $\epsilon$ in a linear convergence speed.

Proof of Theorem 5.13.1. Using Lemma 5.8.1 we have $\left\|h_{i, L}\right\|_{2} \leq 1.1$ and then using the randomness of $B$, it is easy to show that $\left\|B \widetilde{h}_{i, L}-y_{i}^{*}\right\|^{2} \leq O\left(\log ^{2} m\right)$ with at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ (where $\widetilde{h}_{i, L}$ is defined with respect to the random initialization $\vec{W}^{(0)}$ ), and therefore

$$
F\left(\vec{W}^{(0)}\right) \leq O\left(n \log ^{2} m\right)
$$

Let us assume for every $t=0,1, \ldots, T-1$, the following holds

$$
\begin{equation*}
\left\|\vec{W}^{(t)}-\vec{W}^{(0)}\right\|_{F} \leq \omega \stackrel{\text { def }}{=} O\left(\frac{n^{3} \sqrt{d}}{\delta \sqrt{m}} \log m\right) \tag{5.19}
\end{equation*}
$$

We shall prove the convergence of GD assuming (5.19) holds, so that previous statements such as Theorem 5.12.1 and Theorem 5.11.1 can be applied. At the end of the proof, we shall verify that (5.19) is satisfied.

To make the proof simple, we choose

$$
\begin{aligned}
m & \geq \Omega\left(\frac{n^{24} L^{12} d \log ^{5} m}{\delta^{8}}\right), \\
\eta & =\Theta\left(\frac{d \delta}{n^{4} L^{2} m}\right), \\
T & =\Theta\left(\frac{n^{6} L^{2}}{\delta^{2}} \log \frac{1}{\epsilon}\right)
\end{aligned}
$$

We emphasize that

- Most of the polynomial dependency in $n, L, \delta^{-1}$ come from the non-smoothness of the ReLU activation; if one instead studies smooth activations, their power can be significantly reduced. For instance, for smooth activation functions, one does not need the semi-smoothness Theorem 5.12.1.
- We have not tried to tighten the polynomial dependency on $n, L, \delta^{-1}$. We are aware of many ways to improve the constant in the exponents at the expense of complicating the proofs. Since the main focus of this paper is to derive the first polynomial running time, we do not include such improvements.

Letting $\nabla_{t}=\nabla F\left(\vec{W}^{(t)}\right)$, we calculate that

$$
\begin{align*}
& F\left(\vec{W}^{(t+1)}\right) \\
& \stackrel{(1)}{\leq} F\left(\vec{W}^{(t)}\right)-\eta\left\|\nabla F\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}+\eta \sqrt{n F\left(\vec{W}^{(t)}\right)} \cdot O\left(\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right) \cdot\left\|\nabla_{t}\right\|_{2}+O\left(\eta^{2} \frac{n L^{2} m}{d}\right)\left\|\nabla_{t}\right\|_{2}^{2} \\
& \stackrel{(2)}{\leq} F\left(\vec{W}^{(t)}\right)-\eta\left\|\nabla F\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}+O\left(\frac{\eta n L^{2} m \omega^{1 / 3} \sqrt{\log m}}{d}+\frac{\eta^{2} n^{2} L^{2} m^{2}}{d^{2}}\right) \cdot F\left(\vec{W}^{(t)}\right) \\
& \stackrel{\text { ® }}{\leq}\left(1-\Omega\left(\frac{\eta \delta m}{d n^{2}}\right)\right) F\left(\vec{W}^{(t)}\right) . \tag{5.20}
\end{align*}
$$

Above, (1) uses Theorem 5.12.1; (2) uses Theorem 5.11.1 (which gives $\left\|\nabla_{t}\right\|_{2}^{2} \leq \max _{\ell \in[L]}\left\|\nabla_{W_{\ell}} F\left(\vec{W}^{(t)}\right)\right\|_{F}^{2} \leq$ $\left.O\left(\frac{F\left(\vec{W}^{(t)}\right)}{d} \times m n\right)\right)$; (3) use gradient lower bound from Theorem 5.11.1 and our choice of $\eta$. In other words, after $T=\Theta\left(\frac{d n^{2}}{\eta \delta m}\right) \log \frac{n \log m}{\epsilon}$ iterations we have $F\left(\vec{W}^{(T)}\right) \leq \epsilon$.

We need to verify for each $t,\left\|\vec{W}^{(t)}-\vec{W}^{(0)}\right\|_{F}$ is small so that (5.19) holds. By Theorem 5.11.1,

$$
\begin{aligned}
\left\|W_{\ell}^{(t)}-W_{\ell}^{(0)}\right\|_{F} & \leq \sum_{i=0}^{t-1}\left\|\eta \nabla_{W_{\ell}} F\left(\vec{W}^{(i)}\right)\right\|_{F} \leq O(\eta \sqrt{n m / d}) \cdot \sum_{i=0}^{t-1} \sqrt{F\left(\vec{W}^{(i)}\right)} \\
& \leq O(\eta \sqrt{n m / d}) \cdot \Theta\left(\frac{d n^{2}}{\eta \delta m}\right) \cdot O\left(\sqrt{n \log ^{2} m}\right) \leq O\left(\frac{n^{3} \sqrt{d}}{\delta \sqrt{m}} \log m\right)
\end{aligned}
$$

where the last step follows by our choice of $T$.

### 5.14 Theorem 5.14.1: Convergence Rate of SGD

Theorem 5.14.1 (stochastic gradient descent, stated). For any $\epsilon \in(0,1], \delta \in\left(0, O\left(\frac{1}{L}\right)\right]$, $b \in[n]$. Let $m \geq \widetilde{\Omega}\left(\frac{\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d}{b}\right), \eta \stackrel{\text { def }}{=} \Theta\left(\frac{b \delta d}{\operatorname{poly}(n, L) m \log ^{2} m}\right)$, and $\vec{W}^{(0)}, A, B$ are at random initialization. Suppose we start at $W^{(0)}$ and for each $t=0,1, \ldots, T-1$,

$$
W^{(t+1)}=W^{(t)}-\eta \cdot \frac{n}{\left|S_{t}\right|} \sum_{i \in S_{t}} \nabla F\left(W^{(t)}\right)
$$

(for a random subset $S_{t} \subseteq[n]$ of fixed cardinality b.)
Then, it satisfies with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ over the randomness of $S_{1}, \ldots, S_{T}$ :

$$
F\left(W^{(T)}\right) \leq \epsilon \quad \text { for all } \quad T=\Theta\left(\frac{\operatorname{poly}(n, L) \log ^{2} m}{b \delta^{2}} \log \frac{n \log m}{\epsilon}\right)
$$

The proof of Theorem 5.14.1 is the same as Theorem 5.13.1 plus the careful use of martingale concentration.

Proof of Theorem 5.14.1. Using similar argument as the proof of Theorem 5.13.1, we have with at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ probability

$$
F\left(\vec{W}^{(0)}\right) \leq O\left(n \log ^{2} m\right)
$$

Let us assume for every $t=0,1, \ldots, T-1$, the following holds

$$
\begin{equation*}
\left\|\vec{W}^{(t)}-\vec{W}^{(0)}\right\|_{F} \leq \omega \stackrel{\text { def }}{=} O\left(\frac{n^{3.5} \sqrt{d}}{\delta \sqrt{b m}} \log m\right) \tag{5.21}
\end{equation*}
$$

We shall prove the convergence of SGD assuming (5.21) holds, so that previous statements such as Theorem 5.12.1 and Theorem 5.11.1 can be applied. At the end of the proof, we shall verify that (5.21) is satisfied throughout the SGD with high probability.

To make the proof simple, we choose

$$
\begin{gathered}
m \geq \Omega\left(\frac{n^{24} L^{12} b d \log ^{5} m}{\delta^{8}}\right), \\
\eta=\Theta\left(\frac{b \delta d}{n^{5} L^{2} m \log ^{2} m}\right), \\
T=\Theta\left(\frac{d n^{2}}{\eta \delta m} \log \frac{n \log m}{\epsilon}\right) \\
=\Theta\left(\frac{n^{7} L^{2} \log ^{2} m}{b \delta^{2}} \log \frac{n \log m}{\epsilon}\right)
\end{gathered}
$$

We emphasize that

- Most of the polynomial dependency in $n, L, \delta^{-1}$ come from the non-smoothness of the ReLU activation; if one instead studies smooth activations, their power can be significantly reduced. For instance, for smooth activation functions, one does not need the semi-smoothness Theorem 5.12.1.
- We have not tried to tighten the polynomial dependency on $n, L, \delta^{-1}$. We are aware of many ways to improve the constant in the exponents at the expense of complicating the proofs. Since the main focus of this paper is to derive the first polynomial running time, we do not include such improvements.

For each $t=0,1, \ldots, T-1$, using the same notation as Theorem 5.13.1, except that
we choose $\nabla_{t}=\frac{n}{\left|S_{t}\right|} \sum_{i \in S_{t}} \nabla F_{i}\left(\vec{W}^{(t)}\right)$. We have $\mathbb{E}_{S_{t}}\left[\nabla_{t}\right]=\nabla F\left(\vec{W}^{(t)}\right)$ and therefore

$$
\begin{align*}
& \underset{S_{t}}{\mathbb{E}}\left[F\left(\vec{W}^{(t+1)}\right)\right] \\
& \stackrel{\otimes}{\leq} F\left(\vec{W}^{(t)}\right)-\eta\left\|\nabla F\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}+\eta \sqrt{n F\left(\vec{W}^{(t)}\right)} \cdot O\left(\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right) \cdot \underset{S_{t}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}\right] \\
& +O\left(\eta^{2} \frac{n L^{2} m}{d}\right) \underset{S_{t}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}^{2}\right] \\
& \stackrel{(2)}{\leq} F\left(\vec{W}^{(t)}\right)-\eta\left\|\nabla_{t}\right\|_{F}^{2}+O\left(\frac{\eta n L^{2} m \omega^{1 / 3} \sqrt{\log m}}{d}+\frac{\eta^{2} n^{2} L^{2} m^{2}}{d^{2}}\right) \cdot F\left(\vec{W}^{(t)}\right) \\
& \stackrel{(3)}{\leq}\left(1-\Omega\left(\frac{\eta \delta m}{d n^{2}}\right)\right) F\left(\vec{W}^{(t)}\right) . \tag{5.22}
\end{align*}
$$

Above, (1) uses Theorem 5.12.1 and $\mathbb{E}_{S_{t}}\left[\nabla_{t}\right]=\nabla F\left(\vec{W}^{(t)}\right)$; (2) uses Theorem 5.11 .1 which give

$$
\begin{aligned}
& \underset{S_{t}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}^{2}\right] \leq \frac{n^{2}}{b} \underset{S_{t}}{\mathbb{E}}\left[\sum_{i \in S_{t}} \max _{\ell \in[L]}\left\|\nabla_{W_{\ell}} F_{i}\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}\right] \leq O\left(\frac{n m F\left(\vec{W}^{(t)}\right)}{d}\right) \\
& \underset{S_{t}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}\right] \leq\left(\frac{\underset{S_{t}}{\mathbb{E}}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}^{2}\right]\right)^{1 / 2} \leq O\left(\left(\frac{n m F\left(\vec{W}^{(t)}\right)}{d}\right)^{1 / 2}\right)
\end{aligned}
$$

(3) use gradient lower bound from Theorem 5.11.1 and our choice of $\eta$.

At the same time, we also have the following absolute value bound:

$$
\begin{align*}
F\left(\vec{W}^{(t+1)}\right) \stackrel{\oplus}{\leq} & F\left(\vec{W}^{(t)}\right)+\eta\left\|\nabla F\left(\vec{W}^{(t)}\right)\right\|_{F} \cdot\left\|\nabla_{t}\right\|_{F} \\
& +\eta \sqrt{n F\left(\vec{W}^{(t)}\right)} \cdot O\left(\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right) \cdot\left\|\nabla_{t}\right\|_{2}+O\left(\eta^{2} \frac{n L^{2} m}{d}\right) \cdot\left\|\nabla_{t}\right\|_{2}^{2} \\
\stackrel{(2)}{\leq} & F\left(\vec{W}^{(t)}\right)+\eta \cdot O\left(\sqrt{\frac{L F\left(\vec{W}^{(t)}\right) m n}{d}}\right) \cdot O\left(\sqrt{\frac{n^{2} m L F\left(\vec{W}^{(t)}\right)}{b d}}\right) \\
& +\eta \sqrt{n F\left(\vec{W}^{(t)}\right)} \cdot O\left(\frac{\omega^{1 / 3} L^{2} \sqrt{m \log m}}{\sqrt{d}}\right) \cdot \frac{\sqrt{n^{2} m F\left(\vec{W}^{(t)}\right)}}{\sqrt{b d}} \\
& +O\left(\eta^{2} \frac{n L^{2} m}{d}\right) \cdot \frac{n^{2}}{b} O\left(\frac{m F\left(\vec{W}^{(t)}\right)}{d}\right) \\
\stackrel{(3)}{\leq}(1 & \left.+O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d}+\frac{\eta n^{1.5} \omega^{1 / 3} L^{2} m \sqrt{\log m}}{\sqrt{b} d}+\frac{\eta^{2} n^{3} L^{2} m^{2}}{d^{2} b}\right)\right) F\left(\vec{W}^{(t)}\right) \cdot \tag{5.23}
\end{align*}
$$

Above, (1) uses Theorem 5.12.1 and Cauchy-Schwarz $\langle A, B\rangle \leq\|A\|_{F}\|B\|_{F}$, and (2) uses Theorem 5.11.1 which give

$$
\begin{aligned}
& \left\|\nabla_{t}\right\|_{2}^{2} \leq \frac{n^{2}}{b}\left[\sum_{i \in S_{t}} \max _{\ell \in[L]}\left\|\nabla_{W_{\ell}} F_{i}\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}\right] \leq \frac{n^{2}}{b} O\left(\frac{m F\left(\vec{W}^{(t)}\right)}{d}\right) \\
& \left\|\nabla_{t}\right\|_{F}^{2} \leq \frac{n^{2}}{b}\left[\sum_{i \in S_{t}} \sum_{\ell=1}^{L}\left\|\nabla_{W_{\ell}} F_{i}\left(\vec{W}^{(t)}\right)\right\|_{F}^{2}\right] \leq \frac{L n^{2}}{b} O\left(\frac{m F\left(\vec{W}^{(t)}\right)}{d}\right)
\end{aligned}
$$

and the derivation from (5.22).
Next, taking logarithm on both sides of (5.22) and (5.23), and using Jensen's inequality $\mathbb{E}[\log X] \leq \log \mathbb{E}[X]$, we have $\mathbb{E}\left[\log F\left(\vec{W}^{(t+1)}\right)\right] \leq \log F\left(\vec{W}^{(t)}\right)-\Omega\left(\frac{\eta \delta m}{d n^{2}}\right) \quad$ and $\quad \log F\left(\vec{W}^{(t+1)}\right) \leq \log F\left(\vec{W}^{(t)}\right)+O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d}\right)$ By (one-sided) martingale concentration, we have with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$, for every $t=1,2, \ldots, T$ :

$$
\log F\left(\vec{W}^{(t)}\right)-\mathbb{E}\left[\log F\left(\vec{W}^{(t)}\right)\right] \leq \sqrt{t} \cdot O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d}\right) \cdot \log m
$$

This implies for every $t=1,2, \ldots, T$, we have

$$
\begin{aligned}
\log F\left(\vec{W}^{(t)}\right) \leq & \sqrt{t} \cdot O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d}\right) \cdot \log m+\log F\left(\vec{W}^{(0)}\right)-\Omega\left(\frac{\eta \delta m}{d n^{2}}\right) t \\
\stackrel{\oplus}{=} & \log F\left(\vec{W}^{(0)}\right)-\left(\sqrt{\frac{\eta \delta m}{d n^{2}}} \cdot \Omega(\sqrt{t})-\sqrt{\frac{d n^{2}}{\eta \delta m}} \cdot O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d} \log m\right)\right)^{2} \\
& +O\left(\frac{\eta L^{2} m n^{5}}{b \delta d} \log ^{2} m\right) \\
& \stackrel{(2)}{\leq} \log F\left(\vec{W}^{(0)}\right)+1-\left(\sqrt{\frac{\eta \delta m}{d n^{2}}} \cdot \Omega(\sqrt{t})-\sqrt{\frac{d n^{2}}{\eta \delta m}} \cdot O\left(\frac{\eta L m n^{1.5}}{\sqrt{b} d} \log m\right)\right)^{2} \\
& \stackrel{\otimes}{\leq} \log F\left(\vec{W}^{(0)}\right)+1-\mathbb{1}\left[t \geq \Theta\left(\frac{L^{2} n^{7}}{b \delta^{2}} \log ^{2} m\right)\right] \cdot \Omega\left(\frac{\eta \delta m}{d n^{2}} t\right) \\
& \stackrel{\oplus}{\leq} \log F\left(\vec{W}^{(0)}\right)+1-\mathbb{1}\left[t \geq \Theta\left(\frac{L^{2} n^{7}}{b \delta^{2}} \log ^{2} m\right)\right] \cdot \Omega\left(\frac{b \delta^{2}}{L^{2} n^{7} \log ^{2} m} t\right) .
\end{aligned}
$$

Above, in (1) we have used $2 a \sqrt{t}-b^{2} t=-(b \sqrt{t}-a / b)^{2}+a^{2} / b^{2}$; in (2) we have used our choice of $\eta$; in (3) we have used $-(a \sqrt{t}-b)^{2} \leq-\mathbb{1}\left[t \geq 2 b^{2} / a^{2}\right] \cdot \frac{a^{2} t}{4}$; and in (4) we have used our choice of $\eta$ again. We can read two things from the above formula:

- If $T \geq \Omega\left(\frac{L^{2} n^{7}}{b \delta^{2}} \log ^{2} m \log \frac{n \log m}{\epsilon}\right)$ then we have

$$
\log F\left(\vec{W}^{(T)}\right) \leq \log O\left(n \log ^{2} m\right)-\Omega\left(\log \frac{n \log ^{2} m}{\epsilon}\right) \leq \log \epsilon
$$

so $F\left(\vec{W}^{(T)}\right) \leq \epsilon$.

- Letting $T_{0}=\Omega\left(\frac{L^{2} n^{7}}{b \delta^{2}} \log ^{2} m\right)$, we have

$$
\sum_{i=0}^{t-1} \sqrt{F\left(\vec{W}^{(i)}\right)} \leq \sqrt{n \log ^{2} m} \cdot 2 T_{0}+\frac{\sqrt{n \log ^{2} m}}{2} \cdot 2 T_{0}+\frac{\sqrt{n \log ^{2} m}}{4} \cdot 2 T_{0}+\cdots \leq O\left(\sqrt{n \log ^{2} m} T_{0}\right)
$$

and therefore one can verify that $\left\|\vec{W}^{(t)}-\vec{W}^{(0)}\right\|_{F}$ is small and (5.21) holds: by Theorem 5.11.1,

$$
\begin{aligned}
\left\|W_{\ell}^{(t)}-W_{\ell}^{(0)}\right\|_{F} & \leq \sum_{i=0}^{t-1}\left\|\eta \frac{n}{\left|S_{t}\right|} \sum_{i \in S_{t}} \nabla_{W_{\ell}} F_{i}\left(\vec{W}^{(t)}\right)\right\|_{F} \leq O\left(\eta \sqrt{\frac{n^{2} m}{b d}}\right) \cdot \sum_{i=0}^{t-1} \sqrt{F\left(\vec{W}^{(i)}\right)} \\
& \leq O\left(\eta \sqrt{\frac{n^{2} m}{b d}}\right) \cdot O\left(T_{0} \sqrt{n} \log m\right) \leq O\left(\frac{n^{3.5} \sqrt{d}}{\delta \sqrt{b m}} \log m\right)
\end{aligned}
$$

### 5.15 Theorem 5.15.1: Equivalence to Neural Tangent Kernel

Recall on input $x \in \mathbb{R}^{\boldsymbol{d}}$, the network output $y(\vec{W} ; x) \stackrel{\text { def }}{=} y=B h_{L} \in \mathbb{R}^{d}$ is a function of the weights $\vec{W}$. The neural tangent kernel (NTK) [JGH18] is usually referred to as the feature space defined by the network gradient at random initialization. In other words, for the $j$-th output dimension,

- the NTK kernel function $K_{j}^{\text {ntk }}(x, \widetilde{x}) \stackrel{\text { def }}{=}\left\langle\nabla y_{j}\left(\vec{W}^{(0)} ; x\right), \nabla y_{j}\left(\vec{W}^{(0)} ; \widetilde{x}\right)\right\rangle$
- the NTK objective $y_{j}^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right) \stackrel{\text { def }}{=}\left\langle\nabla y_{j}\left(\vec{W}^{(0)} ; x\right), \vec{W}^{\prime}\right\rangle$.

We have the following theorem whose proof is subsumed by the proofs of Theorem 5.11.1 and 5.12.1. We prove it here for completeness' sake.

Theorem 5.15.1. Let $\vec{W}^{(0)}, A, B$ be at random initialization. For every fixed unit vector $x \in \mathbb{R}^{\mathbb{d}}$, every (small) parameter $\omega \in\left[\Omega\left(\frac{d^{3 / 2}}{m^{3 / 2} L^{3 / 2} \log ^{3 / 2} m}\right), O\left(\frac{1}{L^{4.5} \log ^{3} m}\right)\right]$, with probability at least $1-e^{-\Omega\left(m \omega^{2 / 3} L\right)}$ over $\vec{W}^{(0)}, A, B$, we have for all $\vec{W}^{\prime} \in\left(\mathbb{R}^{m \times m}\right)^{L}$ with $\left\|\vec{W}^{\prime}\right\|_{2} \leq \omega$, for all $j \in[d]$,
(a) $\left\|\nabla y_{j}\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right)-\nabla y_{j}^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)\right\|_{F} \leq O\left(\sqrt{\log m} \cdot \omega^{1 / 3} L^{3}\right) \cdot\left\|\nabla y_{j}^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)\right\|_{F}$; and
(b) $y_{j}\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right)=y_{j}\left(\vec{W}^{(0)} ; x\right)+y_{j}^{\text {ntk }}\left(\vec{W}^{\prime} ; x\right)+O\left(\frac{L^{3} \omega^{4 / 3} \sqrt{m \log m}}{\sqrt{d}}\right)$.
(c) If $x, \widetilde{x} \in \mathbb{R}^{\mathcal{D}}$ are two fixed unit vectors, and $\omega \leq O\left(\frac{1}{L^{9} \log ^{3 / 2} m}\right)$, then

$$
\begin{aligned}
\mid\left\langle\nabla y_{j}\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right), \nabla y_{j}\left(\vec{W}^{(0)}+\right.\right. & \left.\left.\vec{W}^{\prime} ; \widetilde{x}\right)\right\rangle-K_{j}^{\mathrm{ntk}}(x, \widetilde{x}) \mid \\
& \leq O\left(\sqrt{\log m} \cdot \omega^{1 / 3} L^{3}\right) \cdot \sqrt{K_{j}^{\mathrm{ntk}}(x, x) K_{j}^{\mathrm{ntk}}(\widetilde{x}, \widetilde{x})}
\end{aligned}
$$

Proof of Theorem 5.15.1. As before we denote by $\widetilde{D}_{1}, \ldots \widetilde{D}_{L}$ and $\widetilde{h}_{1}, \ldots, \widetilde{h}_{L}$ the diagonal sign matrices and forward vectors determined at random initialization $\vec{W}^{(0)}$ and by $D_{1}, \ldots, D_{L}$ and $h_{1}, \ldots, h_{L}$ those determined at $\vec{W} \stackrel{\text { def }}{=} \vec{W}^{(0)}+\vec{W}^{\prime}$. Recall $\left\|D_{\ell}^{\prime}\right\|_{0}=\left\|D_{\ell}-\widetilde{D}_{\ell}\right\|_{0} \leq s \stackrel{\text { def }}{=}$ $O\left(m \omega^{2 / 3} L\right)$ from Lemma 5.9.1b.
(a) Let $e_{j} \in \mathbb{R}^{d}$ be the $j$-th basis vector and $\ell$ be in $[L]$. We have

$$
\begin{aligned}
& \nabla_{W_{\ell}} y_{j}^{\mathrm{ntk}}\left(\vec{W}^{\prime} ; x\right)-\nabla_{W_{\ell}} y_{j}\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right) \\
= & \left(e_{j}^{\top} B \widetilde{D}_{L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} \widetilde{D}_{\ell}\right)^{\top}\left(\widetilde{h}_{\ell-1}\right)^{\top}-\left(e_{j}^{\top} B D_{L} W_{L} \cdots W_{\ell+1} D_{\ell}\right)^{\top}\left(h_{\ell-1}\right)^{\top}
\end{aligned}
$$

This difference matrix is precisely (5.11) (by setting $n=1$ and $v=e_{j}$ ). Using the bound (5.12) we have its Frobenius norm is at most $O\left(\sqrt{m \log m / d} \cdot \omega^{1 / 3} L^{2}\right)$. On the other hand, one can calculate for every $k \in[m]$,

$$
\nabla_{\left[W_{L}\right]_{k}} y_{j}^{\text {ntk }}\left(\overrightarrow{W^{\prime}} ; x\right)=\left(B^{\top} e_{j}\right)_{k} \cdot \widetilde{h}_{L-1} \cdot \mathbb{1}_{\left\langle\left[W_{L}\right]_{k}, \widetilde{h}_{L-1}\right\rangle \geq 0} .
$$

We already know $\left\|\widetilde{h}_{L-1}\right\| \geq \Omega(1)$ from Lemma 5.8.1. Now, regardless of the randomness of $\widetilde{h}_{L-1}$, we have $\mathbb{1}_{\left\langle\left[W_{L}\right]_{k}, \widetilde{h}_{L-1}\right\rangle \geq 0}=1$ with exactly half probability; also, regardless of the randomness of $\vec{W}^{(0)}$ and $A$, we have $\left(B^{\top} e_{j}\right)_{k} \sim \mathcal{N}\left(0, \frac{1}{d}\right)$. Therefore, we conclude that with probability at least $1-e^{-\Omega(m)}$ it satisfies $\left\|\nabla_{W_{L}} y_{j}^{\text {ntk }}\left(\overrightarrow{W^{\prime}} ; x\right)\right\|_{F}^{2} \geq \Omega(m / d)$. Putting the two abounds together we finish the proof.
(b) This statement can be derived from (5.15), (5.17) and (5.18). For completeness' sake,
below we provide a direct proof without invoking them. We first calculate that

$$
\begin{align*}
& \quad\left|y_{j}\left(\vec{W}^{(0)}+\vec{W}^{\prime} ; x\right)-e_{j}^{\top} B \widetilde{D}_{L} W_{L} \cdots \widetilde{D}_{1} W_{1} x\right|=\left|\sum_{\ell=1}^{L} e_{j}^{\top} B \widetilde{D}_{L} W_{L} \cdots \widetilde{D}_{\ell+1} W_{\ell+1} D_{\ell}^{\prime} g_{\ell-1}\right| \\
& \leq \sum_{\ell=1}^{L}(\underbrace{\left\|B \widetilde{D}_{L} \widetilde{W}_{L} \cdots \widetilde{D}_{\ell+1} \widetilde{W}_{\ell+1} D_{\ell}^{\prime}\right\|_{2}}_{\text {Lemma 5.8.4a }} \\
& \quad+\underbrace{\left\|B \widetilde{D}_{L} \widetilde{W}_{L} \cdots \widetilde{D}_{\ell+1} \widetilde{W}_{\ell+1}-B \widetilde{D}_{L} W_{L} \cdots \widetilde{D}_{\ell+1} W_{\ell+1}\right\|_{2}}_{\text {Lemma } 5.9 .6}) \cdot \underbrace{\left\|D_{\ell}^{\prime} g_{\ell-1}\right\|}_{\text {Lemma 5.9.1b }} \\
& \leq L \cdot\left(O\left(\frac{\sqrt{s \log m}}{\sqrt{d}}\right)+O\left(\omega L^{1.5} \frac{\sqrt{m}}{\sqrt{d}}\right)\right) \cdot O\left(\omega L^{3 / 2}\right) \leq O\left(\frac{L^{3} \omega^{4 / 3} \sqrt{m \log m}}{\sqrt{d}}\right) \tag{5.24}
\end{align*}
$$

We next calculate that

$$
\begin{align*}
& \left|e_{j}^{\top} B \widetilde{D}_{L} W_{L} \cdots \widetilde{D}_{1} W_{1} x-y_{j}\left(\vec{W}^{(0)}\right)-y^{\mathrm{ntk}}\left(\vec{W}^{\prime} ; x\right)\right| \\
= & \left|\sum_{\ell=1}^{L} e_{j}^{\top} B \widetilde{D}_{L} W_{L} \cdots W_{\ell+1} \widetilde{D}_{\ell} W_{\ell}^{\prime} \widetilde{h}_{\ell-1}-e_{j}^{\top} B \widetilde{D}_{L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} \widetilde{D}_{\ell} W_{\ell}^{\prime} \widetilde{h}_{\ell-1}\right| \\
\leq & \sum_{\ell=1}^{L} \underbrace{\left\|B\left(\widetilde{D}_{L} W_{L} \cdots W_{\ell+1} \widetilde{D}_{\ell}-\widetilde{D}_{L} \widetilde{W}_{L} \cdots \widetilde{W}_{\ell+1} \widetilde{D}_{\ell}\right)\right\|_{2}}_{\text {Lemma 5.9.6 }} \cdot\left\|W_{\ell}^{\prime}\right\|_{2} \cdot \underbrace{\left\|\widetilde{h}_{\ell-1}\right\|}_{\text {Lemma } 5.8 .1} \\
\leq & L \cdot O\left(\omega L^{1.5} \frac{\sqrt{m}}{\sqrt{d}}\right) \cdot \omega \cdot O(1) \leq O\left(\omega^{2} L^{2.5} \frac{\sqrt{m}}{\sqrt{d}}\right) \tag{5.25}
\end{align*}
$$

Putting (5.24) and (5.25) together finishes the proof.
(c) This is a direct corollary of (a).

### 5.16 Extension to Other Loss Functions

For simplicity, in them main body of this paper we have used the $\ell_{2}$ regression loss. Our results generalize easily to other Lipschitz smooth (but possibly nonconvex) loss functions.

Suppose we are given loss function $f(z ; y)$ that takes as input a neural-network output $z \in \mathbb{R}^{d}$ and a label $y$. Then, our training objective for the $i$-th training sample becomes $F_{i}(W)=f\left(B h_{i, L} ; y_{i}^{*}\right)$. We redefine the loss vector $\operatorname{loss}_{i} \stackrel{\text { def }}{=} \nabla f\left(B h_{i, L} ; y_{i}^{*}\right) \in \mathbb{R}^{d}$ (where the gradient is with respect to $z$ ). Note that if $f(z ; y)=\frac{1}{2}\|z-y\|^{2}$ is the $\ell_{2}$ loss, then this notion coincides with Section 5.2. We assume that $f(z ; y)$ is 1-Lipscthiz (upper) smooth with respect to $z .{ }^{17}$

All the results in Section 5.8, 5.9 and 5.10 remain unchanged. Section 5.11 also remains unchanged, except we need to restate Theorem 5.11 .1 with respect to this new notation:

$$
\begin{array}{ll}
\left\|\nabla_{W_{\ell}} F_{i}(\vec{W})\right\|_{F}^{2} \leq O\left(\frac{\left\|\operatorname{loss}_{i}\right\|^{2}}{d} \times m\right) \quad & \left\|\nabla_{W_{\ell}} F(\vec{W})\right\|_{F}^{2} \leq O\left(\frac{\|\operatorname{loss}\|^{2}}{d} \times m n\right) \\
& \left\|\nabla_{W_{L}} F(\vec{W})\right\|_{F}^{2} \geq \Omega\left(\frac{\max _{i \in[n]}\left\|\operatorname{loss}_{i}\right\|^{2}}{d n / \delta} \times m\right)
\end{array}
$$

Section 5.12 also remains unchanged, except that we need to replace the precise definition of $\ell_{2}$ loss in (5.14) with the semi-smoothness condition:

$$
\begin{align*}
F_{i}(\vec{W})=f\left(B h_{i, L} ; y_{i}^{*}\right) & \leq f\left(B \hbar_{i, L} ; y_{i}^{*}\right)+\left\langle\nabla f\left(B \hbar_{i, L}, y_{i}^{*}\right), B\left(h_{i, L}-\hbar_{i, L}\right)\right\rangle+\frac{1}{2}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2} \\
& =F_{i}(\stackrel{\breve{W}}{W})+\left\langle\operatorname{loss}_{i}, B\left(h_{i, L}-\hbar_{i, L}\right)\right\rangle+\frac{1}{2}\left\|B\left(h_{i, L}-\hbar_{i, L}\right)\right\|^{2} \tag{5.26}
\end{align*}
$$

[^26]and the rest of the proof remains unchanged.
As for the final convergence theorem of gradient descent, we can replace (5.20) with
\[

$$
\begin{equation*}
F\left(\vec{W}^{(t+1)}\right) \leq F\left(\vec{W}^{(t)}\right)-\Omega\left(\frac{\eta \delta m}{d n^{2}}\right) \cdot\left\|\operatorname{loss}^{(t)}\right\|^{2} \tag{5.27}
\end{equation*}
$$

\]

This means many things:

- If the loss is nonconvex but satisfies the Polyak-Łojasiewicz condition $\|\nabla f(z ; y)\|^{2} \geq$ $\sigma\left(f(z ; y)-f\left(z^{*} ; y\right)\right)$, then in $T=\Omega\left(\frac{d n^{2}}{\eta \delta m \sigma}\right)=O\left(\frac{n^{6} L^{2}}{\delta^{2} \sigma} \log \frac{1}{\epsilon}\right)$ iterations, GD can find a point $\vec{W}^{(T)}$ with $\left\|\operatorname{loss}{ }^{(T)}\right\| \leq \epsilon$. It suffices to choose $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \sigma^{-2}\right)$ for same reason as before.
- If the loss is nonconvex but bounded (say, $|f(z ; y)| \leq O(1))$, then in $T=O\left(\frac{d n^{2}}{\eta \delta m \epsilon^{2}}\right)=$ $O\left(\frac{n^{6} L^{2}}{\delta^{2} \epsilon^{2}}\right)$ iterations, we can find a point $\vec{W}^{(T)}$ with $\left\|\operatorname{loss}^{(T)}\right\| \leq \epsilon$. If suffices to choose $\left.m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \epsilon^{-1}\right).\right)$
- If the loss is convex and its minimizer has bounded norm, meaning there exists $z^{*}$ so that $f\left(z^{*} ; y\right)=\min _{z} f(z ; y)$ and $\left\|z-z^{*}\right\| \leq D$. Then, by convexity

$$
f(z ; y)-f\left(z^{*} ; y\right) \leq\left\langle\nabla f(z ; y), z-z^{*}\right\rangle \leq D\|\nabla f(z ; y)\|
$$

Putting this into (5.27), we have (here $\vec{W}^{*}=\operatorname{argmin}_{\vec{W}} F_{i}(\vec{W})$ for all $i \in[n]$ )

$$
\begin{aligned}
F\left(\vec{W}^{(t+1)}\right)-F\left(\vec{W}^{*}\right) & \leq F\left(\vec{W}^{(t)}\right)-F\left(\vec{W}^{*}\right)-\Omega\left(\frac{\eta \delta m}{d n^{2} D^{2}}\right) \cdot \sum_{i \in[n]}\left(F_{i}\left(\vec{W}^{(t)}\right)-F_{i}\left(\vec{W}^{*}\right)\right)^{2} \\
& \leq F\left(\vec{W}^{(t)}\right)-F\left(\vec{W}^{*}\right)-\Omega\left(\frac{\eta \delta m}{d n^{3} D^{2}}\right) \cdot\left(F\left(\vec{W}^{(t)}\right)-F\left(\vec{W}^{*}\right)\right)^{2} .
\end{aligned}
$$

This implies (see for instance the classical calculation steps in [Nes04]) that after $T=$ $O\left(\frac{d n^{3} D^{2}}{\eta \delta m \epsilon}\right)=O\left(\frac{n^{7} L^{2} D^{2}}{\delta^{2} \epsilon}\right)$ iterations, we can have $F\left(\vec{W}^{(T)}\right)-F\left(\vec{W}^{*}\right) \leq \epsilon$. The amount of over-parameterization needed is $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d \log \epsilon^{-1}\right)$.

- If the loss is cross entropy $f(z ; y)=\frac{e^{z_{y}}}{\sum_{i=1}^{d} e^{z_{i}}}$ for classification, then $\|\nabla f(z ; y)\|<1 / 4$ implies perfect classification. ${ }^{18}$ Thus, we have $100 \%$ training accuracy in $T=O\left(\frac{n^{6} L^{2}}{\delta^{2}}\right)$ iterations. If suffices to choose $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$

[^27]
### 5.17 Extension to Convolutional Neural Networks

There are numerous versions of convolutional neural networks (CNNs) that are used in practice. To demonstrate the capability of applying our techniques to such convolutional settings, in this section, we study a simple enough CNN for the $\ell_{2}$ regression task.

A Simple CNN Model We assume that for the input layer (corresponding to $A$ ) and for each hidden layer $\ell=1,2, \ldots, L-1$ (corresponding to $W_{1}, \ldots, W_{L-1}$ ), there are $\mathfrak{d}$ positions each consisting of $m$ channels. (Each position can be thought as a pixel of an image in computer vision tasks.) We assume the last hidden layer $\ell=L$ (corresponding to $W_{L}$ ) and the output layer (corresponding to $B$ ) are fully connected. We assume for each $j \in[\mathfrak{d}]$, there exists a set $Q_{j} \subseteq[\mathfrak{d}]$ of fixed cardinality $q \in[\mathfrak{d}]$ so that the value at position $j$ in any convolutional layer is completely determined by positions $k \in Q_{j}$ of the previous layer.

Assumption 5.17.1. We assume that $\left(Q_{1}, \ldots, Q_{\mathfrak{0}}\right)$ give rise to a $q$-regular bipartite graph: each $Q_{j}$ has exactly $q$ entries and each $k \in[\mathfrak{d}]$ appears in exactly $q$ different sets $Q_{j}$.
(In vision tasks, if $3 \times 3$ kernels are used then $\left|Q_{j}\right|=9$. We ignore the padding issue for simplicity.)

The output of each convolutional layer $\ell=0,1,2, \ldots, L-1$ is represented by a $\mathfrak{d} m$ dimensional vector $h_{\ell}=\left(h_{\ell, 1}, \ldots, h_{\ell, \mathfrak{l}}\right)$ where each $h_{\ell, j} \in \mathbb{R}^{m}, \forall j \in[\mathfrak{d}]$. In the input layer and each $j \in[\mathfrak{d}]$, we assume

$$
h_{0, j}=\phi\left(A_{j} x_{Q_{j}}\right) \in \mathbb{R}^{m}
$$

where $x_{Q_{j}} \in \mathbb{R}^{q}$ denotes the concatenation of $x_{k}$ for all $k \in Q_{j}$ given input $x \in \mathbb{R}^{\mathfrak{d}}$, and $A_{j} \in \mathbb{R}^{m \times q}$ is randomly initialized at $\mathcal{N}\left(0, \frac{2}{\sqrt{q m}}\right)$ per entry. For notational simplicity, we
define matrix $A \in \mathbb{R}^{\boldsymbol{\jmath} m \times \boldsymbol{\mathcal { O }}}$ so that it satisfies $h_{1}=\phi(A x)$. Each row of $A$ has $q$ non-zero entries.

For each layer $\ell=1, \ldots, L-1$ and each $j \in[\mathfrak{d}]$, we assume

$$
h_{\ell, j}=\phi\left(W_{\ell, j} h_{\ell-1, Q_{j}}+\tau \cdot \mathbf{b}_{\ell, j}\right) \in \mathbb{R}^{m}
$$

where $h_{\ell-1, Q_{j}} \in \mathbb{R}^{q m}$ denotes the concatenation of $h_{\ell-1, k}$ for all $k \in Q_{j}$, the weights $W_{\ell, j} \in$ $\mathbb{R}^{m \times(q m)}$ and the bias the $\mathbf{b}_{\ell, j} \in \mathbb{R}^{m}$ are randomly initialized at $\mathcal{N}\left(0, \frac{2}{q m}\right)$ per entry, and $\tau$ is a small parameter (say, $\tau=\frac{\delta^{2}}{100 L}$ ) for bias. For notational simplicity, we define matrix $W_{\ell} \in \mathbb{R}^{\mathfrak{d} m \times \boldsymbol{d} m}$ and vector $\mathbf{b}_{\ell} \in \mathbb{R}^{\boldsymbol{d} m}$ so that it satisfies $h_{\ell}=\phi\left(W_{\ell} h_{\ell-1}+\tau \mathbf{b}_{\ell}\right)$, and define vector $g_{\ell} \xlongequal{\text { def }} W_{\ell} h_{\ell-1}+\tau \mathbf{b}_{\ell} \in \mathbb{R}^{\boldsymbol{\jmath} m}$. Note that each row of $W_{\ell}$ has $q m$ non-zero entries.

We assume the last layer $W_{L}$ and the output layer $B$ are simply fully connected (say without bias). That is, each entry of $W_{L} \in \mathbb{R}^{\boldsymbol{\mathcal { D } m \times \delta} m}$ is from $\mathcal{N}\left(0, \frac{2}{q m}\right)$, and of $B \in \mathbb{R}^{d \times \mathrm{o} m}$ is from $\mathcal{N}\left(0, \frac{1}{d}\right)$.

We denote by $h_{i, \ell}$ the value of $h_{\ell}$ when the input vector is $x_{i}$, and define $g_{i, \ell}, D_{i, \ell}$ in the same way as before.

### 5.17.1 Changes in the Proofs

If one is willing to loose polynomial factors in $L$ and $\mathfrak{d}$ in the final complexity, then changes to each of the lemmas of this paper is very little. ${ }^{19}$

Changes to Section 5.8 The first main result is Lemma 5.8.1: $\left\|h_{i, \ell}\right\|$ is in $[1-\epsilon, 1+\epsilon]$ with high probability. In the CNN case, for every $j \in[\mathfrak{d}]$, recalling that $h_{i, \ell, j}=\phi\left(W_{\ell, j} h_{i, \ell-1, Q_{j}}+\right.$ $\tau \mathbf{b}_{\ell}$. Applying Fact 5.8.2, we have that $\frac{q m\left\|h_{i, \ell, j}\right\|^{2}}{2\left(\left\|h_{i, \ell-1, Q_{j}}\right\|^{2}+\tau^{2}\right)}$ is distributed as $\chi_{\omega}^{2}$ distribution with $\omega \sim \mathcal{B}\left(m, \frac{1}{2}\right)$. Due to the concentration of $\chi^{2}$ distribution and the concentration of binomial distribution, $\left\|h_{i, \ell, j}\right\|^{2}$ is extremely close to $\frac{\left\|h_{i, \ell-1, Q_{j}}\right\|^{2}+\tau^{2}}{q}$ (a careful argument of this can be found in the proof of Lemma 5.8.1). Summing this up over all $j \in[\mathfrak{d}]$, and using Assumption 5.17.1, we have $\left\|h_{i, \ell, j}\right\|^{2}$ is concentrated at $\left\|h_{i, \ell-1}\right\|^{2}+\frac{\tau^{2} \mathrm{~J}}{q}$. Applying induction, we have $\left\|h_{i, \ell}\right\|$ is in $[1-\epsilon, 1+\epsilon]$ with probability at least $1-e^{-\Omega\left(m \epsilon^{2} / L^{2}\right)}$, as long as $\tau^{2} \leq \frac{\epsilon q}{100 L} .{ }^{20}$

The changes to Lemma 5.8.3 and Lemma 5.8.4 are the same as above, but we loose some polynomial factors in $L$ (because we are not careful in the argument above). For instance, the intermediate bound in Lemma 5.8.3a becomes $\left\|W_{b} D_{i, b-1} W_{b-1} \cdots D_{i, a} W_{a}\right\|_{2} \leq$ $O(L)$.

As for the $\delta$-separateness Lemma 5.8.5, we need to redefine the notion of $\delta$-separateness between $h_{i, \ell}$ and $h_{j, \ell}$ :

$$
\begin{equation*}
\sum_{k \in[\mathfrak{p}]}\left\|\left(I-\frac{h_{i, \ell, k} h_{i, \ell, k}^{\top}}{\left\|h_{i, \ell, k}\right\|^{2}}\right) h_{j, \ell, k}\right\|^{2} \geq \Omega\left(\delta^{2}\right) \tag{5.28}
\end{equation*}
$$

[^28]Then, denoting by $\widehat{h}_{k}=h_{i, \ell-1, k} /\left\|h_{i, \ell-1, k}\right\|$, we have

$$
h_{j, \ell, k}=\phi\left(W_{\ell, k} h_{j, \ell-1, Q_{j}}+\tau \mathbf{b}_{\ell, k}\right)=\phi\left(\vec{g}_{1}+\left(\sum_{z \in Q_{k}}\left\|\left(I-\widehat{h}_{z} \hat{h}_{z}^{\top}\right) h_{j, \ell-1, z}\right\|^{2}\right)^{1 / 2} \vec{g}_{2}\right)
$$

where $\vec{g}_{2} \sim \mathcal{N}\left(0, \frac{2}{q m} I\right)$ is independent of the randomness of $h_{i, \ell, k}$ once $A, W_{1}, \ldots, W_{\ell-1}$ are fixed. One can use this to replace (5.6) and the rest of the proof follows.

Changes to Section 5.9 The first main result is Lemma 5.9.1, and we discuss necessary changes here to make it work for CNN. The first change in the proof is to replace $2 c_{1} L^{1.5}$ with $2 c_{1} L^{2}$ due to the above additional factor from Lemma 5.8.3a. Next, call that the proof of Lemma 5.9.1 relied on Claim 5.9.2 and Claim 5.9.4:

- For Claim 5.9.2, we can replace the definition of $x$ with $x=D^{\prime}\left(\widetilde{W} \widetilde{h}+\tau \mathbf{b}+g^{\prime}\right)$ for $\mathbf{b} \in \mathcal{N}\left(0, \frac{2}{q m} I\right)$. This time, instead of using the randomness of $\widetilde{W}$ like in the old proof (because $\widetilde{W}$ is no longer a full matrix), we use the randomness of $\tau \mathbf{b}$. The new statement becomes

$$
\|x\|_{0} \leq O\left(\frac{\mathfrak{d} m}{\tau^{2 / 3}}\left\|g_{1}^{\prime}\right\|^{2 / 3}+\frac{1}{\tau}\left\|g_{2}^{\prime}\right\|_{\infty}(\mathfrak{d} m)^{3 / 2}\right) \quad \text { and } \quad\|x\| \leq O\left(\left\|g_{1}^{\prime}\right\|+\frac{1}{\sqrt{\tau}}\left\|g_{2}^{\prime}\right\|_{\infty}^{3 / 2}(\mathfrak{d} m)^{3 / 4}\right)
$$

and its proof is by re-scaling $x$ by $\frac{1}{\tau}$ and then applying the old proof (with dimension $m$ replaced with $\mathfrak{d} m)$.

- For Claim 5.9.4, it becomes $\left\|y_{1}\right\| \leq O(\sqrt{q s / m} \log m) \quad$ and $\quad\left\|y_{2}\right\|_{\infty} \leq \frac{2 \sqrt{\log m}}{\sqrt{q m}}$.

After making all of these changes, we loose at most some polynomial factors in $L$ and $\mathfrak{d}$ for the new statement of Lemma 5.9.1:
(a) $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq m \omega^{2 / 3} \operatorname{poly}(L, \mathfrak{d})$ and $\left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\| \leq \omega \operatorname{poly}(L, \mathfrak{d})$.
(b) $\left\|g_{i, \ell}^{\prime}\right\|,\left\|h_{i, \ell}^{\prime}\right\| \leq \omega \operatorname{poly}(L, \mathfrak{d}) \sqrt{\log m}$.

Finally, the statements of Lemma 5.9.5 and Lemma 5.9.6 only loose polynomial factors in $L$ and $\mathfrak{d}$.

Changes to Section 5.10 The norm upper bound part is trivial to modify so we only focus on the gradient norm lower bound. Since we have assumed $W_{L}$ to be fully connected, the gradient on $W_{L}$ is the same as before:

$$
\widehat{\nabla}_{\left[W_{L}\right]_{k}}^{\hat{\sigma}^{2}} F(\vec{W})=\sum_{i=1}^{n}\left\langle B_{k}, v_{i}\right\rangle \cdot h_{i, L-1} \cdot \mathbb{1}_{\left(W_{L} h_{i, L-1}\right)_{k} \geq 0}
$$

Since we still have $\delta$-separateness (5.28), one can verify for $\ell=L-1$,

$$
\left\|h_{i, \ell}-h_{j, \ell}\right\|^{2}=\sum_{k \in[0]}\left\|h_{i, \ell, k}-h_{j, \ell, k}\right\|^{2} \geq \sum_{k \in[0]}\left\|\left(I-\frac{h_{i, \ell, k} h_{i, \ell, k}^{\top}}{\left\|h_{i, \ell, k}\right\|^{2}}\right) h_{j, \ell, k}\right\|^{2} \geq \Omega\left(\delta^{2}\right)
$$

Since $\left\|h_{i, \ell}\right\| \approx 1$ and $\left\|h_{j, \ell}\right\| \approx 1$, this gives back the old definition of $\delta$-separateness: $\left(I-h_{i, \ell} h_{i, \ell}^{\top} /\left\|h_{i, \ell}\right\|^{2}\right) h_{j, \ell}$ has norm at least $\Omega(\delta)$. Therefore, the entire rest of Section 5.10 follows as before.

Final Theorem Since Section 5.11 and 5.12 rely on previous sections, they do not need to be changed (besides some polynomial factor blowup in $L$ and $\mathfrak{d}$ ). Our final theorem becomes

Theorem 5.17.2 (CNN). Let $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \mathfrak{d}, \delta^{-1}\right) \cdot d\right)$. For the convolutional neural network defined in this section, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ over the random initialization, GD and SGD respectively need at most $T=\frac{\operatorname{poly}(n, L, \mathbf{0})}{\delta^{2}} \log \frac{1}{\epsilon}$ and $T=$ $\frac{\operatorname{poly}(n, L, \mathfrak{)}) \cdot \log ^{2} m}{\delta^{2}} \log \frac{1}{\epsilon}$ iterations to find a point $F(\vec{W}) \leq \epsilon$.

### 5.18 Extension to Residual Neural Networks

Again as we have discussed in Section 5.18, there are numerous versions of residual neural networks that are used in practice. To demonstrate the capability of applying our techniques to residual settings, in this section, we study a simple enough residual network for the $\ell_{2}$ regression task (without convolutional layers).

A Simple Residual Model We consider an input layer $h_{0}=\phi(A x), L-1$ residual layers $h_{\ell}=\phi\left(h_{\ell-1}+\tau W_{\ell} h_{\ell-1}\right)$ for $\ell=1,2, \ldots, L-1$, a fully-connected layer $h_{L}=\phi\left(W_{L} h_{L-1}\right)$ and an output layer $y=B h_{L}$. We assume that $h_{0}, \ldots, h_{L} \in \mathbb{R}^{m}$ and the entries of $W_{\ell} \in \mathbb{R}^{m \times m}$ are from $\mathcal{N}\left(0, \frac{2}{m}\right)$ as before. We choose $\tau=\frac{1}{\Omega(L \log m)}$ which is similar as previous work [ZLSD18].

We denote by $g_{0}=A x, g_{\ell}=h_{\ell-1}+\tau W_{\ell} h_{\ell-1}$ for $\ell=1,2, \ldots, L-1$ and $g_{L}=W_{L} h_{L-1}$. For analysis, we use $h_{i, \ell}$ and $g_{i, \ell}$ to denote the value of $h_{\ell}$ when the input vector is $x_{i}$, and $D_{i, \ell}$ the diagonal sign matrix so that $\left[D_{i, \ell}\right]_{k, k}=\mathbb{1}_{\left(g_{i, \ell}\right)_{k} \geq 0}$.

### 5.18.1 Changes in the Proofs

Conceptually, we need to replace all the occurrences of $W_{\ell}$ with $\left(I+\tau W_{\ell}\right)$ for $\ell=$ $1,2, \ldots, L-1$. Many of the proofs in the residual setting becomes much simpler when residual links are present. The main property we shall use is that the spectral norm

$$
\begin{equation*}
\left\|\left(I+\tau W_{a}\right) D_{i, a+1} \cdots D_{i, b}\left(I+\tau W_{b}\right)\right\|_{2} \leq 1.01 \tag{5.29}
\end{equation*}
$$

for any $L-1 \geq a \geq b \geq 1$ with our choice of $\tau$.

Changes to Section 5.8 For Lemma 5.8.1, ignoring subscripts in $i$ for simplicity, we can combine the old proof with (5.29) to derive that $\left\|h_{\ell}\right\| \leq 1.02$ for every $i$ and $\ell$. We also have $\left\|h_{\ell}\right\| \geq \frac{1}{\sqrt{20}}$ by the following argument.

- Fact 5.8.2 says each coordinate of $h_{0}$ follows i.i.d. from a distribution which is 0 with half probability, and $\left|\mathcal{N}\left(0, \frac{2}{m}\right)\right|$ with half probability. Therefore, with high probability, at least $m / 4$ of the coordinates $k \in[m]$ will satisfy $\left|\left(h_{0}\right)_{k}\right| \geq \frac{0.6}{\sqrt{m}}$. Denote this set as $M_{0} \subseteq[m]$.
- In the following layer $\ell=1,\left(h_{\ell}\right)_{k} \geq\left(h_{\ell-1}\right)_{k}-\tau\left|\left(W_{\ell} h_{\ell-1}\right)_{k}\right|$. Since $W_{\ell} h_{\ell-1} \sim \mathcal{N}\left(0, \frac{2\left\|h_{\ell-1}\right\|^{2}}{m} I\right)$ and $\left\|h_{\ell-1}\right\| \leq 1.02$, we know with high probability, at least $1-\frac{1}{10 L}$ fraction of the coordinates in $M_{0}$ will satisfy $\left|\left(W_{\ell} h_{\ell-1}\right)_{k}\right| \leq O\left(\frac{\log L}{\sqrt{m}}\right)$. Therefore, for each of these $\left(1-\frac{1}{10 L}\right)\left|M_{0}\right|$ coordinates, we have $\left(h_{\ell}\right)_{k} \geq\left(h_{\ell-1}\right)_{k}-\frac{1}{10 L}$ by our choice of $\tau$. Denote this set as $M_{1} \subseteq M_{0}$, then we have $\left(h_{\ell}\right)_{k} \geq \frac{0.6}{\sqrt{m}}-\frac{1}{10 L \sqrt{m}}$ for each $k \in M_{1}$.
- Continuing this argument for $\ell=2,3, \ldots, L-1$, we know that every time we move from $M_{\ell-1}$ to $M_{\ell}$, its size shrinks by a factor $1-\frac{1}{10 L}$, and the magnitude of $\left(h_{\ell}\right)_{k}$ for
$k \in M_{\ell}$ decreases by $\frac{1}{10 L \sqrt{m}}$. Putting this together, we know $\left\|h_{\ell}\right\|^{2} \geq\left(\frac{0.6}{\sqrt{m}}-\frac{1}{10 \sqrt{m}}\right)^{2}$. $\left(1-\frac{1}{10 L}\right)^{L} \cdot \frac{m}{4} \geq \frac{1}{20}$ for all $\ell=1,2, \ldots, L-1$. The proof of the last layer $h_{L}$ is the same as the old proof.

Lemma 5.8.3 is not needed anymore because of (5.29). Lemma 5.8.4 becomes trivial to prove using (5.29): for instance for Lemma 5.8.4a, we have $\| D_{i, L} W_{L} D_{i, L-1}\left(I+\tau W_{L-1}\right) \cdots D_{i, a}(I+$ $\left.\tau W_{a}\right) u \| \leq O(\|u\|)$ and thus $\left\|B D_{i, L} W_{L} D_{i, L-1}\left(I+\tau W_{L-1}\right) \cdots D_{i, a}\left(I+\tau W_{a}\right) u\right\| \leq O\left(\frac{\sqrt{s} \log m}{\sqrt{d}}\right)\|u\|$ for all $s$-sparse vectors $u$.

Lemma 5.8.5 needs the following changes in the same spirit as our changes to Lemma 5.8.1. With probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ it satisfies $\left\|W_{\ell} h_{i, \ell}\right\|_{\infty} \leq O\left(\frac{\log m}{\sqrt{m}}\right)$ for all $i \in[n]$ and $\ell \in L$. In the following proof we condition on this event happens. ${ }^{21}$ Consider $i, j \in[n]$ with $i \neq j$.

- In the input layer, since $\left\|x_{i}-x_{j}\right\| \geq \delta$, the same Claim 5.8.6 shows that, with high probability, there are at least $\frac{3}{4} m$ coordinates $k \in[m]$ with $\left|\left(h_{i, 0}-h_{j, 0}\right)_{k}\right| \geq \frac{\delta}{10 \sqrt{m}}$. At the same time, at least $\frac{3}{4} m$ coordinates $k \in[m]$ will satisfy $\left(h_{i, 0}\right)_{k} \geq \frac{1}{10 \sqrt{m}}$ and $\left(h_{j, 0}\right)_{k} \geq \frac{1}{10 \sqrt{m}}$. Denote $M_{0} \subseteq[m]$ as the set of coordinates $k$ satisfying both properties. We have $\left|M_{0}\right| \geq \frac{m}{2}$ and $\sum_{k \in M_{0}}\left|\left(h_{i, 0}-h_{j, 0}\right)_{k}\right| \geq \frac{\delta}{20} \sqrt{m}$.
- In the following layer $\ell=1$, we have

$$
\left(h_{i, \ell}-h_{j, \ell}\right)_{k}=\phi\left(\left(h_{i, \ell-1}\right)_{k}+\tau\left(W_{\ell} h_{i, \ell-1}\right)_{k}\right)-\phi\left(\left(h_{j, \ell-1}\right)_{k}+\tau\left(W_{\ell} h_{j, \ell-1}\right)_{k}\right)
$$

[^29]Using $\left\|W_{\ell} h_{i, \ell}\right\|_{\infty} \leq O\left(\frac{\log m}{\sqrt{m}}\right)$ and our choice of $\tau$, we know for every $k \in M_{0}$, it satisfies $\left(h_{i, \ell}\right)_{k} \geq \frac{1}{10 \sqrt{m}}-\frac{1}{100 L \sqrt{m}}$ and $\left(h_{j, \ell}\right)_{k} \geq \frac{1}{10 \sqrt{m}}-\frac{1}{100 L \sqrt{m}}$. Therefore, the ReLU activation becomes identity for such coordinates $k \in M_{0}$ and

$$
\Delta_{k} \stackrel{\text { def }}{=}\left(h_{i, \ell}-h_{j, \ell}\right)_{k}=\left(h_{i, \ell-1}-h_{j, \ell-1}\right)_{k}+\tau\left(W_{\ell}\left(h_{i, \ell-1}-h_{j, \ell-1}\right)\right)_{k} .
$$

Let $s_{k}=1$ if $\left(h_{i, \ell-1}-h_{j, \ell-1}\right)_{k} \geq 0$ and $s_{k}=-1$ otherwise. Then,

$$
\sum_{k \in M_{0}}\left|\Delta_{k}\right| \geq \sum_{k \in M_{0}} s_{k} \cdot \Delta_{k}=\sum_{k \in M_{0}}\left|\left(h_{i, \ell-1}-h_{j, \ell-1}\right)_{k}\right|+\tau \cdot s_{k}\left(W_{\ell}\left(h_{i, \ell-1}-h_{j, \ell-1}\right)\right)_{k}
$$

Note that when $h_{i, \ell-1}$ and $h_{j, \ell-1}$ are fixed, the values $s_{k}\left(W_{\ell}\left(h_{i, \ell-1}-h_{j, \ell-1}\right)\right)_{k}$ are independent Gaussian with mean zero. This means, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$, the summation $\sum_{k \in M_{0}} s_{k}\left(W_{\ell}\left(h_{i, \ell-1}-h_{j, \ell-1}\right)\right)_{k}$ is at most $O(\log m)$ in absolute value. Putting this into the above equation, we have

$$
\sum_{k \in M_{0}}\left|\Delta_{k}\right| \geq \sum_{k \in M_{0}}\left|\left(h_{i, \ell-1}-h_{j, \ell-1}\right)_{k}\right|-O(\tau \log m) \geq \frac{\delta}{20} \sqrt{m}-O(\tau \log m)
$$

- Continuing this process for $\ell=2,3, \ldots, L-1$, we can conclude that $\sum_{k \in M_{0}} \mid\left(h_{i, L-1}-\right.$ $\left.h_{j, L-1}\right)_{k} \left\lvert\, \geq \frac{\delta}{30} \sqrt{m}\right.$ and therefore $\left\|h_{i, L-1}-h_{j, L-1}\right\| \geq \Omega\left(\delta^{2}\right)$. This is the same statement as before that we shall need for the downstream application of Lemma 5.8.5.

Changes to Section 5.9 Lemma 5.9 .1 becomes easy to prove with all the $L$ factors disappear for the following reason. Fixing $i$ and ignoring the subscript in $i$, we have for $\ell=1,2, \ldots, L-1$ :

$$
\begin{aligned}
h_{\ell}^{\prime} & =D_{\ell}^{\prime \prime}\left(\left(I+\tau W_{\ell}+\tau W_{\ell}^{\prime}\right) h_{\ell-1}-\left(I+\tau W_{\ell}\right) \widetilde{h}_{\ell-1}\right) \\
& =D_{\ell}^{\prime \prime}\left(\left(I+\tau W_{\ell}\right) h_{\ell-1}^{\prime}+\tau W_{\ell}^{\prime} h_{\ell-1}\right)
\end{aligned}
$$

For some diagonal matrix $D_{\ell}^{\prime \prime} \in \mathbb{R}^{m \times m}$ with diagonal entries in $[-1,1]$ (see Proposition 5.12.3). By simple spectral norm of matrices bound we have

$$
\left\|h_{\ell}^{\prime}\right\| \leq\left(1+\tau\left\|W_{\ell}\right\|_{2}+\tau\left\|W_{\ell}^{\prime}\right\|_{2}\right)\left\|h_{\ell-1}^{\prime}\right\|+\tau\left\|W_{\ell}^{\prime}\right\|_{2}\left\|\widetilde{h}_{\ell-1}\right\| \leq\left(1+\frac{1}{10 L}\right)\left\|h_{\ell-1}^{\prime}\right\|+O(\tau \omega) \leq \cdots \leq O(\tau \omega)
$$

This implies $\left\|h_{\ell}^{\prime}\right\|,\left\|g_{\ell}^{\prime}\right\| \leq O(\tau \omega)$ for all $\ell \in[L-1]$, and combining with the old proof we have $\left\|h_{L}^{\prime}\right\|,\left\|g_{L}^{\prime}\right\| \leq O(\omega)$.

As for the sparsity $\left\|D_{\ell}^{\prime}\right\|_{0}$, because $\widetilde{g}_{\ell}=\widetilde{h}_{\ell-1}+\tau \widetilde{W}_{\ell} \widetilde{h}_{\ell-1} \sim \mathcal{N}\left(\widetilde{h}_{\ell-1}, \frac{2 \tau^{2}\left\|\widetilde{h}_{\ell-1}\right\|^{2}}{m}\right)$ and $\left\|g_{\ell}^{\prime}\right\| \leq O(\tau \omega)$, applying essentially the same Claim 5.9.2, we have $\left\|D_{\ell}^{\prime}\right\|_{0} \leq O\left(m \omega^{2 / 3}\right)$ for every $\ell=1,2, \ldots, L-1$. One can similarly argue that $\left\|D_{L}^{\prime}\right\|_{0} \leq O\left(m \omega^{2 / 3}\right)$.

Next, Lemma 5.9.5 and Lemma 5.9.6 become trivial to prove (recall we have to change $\widetilde{W}_{\ell}$ with $I+\tau \widetilde{W}_{\ell}$ for $\ell<L$ ) and the $L$ factor also gets improved.

Changes to Section 5.10 The proofs of this section require only notational changes.

Final Theorem Since Section 5.11 and 5.12 rely on previous sections, they do not need to be changed (besides improving polynomial factors in $L$ ). Our final theorem becomes

Theorem 5.18.1 (ResNet). Let $m \geq \widetilde{\Omega}\left(\operatorname{poly}\left(n, L, \delta^{-1}\right) \cdot d\right)$. For the residual neural network defined in this section, with probability at least $1-e^{-\Omega\left(\log ^{2} m\right)}$ over the random initialization, GD needs at most $T=O\left(\frac{n^{6} L^{2}}{\delta^{2}} \log \frac{1}{\epsilon}\right)$ iterations and $S G D$ needs at most $T=$ $O\left(\frac{n^{7} L^{2} \log ^{2} m}{b \delta^{2}} \log \frac{1}{\epsilon}\right)$ iterations to find a point $F(\vec{W}) \leq \epsilon$.






Figure 5.2: ResNet-32 architecture [Yan18] landscape on CIFAR10 vs CIFAR100.
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Figure 5.3: ResNet-110 architecture [Yan18] landscape on CIFAR10 vs CIFAR100.
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Figure 5.4: VGG19 architecture (with BN) [Yan18] landscape on CIFAR10 vs CIFAR100.


Figure 5.5: ResNet-32 architecture [Yan18] landscape on CIFAR10 vs CIFAR10 (20\% noise), means we have randomly perturbed $20 \%$ of the true labels in the training set.


Figure 5.6: ResNet-110 architecture [Yan18] landscape on CIFAR10 vs CIFAR10 (20\% noise), means we have randomly perturbed $20 \%$ of the true labels in the training set.


Figure 5.7: VGG19 architecture (with BN) [Yan18] landscape on CIFAR10 vs CIFAR10 ( $20 \%$ noise), means we have randomly perturbed $20 \%$ of the true labels in the training set.

## Chapter 6

## Convergence result of Recurrent Neural Network

In this chapter, we focus on recurrent neural networks (RNNs) which are multi-layer networks widely used in natural language processing. They are harder to analyze than feedforward neural networks, because the same recurrent unit is repeatedly applied across the entire time horizon of length $L$, which is analogous to feedforward networks of depth $L$. We show when the number of neurons is sufficiently large, meaning polynomial in the training data size and in $L$, then SGD is capable of minimizing the regression loss in the linear convergence rate. This gives theoretical evidence of how RNNs can memorize data.

More importantly, in this paper we build general toolkits to analyze multi-layer networks with ReLU activations. For instance, we prove why ReLU activations can prevent exponential gradient explosion or vanishing, and build a perturbation theory to analyze first-order approximation of multi-layer networks.

### 6.1 Introduction

Neural networks have been one of the most powerful tools in machine learning over the past a few decades [KSH12, GMH13, $\left.\mathrm{LHP}^{+} 15, \mathrm{AAA}^{+} 16, \mathrm{HZRS}^{2} 6, \mathrm{SHM}^{+} 16, \mathrm{SSS}^{+} 17\right]$. The multi-layer structure of neural network gives it supreme power in expressibility and learning performance. However, it raises complexity concerns: the training objective is generally non-convex and non-smooth. In practice, local-search algorithms such as stochastic gradient descent (SGD) are capable of finding global optima, at least on the training data $\left[\mathrm{ZBH}^{+} 17\right.$, GVS15]. How SGD avoids local minima for such objectives remains an open theoretical question since [GVS15].

In recent years, there have been a number of theoretical results aiming at a better understanding of this phenomenon. Many of them focus on two-layer (thus one-hiddenlayer) neural networks and assume that the inputs are random Gaussian or sufficiently close to Gaussian [BG17, Son17, Tia17, LY17, DLT ${ }^{+}$18, GLM17, PRSZ18, ZSJ ${ }^{+}$17, ZSD17]. Some study deep neural networks but assuming the activation function is linear [HM17, ACGH18, BHL18]. Some study the convex task of training essentially only the last layer of the network [Dal17]. On the technique side, some of these results try to understand the gradient dynamics [Son17, Tia17, BG17, LY17, Dal17, BGMSS18, DLT ${ }^{+}$18, PRSZ18, ZSJ ${ }^{+} 17$, ZSD17, VW18], while others focus on the geometry properties of the training objective [GLM17, SS18, FB17, ZL17, HM17].

More recently, [SS18] provided evidence that, even when inputs are standard Gaussians, two-layer neural networks can indeed have spurious local minima, and suggested that over-parameterization (i.e., increasing the number of neurons) may be the key in avoiding spurious local minima. [LL18] showed that, for two-layer networks with the cross-entropy
loss, in the over-parametrization regime, gradient descent (GD) is capable of finding nearlyglobal optimal solutions on the training data. This result was later extended to the $\ell_{2}$ loss by [DZPS19].

In this paper, we show GD and SGD are capable of training multi-layer neural networks (with ReLU activation) to global minima on any non-degenerate training data set. Furthermore, the running time is polynomial in the number of layers and the number of data points. Since there are many different types of multi-layer networks (convolutional, feedforward, recurrent, etc.), in this present paper, we focus on recurrent neural networks (RNN) as our choice of multi-layer networks, and feedforward networks are only its "special case" (see for instance a follow-up work [AZLS19]).

Recurrent Neural Networks Among different architectures of neural networks, one of the least theoretically-understood structure is the recurrent one [Elm90]. A recurrent neural network recurrently applies the same network unit to a sequence of input tokens, such as a sequence of words in a language sentence. RNN is particularly useful when there are longterm, non-linear interactions between input tokens in the same sequence. These networks are widely used in practice for natural language processing, language generation, machine translation, speech recognition, video and music processing, and many other tasks [MKB ${ }^{+} 10$, $M^{\prime}{ }^{+}$11, SSN12, KB13, SSB14, SVL14, CVMBB14, CGCB14]. On the theory side, while there are some attempts to show that an RNN is more expressive than a feedforward neural network [KNO18], when and how an RNN can be efficiently learned has little theoretical explanation.

In practice, RNN is usually trained by simple local-search algorithms such as SGD.

However, unlike shallow networks, the training process of RNN often runs into the trouble of vanishing or exploding gradient [SMH11]. That is, the value of the gradient becomes exponentially small or large in the time horizon, even when the training objective is still constant. ${ }^{1}$ In practice, one of the popular ways to resolve this is by the long short term memory (LSTM) structure [HS97]. However, one can also use rectified linear units (ReLUs) as activation functions to avoid vanishing or exploding gradient [SBS $\left.{ }^{+} 17\right]$. In fact, one of the earliest adoptions of ReLUs was on applications of RNNs for this purpose twenty years ago [Hah98, SA96].

Since the RNN structure was proposed, a large number of variations have been designed over past decades, including LSTM [HS97], Bidirectional RNN [SP97], Bidirectional LSTM [GS05], gate recurrent unit [CVMG ${ }^{+}$14], statistical recurrent unit [OPS17], Fourier recurrent unit [ZLSD18]. For a more detailed survey, we refer the readers to [SBS $\left.{ }^{+} 17\right]$.

[^30]
### 6.1.1 Our Question

In this paper, we study the following general question

- Can ReLU provably stabilize the training process and avoid vanishing/exploding gradient?
- Can RNN be trained close to zero training error efficiently under mild assumptions?

Remark 6.1.1. When there is no activation function, RNN is known as linear dynamical system. Hardt, Ma and Recht [HMR18] first proved the convergence of finding global minima for such linear dynamical systems. Followups in this line of research include [HSZ17, HLS ${ }^{+}$18].

Motivations One may also want to study whether RNN can be trained close to zero test error. However, unlike feedforward networks, the training error, or the ability to memorize examples, may actually be desirable for RNN. After all, many tasks involving RNN are related to memories, and certain RNN units are even referred to memory cells. Since RNN applies the same network unit to all input tokens in a sequence, the following question can possibly of its own interest:

- How does RNN learn mappings (say from token 3 to token 7) without destroying others?

Another motivation is the following. An RNN can be viewed as a space constraint, differentiable Turing machine, except that the input is only allowed to be read in a fixed order. It was shown in [SS91] that all Turing machines can be simulated by fully-connected recurrent networks built of neurons with non-linear activations. In practice, RNN is also used as a tool to build neural Turing machines [GWD14], equipped with a grand goal of
automatically learning an algorithm based on the observation of the inputs and outputs. To this extent, we believe the task of understanding the trainability as a first step towards understanding RNN can be meaningful on its own.

Our Result To present the simplest result, we focus on the classical Elman network with ReLU activation:

$$
\begin{array}{rr}
h_{\ell}=\phi\left(W \cdot h_{\ell-1}+A x_{\ell}\right) \in \mathbb{R}^{m} & \text { where } W \in \mathbb{R}^{m \times m}, A \in \mathbb{R}^{m \times d_{x}} \\
y_{\ell}=B \cdot h_{\ell} \in \mathbb{R}^{d} & \text { where } B \in \mathbb{R}^{d \times m}
\end{array}
$$

We denote by $\phi$ the ReLU activation function: $\phi(x)=\max (x, 0)$. We note that (fullyconnected) feedforward networks are only "special cases" to this by replacing $W$ with $W_{\ell}$ for each layer. ${ }^{2}$

We consider a regression task where each sequence of inputs consists of vectors $x_{1}, \ldots, x_{L} \in \mathbb{R}^{d_{x}}$ and we perform least-square regression with respect to $y_{1}^{*}, \ldots, y_{L}^{*} \in \mathbb{R}^{d}$. We assume there are $n$ training sequences, each of length $L$. We assume the training sequences are $\delta$-separable (say vectors $x_{1}$ are different by relative distance $\delta>0$ for every pairs of training sequences). Our main theorem can be stated as follows

Theorem 6.1.1. If the number of neurons $m \geq \operatorname{poly}\left(n, d, L, \delta^{-1}, \log \epsilon^{-1}\right)$ is polynomially large, we can find weight matrices $W, A, B$ where the $R N N$ gives $\epsilon$ training error

- if gradient descent (GD) is applied for $T=\Omega\left(\frac{\operatorname{poly}(n, d, L)}{\delta^{2}} \log \frac{1}{\epsilon}\right)$ iterations, starting from random Gaussian initializations; or

[^31]- if (mini-batch or regular) stochastic gradient descent (SGD) is applied for

$$
T=\Omega\left(\frac{\operatorname{poly}(n, d, L)}{\delta^{2}} \log \frac{1}{\epsilon}\right)
$$

iterations, starting from random Gaussian initializations. ${ }^{3}$
(To present the simplest possible result, we have not tried to tighten the polynomial dependency with respect to $n, d$ and $L$. We only tightened the dependency with respect to $\delta$ and $\epsilon$.)

Our Contribution We summarize our contributions as follows.

- We believe this is the first proof of convergence of GD/SGD for training the hidden layers of recurrent neural networks (or even for any multi-layer networks of more than two layers) when activation functions are present. ${ }^{4}$
- Our results provide arguably the first theoretical evidence towards the empirical finding of [GVS15] on multi-layer networks, regarding the ability of SGD to avoid (spurious) local minima. Our theorem does not exclude the existence of bad local minima

[^32]- We build new technical toolkits to analyze multi-layer networks with ReLU activation, which have now found many applications [AZLS19, ALL18c, AL19a, CG19]. For instance, combining this paper with new techniques, one can derive guarantees on testing error for RNN in the PAC-learning language [AL19a].

Extension: Deep RNN Elman RNN is also referred to as three-layer RNN, and one may also study the convergence of RNNs with more hidden layers. This is referred to as deep RNN [SBS $\left.{ }^{+} 17\right]$. Our theorem also applies to deep RNNs (by combining this paper together with [AZLS19]).

Extension: Loss functions For simplicity, in this paper we have adopted the $\ell_{2}$ regression loss. Our results generalize to other Lipschitz smooth (but possibly nonconvex) loss functions, by combining with the techniques of [AZLS19].

### 6.1.2 Other Related Works

Another relevant work is [BGMSS18] where the authors studied over-paramterization in the case of two-layer neural network under a linear-separable assumption.

Instead of using randomly initialized weights like this paper, there is a line of work proposing algorithms using weights generated from some "tensor initialization" process [ABGM14, SA15, JSA15, Tia17, ZSJ ${ }^{+}$17].

There is huge literature on using the mean-field theory to study neural networks [MMN18, YS17, DFS16, XBSD ${ }^{+} 18$, LBN $^{+} 17$, YS18, CPS18, PW17, PB17, PSG17, PLR ${ }^{+} 16$, SGGSD17]. At a high level, they study the network dynamics at random initialization when the number of hidden neurons grow to infinity, and use such initialization theory to predict performance after training. However, they do not provide theoretical convergence rate for the training process (at least when the number of neurons is finite).

### 6.2 Notations and Preliminaries

We denote by $\|\cdot\|_{2}$ (or sometimes $\|\cdot\|$ ) the Euclidean norm of vectors, and by $\|\cdot\|_{2}$ the spectral norm of matrices. We denote by $\|\cdot\|_{\infty}$ the infinite norm of vectors, $\|\cdot\|_{0}$ the sparsity of vectors or diagonal matrices, and $\|\cdot\|_{F}$ the Frobenius norm of matrices. Given matrix $W$, we denote by $W_{k}$ or $w_{k}$ the $k$-th row vector of $W$. We denote the row $\ell_{p}$ norm for $W \in \mathbb{R}^{m \times d}$ as

$$
\begin{equation*}
\|W\|_{2, p} \stackrel{\text { def }}{=}\left(\sum_{i \in[m]}\left\|w_{i}\right\|_{2}^{p}\right)^{1 / p} \tag{6.1}
\end{equation*}
$$

By definition, $\|W\|_{2,2}=\|W\|_{F}$.
We use $\mathcal{N}(\mu, \sigma)$ to denote Gaussian distribution with mean $\mu$ and variance $\sigma$; or $\mathcal{N}(\mu, \Sigma)$ to denote Gaussian vector with mean $\mu$ and covariance $\Sigma$. We use $\mathbb{1}_{\text {event }}$ to denote the indicator function of whether event is true. We denote by $e_{k}$ the $k$-th standard basis vector. We use $\phi(\cdot)$ to denote the $\operatorname{ReLU}$ function, namely $\phi(x)=\max \{x, 0\}=\mathbb{1}_{x \geq 0} \cdot x$. Given univariate function $f: \mathbb{R} \rightarrow \mathbb{R}$, we also use $f$ to denote the same function over vectors: $f(x)=\left(f\left(x_{1}\right), \ldots, f\left(x_{m}\right)\right)$ if $x \in \mathbb{R}^{m}$.

Given vectors $v_{1}, \ldots, v_{n} \in \mathbb{R}^{m}$, we define $U=\mathrm{GS}\left(v_{1}, \ldots, v_{n}\right)$ as their Gram-Schmidt orthonormalization. Namely, $U=\left[\widehat{v}_{1}, \ldots, \widehat{v}_{n}\right] \in \mathbb{R}^{m \times n}$ where

$$
\widehat{v}_{1}=\frac{v_{1}}{\left\|v_{1}\right\|} \quad \text { and } \quad \text { for } i \geq 2: \quad \widehat{v}_{i}=\frac{\prod_{j=1}^{i-1}\left(I-\widehat{v}_{j} \widehat{v}_{j}^{\top}\right) v_{i}}{\left\|\prod_{j=1}^{i-1}\left(I-\widehat{v}_{\gamma_{v}} \widehat{v}_{j}^{\top}\right) v_{i}\right\|} .
$$

Note that in the occasion that $\prod_{j=1}^{i-1}\left(I-\widehat{v}_{j} \widehat{v}_{j}^{\top}\right) v_{i}$ is the zero vector, we let $\widehat{v}_{i}$ be an arbitrary unit vector that is orthogonal to $\widehat{v}_{1}, \ldots, \widehat{v}_{i-1}$.

### 6.2.1 Elman Recurrent Neural Network

We assume $n$ training inputs are given: $\left(x_{i, 1}, x_{i, 2}, \ldots, x_{i, L}\right) \in\left(\mathbb{R}^{d_{x}}\right)^{L}$ for each input $i \in[n]$. We assume $n$ training labels are given: $\left(y_{i, 1}^{*}, y_{i, 2}^{*}, \ldots, y_{i, L}^{*}\right) \in\left(\mathbb{R}^{d}\right)^{L}$ for each input $i \in[n]$. Without loss of generality, we assume $\left\|x_{i, \ell}\right\| \leq 1$ for every $i \in[n]$ and $\ell \in[L]$. Also without loss of generality, we assume $\left\|x_{i, 1}\right\|=1$ and its last coordinate $\left[x_{i, 1}\right]_{d_{x}}=\frac{1}{\sqrt{2}}$ for every $i \in[n] .{ }^{5}$

We make the following assumption on the input data:

Assumption 6.2.1. $\left\|x_{i, 1}-x_{j, 1}\right\| \geq \delta$ for some parameter $\delta \in(0,1]$ and every pair of $i \neq j \in[n]$.

Given weight matrices $W \in \mathbb{R}^{m \times m}, A \in \mathbb{R}^{m \times d_{x}}, B \in \mathbb{R}^{d \times m}$, we introduce the following notations to describe the evaluation of RNN on the input sequences. For each $i \in[n]$ and $j \in[L]:$

$$
\begin{array}{ll}
h_{i, 0}=0 \in \mathbb{R}^{m} & g_{i, \ell}=W \cdot h_{i, \ell-1}+A x_{i, \ell} \in \mathbb{R}^{m} \\
y_{i, \ell}=B \cdot h_{i, \ell} \in \mathbb{R}^{d} & h_{i, \ell}=\phi\left(W \cdot h_{i, \ell-1}+A x_{i, \ell}\right) \in \mathbb{R}^{m}
\end{array}
$$

A very important notion that this entire paper relies on is the following:
Definition 6.2.1. For each $i \in[n]$ and $\ell \in[L]$, let $D_{i, \ell} \in \mathbb{R}^{m \times m}$ be the diagonal matrix where

$$
\left(D_{i, \ell}\right)_{k, k}=\mathbf{1}_{\left(W \cdot h_{i, \ell-1}+A x_{i, \ell}\right)_{k} \geq 0}=\mathbf{1}_{\left(g_{i, \ell}\right)_{k} \geq 0}
$$

As a result, we can write $h_{i, \ell}=D_{i, \ell} W h_{i, \ell-1}$.

[^33]We consider the following random initialization distributions for $W, A$ and $B$.

Definition 6.2.2. We say that $W, A, B$ are at random initialization, if the entries of $W$ and $A$ are i.i.d. generated from $\mathcal{N}\left(0, \frac{2}{m}\right)$, and the entries of $B_{i, j}$ are i.i.d. generated from $\mathcal{N}\left(0, \frac{1}{d}\right)$.

Throughout this paper, for notational simplicity, we refer to index $\ell$ as the $\ell$-th layer of RNN, and $h_{i, \ell}, x_{i, \ell}, y_{i, \ell}$ respectively as the hidden neurons, input, output on the $\ell$-th layer. We acknowledge that in certain literatures, one may regard Elman network as a three-layer RNN.

Assumption 6.2.2. We assume $m \geq \operatorname{poly}\left(n, d, L, \frac{1}{\delta}, \log \frac{1}{\epsilon}\right)$ for some sufficiently large polynomial.

Without loss of generality, we assume $\delta \leq \frac{1}{C L^{2} \log ^{3} m}$ for some sufficiently large constant $C$ (if this is not satisfied one can decrease $\delta$ ). Throughout the paper except the detailed appendix, we use $\widetilde{O}, \widetilde{\Omega}$ and $\widetilde{\Theta}$ notions to hide polylogarithmic dependency in $m$. To simplify notations, we denote by

$$
\rho \stackrel{\text { def }}{=} n L d \log m \quad \text { and } \quad \varrho \stackrel{\text { def }}{=} n L d \delta^{-1} \log (m / \epsilon)
$$

### 6.2.2 Objective and Gradient

For simplicity, we only optimize over the weight matrix $W \in \mathbb{R}^{m \times m}$ and let $A$ and $B$ be at random initialization. As a result, our $\ell_{2}$-regression objective is a function over $W$ : ${ }^{6}$

$$
f(W) \stackrel{\text { def }}{=} \sum_{i=1}^{n} f_{i}(W) \quad \text { and } \quad f_{i}(W) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{\ell=2}^{L}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2} \quad \text { where } \quad \operatorname{loss}_{i, \ell} \stackrel{\text { def }}{=} B h_{i, \ell}-y_{i, \ell}^{*} .
$$

Using chain rule, one can write down a closed form of the (sub-)gradient:

Fact 6.2.3. For $k \in[m]$, the gradient with respect to $W_{k}$ (denoted by $\nabla_{k}$ ) and the full gradient are

$$
\begin{aligned}
\nabla_{k} f(W) & =\sum_{i=1}^{n} \sum_{a=2}^{L} \sum_{\ell=1}^{a-1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle \geq 0} \\
\nabla f(W) & =\sum_{i=1}^{n} \sum_{a=2}^{L} \sum_{\ell=1}^{a-1} D_{i, \ell+1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right) \cdot h_{i, \ell}^{\top}
\end{aligned}
$$

where for every $i \in[n], \ell \in[L]$, and $a=\ell+1, \ell+2, \ldots, L$ :

$$
\text { Back }_{i, \ell \rightarrow \ell} \stackrel{\text { def }}{=} B \in \mathbb{R}^{d \times m} \quad \text { and } \quad \text { Back }_{i, \ell \rightarrow a} \stackrel{\text { def }}{=} B D_{i, a} W \cdots D_{i, \ell+1} W \in \mathbb{R}^{d \times m}
$$

[^34]
### 6.3 Our Results

Our main results can be formally stated as follows.

Theorem 6.3.1 (GD). Suppose $\eta=\widetilde{\Theta}\left(\frac{\delta}{m} \operatorname{poly}(n, d, L)\right)$ and $m \geq \operatorname{poly}\left(n, d, L, \delta^{-1}, \log \epsilon^{-1}\right)$.
Let $W^{(0)}, A, B$ be at random initialization. With high probability over the randomness of $W^{(0)}, A, B$, if we apply gradient descent for $T$ steps $W^{(t+1)}=W^{(t)}-\eta \nabla f\left(W^{(t)}\right)$, then it satisfies

$$
f\left(W^{(T)}\right) \leq \epsilon \quad \text { for } \quad T=\widetilde{\Omega}\left(\frac{\operatorname{poly}(n, d, L)}{\delta^{2}} \log \frac{1}{\epsilon}\right) .
$$

Theorem 6.3.2 (SGD). Suppose $\eta=\widetilde{\Theta}\left(\frac{\delta}{m} \operatorname{poly}(n, d, L)\right)$ and $m \geq \operatorname{poly}\left(n, d, L, \delta^{-1}, \log \epsilon^{-1}\right)$. Let $W^{(0)}, A, B$ be at random initialization. If we apply stochastic gradient descent for $T$ steps $W^{(t+1)}=W^{(t)}-\eta \nabla f_{i}\left(W^{(t)}\right)$ for a random index $i \in[n]$ per step, then with high probability (over $W^{(0)}, A, B$ and the randomness of $S G D$ ), it satisfies

$$
f\left(W^{(T)}\right) \leq \epsilon \quad \text { for } \quad T=\widetilde{\Omega}\left(\frac{\operatorname{poly}(n, d, L)}{\delta^{2}} \log \frac{1}{\epsilon}\right)
$$

In both cases, we essentially have linear convergence rates. ${ }^{7}$ Notably, our results show that the dependency of the number of layers $L$, is polynomial. Thus, even when RNN is applied to sequences of long input data, it does not suffer from exponential gradient explosion or vanishing (e.g., $2^{\Omega(L)}$ or $\left.2^{-\Omega(L)}\right)$ through the entire training process.

Main Technical Theorems Our main Theorem 6.17.1 and Theorem 6.18.1 are in fact natural consequences of the following two technical theorems. They both talk about the

[^35]first-order behavior of RNNs when the weight matrix $W$ is sufficiently close to some random initialization.

The first theorem is similar to the classical Polyak-Łojasiewicz condition [Pol63, Loj63], and says that $\|\nabla f(W)\|_{F}^{2}$ is at least as large as the objective value.

Theorem 6.3.3. With high probability over random initialization $\widetilde{W}, A, B$, it satisfies

$$
\begin{aligned}
& \forall W \in \mathbb{R}^{m \times m} \text { with }\|W-\widetilde{W}\|_{2} \leq \frac{\operatorname{poly}(\varrho)}{\sqrt{m}}: \\
& \|\nabla f(W)\|_{F}^{2} \geq \frac{\delta}{\operatorname{poly}(\rho)} \times m \times f(W) \\
& \|\nabla f(W)\|_{F}^{2},\left\|\nabla f_{i}(W)\right\|_{F}^{2} \leq \operatorname{poly}(\rho) \times m \times f(W) .
\end{aligned}
$$

The second theorem shows a special "semi-smoothness" property of the objective.

Theorem 6.3.4. With high probability over random initialization $\widetilde{W}, A, B$, it satisfies for every $\breve{W} \in \mathbb{R}^{m \times m}$ with $\|\breve{W}-\widetilde{W}\| \leq \frac{\text { poly }(e)}{\sqrt{m}}$, and for every $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\| \leq \frac{\tau_{0}}{\sqrt{m}}$,
$f\left(\breve{W}+W^{\prime}\right) \leq f(\breve{W})+\left\langle\nabla f(\breve{W}), W^{\prime}\right\rangle+\operatorname{poly}(\varrho) m^{1 / 3} \cdot \sqrt{f(W)} \cdot\left\|W^{\prime}\right\|_{2}+\operatorname{poly}(\rho) m\left\|W^{\prime}\right\|_{2}^{2}$.

At a high level, the convergence of GD and SGD are careful applications of the two technical theorems above: indeed, Theorem 6.15.2 shows that as long as the objective value is high, the gradient is large; and Theorem 6.16 .1 shows that if one moves in the (negative) gradient direction, then the objective value can be sufficiently decreased. These two technical theorems together ensure that GD/SGD does not hit any saddle point or (bad) local minima along its training trajectory. This was practically observed by [GVS15] and a theoretical justification was open since then.

An Open Question We did not try to tighten the polynomial dependencies of ( $n, d, L$ ) in the proofs. When $m$ is sufficiently large, we make use of the randomness at initialization to argue that, for all the points within a certain radius from initialization, for instance Theorem 6.15.2 holds. In practice, however, the SGD can create additional randomness as time goes; also, in practice, it suffices for those points on the SGD trajectory to satisfy Theorem 6.15.2. Unfortunately, such randomness can - in principle - be correlated with the SGD trajectory, so we do not know how to use that in the proofs. Analyzing such correlated randomness is certainly beyond the scope of this paper, but can possibly explain why in practice, the size of $m$ needed is not that large.

### 6.3.1 Conclusion

Overall, we provide the first proof of convergence of GD/SGD for non-linear neural networks that have more two layers. We show with overparameterization GD/SGD can avoid hitting any (bad) local minima along its training trajectory. This was practically observed by [GVS15] and a theoretical justification was open since then. We present our result using recurrent neural networks (as opposed to the simpler feedforward networks [AZLS19]) in this very first paper, because memorization in RNN could be of independent interest. Also, our result proves that RNN can learn mappings from different input tokens to different output tokens simultaneously using the same recurrent unit.

Last but not least, we build new tools to analyze multi-layer networks with ReLU activations that could facilitate many new research on deep learning. For instance, our techniques in Section 6.5 provide a general theory for why ReLU activations avoid exponential exploding (see e.g. (6.2), (6.5)) or exponential vanishing (see e.g. (6.2), (6.4)); and our techniques in Section 6.6 give a general theory for the stability of multi-layer networks against adversarial weight perturbations, which is at the heart of showing the semi-smoothness Theorem 6.16.1, and used by all the follow-up works [AZLS19, ALL18c, AL19a, CG19].

### 6.4 Proof Sketch

The main difficulty of this paper is to prove Theorem 6.15.2 and 6.16.1, and we shall sketch the proof ideas in Section 6.5 through 6.8. In such high-level discussions, we shall put our emphasize on

- how to avoid exponential blow up in $L$, and
- how to deal with the issue of randomness dependence across layers.

We genuinely hope that this high-level sketch can (1) give readers a clear overview of the proof without the necessity of going to the appendix, and (2) appreciate our proof and understand why it is necessarily long. ${ }^{8}$

[^36]
### 6.5 Basic Properties at Random Initialization

In this section we derive basic properties of the RNN when the weight matrices $W, A, B$ are all at random initialization. The corresponding precise statements and proofs are in Section 6.11.

The first one says that the forward propagation neither explodes or vanishes, that is,

$$
\begin{equation*}
\frac{1}{2} \leq\left\|h_{i, \ell}\right\|_{2},\left\|g_{i, \ell}\right\|_{2} \leq O(L) \tag{6.2}
\end{equation*}
$$

Intuitively, (6.2) very reasonable. Since the weight matrix $W$ is randomly initialized with entries i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$, the norm $\|W z\|_{2}$ is around $\sqrt{2}$ for any fixed vector $z$. Equipped with ReLU activation, it "shuts down" roughly half of the coordinates of $W z$ and reduces the norm $\|\phi(W z)\|$ to one. Since in each layer $\ell$, there is an additional unit-norm signal $x_{i, \ell}$ coming in, we should expect the final norm of hidden neurons to be at most $O(L)$.

Unfortunately, the above argument cannot be directly applied since the weight matrix $W$ is reused for $L$ times so there is no fresh new randomness across layers. Let us explain how we deal with this issue carefully, because it is at the heart of all of our proofs in this paper. Recall, each time $W$ is applied to some vector $h_{i, \ell}$, it only uses "one column of randomness" of $W$. Mathematically, letting $U_{\ell} \in \mathbb{R}^{m \times n \ell}$ denote the column orthonormal matrix using Gram-Schmidt

$$
U_{\ell} \stackrel{\text { def }}{=} \mathrm{GS}\left(h_{1,1}, \ldots, h_{n, 1}, h_{1,2}, \ldots, h_{n, 2}, \ldots, h_{1, \ell}, \ldots, h_{n, \ell}\right),
$$

we have $W h_{i, \ell}=W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$.

- The second term $W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$ has new randomness independent of the previous layers. ${ }^{9}$
- The first term $W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}$ relies on the randomness of $W$ in the directions of $h_{i, a}$ for $a<\ell$ of the previous layers. We cannot rely on the randomness of this term, because when applying inductive argument till layer $\ell$, the randomness of $W U_{\ell-1}$ is already used.

Fortunately, $W U_{\ell-1} \in \mathbb{R}^{m \times n(\ell-1)}$ is a rectangular matrix with $m \gg n(\ell-1)$ (thanks to overparameterization!) so one can bound its spectral norm by roughly $\sqrt{2}$. This ensures that no matter how $h_{i, \ell}$ behaves (even arbitrarily correlated with $W U_{\ell-1}$ ), the norm of the first term cannot be too large. It is crucial here that $W U_{\ell-1}$ is a rectangular matrix, because for a square random matrix such as $W$, its spectral norm is 2 and using that, the forward propagation bound will exponentially blow up.

This summarizes the main idea for proving $\left\|h_{i, \ell}\right\| \leq O(L)$ in (6.2); the lower bound $\frac{1}{2}$ is similar. Our next property says in each layer, the amount of "fresh new randomness" is non-negligible:

$$
\begin{equation*}
\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2} \geq \widetilde{\Omega}\left(\frac{1}{L^{2}}\right) \tag{6.3}
\end{equation*}
$$

This relies on a more involved inductive argument than (6.2). At high level, one needs to show that in each layer, the amount of "fresh new randomness" reduces only by a factor at most $1-\frac{1}{10 L}$.

[^37]Using (6.2) and (6.3), we obtain the following property about the data separability:

$$
\begin{equation*}
\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1} \text { and }\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1} \text { are }(\delta / 2) \text {-separable, } \forall i, j \in[n] \text { with } i \neq j \tag{6.4}
\end{equation*}
$$

Here, we say two vectors $x$ and $y$ are $\delta$-separable if $\left\|\left(I-y y^{\top} /\|y\|_{2}^{2}\right) x\right\| \geq \delta$ and vice versa. Property (6.4) shows that the separability information (say on input token 1) does not diminish by more than a polynomial factor even if the information is propagated for $L$ layers.

We prove (6.4) by induction. In the first layer $\ell=1$ we have $h_{i, 1}$ and $h_{j, 1}$ are $\delta$-separable which is a consequence of Assumption 6.2.1. If having fresh new randomness, given two $\delta$ separable vectors $x, y$, one can show that $\phi(W x)$ and $\phi(W y)$ are also $\delta\left(1-o\left(\frac{1}{L}\right)\right)$ separable. Again, in RNN, we do not have fresh new randomness, so we rely on (6.3) to give us reasonably large fresh new randomness. Applying a careful induction helps us to derive that (6.4) holds for all layers. ${ }^{10}$

Intermediate Layers and Backward Propagation Training neural network is not only about forward propagation. We also have to bound intermediate layers and backward propagation.

The first two results we derive are the following. For every $\ell_{1} \geq \ell_{2}$ and diagonal

[^38]matrices $D^{\prime}$ of sparsity $s \in\left[\rho^{2}, m^{0.49}\right]$ :
\[

$$
\begin{align*}
\left\|W D_{i, \ell_{1}} \cdots D_{i, \ell_{2}} W\right\|_{2} & \leq O\left(L^{3}\right)  \tag{6.5}\\
\left\|D^{\prime} W D_{i, \ell_{1}} \cdots D_{i, \ell_{2}} W D^{\prime}\right\|_{2} & \leq \widetilde{O}(\sqrt{s} / \sqrt{m}) \tag{6.6}
\end{align*}
$$
\]

Intuitively, one cannot use spectral bound argument to derive (6.5) or (6.6): the spectral norm of $W$ is 2 , and even if ReLU activations cancel half of its mass, the spectral norm $\|D W\|_{2}$ remains to be $\sqrt{2}$. When stacked together, this grows exponential in $L$.

Instead, we use an analogous argument to (6.2) to show that, for each fixed vector $z$, the norm of $\left\|W D_{i, \ell_{1}} \cdots D_{i, \ell_{2}} W z\right\|_{2}$ is at most $O(1)$ with extremely high probability $1-$ $e^{-\Omega\left(m / L^{2}\right)}$. By standard $\epsilon$-net argument, $\left\|W D_{i, \ell_{1}} \cdots D_{i, \ell_{2}} W z\right\|_{2}$ is at most $O(1)$ for all $\frac{m}{L^{3}}$ sparse vectors $z$. Finally, for a possible dense vector $z$, we can divide it into $L^{3}$ chunks each of sparsity $\frac{m}{L^{3}}$. Finally, we apply the upper bound for $L^{3}$ times. This proves (6.5). One can use similar argument to prove (6.6).

Remark 6.5.1. We did not try to tighten the polynomial factor here in $L$. We conjecture that proving an $O(1)$ bound may be possible, but that question itself may be a sufficiently interesting random matrix theory problem on its own.

The next result is for back propagation. For every $\ell_{1} \geq \ell_{2}$ and diagonal matrices $D^{\prime}$ of sparsity $s \in\left[\rho^{2}, m^{0.49}\right]$ :

$$
\begin{equation*}
\left\|B D_{i, \ell_{1}} \cdots D_{i, \ell_{2}} W D^{\prime}\right\|_{2} \leq \widetilde{O}(\sqrt{s}) \tag{6.7}
\end{equation*}
$$

Its proof is in the same spirit as (6.6), with the only difference being the spectral norm of $B$ is around $\sqrt{m / d}$ as opposed to $O(1)$.

### 6.6 Stability After Adversarial Perturbation

In this section we study the behavior of RNN after adversarial perturbation. The corresponding precise statements and proofs are in Section 6.12.

Letting $\widetilde{W}, A, B$ be at random initialization, we consider some matrix $W=\widetilde{W}+W^{\prime}$ for $\left\|W^{\prime}\right\|_{2} \leq \frac{\operatorname{poly}(\rho)}{\sqrt{m}}$. Here, $W^{\prime}$ may depend on the randomness of $\widetilde{W}, A$ and $B$, so we say it can be adversarially chosen. The results of this section will later be applied essentially twice:

- Once for those updates generated by GD or SGD, where $W^{\prime}$ is how much the algorithm has moved away from the random initialization.
- The other time (see Section 6.7.3) for a technique that we call "randomness decomposition" where we decompose the true random initialization $W$ into $W=\widetilde{W}+W^{\prime}$, where $\widetilde{W}$ is a "fake" random initialization but identically distributed as $W$. Such technique at least traces back to smooth analysis [ST04].

To illustrate our high-level idea, from this section on (so in Section 6.6, 6.7 and 6.8) we ignore the polynomial dependency in $\varrho$ and hide it in the big-O notion.

We denote by $\widetilde{D}_{i, \ell}, \widetilde{g}_{i, \ell}, \widetilde{h}_{i, \ell}$ respectively the values of $D_{i, \ell}, g_{i, \ell}$ and $h_{i, \ell}$ determined by $\widetilde{W}$ and $A$ at random initialization; and by $D_{i, \ell}=\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}, g_{i, \ell}=\widetilde{g}_{i, \ell}+g_{i, \ell}^{\prime}$ and $h_{i, \ell}=\widetilde{h}_{i, \ell}+h_{i, \ell}^{\prime}$ respectively those determined by $W=\widetilde{W}+W^{\prime}$ after the adversarial perturbation.

Forward Stability Our first, and most technical result is the following:

$$
\begin{equation*}
\left\|g_{i, \ell}^{\prime}\right\|_{2},\left\|h_{i, \ell}^{\prime}\right\|_{2} \leq O\left(m^{-1 / 2}\right), \quad\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq O\left(m^{2 / 3}\right) \quad \text { and } \quad\left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\|_{2} \leq O\left(m^{-1 / 2}\right) \tag{6.8}
\end{equation*}
$$

Intuitively, one may hope to prove (6.8) by induction, because we have (ignoring subscripts in $i$ )

$$
g_{\ell^{\prime}}^{\prime}=\underbrace{W^{\prime} D_{\ell^{\prime}-1} g_{\ell^{\prime}-1}}_{(1)}+\underbrace{\widetilde{W} D_{\ell^{\prime}-1}^{\prime} g_{\ell^{\prime}-1}}_{(2}+\underbrace{\widetilde{W} \widetilde{D}_{\ell^{\prime}-1} g_{\ell^{\prime}-1}^{\prime}}_{(3}
$$

The main issue here is that, the spectral norm of $\widetilde{W} \widetilde{D}_{\ell^{\prime}-1}$ in (3) is greater than 1, so we cannot apply naive induction due to exponential blow up in $L$. Neither can we apply techniques from Section 6.5, because the changes such as $g_{\ell^{\prime}-1}$ can be adversarial.

In our actual proof of (6.8), instead of applying induction on (3), we recursively expand (3) by the above formula. This results in a total of $L$ terms of (1) type and $L$ terms of (2) type. The main difficulty is to bound a term of (2) type, that is:

$$
\left\|\widetilde{W} \widetilde{D}_{\ell_{1}} \cdots \widetilde{D}_{\ell_{2}+1} \widetilde{W} D_{\ell_{2}}^{\prime} g_{\ell_{2}}\right\|_{2}
$$

Our argument consists of two conceptual steps.

1. Suppose $g_{\ell_{2}}=\widetilde{g}_{\ell_{2}}+g_{\ell_{2}}^{\prime}=\widetilde{g}_{\ell_{2}}+g_{\ell_{2}, 1}^{\prime}+g_{\ell_{2}, 2}^{\prime}$ where $\left\|g_{\ell_{2}, 1}^{\prime}\right\|_{2} \leq m^{-1 / 2}$ and $\left\|g_{\ell_{2}, 2}^{\prime}\right\|_{\infty} \leq m^{-1}$, then we argue that $\left\|D_{\ell_{2}}^{\prime} g_{\ell_{2}}\right\|_{2} \leq O\left(m^{-1 / 2}\right)$ and $\left\|D_{\ell_{2}}^{\prime} g_{\ell_{2}}\right\|_{0} \leq O\left(m^{2 / 3}\right)$.
2. Suppose $x \in \mathbb{R}^{m}$ with $\|x\|_{2} \leq m^{-1 / 2}$ and $\|x\|_{0} \leq m^{2 / 3}$, then we show that $y=$ $\widetilde{W} \widetilde{D}_{\ell_{1}} \cdots \widetilde{D}_{\ell_{2}+1} \widetilde{W} x$ can be written as $y=y_{1}+y_{2}$ with $\left\|y_{1}\right\|_{2} \leq O\left(m^{-2 / 3}\right)$ and $\left\|y_{2}\right\|_{\infty} \leq$ $O\left(m^{-1}\right)$.

The two steps above enable us to perform induction without exponential blow up. Indeed, they together enable us to go through the following logic chain:

$$
\left.\begin{array}{l}
\|\cdot\|_{2} \leq m^{-1 / 2} \text { and }\|\cdot\|_{\infty} \leq m^{-1} \stackrel{(1)}{\Longrightarrow} \\
\|\cdot\|_{2} \leq m^{-2 / 3} \text { and }\|\cdot\|_{\infty} \leq m^{-1} \\
\Longleftarrow
\end{array}\right\}\|\cdot\|_{2} \leq m^{-1 / 2} \text { and }\|\cdot\|_{0} \leq m^{2 / 3}
$$

Since there is a gap between $m^{-1 / 2}$ and $m^{-2 / 3}$, we can make sure that all blow-up factors are absorbed into this gap, using the property that $m$ is polynomially large. This enables us to perform induction to prove (6.8) without exponential blow-up.

Intermediate Layers and Backward Stability Using (6.8), and especially using the sparsity $\left\|D^{\prime}\right\|_{0} \leq m^{2 / 3}$ from (6.8), one can apply the results in Section 6.5 to derive the following stability bounds for intermediate layers and backward propagation:

$$
\begin{gather*}
\left\|D_{i, \ell_{1}} W \cdots D_{i, \ell_{2}} W-\widetilde{D}_{i, \ell_{1}} \widetilde{W} \cdots \widetilde{D}_{i, \ell_{2}} \widetilde{W}\right\|_{2} \leq O\left(L^{7}\right)  \tag{6.9}\\
\left\|B D_{i, \ell_{1}} W \cdots D_{i, \ell_{2}} W-B \widetilde{D}_{i, \ell_{1}} \widetilde{W} \cdots \widetilde{D}_{i, \ell_{2}} \widetilde{W}\right\|_{2} \leq O\left(m^{1 / 3}\right) . \tag{6.10}
\end{gather*}
$$

Special Rank-1 Perturbation For technical reasons, we also need two bounds in the special case of $W^{\prime}=y z^{\top}$ for some unit vector $z$ and sparse $y$ with $\|y\|_{0} \leq \operatorname{poly}(\varrho)$. We prove that, for this type of rank-one adversarial perturbation, it satisfies for every $k \in[m]$ :

$$
\begin{align*}
\left|\left(\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell}^{\prime}\right)_{k}\right| & \leq O\left(m^{-2 / 3}\right)  \tag{6.11}\\
\left\|B D_{i, \ell_{1}} W \cdots D_{i, \ell_{2}} W e_{k}-B \widetilde{D}_{i, \ell_{1}} \widetilde{W} \cdots \widetilde{D}_{i, \ell_{2}} \widetilde{W} e_{k}\right\|_{2} & \leq O\left(m^{-1 / 6}\right) \tag{6.12}
\end{align*}
$$

### 6.7 Proof Sketch of Theorem 6.15.2: Polyak-Łojasiewicz Condition

The upper bound in Theorem 6.15.2 is easy to prove (based on Section 6.5 and 6.6 ), but the lower bound (a.k.a. the Polyak-Łojasiewicz condition) is the most technically involved result to prove in this paper. We introduce the notion of "fake gradient". Given fixed vectors $\left\{\operatorname{loss}_{i, a}\right\}_{i \in[n], a \in\{2, \ldots, L\}}$, we define

$$
\begin{equation*}
\widehat{\nabla}_{k} f(W) \stackrel{\text { def }}{=} \sum_{i=1}^{n} \sum_{\ell=1}^{L-1}\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0} \tag{6.13}
\end{equation*}
$$

where $u_{i, \ell} \stackrel{\text { def }}{=} \sum_{a=\ell+1}^{L} \operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}$. Note that if $\operatorname{loss}_{i, a}=B h_{i, a}-y_{i, a}^{*}$ is the true loss vector, then $\widehat{\nabla}_{k} f(W)$ will be identical to $\nabla_{k} f(W)$ by Fact 6.2.3. Our main technical theorem is the following:

Theorem 6.7.1. For every fixed vectors $\left\{\operatorname{loss}_{i, a}\right\}_{i \in[n], a \in\{2, \ldots, L\}}$, if $W, A, B$ are at random initialization, then with high probability

$$
\|\widehat{\nabla} f(W)\|_{F}^{2} \geq \widetilde{\Omega}\left(\frac{\delta m}{\operatorname{poly}(\rho)}\right) \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\}
$$

There are only two conceptually simple steps from Theorem 6.14.2 to Theorem 6.15.2 (see Section 6.15).

- First, one can use the stability lemmas in Section 6.6 to show that, the fake gradient $\left\|\widehat{\nabla} f\left(W+W^{\prime}\right)\right\|_{F}$ after adversarial perturbation $W^{\prime}\left(\right.$ with $\left.\left\|W^{\prime}\right\|_{2} \leq \frac{1}{\sqrt{m}}\right)$ is also large.
- Second, one can apply $\epsilon$-net and union bound to turn "fixed loss" into "for all loss". This allows us to turn the lower bound on the fake gradient into a lower bound on the true gradient $\left\|\nabla_{k} f\left(W+W^{\prime}\right)\right\|_{F}$.

Therefore, in the rest of this section, we only sketch the ideas behind proving Theorem 6.14.2.
Let $\left(i^{*}, \ell^{*}\right)=\operatorname{argmax}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}\right\}$ be the sample and layer corresponding to the largest loss. Recall $W, A, B$ are at random initialization.

### 6.7.1 Indicator and Backward Coordinate Bounds

There are three factors in the notion of fake gradient (6.13): $\left(u_{i, \ell}\right)_{k} \in \mathbb{R}$ the backward coordinate, $h_{i, \ell} \in \mathbb{R}^{m}$ the forward vector, and $\mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0} \in\{0,1\}$ the indicator coordinate. We already know very well how the forward vector $h_{i, \ell}$ behaves from the previous sections. Let us provide bounds on the other two factors at the random initialization. (Details in Section 6.13.)

Our "backward coordinate bound" controls the value of $\left(u_{i, \ell}\right)_{k}$ : at random initialization,

$$
\begin{equation*}
\left|\left(u_{i^{*}, \ell^{*}}\right)_{k}\right| \geq \frac{\left\|\operatorname{loss}_{i^{*}, e^{*}}\right\|_{2}}{\rho} \quad \text { for at least } 1-o(1) \text { fraction of } k \in[m] \tag{6.14}
\end{equation*}
$$

The main idea behind proving (6.14) is to use the randomness of $B$. For a fixed $k \in[m]$, it is in fact not hard to show that $\left|\left(u_{i^{*}, \ell^{*}}\right)_{k}\right|$ is large with high probability. Unfortunately, the randomness of $B$ are shared for different coordinates $k$. We need to also bound the correlation between pairs of coordinates $k_{1}, k_{2} \in[m]$, and resort to MiDiarmid inequality to provide a high concentration bound with respect to all the coordinates.

Our indicator coordinate bound controls the value $\left(g_{i, \ell+1}\right)_{k}$ inside the indicator functions $\mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}$. It says, letting $\beta_{+} \stackrel{\text { def }}{=} \frac{\delta}{\rho^{2}}$ and $\beta_{-} \stackrel{\text { def }}{=} \frac{\delta}{\rho^{10}}$, then at random initialization, for at least $\frac{\delta}{\operatorname{poly}(\rho)}$ fraction of the coordinates $k \in[m]$,

$$
\left|\left(g_{i^{*}, \ell^{*}+1}\right)_{k}\right| \leq \frac{\beta_{-}}{\sqrt{m}} \quad \text { and } \quad\left|\left(g_{i, \ell+1}\right)_{k}\right| \geq \frac{\beta_{+}}{\sqrt{m}} \quad \begin{align*}
& \text { for } i \neq i^{*} \text { and } \ell=\ell^{*}, \text { or }  \tag{6.15}\\
& \text { for } i \in[n] \text { and } \ell>\ell^{*}
\end{align*}
$$

This should be quite intuitive to prove, in the following two steps.

- First, there are $\frac{\delta}{\operatorname{poly}(\rho)} m$ coordinates $k \in[m]$ with $\left|\left(g_{i^{*}, e^{*}+1}\right)_{k}\right| \leq \frac{\beta_{-}}{\sqrt{m}}$.

To show this, we write $\left(g_{i^{*}, \ell^{*}+1}\right)_{k}=\left(W U_{\ell^{*}} U_{\ell^{*}} h_{i^{*}, \ell^{*}}+A x_{i^{*}, \ell^{*}+1}\right)_{k}$, and prove that for every $z \in \mathbb{R}^{n \ell^{*}}$ with bounded norms (by $\epsilon$-net), there are at least $\frac{\delta}{\operatorname{poly}(\rho)} m$ coordinates $k \in[m]$ with $\left|\left(W U_{\ell^{*}} z+A x_{i^{*}, \ell^{*}+1}\right)_{k}\right| \leq \frac{\beta_{-}}{\sqrt{m}}$. This is possible using the independence between $W U_{\ell^{*}}$ and $A$.

- Then, conditioning on the first event happens, we look at $\left|\left(g_{i, \ell+1}\right)_{k}\right|$ for (1) each $i \neq i^{*}$ and $\ell=\ell^{*}$, or (2) each $i \in[n]$ and $\ell>\ell^{*}$. In both cases, even though the value of $g_{i^{*}, \ell^{*}+1}$ is fixed, we still have sufficient fresh new randomness (by invoking (6.4) for case (1) and (6.3) for case (2)). Such additional randomness can make sure that, with high probability (over the fresh new randomness), the value of $\left(g_{i, \ell+1}\right)_{k}$ is larger than $\frac{\beta_{+}}{\sqrt{m}}$.


### 6.7.2 Thought Experiment: Adding Small Rank-One Perturbation

We now focus on a fixed coordinate $k \in[m]$ satisfying (6.15) and (6.14) in the Section 6.7.1, and denote by $v_{i^{*}, \ell^{*}} \xlongequal{\text { def }} \frac{\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) h_{i^{*}, \ell^{*}}}{\|\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top} h_{i^{*}}, \ell^{*} \|\right.}$.

For analysis purpose, imagine that we apply a small random perturbation $W_{k}^{\prime}$ to the already-randomly initialized matrix $W$, in the rank-one direction $e_{k} v_{i^{*}, \ell^{*}}^{\top}$. Namely, we set $W_{k}^{\prime}=g \cdot e_{k} v_{i^{*}, \ell^{*}}^{\top}$ where $g \sim \mathcal{N}\left(0, \theta^{2}\right)$ and $\theta$ is a parameter satisfying $\frac{\beta_{-}}{\sqrt{m}} \ll \theta \ll \frac{\beta_{+}}{\sqrt{m}}$. Using the fact that $k$ satisfies (6.15), one can show that ${ }^{11}$
(a) $\mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}$ stays the same with respect to perturbation $W_{k}^{\prime}$, except for $i=i^{*}$ and $\ell=\ell^{*}$; and
(b) $\mathbf{1}_{\left(g_{i^{*}, \ell^{*}+1}\right)_{k} \geq 0}$ can be 0 or 1 each with at least constant probability over $W_{k}^{\prime}$.

At the same time, using the fact that $k$ satisfies (6.14), one can show that
(c) $h_{i, \ell}$ and $\left(u_{i, \ell}\right)_{k}$ does not change by much (owing to Section 6.6); and
(d) $\left|\left(u_{i^{*}, \ell^{*}+1}\right)_{k}\right| \geq \frac{\left\|\operatorname{los}_{i^{*}, \ell^{*}}\right\|_{2}}{\rho}$ is large (owing to (6.14)).

## ${ }^{11}$ Specifically,

- For every $\ell<\ell^{*}$, we have $\left(g_{i, \ell+1}\right)_{k}$ is unchanged with respect to $W_{k}^{\prime}$. This is because $g_{i, \ell+1}$ only depends on the randomness of $W U_{\ell}$, but $v_{i^{*}, \ell^{*}}$ is orthogonal to the columns of $U_{\ell}$.
- For $i=i^{*}$ and $i=\ell^{*}$, we have $\left(g_{i, \ell+1}\right)_{k}$ will change sign with constant probability with respect to $W_{k}^{\prime}$. This is because $\left\|W_{k}^{\prime}\right\|$ is above $\frac{\beta_{-}}{\sqrt{m}}-$ the original $\left(g_{i, \ell+1}\right)_{k}$ before perturbation.
- For any other $i$ and $\ell$, we have $\left(g_{i, \ell+1}\right)_{k}$ will not change sign with high probability with respect to $W_{k}^{\prime}$. This is because $\left\|W_{k}^{\prime}\right\|$ is below $\frac{\beta_{+}}{\sqrt{m}}$ - the original $\left(g_{i, \ell+1}\right)_{k}$ before perturbation.

Putting (a), (b), (c), and (d) together, we know for such specially chosen $k$, at least with constant probability over the random perturbation of $W_{k}^{\prime}$,

$$
\begin{equation*}
\left\|\widehat{\nabla}_{k} f\left(W+W_{k}^{\prime}\right)\right\|_{F} \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{\rho}\right) . \tag{6.16}
\end{equation*}
$$

### 6.7.3 Real Proof: Randomness Decomposition and McDiarmid's Inequality

There are only two main differences between (6.16) and our desired Theorem 6.14.2. First, (6.16) gives a gradient lower bound at $W+W_{k}^{\prime}$, while in Theorem 6.14.2 we need a gradient lower bound at random initialization $W$. Second, (6.16) gives a lower bound on $\widehat{\nabla}_{k} f(\cdot)$ with constant probability for a small fraction of good coordinates $k$, but in Theorem 6.14.2 we need a lower bound for the entire $\widehat{\nabla} f(\cdot)$.

Randomness Decomposition To fix the first issue, we resort to a randomness decomposition technique at least tracing back to the smooth analysis of [ST04]:

Proposition 6.7.2. Given small constant $\theta \in(0,1)$ and m-dimensional random $g \sim \mathcal{N}\left(0, \frac{1}{m} I\right)$, we can rewrite $g=g_{1}+g_{3}$ where $g_{1}$ follows from $\mathcal{N}\left(0, \frac{1}{m} I\right)$ and $g_{3}$ is very close to $\mathcal{N}\left(0, \frac{\theta^{2}}{m} I\right)$. (Note that there is no contradiction here because $g_{1}$ and $g_{3}$ shall be correlated.)

Proof. Let $g_{1}, g_{2} \in \mathbb{R}^{m}$ be two independent random vectors sampled from $\mathcal{N}\left(0, \frac{1}{m} I\right)$. We can couple them and make sure $g=\sqrt{1-\theta^{2}} g_{1}+\theta g_{2}$. We now choose $g_{3}=\theta g_{2}-\left(1-\sqrt{1-\theta^{2}}\right) g_{1}$. Since $\left(1-\sqrt{1-\theta^{2}}\right) \leq O\left(\theta^{2}\right)$, when $\theta$ is sufficiently small, we know that $g_{3}$ is close to being generated from distribution $\mathcal{N}\left(0, \frac{\theta^{2}}{m} I\right)$.

Using Proposition 6.7.2, for each good coordinate $k$, instead of "adding" perturbation $W_{k}^{\prime}$ to $W$, we can instead decompose $W$ into $W=W_{0}+W_{k}^{\prime}$, where $W_{0}$ is distributed in the same way as $W$. In other words, $W_{0}$ is also at random initialization. If this idea is carefully implemented, one can immediately turn (6.16) into

$$
\begin{equation*}
\left\|\widehat{\nabla}_{k} f(W)\right\|_{F}=\left\|\widehat{\nabla}_{k} f\left(W_{0}+W_{k}^{\prime}\right)\right\|_{F} \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{\rho}\right) \tag{6.17}
\end{equation*}
$$

Extended McDiarmid's Inequality To fix the second issue, one may wish to consider all the indices $k \in[m]$ satisfying (6.15) and (6.14). Since there are at least $\frac{\delta}{\text { poly }(\rho)}$ fraction of such coordinates, if all of them satisfied (6.17), then we would have already proved Theorem 6.14.2. Unfortunately, neither can we apply Chernoff bound (because the events with different $k \in$ [ $m$ ] are correlated), nor can we apply union bound (because the event occurs only with constant probability).

Our technique is to resort to (an extended probabilistic variant of) McDiarmid's inequality (see Section 6.10.6) in a very non-trivial way to boost the confidence.

Give any fixed subset $N$ of cardinality $|N|=(\operatorname{poly}(\rho) / \delta)^{2}$, one can show that there again exists $\frac{\delta}{\text { poly }(\rho)}$ fraction of coordinate $k \in N$ satisfying (6.15) and (6.14). ${ }^{12}$ Now, instead of decomposing $W=W_{0}+W_{k}^{\prime}$, we decompose it as $W=W_{1}+W_{N}^{\prime}$ for $W_{N}^{\prime}=u_{N} v_{i^{*}, \ell^{*}}^{\top}$ where $u_{N}$ is only supported on coordinates $k \in N$. In other words, we simultaneously perturb in the directions of $W_{k}^{\prime}$ for all $k \in N$. Since this perturbation is small enough -i.e., $\left\|W_{N}^{\prime}\right\|_{2} \leq \frac{\operatorname{poly}(\varrho)}{\sqrt{m}}$ - one can show that (6.17) remains true, that is, for a large fraction of $k \in N$, with at least constant probability over $W_{N}^{\prime}$ :

$$
\begin{equation*}
\left\|\widehat{\nabla}_{k} f\left(W_{1}+W_{N}^{\prime}\right)\right\|_{F} \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{\rho}\right) \tag{6.18}
\end{equation*}
$$

In order to apply McDiarmid's, we next need to bound on the difference between $\| \widehat{\nabla}_{k} f\left(W_{1}+\right.$ $\left.W_{N}^{\prime}\right) \|_{F}$ and $\left\|\widehat{\nabla}_{k} f\left(W_{1}+W_{N}^{\prime}+W_{j}^{\prime \prime}\right)\right\|_{F}$ for an arbitrary (but small) perturbation $W_{j}^{\prime \prime}$ (in the direction of $\left.e_{j} v_{i^{*}, \ell^{*}}^{\top}\right)$. We show that,

$$
\begin{equation*}
\sum_{k \in[N]}\left|\left\|\widehat{\nabla}_{k}\left(W_{1}+W_{N}^{\prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k}\left(W_{1}+W_{N}^{\prime}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq O\left(\rho^{8}+\frac{|N|}{m^{1 / 6}}\right) \tag{6.19}
\end{equation*}
$$

[^39]In other words, although there are $|N|$ difference terms, their total summation only grows in rate $\frac{|N|}{m^{1 / 6}}$ according to (6.19). After applying a variant of McDiarmid's inequality, we derive that with high probability over $W_{N}^{\prime}$, it satisfies

$$
\begin{equation*}
\sum_{k \in N}\left\|\widehat{\nabla}_{k} f(W)\right\|_{F}^{2}=\sum_{k \in N}\left\|\widehat{\nabla}_{k} f\left(W_{1}+W_{N}^{\prime}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}^{2}}{\operatorname{poly}(\rho)}|N|\right) \tag{6.20}
\end{equation*}
$$

Finally, by sampling sufficiently many random sets $N$ to cover the entire space [ $m$ ], we can show

$$
\|\widehat{\nabla} f(W)\|_{F}^{2}=\sum_{k \in[m]}\left\|\widehat{\nabla}_{k} f(W)\right\|_{F}^{2} \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}^{2}}{\operatorname{poly}(\rho)} m\right)
$$

and therefore Theorem 6.14.2 holds.

### 6.8 Proof Sketch of Theorem 6.16.1: Objective Semi-Smoothness

The objective semi-smoothness Theorem 6.16.1 turns out to be much simpler to prove than Theorem 6.15.2. It only relies on Section 6.5 and 6.6, and does not need randomness decomposition or McDiarmid's inequality. (Details in Section 6.16.)

Recall that in Theorem 6.16.1, $\widetilde{W}, A, B$ are at random initialization. $\breve{W}$ is an adversarially chosen matrix with $\|\breve{W}-\widetilde{W}\| \leq \frac{\operatorname{poly}(\rho)}{\sqrt{m}}$, and $W^{\prime}$ is some other adversarial perturbation on top of $\breve{W}$, satisfying $\left\|W^{\prime}\right\| \leq \frac{\tau_{0}}{\sqrt{m}}$. We denote by

- $\widetilde{D}_{i, \ell}, \widetilde{g}_{i, \ell}, \widetilde{h}_{i, \ell}$ respectively the values of $D_{i, \ell}, g_{i, \ell}, h_{i, \ell}$ determined by weight matrix $\widetilde{W}$;
- $\breve{D}_{i, \ell}, \breve{g}_{i, \ell}, \hbar_{i, \ell}, \operatorname{loss}_{i, \ell}$ respectively those of $D_{i, \ell}, g_{i, \ell}, h_{i, \ell}$ and $\operatorname{loss}_{i, \ell}$ at weight matrix $\breve{W}$; and
- $D_{i, \ell}, g_{i, \ell}, h_{i, \ell}$ respectively the values of $D_{i, \ell}, g_{i, \ell}, h_{i, \ell}$ at weight matrix $W=\breve{W}+W^{\prime}$.

Our main tool is to derive the following strong formula for $h_{i, \ell}-\hbar_{i, \ell}$ : there exist diagonal matrices $D_{i, \ell}^{\prime \prime} \in \mathbb{R}^{m \times m}$ with entries in $[-1,1]$ and sparsity $\left\|D_{i, \ell}^{\prime \prime}\right\|_{0} \leq O\left(m^{2 / 3}\right)$ such that,

$$
\begin{equation*}
h_{i, \ell}-\hbar_{i, \ell}=\sum_{a=1}^{\ell-1}\left(\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{i, a+1}+D_{i, a+1}^{\prime \prime}\right) W^{\prime} h_{i, a} \tag{6.21}
\end{equation*}
$$

In particular, (6.21) implies $\left\|h_{i, \ell}-\hbar_{i, \ell}\right\| \leq O\left(L^{9}\right)\left\|W^{\prime}\right\|_{2}$ after careful linear-algebraic manipulations (esp. using (6.6)). The main take-away message from (6.21) is that, this difference $h_{i, \ell}-\hbar_{i, \ell}$ is proportional to the norm of the perturbation, $\left\|W^{\prime}\right\|_{2}$, no matter how small it is. In contrast, in (6.2), we only derived a weak upper bound of the form $\left\|h_{i, \ell}-\widetilde{h}_{i, \ell}\right\| \leq O\left(m^{-1 / 2}\right)$. Nevertheless, the proof of (6.21) relies on (6.2), so we are not duplicating proofs.

Finally, we carefully derive that

$$
\begin{align*}
& f\left(\breve{W}+W^{\prime}\right)-f(W)-\left\langle\nabla f(W), W^{\prime}\right\rangle \\
= & \sum_{i=1}^{n} \sum_{\ell=2}^{L} \breve{\operatorname{loss}}_{i, \ell}^{\top} B\left(\left(h_{i, \ell}-\hbar_{i, \ell}\right)-\sum_{a=1}^{\ell-1} \breve{D}_{i, \ell} \breve{W} \cdots \breve{W} \breve{D}_{i, a+1} W^{\prime} \hbar_{i, a}\right)+\frac{1}{2}\left\|B\left(h_{i, \ell}-\hbar_{i, \ell}\right)\right\|^{2} \tag{6.22}
\end{align*}
$$

and plug (6.21) into (6.22) to derive our final Theorem 6.16.1.

### 6.9 Roadmap of Later Proof Details

- Section 6.10 recalls some old lemmas and derives some new lemmas in probability theory.
- Section 6.11 serves for Section 6.5, the basic properties at random initialization.
- Section 6.12 serves for Section 6.6, the stability after adversarial perturbation.
- Section 6.13, 6.14 and 6.15 together serve for Section 6.7 and prove Theorem 6.15.2, the Polyak-Łojasiewicz condition and gradient upper bound. In particular:
- Section 6.13 serves for Section 6.7.1 (the indicator and backward coordinate bounds).
- Section 6.14 serves for Section 6.7 .3 (the randomness decomposition and McDiarmid's inequality) and proves Theorem 6.14.2.
- Section 6.15 shows how to go from Theorem 6.14.2 to Theorem 6.15.2.
- Section 6.16 serves for Section 6.8, the proof of Theorem 6.16.1, the objective semismoothness.
- Section 6.17 gives the final proof for Theorem 6.17.1, the GD convergence theorem.
- Section 6.18 gives the final proof for Theorem 6.18.1, the SGD convergence theorem.

Parameters We also summarize a few parameters we shall use in the proofs.

- In Definition 6.13.1, we shall introduce two parameters

$$
\beta_{+} \stackrel{\text { def }}{=} \frac{\delta}{\rho^{2}} \text { and } \beta_{-} \xlongequal{\xlongequal[\text { def }]{=}} \frac{\delta}{\rho^{10}}
$$

to control the thresholds of indicator functions (recall Section 6.7.1).

- In Definition 6.14.2, we shall introduce parameter

$$
\theta \in\left[\rho^{4} \cdot \beta_{-}, \rho^{-3} \cdot \beta_{+}\right]
$$

to describe how much randomness we want to decompose out of $W$ (recall Section 6.7.2).

- In (6.60) of Section 6.14.4, we shall choose

$$
N=\frac{\rho^{22}}{\beta_{-}^{2}}
$$

which controls the size of the set $N$ where we apply McDiarmid's inequality (recall Section 6.7.3).

### 6.10 Preliminaries on Probability Theory

The goal of this section is to present a list of probability tools.

- In Section 6.10.1, we recall how to swap randomness.
- In Section 6.10.2, we recall concentration bounds for the chi-square distribution.
- In Section 6.10.3, we proved a concentration bound of sum of squares of ReLU of Gaussians.
- In Section 6.10.4 and Section 6.10.5, we show some properties for random Gaussian vectors.
- In Section 6.10.6, we recall the classical McDiarmid's inequality and then prove a general version of it.


### 6.10.1 Swapping Randomness

Fact 6.10.1 (probability splitting). If $f(X, Y)$ holds with probability at least $1-\epsilon$, then

- with probability at least $1-\sqrt{\epsilon}$ (over randomness of $X$ ), the following event holds,
$-f(X, Y)$ holds with probability at least $1-\sqrt{\epsilon}$ (over randomness of $Y$ ).
In other words,

$$
\operatorname{Pr}_{X}\left[\operatorname{Pr}_{Y}[f(X, Y)] \geq 1-\sqrt{\epsilon} \geq 1-\sqrt{\epsilon}\right.
$$

Fact 6.10.2 (swapping probability and expectation). If $\operatorname{Pr}_{X, Y}[f(X, Y) \geq a] \geq \epsilon$, then

$$
\operatorname{Pr}_{X}[\underset{Y}{\mathbb{E}}[f(X, Y)] \geq a \epsilon / 2] \geq \epsilon / 2 .
$$

Proof. We prove it by making a contradiction,
Suppose

$$
\operatorname{Pr}_{X}[\underset{Y}{\mathbb{E}}[f(X, Y)] \leq a \epsilon / 2] \geq 1-\epsilon / 2,
$$

which implies that

$$
\operatorname{Pr}_{X, Y}[f(X, Y) \geq a \mid X] \leq \epsilon .
$$

### 6.10.2 Concentration of Chi-Square Distribution

Lemma 6.10.3 (Lemma 1 on page 1325 of [LM00]). Let $X \sim X_{k}^{2}$ be a chi-squared distributed random variable with $k$ degrees of freedom. Each one has zero mean and $\sigma^{2}$ variance. Then

$$
\begin{aligned}
& \operatorname{Pr}\left[X-k \sigma^{2} \geq(2 \sqrt{k t}+2 t) \sigma^{2}\right] \leq \exp (-t) \\
& \operatorname{Pr}\left[k \sigma^{2}-X \geq 2 \sqrt{k t} \sigma^{2}\right] \leq \exp (-t)
\end{aligned}
$$

One straightforward application is
Lemma 6.10.4. Let $x_{1}, x_{2}, \cdots, x_{n}$ denote i.i.d. samples from $\mathcal{N}\left(0, \sigma^{2}\right)$. For any $b \geq 1$, we have

$$
\operatorname{Pr}\left[\left|\|x\|_{2}^{2}-n \sigma^{2}\right| \geq \frac{n}{b} \sigma^{2}\right] \leq 2 \exp \left(-n /\left(8 b^{2}\right)\right)
$$

Proof. We choose $t=k /\left(8 b^{2}\right)$ in Lemma 6.10.3,

$$
\operatorname{Pr}\left[\left|\|x\|_{2}^{2}-n \sigma^{2}\right| \geq\left(\frac{2 n}{\sqrt{8} b}+\frac{2 n}{8 b^{2}}\right) \sigma^{2}\right] \leq 2 \exp \left(-n /\left(8 b^{2}\right)\right)
$$

Since $\frac{2 n}{\sqrt{8} b}+\frac{2 n}{8 b^{2}} \leq \frac{2 n}{\sqrt{8} b}+\frac{2 n}{8 b} \leq n / b$. Thus,

$$
\operatorname{Pr}\left[\left|\|x\|_{2}^{2}-n \sigma^{2}\right| \geq \frac{n}{b} \sigma^{2}\right] \leq 2 \exp \left(-n /\left(8 b^{2}\right)\right)
$$

which completes the proof.

Lemma 6.10.5. Let $x_{1}, x_{2}, \cdots, x_{m}$ denote i.i.d. samples from $\mathcal{N}(0,1)$, and $y_{i}=\max \left\{x_{i}^{2}-\right.$ $\log m, 0\}$. We have

$$
\operatorname{Pr}\left[\sum_{i=1}^{m} y_{i} \geq 2 \sqrt{m}\right] \leq e^{-\Omega(\sqrt{m})}
$$

Proof. First of all, letting $g=\sqrt{\log m}$,

$$
\mathbb{E}\left[y_{i}\right]=\int_{g}^{\infty} \frac{\exp \left(-\frac{x^{2}}{2}\right)(x-g)^{2}}{\sqrt{2 \pi}} d x=\frac{1}{2}\left(g^{2}+1\right) \operatorname{erfc}\left(\frac{g}{\sqrt{2}}\right)-\frac{e^{-\frac{g^{2}}{2}} g}{\sqrt{2 \pi}} \leq \frac{1}{e^{\frac{g^{2}}{2}}}=\frac{1}{\sqrt{m}} .
$$

On the other hand, each random variable $y_{i}$ is $O(1)$-subgaussian. By subgaussian concentration,

$$
\operatorname{Pr}\left[\sum_{i=1}^{m} y_{i} \geq 2 \sqrt{m}\right] \leq e^{-\Omega(\sqrt{m})}
$$

### 6.10.3 Concentration of Sum of Squares of ReLU of Gaussians

Lemma 6.10.6 (Upper bound). Given $n$ i.i.d. Gaussian random variables $x_{1}, x_{2}, \cdots, x_{n} \sim$ $\mathcal{N}\left(0, \sigma^{2}\right)$, we have

$$
\operatorname{Pr}\left[\left(\sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}\right)^{1 / 2}<(1+\epsilon) \sqrt{n / 2} \sigma\right] \geq 1-\exp \left(-\epsilon^{2} n / 100\right)
$$

Proof. Using Chernoff bound, we know that with probability $1-\exp \left(-\epsilon^{2} n / 6\right), \sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}$ is a at most degree- $(1+\epsilon) \frac{n}{2}$ Chi-square random variable. Let us say this is the first event.

Using Lemma 6.10.3, we have

$$
\begin{array}{rlr} 
& \operatorname{Pr}\left[X \geq k \sigma^{2}+(2 \sqrt{k t}+2 t) \sigma^{2}\right] \leq \exp (-t) \\
\Longrightarrow & \operatorname{Pr}\left[X \geq k \sigma^{2}+\left(2 \epsilon k+2 \epsilon^{2} k\right) \sigma^{2}\right] \leq \exp \left(-\epsilon^{2} k\right) \\
\Longrightarrow & \operatorname{Pr}\left[X \geq k(1+4 \epsilon) \sigma^{2}\right] \leq \exp \left(-\epsilon^{2} k\right) \\
\Longrightarrow & \operatorname{Pr}\left[X \geq(1+\epsilon)(1+4 \epsilon) \frac{n}{2} \sigma^{2}\right] \leq \exp \left(-\epsilon^{2}(1+\epsilon) n / 2\right) \quad \text { by choosing } t=\epsilon^{2} k \\
\hline
\end{array} \quad \text { by } k=(1+\epsilon) n / 2
$$

Thus, we have with probability at least $1-\exp \left(-\epsilon^{2} n / 2\right)$,

$$
X \leq(1+4 \epsilon)^{2} \frac{n}{2} \sigma^{2}
$$

Let the above event denote the second event.
By taking the union bound of two events, we have with probability $1-2 \exp \left(-\epsilon^{2} n / 6\right)$

$$
\left(\sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}\right)^{1 / 2} \leq X \leq(1+4 \epsilon) \frac{n}{2} \sigma
$$

Then rescaling the $\epsilon$, we get the desired result.

Lemma 6.10.7 (Lower bound). Given $n$ i.i.d. Gaussian random variables $x_{1}, x_{2}, \cdots, x_{n} \sim$ $\mathcal{N}\left(0, \sigma^{2}\right)$, we have

$$
\operatorname{Pr}\left[\left(\sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}\right)^{1 / 2}>(1-\epsilon) \sqrt{n / 2} \sigma\right] \geq 1-\exp \left(\epsilon^{2} n / 100\right)
$$

Proof. Using Chernoff bound, we know that with probability $1-\exp \left(-\epsilon^{2} n / 6\right), \sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}$ is a at most degree- $(1-\epsilon) \frac{n}{2}$ Chi-square random variable. Let us say this is the first event.

Using Lemma 6.10.3, we have

$$
\begin{array}{rlr} 
& \operatorname{Pr}\left[X \leq k \sigma^{2}-2 \sqrt{k t} \sigma^{2}\right] \leq \exp (-t) \\
\Longrightarrow & \operatorname{Pr}\left[X \leq k \sigma^{2}-2 \epsilon k \sigma^{2}\right] \leq \exp \left(-\epsilon^{2} k\right) \\
\Longrightarrow & \operatorname{Pr}\left[X \leq k \sigma^{2}(1-2 \epsilon)\right] \leq \exp \left(-\epsilon^{2} k\right) \\
\Longrightarrow & \operatorname{Pr}\left[X \leq(1-\epsilon)(1-2 \epsilon) \frac{n}{2} \sigma^{2}\right] \leq \exp \left(-\epsilon^{2}(1-\epsilon) n / 2\right) \quad \text { by choosing } t=\epsilon^{2} k \\
\hline
\end{array}
$$

Thus, we have with probability at least $1-\exp \left(-\epsilon^{2} n / 4\right)$,

$$
X \geq(1-2 \epsilon)^{2} \frac{n}{2} \sigma^{2}
$$

Let the above event denote the second event.
By taking the union bound of two events, we have with probability at least 1 $2 \exp \left(-\epsilon^{2} n / 6\right)$,

$$
\left(\sum_{i=1}^{n} \max \left(x_{i}, 0\right)^{2}\right)^{1 / 2} \geq X \geq(1-2 \epsilon) \frac{n}{2} \sigma .
$$

Then rescaling the $\epsilon$, we get the desired result.

Combining Lemma 6.10.7 and Lemma 6.10.6, we have

Lemma 6.10.8 (Two sides bound). Given $n$ i.i.d. Gaussian random variables $x_{1}, x_{2}, \cdots, x_{n} \sim$ $\mathcal{N}\left(0, \sigma^{2}\right)$, let $\phi(a)=\max (a, 0)^{2}$. We have

$$
\operatorname{Pr}_{x}\left[\|\phi(x)\|_{2} \in((1-\epsilon) \sqrt{n / 2} \sigma,(1+\epsilon) \sqrt{n / 2} \sigma)\right] \geq 1-2 \exp \left(-\epsilon^{2} n / 100\right)
$$

Corollary 6.10.9 (Two sides bound for single matrix). Let $x \in \mathbb{R}^{n}$ denote a fixed vector. Given a random Gaussian matrix $A \in \mathbb{R}^{m \times n}$ where each entry is i.i.d. sampled from $\mathcal{N}\left(0,2 \sigma^{2} / m\right)$.

$$
\underset{A}{\operatorname{Pr}}\left[\|\phi(A x)\|_{2} \in\left((1-\epsilon)\|x\|_{2} \sigma,(1+\epsilon)\|x\|_{2} \sigma\right)\right] \geq 1-2 \exp \left(-\epsilon^{2} m / 100\right) .
$$

Proof. For each $i \in[m]$, let $y_{i}=(A x)_{i}$. Then $y_{i} \sim \mathcal{N}\left(0, \widetilde{\sigma}^{2}\right)$, where $\widetilde{\sigma}^{2}=2 \sigma^{2} / m \cdot\|x\|_{2}^{2}$. Using Corollary 6.10.8, we have

$$
\operatorname{Pr}_{y}\left[\|\phi(y)\|_{2} \in((1-\epsilon) \sqrt{m / 2} \widetilde{\sigma},(1+\epsilon) \sqrt{m / 2} \widetilde{\sigma})\right] \geq 1-2 \exp (-\epsilon m / 100)
$$

which implies

$$
\underset{y}{\operatorname{Pr}}\left[\|\phi(y)\|_{2} \in\left((1-\epsilon)\|x\|_{2} \sigma,(1+\epsilon)\|x\|_{2} \sigma\right)\right] \geq 1-2 \exp \left(-\epsilon^{2} m / 100\right)
$$

Since $y=A x$, thus we complete the proof.

Corollary 6.10.10 (Two sides bound for multiple matrices). Let $x_{1}, x_{2}, \cdots, x_{k}$ denote $k$ fixed vectors where $x_{i} \in \mathbb{R}^{n_{i}}$. Let $x=\left[\begin{array}{lll}x_{1}^{\top} & x_{2}^{\top} \cdots & x_{k}^{\top}\end{array}\right]^{\top} \in \mathbb{R}^{n}$ where $n=\sum_{i=1}^{k} n_{i}$. Let $A_{1}, A_{2}, \cdots A_{k}$ denote $k$ independent random Gaussian matrices where each entry of $A_{i} \in \mathbb{R}^{m \times n_{i}}$ is i.i.d. sampled from $\mathcal{N}\left(0,2 \sigma_{i}^{2} / m\right)$ for each $i \in[k]$. Let $A=\left[A_{1} A_{2} \cdots A_{k}\right]$. We have

$$
\operatorname{Pr}_{A}\left[\|\phi(A x)\|_{2} \in\left((1-\epsilon)\left(\sum_{i=1}^{k}\left\|x_{i}\right\|_{2}^{2} \sigma_{i}^{2}\right)^{1 / 2},(1+\epsilon)\left(\sum_{i=1}^{k}\left\|x_{i}\right\|_{2}^{2} \sigma_{i}^{2}\right)^{1 / 2}\right)\right] \geq 1-2 \exp \left(-\epsilon^{2} m / 100\right)
$$

Proof. It is similar as Corollary 6.10.9.

Fact 6.10.11 (see e.g. [AZLS19]). Let $h, q \in \mathbb{R}^{p}$ be fixed vectors and $h \neq 0, W \in \mathbb{R}^{m \times p}$ be random matrix with i.i.d. entries $W_{i, j} \sim \mathcal{N}\left(0, \frac{2}{m}\right)$, and vector $v \in \mathbb{R}^{m}$ defined as $v_{i}=$ $\mathbf{1}_{\left\langle W_{i}, h+q\right\rangle \geq 0}\left\langle W_{i}, h\right\rangle$. Then,

- $\left|v_{i}\right|$ follows i.i.d. from the following distribution: with half probability $\left|v_{i}\right|=0$, and with the other half probability $\left|v_{i}\right|$ follows from folded Gaussian distributions $\left|\mathcal{N}\left(0, \frac{2\|h\|^{2}}{m}\right)\right|$.
- $\frac{m\|v\|^{2}}{2\|h\|^{2}}$ is in distribution identical to $\chi_{\omega}^{2}$ (chi-square distribution of order $\omega$ ) where $\omega$ follows from binomial distribution $\mathcal{B}(m, 1 / 2)$ ( $m$ trials each with success rate $1 / 2$ ).


### 6.10.4 Gaussian Vector Percentile: Center

Fact 6.10.12. Suppose $x \sim \mathcal{N}\left(0, \sigma^{2}\right)$ is a Gaussian random variable. For any $t \in(0, \sigma]$ we have

$$
\operatorname{Pr}[x \geq t] \in\left[\frac{1}{2}\left(1-\frac{4}{5} \frac{t}{\sigma}\right), \frac{1}{2}\left(1-\frac{2}{3} \frac{t}{\sigma}\right)\right] .
$$

Similarly, if $x \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$, for any $t \in(0, \sigma]$, we have

$$
\operatorname{Pr}[|x| \geq t] \in\left[1-\frac{4}{5} \frac{t}{\sigma}, 1-\frac{2}{3} \frac{t}{\sigma}\right]
$$

Lemma 6.10.13. Let $x \sim \mathcal{N}\left(0, \sigma^{2} I\right)$. For any $\alpha \in(0,1 / 2)$, we have with probability at least $1-\exp \left(-\alpha^{2} m / 100\right)$,

- there exists at least $\frac{1}{2}(1-\alpha)$ fraction of $i$ such that $x_{i} \geq 5 \alpha \sigma / 16$, and
- there exists at least $\frac{1}{2}(1-\alpha)$ fraction of $i$ such that $x_{i} \leq-5 \alpha \sigma / 16$.

Proof. Let $c_{1}=4 / 5$. For each $i \in[m]$, we define random variable $y_{i}$ as

$$
y_{i}= \begin{cases}1, & \text { if } x_{i} \geq \alpha \sigma /\left(4 c_{1}\right) \\ 0, & \text { otherwise }\end{cases}
$$

Let $p=\operatorname{Pr}\left[y_{i}=1\right]$. Using Fact 6.10 .12 with $t=\alpha \sigma /\left(4 c_{1}\right)$, we know that $p \geq \frac{1}{2}(1-\alpha / 4)$. Letting $Y=\sum_{i=1}^{m} y_{i}$, we have $\mu=\mathbb{E}[Y]=m p \geq \frac{1}{2}(1-\alpha / 4) m$. Using Chernoff bound, we have

$$
\operatorname{Pr}[Y \leq(1-\delta) \mu] \leq \exp \left(-\delta^{2} \mu / 2\right)
$$

Choosing $\delta=\frac{1}{4} \alpha$, we have

$$
\operatorname{Pr}[Y \leq(1-\alpha / 4) \mu] \leq \exp \left(-\alpha^{2} \mu / 32\right)
$$

Further we have

$$
\begin{array}{rlrl}
\operatorname{Pr}\left[Y \leq \frac{1}{2}(1-\alpha) m\right] & \leq \operatorname{Pr}\left[Y \leq(1-\alpha / 4) \frac{1}{2}(1-\alpha / 4) m\right] & & \text { by }(1-\alpha) \leq(1-\alpha / 4)^{2} \\
& \leq \operatorname{Pr}[Y \leq(1-\alpha / 4) \mu] & & \text { by } \mu \geq \frac{1}{2}(1-\alpha / 4) m \\
& =\operatorname{Pr}[Y \leq(1-\delta) \mu] & & \\
& \leq \exp \left(-\alpha^{2} \mu / 32\right) & & \\
& \leq \exp \left(-\alpha^{2} \frac{1}{2}(1-\alpha / 4) m / 32\right) & \text { by } \mu \geq \frac{1}{2}(1-\alpha / 4) m \\
& =\exp \left(-\alpha^{2}(1-\alpha / 4) m / 64\right) . &
\end{array}
$$

We provide the definition of $(\alpha, \sigma)$-good. Note that this definition will be used often in the later proof.

Definition 6.10.1 $\left((\alpha, \sigma)\right.$-good). Given $w \in \mathbb{R}^{m}$, we say $w$ is $(\alpha, \sigma)$-good if the following two conditions holding:

- there are at least $\frac{1}{2}(1-\alpha)$ fraction coordinates satisfy that $w_{i} \geq \alpha \sigma$; and
- there are at least $\frac{1}{2}(1-\alpha)$ fraction coordinates satisfy that $w_{i} \leq-\alpha \sigma$.

Lemma 6.10.13 gives the following immediate corollary:

Corollary 6.10.14 (random Gaussian is ( $\alpha, \sigma / 4$ )-good). Let $x \sim \mathcal{N}\left(0, \sigma^{2} I\right)$. For any $\alpha \in$ $(0,1 / 2)$, we have with probability at least $1-\exp \left(-\alpha^{2} m / 100\right)$ that $x$ is ( $\left.\alpha, \sigma / 4\right)$-good.

Corollary 6.10.15. Let $x_{1}, x_{2}, \cdots, x_{k}$ be $k$ fixed vectors where $x_{i} \in \mathbb{R}^{n_{i}}$, and $A_{1}, A_{2}, \cdots, A_{k}$ be $k$ independent random Gaussian matrices where each entry of $A_{i} \in \mathbb{R}^{m \times n_{i}}$ is i.i.d. sampled from $\mathcal{N}\left(0, \sigma_{i}^{2}\right)$ for each $i \in[k]$. Denote by $x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{n}$ for $n=\sum_{i=1}^{k} n_{i}, A=$
$\left[A_{1}, A_{2}, \cdots, A_{k}\right] \in \mathbb{R}^{m \times n}$, and $\sigma=\left(\sum_{i=1}^{k} \sigma_{i}^{2}\left\|x_{i}\right\|_{2}^{2}\right)^{1 / 2}$. For any fixed parameter $\alpha \in(0,1 / 2)$, we have

$$
A x=A_{1} x_{1}+\cdots A_{k} x_{k} \text { is }(\alpha, \sigma / 4) \text {-good with probability at least } 1-\exp \left(-\alpha^{2} m / 100\right)
$$

Proof. It is clear that $A x$ follows from a Gaussian distribution $\mathcal{N}\left(0,\left(\sum_{i=1}^{k} \sigma_{i}^{2}\left\|x_{i}\right\|_{2}^{2}\right) I\right)$, so we can directly apply Corollary 6.10.14.

### 6.10.5 Gaussian Vector Percentile: Tail

Lemma 6.10.16. Suppose $W \in \mathbb{R}^{m \times n}$ is a random matrix with entries drawn i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$. Given $d \leq s \leq m$, with probability at least $1-e^{-\Omega\left(s \log ^{2} m\right)}$, for all $x \in \mathbb{R}^{n}$, letting $y=W x$, we can write $y=y_{1}+y_{2}$ with

$$
\left\|y_{1}\right\| \leq \frac{\sqrt{s} \log ^{2} m}{\sqrt{m}} \cdot\|x\| \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{\log m}{\sqrt{m}} \cdot\|x\| .
$$

Proof of Lemma 6.10.16. Without loss of generality we only prove the result for $\|x\|=1$.
Fixing any such $x$ and letting $\beta=\frac{\log m}{2 \sqrt{m}}$, we have $y_{i} \sim \mathcal{N}\left(0, \frac{2}{m}\right)$ so for every $p \geq 1$, by Gaussian tail bound

$$
\operatorname{Pr}\left[\left|y_{i}\right| \geq \beta p\right] \leq e^{-\Omega\left(\beta^{2} p^{2} m\right)} .
$$

Since $\beta^{2} p^{2} m \geq \beta^{2} m \gg \Omega(\log m)$, we know that if $\left|y_{i}\right| \geq \beta p$ occurs for $q / p^{2}$ indices $i$ out of [ $m$ ], this cannot happen with probability more than

$$
\binom{m}{q / p^{2}} \times\left(e^{-\Omega\left(\beta^{2} p^{2} m\right)}\right)^{q / p^{2}} \leq e^{\frac{q}{p^{2}}\left(O(\log m)-\Omega\left(\beta^{2} p^{2} m\right)\right)} \leq e^{-\Omega\left(\beta^{2} q m\right)}
$$

In other words,

$$
\operatorname{Pr}\left[\left|\left\{i \in[m]:\left|y_{i}\right| \geq \beta p\right\}\right|>q / p^{2}\right] \leq e^{-\Omega\left(\beta^{2} q m\right)}
$$

Finally, by applying union bound over $p=1,2,4,8,16, \ldots$ we have with probability $\geq$ $1-e^{-\Omega\left(\beta^{2} q m\right)} \cdot \log q$,

$$
\begin{equation*}
\sum_{i:\left|y_{i}\right| \geq \beta} y_{i}^{2} \leq \sum_{k=0}^{\lceil\log q\rceil}\left(2^{k+1} \beta\right)^{2}\left|\left\{i \in[m]:\left|y_{i}\right| \geq 2^{k} \beta\right\}\right| \leq \sum_{k=0}^{\lceil\log q\rceil}\left(2^{k+1} \beta\right)^{2} \cdot \frac{q}{2^{2 k}} \leq 4 q \beta^{2} \log q \tag{6.23}
\end{equation*}
$$

In other words, vector $y$ can be written as $y=y_{1}+y_{2}$ where $\left\|y_{2}\right\|_{\infty} \leq \beta$ and $\left\|y_{1}\right\|^{2} \leq$ $4 q \beta^{2} \log q$.

At this point, we can choose $q=\frac{s \log ^{2} m}{m \beta^{2}}=4 s$ so the above event happens with probability at least $1-e^{-\Omega\left(\beta^{2} q m\right)} \geq 1-e^{-\Omega\left(s \log ^{2} m\right)}$. Finally, applying standard $\epsilon$-net argument over all unit vectors $x \in \mathbb{R}^{n}$, we have for each such $x \in \mathbb{R}^{n}$, we can decompose $y=W x$ into $y=y_{1}+y_{2}$ where

$$
\left\|y_{2}\right\|_{\infty} \leq 2 \beta=\frac{\log m}{\sqrt{m}} \text { and }\left\|y_{1}\right\|^{2} \leq \frac{8 s \log ^{3} m}{m}
$$

### 6.10.6 McDiarmid's Inequality and An Extension

We state the standard McDiarmid's inequality,

Lemma 6.10.17 (McDiarmid's inequality). Consider independent random variables $x_{1}, \cdots, x_{n} \in$ $X$ and a mapping $f: X^{n} \rightarrow \mathbb{R}$. If for all $i \in[n]$ and for all $y_{1}, \cdots, y_{n}, y_{i}^{\prime} \in X$, the function $f$ satisfies

$$
\left|f\left(y_{1}, \cdots, y_{i-1}, y_{i}, y_{i+1}, \cdots, y_{n}\right)-f\left(y_{1}, \cdots, y_{i-1}, y_{i}^{\prime}, y_{i+1}, \cdots, y_{n}\right)\right| \leq c_{i}
$$

Then

$$
\begin{array}{r}
\operatorname{Pr}\left[f\left(x_{1}, \cdots, x_{n}\right)-\mathbb{E} f \geq t\right] \geq \exp \left(\frac{-2 t^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right), \\
\operatorname{Pr}\left[f\left(x_{1}, \cdots, x_{n}\right)-\mathbb{E} f \leq-t\right] \geq \exp \left(\frac{2 t^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right) .
\end{array}
$$

We prove a more general version of McDiarmid's inequality,

Lemma 6.10.18 (McDiarmid extension). Let $w_{1}, \ldots, w_{N}$ be independent random variables and
$f:\left(w_{1}, \ldots, w_{N}\right) \mapsto[0,1]$. Suppose it satisfies:

- $\mathbb{E}_{w_{1}, \ldots, w_{N}}\left[f\left(w_{1}, \ldots, w_{N}\right)\right] \geq \mu$, and
- With probability at least $1-p$ over $w_{1}, \ldots, w_{N}$, it satisfies

$$
\begin{equation*}
\forall k \in[N], \forall w_{k}^{\prime \prime}:\left|f\left(w_{-k}, w_{k}\right)-f\left(w_{-k}, w_{k}^{\prime \prime}\right)\right| \leq c \tag{6.24}
\end{equation*}
$$

Then, $\operatorname{Pr}\left[f\left(w_{1}, \ldots, w_{N}\right) \geq \mu / 2\right] \geq 1-N^{2} \sqrt{p}-e^{\Omega\left(\frac{-\mu^{2}}{N\left(c^{2}+p\right)}\right)}$.

Proof of Lemma 6.10.18. For each $t \in[N]$, we have with probability at least $1-\sqrt{p}$ over $w_{1}, \ldots, w_{t}$, it satisfies

$$
\operatorname{Pr}_{w_{t+1}, \ldots, w_{N}}\left[\forall k \in[N], \forall w_{k}^{\prime \prime}:\left|f\left(w_{-k}, w_{k}\right)-f\left(w_{-k}, w_{k}^{\prime \prime}\right)\right| \leq c\right] \geq 1-\sqrt{p} .
$$

Define those $\left(w_{1}, \ldots, w_{t}\right)$ satisfying the above event to be $K_{\leq t}$.
Define random variable $X_{t}$ (which depends only on $w_{1}, \ldots, w_{t}$ ) as

$$
X_{t}:=\underset{w_{>t}}{\mathbb{E}}\left[f(\vec{w}) \mid w_{\leq t}\right] \mathbb{1}_{\left(w_{\leq 1}, \ldots, w_{\leq t}\right) \in K_{\leq 1} \times \cdots \times K_{\leq t}}+N\left(1-\mathbb{1}_{\left(w_{\leq 1}, \ldots, w_{\leq t}\right) \in K_{\leq 1} \times \cdots \times K_{\leq t}}\right)
$$

For every $t$ and fixed $w_{1}, \ldots, w_{t-1}$.

- If $\left(w_{\leq 1}, \ldots, w_{<t}\right) \notin K_{\leq 1} \times \cdots \times K_{<t}$, then $X_{t}=X_{t-1}=N$.
- If $\left(w_{\leq 1}, \ldots, w_{<t}\right) \in K_{\leq 1} \times \cdots \times K_{<t}$,
- If $w_{\leq t} \notin K_{\leq t}$, then $X_{t}-X_{t-1}=N-\cdots \geq 0$.
- If $w_{\leq t} \in K_{\leq t}$, then

$$
X_{t}-X_{t-1}=\underset{w>t}{\mathbb{E}}\left[f\left(w_{<t}, w_{t}, w_{>t}\right) \mid w_{\leq t}\right]-\underset{w \geq t}{\mathbb{E}}\left[f\left(w_{<t}, w_{t}, w_{>t}\right) \mid w_{<t}\right]
$$

Recall from our assumption that, with probability at least $1-\sqrt{p}$ over $w_{t}$ and $w_{>t}$, it satisfies

$$
\forall w_{t}^{\prime \prime}:\left|f\left(w_{<t}, w_{t}^{\prime \prime}, w_{>t}\right)-f\left(w_{<t}, w_{t}, w_{>t}\right)\right| \leq c
$$

Taking expectation over $w_{t}$ and $w_{>t}$, we have

$$
\forall w_{t}^{\prime \prime}: \underset{w_{>t}}{\mathbb{E}}\left[f\left(w_{<t}, w_{t}^{\prime \prime}, w_{>t}\right)\right]-\underset{w_{\geq t}}{\mathbb{E}}\left[f\left(w_{<t}, w_{t}, w_{>t}\right)\right] \geq-(c+\sqrt{p})
$$

This precisely means $X_{t}-X_{t-1} \geq c+\sqrt{p}$.

In sum, we have just shown that $X_{t}-X_{t-1} \geq-(c+\sqrt{p})$ always holds. By applying martingale concentration (with one-sided bound),

$$
\operatorname{Pr}\left[X_{N}-X_{0} \leq-t\right] \leq \exp \left(\frac{-t^{2}}{N(c+\sqrt{p})^{2}}\right)
$$

Notice that $X_{0}=\mu$ so if we choose $t=\mu / 2$, we have

$$
\operatorname{Pr}\left[X_{N} \geq \mu / 2\right] \geq 1-\exp \left(\frac{-\mu^{2}}{N(c+\sqrt{p})^{2}}\right)
$$

Recalling

$$
X_{N}:=f(\vec{w}) \mathbb{1}_{\left(w_{\leq 1}, \ldots, w_{\leq t}\right) \in K_{\leq 1} \times \cdots \times K_{\leq t}}+N\left(1-\mathbb{1}_{\left.\left(w_{\leq 1}, \ldots, w_{\leq t}\right) \in K_{\leq 1} \times \cdots \times K_{\leq t}\right)}\right)
$$

and we have $X_{N}=f\left(w_{1}, \ldots, w_{N}\right)$ with probability at least $1-N \sqrt{p}$ (and $X_{N}=N$ with the remaining probabilities). Together, we have the desired theorem.

### 6.11 Basic Properties at Random Initialization

Recall that the recursive update equation of RNN can be described as follows

$$
\begin{array}{ll}
h_{i, 0}=0 & \forall i \in[n] \\
h_{i, \ell}=\phi\left(W \cdot h_{i, \ell-1}+A x_{i, \ell}\right) & \forall i \in[n], \forall \ell \in[L] \\
y_{i, \ell}=B \cdot h_{i, \ell} & \\
\forall i \in[n], \forall \ell \in[L]
\end{array}
$$

Throughout this section, we assume that matrices $W \in \mathbb{R}^{m \times m}, A \in \mathbb{R}^{m \times d_{x}}, B \in \mathbb{R}^{d \times m}$ are at their random initialization position: each entry of $W$ and $A$ is sampled i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$ and each entry of $B$ is sampled i.i.d. from $\mathcal{N}\left(0, \frac{1}{d}\right)$. We recall

Definition 6.11.1. For each $i \in[n]$ and $\ell \in[L]$, let $D_{i, \ell} \in \mathbb{R}^{m \times m}$ be the diagonal matrix where

$$
\left(D_{i, \ell}\right)_{k, k}=\mathbf{1}_{\left(W \cdot h_{i, \ell-1}+A x_{i, \ell}\right)_{k} \geq 0}=\mathbf{1}_{\left(g_{i, \ell}\right)_{k} \geq 0} .
$$

As a result, we can write $h_{i, \ell}=D_{i, \ell} W h_{i, \ell-1}$.

We introduce two notations that shall repeatedly appear in our proofs.

Definition 6.11.2 $\left(U_{\ell}\right)$. Let $U_{\ell} \in \mathbb{R}^{m \times n \ell}$ denote the column orthonormal matrix using Gram-Schmidt

$$
U_{\ell} \stackrel{\text { def }}{=} \mathrm{GS}\left(h_{1,1}, \ldots, h_{n, 1}, h_{1,2}, \ldots, h_{n, 2}, \ldots, h_{1, \ell}, \ldots, h_{n, \ell}\right)
$$

Definition 6.11.3 $\left(v_{i, \ell}\right)$. For each $i \in[n], \ell \in[L]$, we define vector $v_{i, \ell} \in \mathbb{R}^{m}$ as

$$
v_{i, \ell}=\frac{\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}}{\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}}
$$

## Roadmap

- Section 6.11.1 proves that the forward propagation $\left\|h_{i, \ell}\right\|_{2}$ neither vanishes nor explodes.
- Section 6.11.2 gives a lower bound on the projected forward propagation $\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1}\right\|_{2}$.
- Section 6.11.3 proves that for two data points $i, j \in[n]$, the projected forward propagation $\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1}$ and $\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1}$ are separable from either other.
- Section 6.11.4 and Section 6.11.5 prove that the consecutive intermediate layers, in terms of spectral norm, do not explode (for full and sparse vectors respectively).
- Section 6.11.6 proves that the backward propagation does not explode.


### 6.11.1 Forward Propagation

Our first result of this section is on showing upper and lower bounds on the forward propagation.

Lemma 6.11 .1 (c.f. (6.2)). With probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$ over the random initialization $W, A$ (see Definition 6.2.2), it satisfies

$$
\begin{array}{r}
\forall i \in[n], \quad \forall \ell \in\{0,1, \ldots, L-1\} \quad: \quad(1-1 /(4 L))^{\ell} \leq\left\|h_{i, \ell+1}\right\|_{2} \leq 2 \ell+4 \\
\left\|g_{i, \ell+1}\right\|_{2} \leq 4 \ell+8
\end{array}
$$

We prove Lemma 6.11 .1 by induction on $\ell \in[L]$. We only prove the $h_{i, \ell+1}$ part and the $g_{i, \ell+1}$ part is completely analogous.

For the base case $\ell=0$, we have $\left\|x_{i, 1}\right\|_{2}=1$ and $h_{i, 1}=\phi\left(A x_{i, 1}\right)$. Using Corollary 6.10 .10 we have $1-1 / 4 L \leq\left\|h_{i, 1}\right\|_{2} \leq 1+1 / 4 L$ with probability at least $1-\exp \left(-\Omega\left(-m / L^{2}\right)\right)$. We proceed the proof for the case of $\ell \geq 1$, assuming that Lemma 6.11.1 already holds for $0,1, \ldots, \ell-1$. We first show

Claim 6.11.2. With probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$ over $W$ and $A$,

$$
\forall i \in[n]:\left\|h_{i, \ell+1}\right\|_{2} \leq(1+1 / L)\left(\left\|h_{i, \ell}\right\|_{2}+1\right)
$$

Note if Claim 6.11.2 holds for all $\ell=0,1, \ldots, \ell-1$, then we must have $\left\|h_{i, \ell}\right\|_{2} \leq$ $(1+1 / L)^{\ell}\left\|h_{i, 0}\right\|_{2}+\sum_{i=1}^{\ell}(1+1 / L)^{i}=(1+1 / L)^{\ell}+\sum_{i=1}^{\ell}(1+1 / L)^{i} \leq 2 \ell+4$.

Proof of Claim 6.11.2. Recall the definition of $h_{i, \ell} \in \mathbb{R}^{m}$, we have

$$
\left\|h_{i, \ell+1}\right\|_{2}=\left\|\phi\left(W \cdot h_{i, \ell}+A x_{i, \ell+1}\right)\right\|_{2}
$$

We can rewrite vector $W h_{i, \ell} \in \mathbb{R}^{m}$ as follows

$$
\begin{aligned}
W h_{i, \ell} & =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell} \\
& =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W \frac{\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}}{\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2} \\
& =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W v_{i, \ell} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|,
\end{aligned}
$$

where the last step follows by definition of $v_{i, \ell}$ (See Definition 6.11.3). Define $z_{1} \in \mathbb{R}^{n(\ell-1)}, z_{2} \in$ $\mathbb{R}, z_{3} \in \mathbb{R}^{d}$ as follows

$$
\begin{equation*}
z_{1}=U_{\ell-1}^{\top} h_{i, \ell}, \quad z_{2}=\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}, \quad z_{3}=x_{i, \ell+1} . \tag{6.25}
\end{equation*}
$$

Then

$$
\begin{align*}
\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2} & =\left\|U_{\ell-1}^{\top} h_{i, \ell}\right\|_{2}^{2}+\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}^{2}+\left\|x_{i, \ell+1}\right\|_{2}^{2} \\
& =\left\|h_{i, \ell}\right\|_{2}^{2}+\left\|x_{i, \ell+1}\right\|_{2}^{2} \leq\left\|h_{i, \ell}\right\|_{2}^{2}+1 . \tag{6.26}
\end{align*}
$$

We can thus rewrite

$$
\begin{aligned}
W h_{i, \ell}+A x_{i, \ell+1} & =W U_{\ell-1} z_{1}+W v_{i, \ell} z_{2}+A z_{3} \\
& =\left[\begin{array}{lll}
M_{1} & M_{2} & M_{3}
\end{array}\right] \cdot\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right] \\
& =M \cdot z
\end{aligned}
$$

where the last step follows by defining $M \in \mathbb{R}^{m \times(n(\ell-1)+1+d)}$ as follows,

$$
M=\left[\begin{array}{lll}
M_{1} & M_{2} & M_{3}
\end{array}\right]=\left[\begin{array}{lll}
W U_{\ell-1} & W v_{i, \ell} & A \tag{6.27}
\end{array}\right]
$$

We stress here that the entries of $M_{1}, M_{2}, M_{3}$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right) .{ }^{13}$ We have $\left\|h_{i, \ell+1}\right\|=$ $\left\|\phi\left(W h_{i, \ell}+A x_{i, \ell+1}\right)\right\|=\|\phi(M \cdot z)\|$.

Next, applying Corollary 6.10.10, we know that if $z_{1}, z_{2}, z_{3}$ are fixed (instead of defined as in (6.25)), then, letting Choosing $\epsilon=1 / 2 L$, we have

$$
\operatorname{Pr}_{M}\left[\left\|h_{i, \ell+1}\right\| \leq(1+\epsilon) \cdot \sqrt{\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2}}\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right)
$$

To move from fixed choices of $z_{1}$ and $z_{2}$ to all choices of $z_{1}$ and $z_{2}$, we perform a standard $\epsilon$-net argument. Since the dimension of $z_{1}$ and $z_{2}$ are respectively $n(\ell-1)$ and 1 , the size of $\epsilon$-net for $z_{1}$ and $z_{2}$ is at most $e^{O(n L \log L)}$. Thus, with probability at least $1-e^{O(n L \log L+\log n)}$. $\exp \left(-\Omega\left(\epsilon^{2} m\right)\right) \geq 1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right)$ we have: for all $z_{1} \in \mathbb{R}^{n(\ell-1)}$ and $z_{2} \in \mathbb{R}$ satisfying $\left\|z_{1}\right\| \leq 2 L+4$ and $0 \leq z_{2} \leq 2 L+4$, and fixed $z_{3}=x_{i, \ell+1}$,

$$
\left\|h_{i, \ell+1}\right\| \leq(1+2 \epsilon) \cdot \sqrt{\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2}}
$$

In particular, since we have "for all" quantifies on $z_{1}$ and $z_{2}$ above, we can substitute the choice of $z_{1}$ and $z_{2}$ in (6.25) (which may depend on the randomness of $W$ and $A$ ). This, together with (6.26), gives

$$
\operatorname{Pr}\left[\left\|h_{\ell+1}\right\|_{2} \leq(1+\epsilon) \cdot \sqrt{\left\|h_{i, \ell}\right\|_{2}^{2}+1}\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right)
$$

Similarly, we can prove a lower bound

[^40]Claim 6.11.3. With probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$ over $W$ and $A$,

$$
\left\|h_{i, \ell+1}\right\|_{2} \geq\left(1-\frac{1}{4 L}\right)\left\|h_{i, \ell}\right\|_{2} .
$$

Proof. We can define $z_{1}, z_{2}, z_{3}$ in the same way as (6.25). This time, we show a lower bound

$$
\begin{equation*}
\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2} \geq\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}=\left\|h_{i, \ell}\right\|_{2}^{2} \tag{6.28}
\end{equation*}
$$

Applying Corollary 6.10.10, we know if $z_{1}, z_{2}, z_{3}$ are fixed (instead of defined as in (6.25)), then choosing $\epsilon=1 / 8 L$,

$$
\operatorname{Pr}\left[\left\|h_{i, \ell+1}\right\| \geq(1-\epsilon) \cdot \sqrt{\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2}}\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right) . .
$$

Again, after applying $\epsilon$-net, we know with probability at least $1-e^{O(n L \log L+\log n)} \cdot \exp \left(-\Omega\left(\epsilon^{2} m\right)\right) \geq$ $1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right)$, for all $z_{1} \in \mathbb{R}^{n(\ell-1)}$ and $z_{2} \in \mathbb{R}$ satisfying $\left\|z_{1}\right\| \leq 2 L+4$ and $0 \leq z_{2} \leq$ $2 L+4$, and fixed $z_{3}=x_{i, \ell+1}$,

$$
\left\|h_{i, \ell+1}\right\|_{2} \geq(1-\epsilon) \cdot \sqrt{\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+\left\|z_{3}\right\|_{2}^{2}}
$$

Substituting the choice of $z_{1}, z_{2}, z_{3}$ in (6.25), and the lower bound (6.28), we have

$$
\operatorname{Pr}\left[\left\|h_{i, \ell+1}\right\| \geq(1-\epsilon) \cdot\left\|h_{i, \ell}\right\|_{2}\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} m\right)\right)
$$

Choosing $\epsilon=1 /(4 L)$ gives the desired statement.

Finally, recursively applying Claim 6.11.2 and Claim 6.11.3 for all $\ell=0,1, \ldots, L-1$, we have with probability at least $1-L^{2} \exp \left(-\Omega\left(m / L^{2}\right)\right) \geq 1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$, we have

$$
\left\|h_{i, \ell}\right\|_{2} \geq\left(1-\frac{1}{4 L}\right)^{\ell}, \quad\left\|h_{i, \ell}\right\|_{2} \leq 2 \ell+4
$$

This finishes the proof of Lemma 6.11.1.

### 6.11.2 Forward Correlation

This subsection proves the following lemma which, as discussed in Section 6.5, bounds how much "fresh new randomness" is left after propagating to layer $\ell$.

Lemma 6.11.4 (c.f. (6.3)). With probability at least $1-e^{-\Omega(\sqrt{m})}$ over the random initialization $W, A$ in Definition 6.2.2, letting $U_{\ell}$ be defined in Definition 6.11.2, we have

$$
\forall i \in[n], \forall \ell \in\{0,1, \cdots, L-1\} \quad: \quad\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1}\right\|_{2} \geq \frac{1}{2 \cdot 10^{6} L^{2} \log ^{3} m}
$$

To prove Lemma 6.11.4, we inductively (with the increasing order of $\ell$ ) show for each $i \in[n]$, for each $\ell \in\{0,1, \cdots, L-1\}$, we have

$$
\begin{equation*}
\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1}\right\|_{2} \geq \xi_{\ell} \stackrel{\text { def }}{=} \frac{1}{10^{6} L^{2} \log ^{3} m}\left(1-2 \alpha-\frac{1}{4 L}\right)^{\ell} \quad \text { where } \quad \alpha \stackrel{\text { def }}{=} \frac{1}{2 \cdot 10^{4} L^{2} \log ^{2} m} \tag{6.29}
\end{equation*}
$$

We first show (6.29) in the base case $\ell=0$. Since $U_{0}$ is an empty matrix, we have $\left(I-U_{0} U_{0}^{\top}\right) h_{i, 1}=h_{i, 1}$ so according to Lemma 6.11.1 we have $\left\|h_{i, 1}\right\|_{2} \geq(1-1 / 4 L)$.

The remainder of the proof assumes (6.29) already holds for $\ell-1$. We can write

$$
h_{i, \ell+1}=\phi\left(W h_{i, \ell}+A x_{i, \ell+1}\right)=\phi\left(M_{1} z_{1}+M_{2} z_{2}+M_{3} z_{3}\right) .
$$

where $M_{1} \in \mathbb{R}^{m \times n(\ell-1)}, M_{2} \in \mathbb{R}^{m \times 1}, M_{3} \in \mathbb{R}^{m \times d}$ and $z_{1} \in \mathbb{R}^{n(\ell-1)}, z_{2} \in \mathbb{R}, z_{3} \in \mathbb{R}^{d}$ are defined as

$$
\begin{align*}
M_{1} & =W U_{\ell-1} & M_{2} & =W v_{i, \ell}
\end{align*} M_{3}=A
$$

in the same way as (6.25) and (6.27) as in the proof of Lemma 6.11.1. We again have the entries of $M_{1}, M_{2}, M_{3}$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$ (recall Footnote 13). For the quantity $M_{2} z_{2}$, we can further decompose it as follows

$$
\begin{equation*}
M z_{2}=\nu \cdot\left(z_{2}-c_{5} \alpha\right)_{+}+\nu^{\prime} z_{2}^{\prime} \tag{6.31}
\end{equation*}
$$

where $c_{5}=\frac{1}{16 \log m}$ is some fixed parameter, $\nu$ and $\nu^{\prime}$ denote two vectors that are independently generated from $\mathcal{N}\left(0, \frac{2 I}{m}\right)$, and

$$
\left(z_{2}-c_{5} \alpha\right)_{+}=\left\{\begin{array}{ll}
0, & \text { if } z_{2}<c_{5} \alpha ; \\
\sqrt{z_{2}^{2}-c_{5}^{2} \alpha^{2}}, & \text { if } z_{2} \geq c_{5} \alpha
\end{array} \quad z_{2}^{\prime}= \begin{cases}z_{2}, & \text { if } z_{2}<c_{5} \alpha \\
c_{5} \alpha, & \text { if } z_{2} \geq c_{5} \alpha\end{cases}\right.
$$

It is clear that the two sides of (6.31) are identical in distribution (because $M_{2} \sim \mathcal{N}\left(0, \frac{2 I}{m}\right)$ and $\left.\left(z_{2}-c_{5} \alpha\right)_{+}^{2}+\left(z_{2}^{\prime}\right)^{2}=z_{2}^{2}\right)$.

Next, suppose $z_{1}$ and $z_{2}$ are fixed (instead of depending on the randomness of $W$ and A) and satisfies ${ }^{14}$

$$
\begin{equation*}
\frac{1}{\sqrt{2}} \leq\left\|z_{1}\right\| \leq 2 L+6 \text { and }\left|z_{2}\right| \leq 2 L+6 \tag{6.32}
\end{equation*}
$$

We can apply Corollary 6.10 .15 to obtain the following statement: with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right)$,

$$
w \stackrel{\text { def }}{=} M_{1} z_{1}+\nu\left(z_{2}-c_{5} \alpha\right)_{+}+M_{3} z_{3}
$$

is $(\alpha, \sigma / 4)$-good where $\sigma=\left(\frac{2}{m}\left\|z_{1}\right\|_{2}^{2}+\frac{2}{m}\left(\left(z_{2}-c_{5} \alpha\right)_{+}\right)^{2}+\frac{2}{m}\left\|z_{3}\right\|_{2}^{2}\right)^{1 / 2}$. Using $\left\|z_{1}\right\|_{2}^{2} \geq 1 / 2$, we can lower bound $\sigma^{2}$ as

$$
\sigma^{2} \geq \frac{2}{m}\left(\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}-c_{5}^{2} \alpha^{2}\right) \geq \frac{2}{m}\left(\frac{1}{2}-c_{5}^{2} \alpha^{2}\right) \geq \frac{1}{2 m}
$$

[^41]In other words, $w$ is $\left(\alpha, \frac{1}{4 \sqrt{2} \sqrt{m}}\right)$-good. Next, applying standard $\epsilon$-net argument, we have with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right)$, for all vectors $z_{1} \in \mathbb{R}^{n(\ell-1)}$ and $z_{2} \in \mathbb{R}$ satisfying (6.32), it satisfies $w$ is $\left(\alpha, \frac{1}{8 \sqrt{m}}\right)$-good. This allows us to plug in the random choice of $z_{1}$ and $z_{2}$ in (6.30).

We next apply Lemma 6.11 .5 with

$$
w=M_{1} z_{1}+\nu\left(z_{2}-c_{5} \alpha\right)_{+}+M_{3} z_{3}, \quad r=z_{2}^{\prime}, \quad v=\nu, \quad U=U_{\ell} .
$$

(We can do so because the randomness of $v$ is independent of the randomness of $U_{\ell}$ and $w$.) Lemma 6.11 .5 tells us that, with probability at least $1-\exp (-\Omega(\sqrt{m}))$ over the randomness of $v$,

$$
\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) \cdot \phi(w+r v)\right\| \geq r(1-2 \alpha)-\frac{\alpha^{1.5}}{4}
$$

By induction hypothesis, we know

$$
r=z_{2}^{\prime} \geq \min \left\{z_{2}, c_{5} \alpha\right\} \geq \min \left\{\xi_{\ell-1}, c_{5} \alpha\right\} \geq \xi_{\ell-1}
$$

where the last step follows by $\xi_{\ell-1} \leq c_{5} \alpha$. Thus, we have
$\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) \cdot \phi(w+r v)\right\| \geq r(1-2 \alpha)-\frac{\alpha^{1.5}}{4} \geq \xi_{\ell-1}(1-2 \alpha)-\frac{\alpha^{1.5}}{4} \geq \xi_{\ell-1}\left(1-2 \alpha-\frac{1}{4 L}\right)=\xi_{\ell}$, where the last inequality uses $\alpha^{1.5} \leq \frac{\xi_{\ell-1}}{L}$.

### 6.11.2.1 Tools

Lemma 6.11.5. Suppose $\alpha \in\left[\frac{1}{100 L^{4}}, 1 / 2\right), m \geq 4 \widetilde{d} / \alpha$ and $r \in\left(0, \frac{\alpha}{16 \log m}\right]$. Suppose $w$ is a fixed vector that is $\left(\alpha, \frac{1}{8 \sqrt{m}}\right)$-good (see Definition 6.10.1), and $U \in \mathbb{R}^{m \times \widetilde{d}}$ is a fixed column
orthonormal matrix. Then, if $v \sim \mathcal{N}\left(0, \frac{2}{m} I\right)$, with probability at least $1-\exp (-\Omega(\sqrt{m}))$, it satisfies

$$
\left\|\left(I-U U^{\top}\right) \cdot \phi(w+r v)\right\| \geq r(1-2 \alpha)-\frac{\alpha^{1.5}}{4}
$$

Proof. We split $w \in \mathbb{R}^{m}$ into three pieces $w=\left(w_{1}, w_{2}, w_{3}\right) \in \mathbb{R}^{m}$ with disjoint support such that:

- $w_{1}$ corresponds to the coordinates that are $\geq \alpha / 8 \sqrt{m}$,
- $w_{2}$ is the remaining, which corresponds to the coordinates that are within $(-\alpha / 8 \sqrt{m}, \alpha / 8 \sqrt{m})$.
- $w_{3}$ corresponds to the coordinates that are $\leq-\alpha / 8 \sqrt{m}$, and

We write $v=\left(v_{1}, v_{2}, v_{3}\right)$ according to the same partition. We consider the following three cases.

- For each index $k$ in the first block, we have $\left(\phi\left(w_{1}+r v_{1}\right)\right)_{k} \neq\left(w_{1}+r v_{1}\right)_{k}$ only if $\left(r v_{1}\right)_{k} \leq-\alpha / 8 \sqrt{m}$. However, if this happens, we have

$$
0 \leq\left(\phi\left(w_{1}+r v_{1}\right)\right)_{k}-\left(w_{1}+r v_{1}\right)_{k} \leq \max \left\{\left(r v_{1}\right)_{k}-\alpha / 8 \sqrt{m}, 0\right\}
$$

Applying Lemma 6.10.5, we know with probability at least $1-e^{-\Omega(\sqrt{m})}$,

$$
\delta_{1} \stackrel{\text { def }}{=} \phi\left(w_{1}+r v_{1}\right)-\left(w_{1}+r v_{1}\right) \quad \text { satisfies } \quad\left\|\delta_{1}\right\|^{2} \leq 2 \sqrt{m} \frac{2 r^{2}}{m} \leq 4 \alpha^{2} / \sqrt{m}
$$

- Similarly, for each index $k$ in the third block, we have $\left(\phi\left(w_{1}+r v_{1}\right)\right)_{k} \neq 0$ only if $\left(r v_{1}\right)_{k} \geq \alpha / 8 \sqrt{m}$. Therefore, we can similarly derive that

$$
\delta_{3} \stackrel{\text { def }}{=} \phi\left(w_{3}+r v_{3}\right) \quad \text { satisfies } \quad\left\|\delta_{3}\right\|^{2} \leq 4 \alpha^{2} / \sqrt{m} .
$$

- For the second block, we claim that

$$
\begin{equation*}
\delta_{2} \stackrel{\text { def }}{=} \phi\left(w_{2}+r v_{2}\right) \quad \text { satisfies } \quad\left\|\delta_{2}\right\|_{2} \leq \alpha^{3 / 2} / 4 \tag{6.33}
\end{equation*}
$$

To prove (6.33), we use triangle inequality,

$$
\left\|\phi\left(w_{2}+r v_{2}\right)\right\|_{2} \leq\left\|\phi\left(w_{2}\right)\right\|_{2}+\left\|\phi\left(r v_{2}\right)\right\|_{2}
$$

Since $\left\|\phi\left(w_{2}\right)\right\|_{\infty} \leq \alpha / 8 \sqrt{m}$ and the size of support of $\phi\left(w_{2}\right)$ is at most $\alpha m$, we have

$$
\left\|\phi\left(w_{2}\right)\right\|_{2} \leq\left((\alpha / 8 \sqrt{m})^{2} \alpha m\right)^{1 / 2} \leq \frac{\alpha^{3 / 2}}{8}
$$

Since $v \sim \mathcal{N}\left(0, \frac{2}{m} I\right)$, and since the size of support of $v_{2}$ is at most $\alpha m$, we have $\left\|v_{2}\right\| \leq 2 \sqrt{\alpha}$ with probability at least $1-e^{-\Omega(\alpha m)}$ (due to chi-square distribution concentration). Thus

$$
\left\|\phi\left(r v_{2}\right)\right\|_{2}=r \cdot\left\|\phi\left(v_{2}\right)\right\|_{2} \leq \frac{\alpha}{16} \cdot 2 \sqrt{\alpha}=\frac{\alpha^{3 / 2}}{8} .
$$

Together, by triangle inequality we have $\left\|\phi\left(w_{2}+r v_{2}\right)\right\| \leq \frac{\alpha^{3 / 2}}{4}$. This finishes the proof of (6.33).

Denoting by $\delta=\left(\delta_{1}, \delta_{2}, \delta_{3}\right)$, we have

$$
\phi(w+r v)=w_{1}+r v_{1}+\delta
$$

Taking the norm on both sides,

$$
\begin{aligned}
\left\|\left(I-U U^{\top}\right) \phi(w+r v)\right\| & =\left\|\left(I-U U^{\top}\right)\left(w_{1}+r v_{1}+\delta\right)\right\| \\
& \geq\left\|\left(I-U U^{\top}\right)\left(w_{1}+r v_{1}\right)\right\|-\left\|\left(I-U U^{\top}\right) \delta\right\| \\
& \left.\geq\left\|\left(I-U U^{\top}\right)\left(w_{1}+r v_{1}\right)\right\|-\|\delta\| \quad \quad \quad \text { (by triangle inequality) }\left\|\left(I-U U^{\top}\right) \delta\right\| \leq\|\delta\|\right) \\
& \geq\left\|\left(I-U U^{\top}\right)\left(w_{1}+r v_{1}\right)\right\|-\frac{\alpha^{3 / 2}}{4}-\frac{4 \alpha}{m^{1 / 4}} \\
& \geq\left\|\left(I-U U^{\top}\right)\left(w_{1}+r v_{1}\right)\right\|-\frac{\alpha^{3 / 2}}{2} \\
& \geq\left\|\left(I-U U^{\top}\right) w_{1}+r v_{1}\right\|-r\left\|U^{\top} v_{1}\right\|-\frac{\alpha^{3 / 2}}{2} .
\end{aligned}
$$

Now, since $U \in \mathbb{R}^{m \times \widetilde{d}}$, it is not hard to show that $\left\|U^{\top} v_{1}\right\|_{2}^{2} \leq \frac{2 \widetilde{d}}{m}$ with probability at least $1-\exp (-\Omega(m))$. Using $\frac{2 \widetilde{d}}{m} \leq \frac{\alpha}{2}$ (owing to our assumption $m \geq 4 \widetilde{d} / \alpha$ ), we have $r\left\|U^{\top} v_{1}\right\| \leq \frac{r \alpha}{2}$.

On the other hand, the random vector $z=\left(I-U U^{\top}\right) w_{1}+r v_{1}$ follows from distribution $\mathcal{N}\left(\mu, \frac{2 r^{2}}{m}\right)$ for some fixed vector $\mu=\left(I-U U^{\top}\right) w_{1}$ and has at least $\frac{m}{2}(1-\alpha)$ dimensions. By chi-square concentration, we have $\|z\| \geq r(1-3 \alpha / 2)$ with probability at least $1-e^{-\Omega\left(\alpha^{2} m\right)}$. Putting these together, we have

$$
\left\|\left(I-U U^{\top}\right) \phi(w+r v)\right\| \geq r(1-3 \alpha / 2)-\frac{r \alpha}{2}-\frac{\alpha^{3 / 2}}{2}=r(1-2 \alpha)-\frac{\alpha^{3 / 2}}{2}
$$

### 6.11.3 Forward $\delta$-Separateness

We first give the definition of $\delta$-Separable,

Definition 6.11.4 ( $\delta$-separable vectors). For any two vectors $x, y$, we say $x$ and $y$ are $\delta$-separable if

$$
\left\|\left(I-\frac{y y^{\top}}{\|y\|_{2}^{2}}\right) x\right\| \geq \delta \quad \text { and } \quad\left\|\left(I-\frac{x x^{\top}}{\|x\|_{2}^{2}}\right) y\right\| \geq \delta \ldots
$$

We say a finite set $X$ is $\delta$-separable if for any two vectors $x, y \in X, x$ and $y$ are $\delta$-separable.

The goal of this subsection is to prove the $\delta$-separateness over all layers $\ell$.

Lemma 6.11 .6 (c.f. (6.4)). Let $\left\{x_{i, 1}\right\}_{i \in[n]}$ be $\delta$-separable with $\delta \leq \frac{1}{10^{6} L^{2} \log ^{3} m}$. With probability at least $1-e^{-\Omega(\sqrt{m})}$, for all $\ell=0,1, \ldots, L-1$, for all $i, j \in[n]$ with $i \neq j$, we have

$$
\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1} \text { and }\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1} \text { are } \frac{\delta}{2} \text {-separable. }
$$

(Note that since we have assumed $\left\|x_{i, 1}-x_{j, 1}\right\| \geq \delta$ in Assumption 6.2.1 and assumed without loss of generality that $\left(x_{i, 1}\right)_{d_{x}}=\frac{1}{\sqrt{2}}$, it automatically satisfies that $\left\{x_{i, 1}\right\}_{i \in[n]}$ is $O(\delta)$ separable.)

To prove Lemma 6.11.6, we inductively (with the increasing order of $\ell$ ) show for each $i \in[n]$, for each $\ell \in\{0,1, \cdots, L-1\}$, we have

$$
\begin{equation*}
\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1} \text { and }\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1} \text { are } \delta_{\ell} \text { separable for } \delta_{\ell} \stackrel{\text { def }}{=} \delta\left(1-2 \alpha-\frac{1}{4 L}\right)^{\ell} \tag{6.34}
\end{equation*}
$$

where $\alpha \stackrel{\text { def }}{=} 16 \delta \log m$.

We skip the base case and only prove (6.34) for $\ell \geq 1$ by assuming (6.34) already holds for $\ell-1 .{ }^{15}$

Claim 6.11.7. For $i \neq j$, if $\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$ and $\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{j, \ell}$ are $\delta_{\ell-1-\text {-separable, }}$ then letting $U=\left[U_{\ell}, \widehat{h}\right]$ where $\widehat{h}=\frac{\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1}}{\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1}\right\|_{2}}$, we have

$$
\left\|\left(I-U U^{\top}\right) h_{i, \ell+1}\right\| \geq \delta_{\ell}=\delta_{\ell-1}(1-3 \alpha)
$$

holds with probability at least $1-\exp (-\Omega(\sqrt{m}))$.

Since it is easy to verify that

$$
\left\|\left(I-\widehat{h} \widehat{h}^{\top}\right)\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{i, \ell+1}\right\|=\left\|\left(I-U U^{\top}\right) h_{i, \ell+1}\right\|_{2},
$$

Claim 6.11.7 immediately implies (6.34) for layer $\ell$, and thus finishes the proof of Lemma 6.11.6. Therefore, we only need to prove Claim 6.11 .7 below.

Proof of Claim 6.11.7. Let $x=\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{j, \ell}$ and $y=\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$. If $x$ and $y$ are $\delta_{\ell-1}$-separable, we split $y$ into two parts where $y_{1}$ is parallel to $x$ and $y_{2}$ is orthogonal to $x$

$$
y=y_{1}+y_{2}, \quad y_{1}=\frac{\langle x, y\rangle x}{\|x\|_{2}^{2}}, \quad y_{2}=\left(I-x x^{\top} /\|x\|_{2}^{2}\right) y
$$

This also implies that the randomness in $y_{1}$ is independent of the randomness in $y_{2}$.
It is easy to see that $\left\|y_{1}\right\|_{2}=\frac{\langle x, y\rangle}{\|x\|_{2}}$, so we can rewrite $W y$ as follows

$$
W y=W y_{1}+W y_{2}=W \frac{\langle x, y\rangle x}{\|x\|_{2}^{2}}+W y_{2}=\left(\left\|y_{1}\right\|_{2} /\|x\|_{2}\right) W x+W y_{2} .
$$

[^42]Therefore,

$$
\begin{aligned}
W h_{i, \ell}+A x_{i, \ell+1} & =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}+A x_{i, \ell+1} \\
& =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+W y+A x_{i, \ell+1} \quad \quad \quad \quad \text { by definition of } y \text { ) } \\
& =W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+\left(\left\|y_{1}\right\|_{2} /\|x\|_{2}\right) W x+A x_{i, \ell+1}+W y_{2} \\
& =M_{1} z_{1}+M_{2} z_{2}+M_{3} z_{3}+M_{4} z_{4}
\end{aligned} \quad \text { (by rewritting } W y \text { ) }
$$

where

$$
\begin{align*}
M_{1} & =W U_{\ell-1} & M_{2} & =W \frac{x}{\|x\|_{2}}
\end{align*} \begin{array}{lrl} 
& =A & M_{4}
\end{array}=W \frac{y_{2}}{\left\|y_{2}\right\|_{2}}
$$

and we know the entries of $M_{1}, M_{2}, M_{3}, M_{4}$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$, owing to a similar treatment as Footnote 13. For the vector $M_{4} z_{4}$, we further rewrite it as

$$
M_{4} z_{4}=\nu \cdot\left(z_{4}-c_{5} \alpha\right)_{+}+\nu^{\prime} z_{4}^{\prime}
$$

where $c_{5}=\frac{1}{16 \log m}$ is a fixed parameter, and $\nu$ and $\nu^{\prime}$ denote two vectors that are independently generated from the same distribution $\mathcal{N}\left(0, \frac{2}{m} I\right)$ as vector $M_{4} \in \mathbb{R}^{m}$, and

$$
\left(z_{4}-c_{5} \alpha\right)_{+}=\left\{\begin{array}{ll}
0, & \text { if } z_{4}<c_{5} \alpha ; \\
\sqrt{z_{4}^{2}-c_{5}^{2} \alpha^{2}}, & \text { if } z_{4} \geq c_{5} \alpha
\end{array} \quad z_{4}^{\prime}= \begin{cases}z_{4}, & \text { if } z_{4}<c_{5} \alpha \\
c_{5} \alpha, & \text { if } z_{4} \geq c_{5} \alpha\end{cases}\right.
$$

Together, we can write

$$
\begin{aligned}
\left(I-U U^{\top}\right) h_{i, \ell+1} & =\left(I-U U^{\top}\right) \phi\left(W h_{i, \ell}+A x_{i, \ell+1}\right) \\
& =\left(I-U U^{\top}\right) \phi\left(M_{1} z_{1}+M_{2} z_{2}+M_{3} z_{3}+M_{4} z_{4}\right) \\
& =\left(I-U U^{\top}\right) \phi\left(M_{1} z_{1}+M_{2} z_{2}+M_{3} z_{3}+\nu \cdot\left(z_{4}-c_{5} \alpha\right)_{+}+\nu^{\prime} z_{4}^{\prime}\right) \\
& =\left(I-U U^{\top}\right) \phi\left(w+\nu^{\prime} z_{4}^{\prime}\right)
\end{aligned}
$$

where the last step follows by defining

$$
w=M_{1} z_{1}+M_{2} z_{2}+M_{3} z_{3}+\nu \cdot\left(z_{4}-c_{5} \alpha\right)_{+}
$$

Our plan is to first use the randomness in $w$ to argue that $w$ is $(\alpha, \gamma / 4 \sqrt{m})$-good. Then we conditioned $w$ is good, and prove that the norm of $\left(I-U U^{\top}\right) \phi\left(w+\nu^{\prime} z_{4}^{\prime}\right)$ is lower bounded (using (6.11.5)).

Now, suppose that $z_{1} \in \mathbb{R}^{n(\ell-1)}, z_{2} \in \mathbb{R}$, and $z_{4} \in \mathbb{R}$ are fixed (instead of computed based on the randomness of $W$ and $A$ ), and satisfies ${ }^{16}$

$$
\begin{equation*}
\frac{1}{\sqrt{2}} \leq\left\|z_{1}\right\| \leq 2 L+6 \text { and }\left|z_{2}\right|,\left|z_{4}\right| \leq 2 L+6 \tag{6.36}
\end{equation*}
$$

we can use Corollary 6.10 .15 to obtain the following statement: $w$ is $(\alpha, \sigma / 4)$-good with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right)$ where $\sigma=\left(\frac{2}{m}\left\|z_{1}\right\|_{2}^{2}+\frac{2}{m} z_{2}^{2}+\frac{2}{m}\left\|z_{3}\right\|_{2}^{2}+\frac{2}{m}\left(z_{4}^{2}-c_{5}^{2} \alpha^{2}\right)\right)^{1 / 2}$. Using $\left\|z_{1}\right\|_{2}^{2} \geq 1 / 2$, we can lower bound $\sigma^{2}$ as

$$
\sigma^{2} \geq \frac{2}{m}\left(\left\|z_{1}\right\|_{2}^{2}+z_{2}^{2}+z_{4}^{2}-c_{5}^{2} \alpha^{2}\right) \geq \frac{2}{m}\left(\frac{1}{2}-c_{5}^{2} \alpha^{2}\right)
$$

In other words, $w$ is $\left(\alpha, \frac{1}{4 \sqrt{2} \sqrt{m}}\right)$-good. Next, applying standard $\epsilon$-net argument, we have with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right.$ ), for all $z_{1}, z_{2}, z_{4}$ satisfying (6.36), it satisfies $w$ is $\left(\alpha, \frac{1}{8 \sqrt{m}}\right)$-good. This allows us to plug in the random choice of $z_{1}, z_{2}, z_{4}$ in (6.35).

We apply Lemma 6.11 .5 with the following setting

$$
U=\left[U_{\ell}, \frac{\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1}}{\left\|\left(I-U_{\ell} U_{\ell}^{\top}\right) h_{j, \ell+1}\right\|_{2}}\right], \quad w=w, \quad v=\nu^{\prime}, \quad r=z_{4}^{\prime} \in\left[0, c_{5} \alpha\right]
$$

[^43]where $w$ is $(\alpha, \gamma / 8 \sqrt{m})$-good. (We can do so because the randomness of $v$ is independent of the randomness of $U$ and $w$.) Lemma 6.11 .5 tells us that, with probability at least $1-\exp (-\Omega(\sqrt{m}))$ over the randomness of $v$,
$$
\left\|\left(I-U U^{\top}\right) \cdot \phi(w+r v)\right\| \geq r(1-2 \alpha)-\frac{\alpha^{1.5}}{4}
$$

By induction hypothesis, we know

$$
r=z_{4}^{\prime} \geq \min \left\{z_{4}, c_{5} \alpha\right\} \geq \min \left\{\delta_{\ell-1}, c_{5} \alpha\right\} \geq \delta_{\ell-1}
$$

where the last step follows by $\delta_{\ell-1} \leq c_{5} \alpha$. Thus, we have
$\left\|\left(I-U U^{\top}\right) \cdot \phi(w+r v)\right\| \geq r(1-2 \alpha)-\frac{\alpha^{1.5}}{4} \geq \delta_{\ell-1}(1-2 \alpha)-\frac{\alpha^{1.5}}{4} \geq \delta_{\ell-1}\left(1-2 \alpha-\frac{1}{4 L}\right)=\delta_{\ell}$,
where the last inequality uses $\alpha^{1.5} \leq \frac{\delta_{\ell-1}}{L}$.

### 6.11.4 Intermediate Layers: Spectral Norm

The following lemma bounds the spectral norm of (consecutive) intermediate layers.

Lemma 6.11 .8 (c.f. (6.5)). With probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$, we have for all $L \geq \ell_{2} \geq \ell_{1} \geq 0$ and $i \in[n]$

$$
\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right\|_{2} \leq O\left(L^{3}\right)
$$

We start with an important claim whose proof is almost identical to Lemma 6.11.1.

Claim 6.11.9. Given $\ell>b \geq 1$, given $i \in[n]$, and given $z_{b-1} \in \mathbb{R}^{m}$ a fixed vector, letting

$$
z_{\ell}=D_{i, \ell} W D_{i, \ell-1} \cdots D_{i, b} W z_{b-1}
$$

we have with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$, it satisfies $\left\|z_{\ell}\right\|_{2} \leq(1+1 / L)^{\ell-b+1}\left\|z_{b-1}\right\|_{2}$.

Proof. Let $U$ denote the following column orthonormal matrix using Gram-Schmidt (its first $n(\ell-1)$ columns coincide with $\left.U_{\ell-1}\right)$ :

$$
U \stackrel{\text { def }}{=} \mathrm{GS}\left(h_{1,1}, \ldots, h_{n, 1}, h_{1,2}, \ldots, h_{n, 2}, \ldots, h_{1, \ell-1}, \ldots, h_{n, \ell-1}, z_{b-1}, \cdots z_{\ell-1}\right)
$$

We can rewrite $\left\|z_{\ell}\right\|_{2}$ as follows:

$$
\begin{aligned}
\left\|z_{\ell}\right\|_{2} & =\left\|D_{i, \ell} W z_{\ell-1}\right\|_{2} \\
& =\left\|\mathbf{1}_{W h_{i, \ell-1}+A x_{i, \ell} \geq 0} \cdot W z_{\ell-1}\right\|_{2} \\
& =\left\|\mathbf{1}_{W U U^{\top} h_{i, \ell-1}+A x_{i, \ell} \geq 0} \cdot W U U^{\top} z_{\ell-1}\right\|_{2} \\
& =\left\|\mathbf{1}_{M y+A x \geq 0} M z\right\|_{2} .
\end{aligned}
$$

where in the last step we have defined $M=W U, y=U^{\top} h_{i, \ell-1}, x=x_{i, \ell}$ and $z=U^{\top} z_{\ell-1}$. We stress here that the entries of $M$ and $A$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right) .{ }^{17}$

Now, Claim 6.11.10 tells us for fixed $x \in \mathbb{R}^{d}$ and fixed $y, z \in \mathbb{R}^{n \ell+\ell-b}$, we have with probability $1-\exp \left(-\Omega\left(m / L^{2}\right)\right.$ ) (over the randomness of $M, A$ ),

$$
\left\|\mathbf{1}_{M y+A x \geq 0} M z\right\|_{2} \leq\|z\|_{2}(1+1 / 2 L) .
$$

After taking $\epsilon$-net over all possible $y, z$, we have that for fixed $x \in \mathbb{R}^{d}$ but all $y, z \in \mathbb{R}^{n \ell+\ell-b}$ :

$$
\left\|\mathbf{1}_{M y+A x \geq 0} M z\right\|_{2} \leq\|z\|_{2}(1+1 / L) .
$$

We can thus plug in the choice $y=U^{\top} h_{i, \ell-1}$ and $z=U^{\top} z_{\ell-1}$ (both of which may depend on the randomness of $W$ and $A$ ). Using $\|z\|_{2} \leq\left\|z_{\ell-1}\right\|_{2}$, we have

$$
\left\|z_{\ell}\right\|_{2} \leq\left\|z_{\ell-1}\right\|_{2}(1+1 / L) .
$$

Finally, taking union bound over all possible $\ell$ and applying induction, we have

$$
\left\|z_{\ell}\right\|_{2} \leq(1+1 / L)^{\ell-b+1}\left\|z_{b-1}\right\|_{2}
$$

Now, to prove the spectral norm bound in Lemma 6.11.8, we need to go from "for each $z_{b-1}$ (see Claim 6.11.9)" to "for all $z_{b-1}$ ". Since $z_{b-1}$ has $m$ dimensions, we cannot afford taking union bound over all possible $z_{b-1}$ (or its $\epsilon$-net).

To bypass this issue, we partition the coordinates of $z_{b-1}$ into $L^{3}$ trunk (each of length $\left.m / L^{3}\right)$. We write $z_{b-1}=\sum_{j=1}^{L^{3}}\left(z_{b-1}\right)_{j}$ where each $\left(z_{b-1}\right)_{j} \in \mathbb{R}^{m}$ denotes a vector that only

[^44]has non-zero entries on $m / L^{3}$ coordinates. For each $j \in\left[L^{3}\right]$, we have with probability $1-\exp \left(-m / L^{2}\right)$,
$$
\left\|\left(z_{\ell}\right)_{j}\right\|_{2} \leq(1+1 / L)^{\ell-b} \cdot\left\|\left(z_{b-1}\right)_{j}\right\|_{2} \leq 2\left\|\left(z_{b-1}\right)_{j}\right\|_{2}
$$

By applying an $\epsilon$-net argument over all such possible (but sparse) $\left(z_{b-1}\right)_{j}$, we have with probability at least $1-2^{O\left(m / L^{3}\right)} \exp \left(-\Omega\left(m / L^{2}\right)\right) \geq 1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$, the above equation holds for all possible $\left(z_{b-1}\right)_{j}$.

Next, taking a union bound over all $j \in\left[L^{3}\right]$, we have with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right):$

$$
\forall z_{b-1} \in \mathbb{R}^{m}:\left\|z_{\ell}\right\|_{2} \leq O\left(L^{3}\right)\left\|z_{b-1}\right\|_{2}
$$

Taking a union bound over all $\ell, b$, we complete the proof of Lemma 6.11.8.

### 6.11.4.1 Tools

Claim 6.11.10. For fixed $x \in \mathbb{R}^{d}, y, z \in \mathbb{R}^{k}$. Let $M \in \mathbb{R}^{m \times k}$ and $A \in \mathbb{R}^{m \times d}$ denote random Gaussian matrices where each entry is i.i.d. sampled from $\mathcal{N}(0,2 / m)$. We have with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$

$$
\left\|\mathbf{1}_{M y+A x \geq 0} \cdot M z\right\|_{2} \leq\|z\|_{2}(1+1 / 2 L)
$$

Proof. Without loss of generality we assume $\|z\|_{2}=1$. We can rewrite $M y$ as follows

$$
\begin{aligned}
M y & =M\left(z z^{\top}\right) y+M\left(I-z z^{\top}\right) y \\
& =M z \cdot z^{\top} y+\frac{M\left(I-z z^{\top}\right) y}{\left\|\left(I-z z^{\top}\right) y\right\|_{2}} \cdot\left\|\left(I-z z^{\top}\right) y\right\|_{2} \\
& =M_{1} z_{1}+M_{2} z_{2},
\end{aligned}
$$

where $M_{1}, M_{2} \in \mathbb{R}^{m}$ and $z_{1}, z_{2} \in \mathbb{R}$ are defined as follows

$$
\begin{aligned}
M_{1} & =M z, & M_{2}=\frac{M\left(I-z z^{\top}\right) y}{\left\|\left(I-z z^{\top}\right) y\right\|_{2}} \\
z_{1} & =z^{\top} y, & z_{2}=\left\|\left(I-z z^{\top}\right) y\right\|_{2}
\end{aligned}
$$

It is easy to see that $M_{1}$ is independent of $M_{2}$. We can rewrite

$$
\left\|\mathbf{1}_{M y+A x \geq 0} \cdot M z\right\|_{2}=\left\|\mathbf{1}_{M_{1} z_{1}+M_{2} z_{2}+A x \geq 0} \cdot M_{1}\right\|_{2}
$$

Using Fact 6.10.11 together with concentration bounds (for binomial distribution and for chi-square distribution), we have with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$,

$$
\left\|\mathbf{1}_{M_{1} z_{1}+M_{2} z_{2}+A x \geq 0} \cdot M_{1}\right\|_{2} \leq\|z\|_{2}(1+1 / 2 L) .
$$

Thus, we complete the proof.

### 6.11.5 Intermediate Layers: Sparse Spectral Norm

This section proves two results corresponding to the spectral norm of intermediate layers with respect to sparse vectors. We first show Lemma 6.11.11 and our Corollary 6.11.12 and 6.11.13 shall be direct applications of Lemma 6.11.11.

Lemma 6.11.11. For every $k \in[m]$ and $t \geq 2$, with probability at least

$$
1-n L^{2} e^{O(k \log (m))}\left(e^{-\Omega\left(m / L^{2}\right)}+e^{-\Omega\left(n L t^{2}\right)}\right)
$$

it satisfies, for all $i \in[n]$, for all $L>\ell_{2} \geq \ell_{1} \geq 1$, for all $k$-sparse vectors $z, y \in \mathbb{R}^{m}$

$$
\left|y^{\top} W\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) z\right| \leq \frac{5 t \sqrt{n L}}{m^{1 / 2}} \cdot\|y\|_{2} \cdot\|z\|_{2}
$$

Proof. Without loss of generality we assume $\|y\|=\|z\|=1$. Fixing $\ell_{2} \geq \ell_{1}$, fixing $i$, and fixing $z_{\ell_{1}-1}=z$, we have according to Claim 6.11.9, letting $z_{\ell_{2}}=D_{i, \ell_{2}} W D_{i, \ell_{2}-1} W \cdots D_{i, \ell_{1}} z_{\ell_{1}-1}$, then with probability at least $1-e^{-\Omega\left(m / L^{2}\right)}$

$$
\left\|z_{\ell_{2}}\right\|_{2} \leq(1+1 / L)^{\ell_{2}-\ell_{1}-1}\left\|z_{\ell_{1}-1}\right\|_{2} \leq 2 .
$$

Applying $\epsilon$-net over all $k$-sparse vectors $z$, we have with probability at least $1-e^{O(k \log m)} e^{-\Omega\left(m / L^{2}\right)}$, it satisfies $\left\|z_{\ell_{2}}\right\|_{2} \leq 3$ for all $k$-sparse $z$ :

Similar to the proof of Lemma 6.11.8, we let $U$ denote the following column orthonormal matrix using Gram-Schmidt:

$$
U \stackrel{\text { def }}{=} \mathrm{GS}\left(h_{1,1}, \ldots, h_{n, 1}, h_{1,2}, \ldots, h_{n, 2}, \ldots, h_{1, \ell_{2}-1}, \ldots, h_{n, \ell_{2}-1}, z_{\ell_{1}-1}, \cdots z_{\ell_{2}}\right)
$$

and we have

$$
\left|y^{\top} W\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) z\right|=\left|y^{\top} W U U^{\top} z_{\ell_{2}}\right| \leq\left\|y^{\top} W U\right\| \cdot\left\|U^{\top} z_{\ell_{2}}\right\| \leq 3\left\|y^{\top} W U\right\| .
$$

Next, observe the entries of $W U \in \mathbb{R}^{m \times n\left(\ell_{2}-1\right)+\left(\ell_{2}-\ell_{1}+2\right)}$ are i.i.d. drawn from $\mathcal{N}\left(0, \frac{2}{m}\right)$ (following a similar argument as Footnote 17). Therefore, if $y$ is a fixed vector, then $y^{\top} W U$ is in distribution identical to a Gaussian vector $\mathcal{N}\left(0, \frac{2}{m} I\right)$ of $n\left(\ell_{2}-1\right)+\left(\ell_{2}-\ell_{1}+2\right) \leq 2 n L$ dimensions. By chi-square distribution tail bound (see Lemma 6.10.3), we have for $t \geq 2$ :

$$
\operatorname{Pr}\left[\left\|y^{\top} W U\right\|^{2} \geq \frac{n L t^{2}}{m}\right] \leq e^{-\Omega\left(n L t^{2}\right)}
$$

Applying $\epsilon$-net over all $k$-sparse vectors $y$, we have with probability at least $1-e^{O(k \log m)} e^{-\Omega\left(n L t^{2}\right)}$, it satisfies $\left\|y^{\top} W U\right\|^{2} \leq \frac{2 n L t^{2}}{m}$ for all $k$-sparse vectors $y$.

Conditioning on both events happen, we have

$$
\left|y^{\top} W\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) z\right| \leq 3 \frac{\sqrt{2 n L} t}{\sqrt{m}} .
$$

Taking union bound over all possible $i, \ell_{1}, \ell_{2}$ we finish the proof.

Choosing $k=s^{2} m^{2 / 3}$ and $t=\frac{s m^{1 / 3} \log m}{5 \sqrt{n L}}$ in Lemma 6.11.11, we have
Corollary 6.11.12 (c.f. (6.6)). Let $s \in\left[m^{-1 / 4}, m^{1 / 6}\right]$ be a fixed real. With probability at least $1-e^{-\Omega\left(s^{2} m^{2 / 3} \log ^{2} m\right)}$, we have for all $i \in[n]$, for all $L>\ell_{2} \geq \ell_{1} \geq 1$, for all $s^{2} m^{2 / 3}$-sparse vectors $y, z \in \mathbb{R}^{m}$,

$$
\left|z^{\top} W\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) y\right| \leq \frac{s \log m}{m^{1 / 6}} \cdot\|z\|_{2} \cdot\|y\|_{2}
$$

Choosing $k=1$ and $t=\frac{\sqrt{n L} d \log m}{5}$ in Lemma 6.11.11, we have
Corollary 6.11.13 (c.f. (6.6)). Let $\rho=n L d \log m$. With probability at least $1-\exp \left(-\Omega\left(\rho^{2}\right)\right)$, it satisfies for all $i \in[n]$, for all $L>\ell_{2} \geq \ell_{1} \geq 1$, and for all 1 -sparse vectors $y, z \in \mathbb{R}^{m}$,

$$
\left|z^{\top} W\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) y\right| \leq \frac{\rho}{m^{1 / 2}} \cdot\|z\|_{2} \cdot\|y\|_{2}
$$

### 6.11.6 Backward Propagation

This section proves upper bound on the backward propagation against sparse vectors. We first show Lemma 6.11 .14 and our Corollary 6.11 .15 and 6.11 .16 shall be immediate corollaries.

Lemma 6.11.14. For any $k \in[m], t \geq 2$ and any $a \in \mathbb{R}^{d}$, with probability at least

$$
1-n L^{2} e^{O(k \log m)}\left(e^{-\Omega\left(m / L^{2}\right)}+e^{-\Omega\left(t^{2}\right)}\right)
$$

over the randomness of $W, A, B$, we have for all $i \in[n]$, for all $L \geq \ell_{2} \geq \ell_{1} \geq 1$, and for all $k$-sparse $y \in \mathbb{R}^{m}$,

$$
\left|a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) y\right| \leq \frac{t}{\sqrt{d}} \cdot\|a\|_{2} \cdot\|y\|_{2}
$$

Proof of Lemma 6.11.14. Using Claim 6.11.9, we know that for fixed $z_{\ell_{1}-1}=y$, letting

$$
z_{\ell_{2}}=D_{i, \ell_{2}} W D_{i, \ell_{2}-1} W \cdots D_{i, \ell_{1}} W z_{\ell_{1}-1}
$$

with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$ we have

$$
\left\|z_{\ell_{2}}\right\|_{2} \leq(1+1 / L)^{\ell_{2}-\ell_{1}+1}\left\|z_{\ell_{1}-1}\right\|_{2} \leq 3\left\|z_{\ell_{1}-1}\right\|_{2}
$$

Next, fixing vectors $a$ and $z_{\ell_{2}}$ and letting $B$ be the only source of randomness, we know $a^{\top} B z_{\ell_{2}}$ follows from $\mathcal{N}\left(0,\|a\|_{2}^{2}\left\|z_{\ell_{2}}\right\|_{2}^{2} / d\right)$. Then with probability at least $1-\exp \left(-\Omega\left(t^{2}\right)\right)$ over $B$,

$$
\left|a^{\top} B z_{\ell_{2}}\right| \leq t \cdot\|a\|_{2}\left\|z_{\ell_{2}}\right\|_{2} / \sqrt{d}
$$

Taking a union of the above two events, we get with probability $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)-$ $\exp \left(-\Omega\left(t^{2}\right)\right)$,

$$
\left|a^{\top} B z_{\ell_{2}}\right| \leq \frac{3 t}{\sqrt{d}} \cdot\|a\|_{2} \cdot\|y\|_{2}
$$

At this point, we apply $\epsilon$-net argument for all $k$-sparse vectors $y \in \mathbb{R}^{m}$ (the size of which is at most $\left.e^{O(k \log (m / k))}\right)$. Taking a union bound over all such vectors in the $\epsilon$-net, we have with probability at least

$$
1-\exp (O(d+k \log (m / k)))\left(\exp \left(-m / L^{2}\right)+\exp \left(-\Omega\left(t^{2}\right)\right)\right),
$$

for all $k$-sparse vector $y \in \mathbb{R}^{m}$,

$$
\left|a^{\top} B z_{\ell_{2}}\right| \leq \frac{3 t}{\sqrt{d}} \cdot\|a\|_{2} \cdot\|y\|_{2}
$$

Finally, we also take a union bound over all $\ell_{2}, \ell_{1}$ and $i$, and there are at most $O\left(n L^{2}\right)$ choices.

Using Lemma 6.11 .14 with $k=s^{2} m^{2 / 3}$ and $t=s m^{1 / 3} \log m$, and taking union bound over all $a \in \mathbb{R}^{d}$, give

Corollary 6.11.15 (c.f. (6.7)). Let $s \in\left[m^{-1 / 4}, m^{1 / 6}\right]$ be a fixed real. With probability at least $1-\exp \left(-\Omega\left(s^{2} m^{2 / 3} \log ^{2} m\right)\right)$, we have for all $i \in[n]$, for all $L \geq \ell_{2} \geq \ell_{1} \geq 1$, for all $\left(s^{2} \cdot m^{2 / 3}\right)$-sparse $y \in \mathbb{R}^{m}$, for all $a \in \mathbb{R}^{d}$,

$$
\left|a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) y\right| \leq\left(s m^{1 / 3} \log m\right) \cdot\|a\|_{2} \cdot\|y\|_{2}
$$

Using Lemma 6.11 .14 with $k=1$ and $t=n L d \log m$, and taking union bound over all $a \in \mathbb{R}^{d}$, give

Corollary 6.11.16 (c.f. (6.7)). Let $\rho=n L d \log m$. With probability at least $1-\exp \left(-\Omega\left(\rho^{2}\right)\right)$, we have for all $i \in[n]$, for all $L \geq \ell_{2} \geq \ell_{1} \geq 1$, for all 1 -sparse vector $y \in \mathbb{R}^{m}$, and for all $a \in \mathbb{R}^{d}$,

$$
\left|a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) y\right| \leq \rho \cdot\|a\|_{2} \cdot\|y\|_{2} .
$$

### 6.12 Stability After Adversarial Perturbation

Throughout this section, we consider some random initialization $\widetilde{W}, A, B$, and some adversarially chosen perturbation $W^{\prime} \in \mathbb{R}^{m \times m}$ which may depend on the randomness of $\widetilde{W}, A, B$. We introduce the following notations in this section

## Definition 6.12.1.

$$
\begin{array}{lll}
\widetilde{g}_{i, 0}=\widetilde{h}_{i, 0}=0 & g_{i, 0}=h_{i, 0}=0 & \text { for } i \in[n] \\
\widetilde{g}_{i, \ell}=\widetilde{W} \widetilde{h}_{i, \ell-1}+A x_{i, \ell} & g_{i, \ell}=\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell-1}+A x_{i, \ell} & \\
\text { for } i \in[n] \text { and } \ell \in[L] \\
\widetilde{h}_{i, \ell}=\phi\left(\widetilde{W} \widetilde{h}_{i, \ell-1}+A x_{i, \ell}\right) & h_{i, \ell}=\phi\left(\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell-1}+A x_{i, \ell}\right) & \text { for } i \in[n] \text { and } \ell \in[L] \\
h_{i, \ell}^{\prime}=h_{i, \ell}-\widetilde{h}_{i, \ell} & g_{i, \ell}^{\prime}=g_{i, \ell}-\widetilde{g}_{i, \ell} & \text { for } i \in[n] \text { and } \ell \in[L]
\end{array}
$$

Define diagonal matrices $\widetilde{D}_{i, \ell}$ and $D_{i, \ell}$ by letting

$$
\left(\widetilde{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\widetilde{g}_{i, \ell}\right)_{k} \geq 0} \text { and }\left(D_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(g_{i, \ell}\right)_{k} \geq 0}
$$

Accordingly, we let diagonal matrix $D_{i, \ell}^{\prime}=D_{i, \ell}-\widetilde{D}_{i, \ell}$.

## Roadmap

- Section 6.12 .1 proves the stability at forward when the perturbation matrix $W^{\prime}$ has small spectral norm. It gives bounds on $\left\|g_{i, \ell}^{\prime}\right\|_{2},\left\|h_{i, \ell}^{\prime}\right\|_{2},\left\|D_{i, \ell}^{\prime}\right\|_{0}$, and $\left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\|_{2}$.
- Section 6.12 .2 proves the stability of intermediate layers. It gives bound on $\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right\|_{2}$ and $\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right\|_{2}$.
- Section 6.12 .3 analyzes the stability for backward. It bounds the difference $\| a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} \widetilde{W}-\right.$ $\left.\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right) \|_{2}$.
- Section 6.12 .4 considers a special type of rank-one perturbation matrix $W^{\prime}$, and provides stability bounds on the forward and backward propagation.

As discussed in Section 6.6, the results of Section 6.12.1, 6.12 .2 and 6.12 .3 shall be used twice, once for the final training updates (see Section 6.16), and once for the randomness decomposition (see Section 6.14). In contrast, the results of Section 6.12 .4 shall only be used once in Section 6.14.

### 6.12.1 Forward

The goal of this section is to prove Lemma 6.12.1,

Lemma 6.12.1 (forward stability, c.f. (6.8)). Letting $\varrho=n L d \delta^{-1} \log (m / \epsilon)$, for any $\tau_{0} \in$ $\left[\varrho^{-100}, \varrho^{100}\right]$, with probability at least $1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$ over the randomness of $\widetilde{W}, A, B$, for every $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}$, for every $i \in[n]$ and $\ell \in[L]$, we have
(a) $\left\|g_{i, \ell}^{\prime}\right\|_{2},\left\|h_{i, \ell}^{\prime}\right\|_{2} \leq O\left(L^{6} \tau_{0}\right) / m^{1 / 2}$,
(b) $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq O\left(L^{10 / 3} \tau_{0}^{2 / 3}\right) \cdot m^{2 / 3}$, and
(c) $\left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\|_{2} \leq O\left(L^{5} \tau_{0}\right) / m^{1 / 2}$.

Proof of Lemma 6.12.1. Suppose $C>1$ is a large enough constant so that the hidden constant in Lemma 6.11.8 can be $C$. We inductively prove that one can write $g_{i, \ell}^{\prime}=g_{i, \ell, 1}^{\prime}+g_{i, \ell, 2}^{\prime}$ where

$$
\begin{array}{lllll}
\text { I: } & \left\|g_{i, \ell, 1}^{\prime}\right\|_{2} \leq \tau_{1} \cdot \frac{1}{m^{1 / 2}} & \text { II: } \quad\left\|g_{i, \ell, 2}^{\prime}\right\|_{\infty} \leq \tau_{2} \cdot \frac{1}{m} \quad \text { III: } \quad\left\|g_{i, \ell}^{\prime}\right\|_{2} \leq \tau_{3} \cdot \frac{1}{m^{1 / 2}} \\
\text { IV: } & \left\|D_{i, \ell}^{\prime}\right\|_{0} \leq \tau_{4} \cdot m^{2 / 3} & \text { V: } & \left\|D_{i, \ell}^{\prime} g_{i, \ell}\right\|_{2} \leq \tau_{5} \cdot \frac{1}{m^{1 / 2}} & \text { VI: } \quad\left\|h_{i, \ell}^{\prime}\right\|_{2} \leq\left(\tau_{3}+\tau_{5}\right) \frac{1}{m^{1 / 2}} \tag{6.37}
\end{array}
$$

Above, we choose parameters

$$
\tau_{1}=5 C L^{4}(L+2) \tau_{0} \quad \tau_{2}=4 L \tau_{5} \log m \quad \tau_{3}=\tau_{1}+\tau_{2} \quad \tau_{4}=10\left(\tau_{1}\right)^{2 / 3} \quad \tau_{5}=3 \tau_{1}
$$

We emphasize that all these parameters are polynomial in $\varrho$ so negligible when comparing to $m$.

Throughout the proof, we focus on some fixed $i \in[n]$ without loss of generality, and one can always take a union bound at the end. We drop the subscript $i$ for notational
simplicity. In order to prove (6.37), we first assume that it holds for all $1,2, \ldots, \ell-1$. In particular, we assume for all $\ell^{\prime} \leq \ell-1$,

$$
\left\|g_{\ell^{\prime}, 1}^{\prime}\right\|_{2} \leq \tau_{1} \cdot \frac{1}{m^{1 / 2}} \quad \text { and } \quad\left\|g_{\ell^{\prime}, 2}^{\prime}\right\|_{\infty} \leq \tau_{2} \cdot \frac{1}{m}
$$

A useful observation is $g_{\ell^{\prime}}^{\prime}$ can be split into three terms

$$
\begin{equation*}
g_{\ell^{\prime}}^{\prime}=\underbrace{W^{\prime} D_{\ell^{\prime}-1} g_{\ell^{\prime}-1}}_{z_{\ell^{\prime}-1,1}}+\underbrace{\widetilde{W} D_{\ell^{\prime}-1}^{\prime} g_{\ell^{\prime}-1}}_{z_{\ell^{\prime}-1,2}}+\underbrace{\widetilde{W} \widetilde{D}_{\ell^{\prime}-1} g_{\ell^{\prime}-1}^{\prime}}_{z_{\ell^{\prime}-1,3}} . \tag{6.38}
\end{equation*}
$$

After recursively applying (6.38), we can write

$$
\begin{equation*}
g_{\ell}^{\prime}=g_{\ell, 1}^{\prime}=\sum_{\ell_{a}=1}^{\ell-1}\left(\widetilde{W} \widetilde{D}_{\ell-1} \cdots \widetilde{W} \widetilde{D}_{\ell-\ell_{a}+1}\right) z_{\ell-\ell_{a}, 1}+\left(\widetilde{W} \widetilde{D}_{\ell-1} \cdots \widetilde{W} \widetilde{D}_{\ell-\ell_{a}+1}\right) z_{\ell-\ell_{a}, 2} \tag{6.39}
\end{equation*}
$$

Applying Claim 6.12.2, with probability at least $1-e^{-\Omega\left(\tau_{1}^{4 / 3} m^{1 / 3}\right)}$, we have for all $\ell^{\prime} \leq \ell-1$,

$$
\begin{equation*}
\left\|z_{\ell^{\prime}, 1}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}\left(4 \ell^{\prime}+8+\frac{\tau_{1}+\tau_{2}}{\sqrt{m}}\right) \tag{6.40}
\end{equation*}
$$

Applying Claim 6.12.5, we have with probability at least $1-e^{-\Omega\left(\tau_{1}^{4 / 3} m^{1 / 3}\right)}$, one can write

$$
\left(\widetilde{W} \widetilde{D}_{\ell-1} \cdots \widetilde{W} \widetilde{D}_{\ell-\ell_{a}+1}\right) z_{\ell-\ell_{a}, 2}=z_{\ell-\ell_{a}, 2^{\sharp}}+z_{\ell-\ell_{a}, 2^{b}}
$$

where

$$
\begin{equation*}
\left\|z_{\ell-\ell_{a}, 2^{\sharp}}\right\|_{2} \leq \frac{3 \tau_{5} \sqrt{\tau_{4}} \log ^{2} m}{m^{2 / 3}}, \quad\left\|z_{\ell-\ell_{a}, 2^{\natural}}\right\|_{\infty} \leq \frac{4 \tau_{5} \log m}{m} . \tag{6.41}
\end{equation*}
$$

As a result, we can define $g_{\ell}^{\prime}=g_{\ell, 1}^{\prime}+g_{\ell, 2}^{\prime}$ for

$$
g_{\ell, 1}^{\prime}=\sum_{\ell_{a}=1}^{\ell-1}\left(\widetilde{W} \widetilde{D}_{\ell-1} \cdots \widetilde{W} \widetilde{D}_{\ell-\ell_{a}+1}\right) z_{\ell-\ell_{a}, 1}+z_{\ell-\ell_{a}, 2^{\sharp}} \quad \text { and } \quad g_{\ell, 2}^{\prime}=\sum_{\ell_{a}=1}^{\ell-1} z_{\ell-\ell_{a}, 2^{b}}
$$

We first bound $\left\|g_{\ell, 1}^{\prime}\right\|_{2}$,

$$
\begin{aligned}
\left\|g_{\ell, 1}^{\prime}\right\|_{2} & \leq \sum_{\ell_{a}=1}^{\ell-1}\left\|\widetilde{W} \widetilde{D}_{i, \ell-1} \cdots \widetilde{W} \widetilde{D}_{i, \ell-\ell_{a}+1}\right\|_{2} \cdot\left\|z_{\ell-\ell_{a}, 1}\right\|_{2}+\left\|z_{\ell-\ell_{a}, 2^{\sharp}}\right\|_{2} \\
& \stackrel{(1)}{\leq} \sum_{\ell_{a}=1}^{\ell}\left(C L^{3}\left\|z_{\ell-\ell_{a}, 1}\right\|_{2}+\left\|z_{\ell-\ell_{a}, 2^{\sharp}}\right\|_{2}\right) \\
& \stackrel{(2)}{\leq} C L^{4} \frac{\tau_{0}}{\sqrt{m}}\left(4 L+8+\frac{\tau_{1}+\tau_{2}}{\sqrt{m}}\right)+L \frac{3 \tau_{5} \sqrt{\tau_{4}} \log ^{2} m}{m^{2 / 3}} \\
& \leq 5 C L^{4} \cdot \frac{\tau_{0}(L+2)}{\sqrt{m}} \stackrel{B}{\leq} \tau_{1} \frac{1}{\sqrt{m}} .
\end{aligned}
$$

Above, inequality (1) follows from Lemma 6.11.8, inequality (2) follows from (6.40) and (6.41), and (3) follows from our choice of $\tau_{1}=5 C L^{4}(L+2) \tau_{0}$. We next bound $\left\|g_{\ell, 2}^{\prime}\right\|_{\infty}$,

$$
\left\|g_{\ell, 2}^{\prime}\right\|_{\infty} \leq \sum_{\ell_{a}=1}^{\ell-1}\left\|z_{\ell-\ell_{a}, 2^{b}}\right\|_{\infty} \stackrel{(1}{\leq} L \cdot \frac{4 \tau_{5} \log m}{m} \stackrel{(2}{\leq} \tau_{2} \frac{1}{m}
$$

where inequality (1) is due to (6.41), and (2) follows from our choice of $\tau_{2}=4 L \tau_{5} \log \mathrm{~m}$. Thus, we have showed I and II of (6.37):

$$
\left\|g_{\ell, 1}^{\prime}\right\|_{2} \leq \tau_{1} \cdot \frac{1}{m^{1 / 2}} \quad \text { and } \quad\left\|g_{\ell, 2}^{\prime}\right\|_{\infty} \leq \tau_{2} \cdot \frac{1}{m}
$$

They together further imply

$$
\left\|g_{\ell}^{\prime}\right\|_{2} \leq\left(\tau_{1}+\tau_{2}\right) \frac{1}{m^{1 / 2}}=\tau_{3} \frac{1}{m^{1 / 2}}
$$

so III of (6.37) holds. IV and V of (6.37) are implied by Claim 6.12.3, and VI is implied because

$$
\left\|h_{\ell}^{\prime}\right\|_{2}=\left\|\phi\left(g_{\ell}\right)-\phi\left(\widetilde{g}_{\ell}\right)\right\|_{2} \leq\left\|g_{\ell}-\widetilde{g}_{\ell}\right\|_{2} \leq\left\|g_{\ell}^{\prime}\right\|_{2}
$$

### 6.12.1.1 Tools

Claim 6.12.2. Suppose $g_{\ell-1}=\widetilde{g}_{\ell-1}+g_{\ell-1}^{\prime}=\widetilde{g}_{\ell-1}+g_{\ell-1,1}^{\prime}+g_{\ell-1,2}^{\prime}$ where

$$
\left\|g_{\ell-1,1}^{\prime}\right\|_{2} \leq \frac{\tau_{1}}{\sqrt{m}} \quad \text { and } \quad\left\|g_{\ell-1,2}^{\prime}\right\|_{\infty} \leq \frac{\tau_{2}}{m} .
$$

Then, we have with probability at least $1-e^{-\Omega\left(m / L^{2}\right)}$

$$
\left\|W^{\prime} D_{\ell-1} g_{\ell-1}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}\left(4 \ell+8+\frac{\tau_{1}+\tau_{2}}{\sqrt{m}}\right) .
$$

Proof of Claim 6.12.2. Using triangle inequality, we can calculate

$$
\left\|W^{\prime} D_{\ell-1} g_{\ell-1}\right\|_{2} \leq\left\|W^{\prime}\right\|_{2} \cdot\left\|D_{\ell-1}\right\|_{2} \cdot\left(\left\|\widetilde{g}_{\ell-1}\right\|_{2}+\left\|g_{\ell-1,1}^{\prime}\right\|_{2}+\left\|g_{\ell-1,2}^{\prime}\right\|_{2}\right)
$$

Using Lemma 6.11.1, we have $\left\|\widetilde{g}_{\ell-1}\right\| \leq 4 \ell+8$. Using elementary calculation, we have

$$
\left\|g_{\ell-1,1}^{\prime}\right\|_{2}+\left\|g_{\ell-1,2}^{\prime}\right\|_{2} \leq \frac{\tau_{1}}{\sqrt{m}}+\sqrt{m} \frac{\tau_{2}}{m} \leq \frac{\tau_{1}+\tau_{2}}{\sqrt{m}}
$$

Together we finish the proof.
Claim 6.12.3. With probability at least $1-e^{-\Omega\left(\tau_{1}^{4 / 3} m^{1 / 3}\right)}$ the following holds. Whenever

$$
\left\|g_{\ell-1,1}^{\prime}\right\|_{2} \leq \tau_{1} \cdot \frac{1}{m^{1 / 2}}, \quad\left\|g_{\ell-1,2}^{\prime}\right\|_{\infty} \leq \tau_{2} \cdot \frac{1}{m}
$$

then letting $\tau_{4}=10\left(\tau_{1}\right)^{2 / 3}$ and $\tau_{5}=3 \tau_{1}$, we have

$$
\left\|D_{\ell-1}^{\prime} g_{\ell-1}\right\|_{2} \leq \tau_{5} \cdot \frac{1}{m^{1 / 2}}, \quad\left\|D_{\ell-1}^{\prime}\right\|_{0} \leq \tau_{4} \cdot m^{2 / 3}
$$

Proof of Claim 6.12.3. We choose parameters $\xi=\frac{\left(\tau_{1}\right)^{2 / 3}}{10^{1 / 3} m^{5 / 6}}$ and $\alpha=10 \xi \sqrt{m}$ in the proof. We have $\left\|g_{\ell-1,2}^{\prime}\right\|_{\infty} \leq \xi$.

First of all, using similar (but simpler) proof as Lemma 6.11.4, one can show with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right)$, the vector $\widetilde{g}_{\ell-1}$ is $\left(\alpha, \frac{1}{5 \sqrt{m}}\right)$-good (recall Definition 6.10.1). ${ }^{18}$ This implies that $\widetilde{g}_{\ell-1}$ has at most $\alpha m=10 \xi m^{3 / 2}$ coordinates $j$ satisfying $\left|\left(\widetilde{g}_{\ell-1}\right)_{j}\right| \leq \frac{\alpha}{5 \sqrt{m}}=2 \xi$.

For each $j \in[m]$, if it satisfies $\left(D_{\ell-1}^{\prime}\right)_{j, j} \neq 0$, then the sign of $\widetilde{g}_{\ell-1}$ and $\widetilde{g}_{\ell-1}+g_{\ell-1,1}^{\prime}+$ $g_{\ell-1,2}^{\prime}$ must differ on coordinate $j$. As a result:

$$
\left|\left(g_{\ell-1,1}^{\prime}+g_{\ell-1,2}^{\prime}\right)_{j}\right|>\left|\left(\widetilde{g}_{\ell-1}\right)_{j}\right|
$$

Define $y=D_{\ell-1}^{\prime} g_{\ell-1}$. There are two possibilities for such $j$ with $\left(D_{\ell-1}^{\prime}\right)_{j, j} \neq 0$.

- Case 1: $\left|\left(\widetilde{g}_{\ell-1}\right)_{j}\right| \leq 2 \xi$. Let such coordinates be $S_{1} \subset[m]$, and we have $\left|S_{1}\right| \leq 10 \xi m^{3 / 2}$ using the above argument.

Next, for each such $j \in S_{1}$, we must have $\left|y_{j}\right|=\left|\left(\widetilde{g}_{\ell-1}+g_{\ell-1,1}^{\prime}+g_{\ell-1,2}^{\prime}\right)_{j}\right| \leq \mid\left(g_{\ell-1,1}^{\prime}+\right.$

[^45]where $M_{1} \in \mathbb{R}^{m \times n(\ell-2)}, M_{3} \in \mathbb{R}^{m \times d}$ and $z_{1} \in \mathbb{R}^{n(\ell-1)}, z_{3} \in \mathbb{R}^{d}$ are defined as
\[

$$
\begin{align*}
M_{1} & =\widetilde{W} U_{\ell-2} & M_{2} & =A \\
z_{1} & =U_{\ell-2}^{\top} \widetilde{h}_{\ell-2} & z_{2} & =x_{\ell-1} . \tag{6.42}
\end{align*}
$$
\]

The entries of $M_{1}$ and $M_{2}$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$ (recall Footnote 13). Suppose $z_{1}$ and $z_{2}$ are fixed (instead of depending on the randomness of $\widetilde{W}$ and $A$ ) and satisfies $\frac{1}{\sqrt{2}} \leq\left\|z_{1}\right\| \leq 2 L+6$. We can apply Corollary 6.10.15 to obtain the following statement: with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right), \widetilde{g}_{\ell-1}$ is $(\alpha, \sigma / 4)$-good where $\sigma^{2}=\frac{2}{m}\left\|z_{1}\right\|_{2}^{2}+\frac{2}{m}\left\|z_{3}\right\|_{2}^{2} \geq \frac{1}{m}$. In other words, $w$ is $\left(\alpha, \frac{1}{4 \sqrt{m}}\right)$-good. Applying standard $\epsilon$-net argument, we have with probability at least $1-\exp \left(-\Omega\left(\alpha^{2} m\right)\right)$, for all vectors $z_{1} \in \mathbb{R}^{n(\ell-2)}$ satisfying $\frac{1}{\sqrt{2}} \leq\left\|z_{1}\right\| \leq 2 L+6$, it satisfies $\widetilde{g}_{\ell-1}$ is $\left(\alpha, \frac{1}{5 \sqrt{m}}\right)$-good. This allows us to plug in the random choice of $z_{1}$ in (6.42), to conclude that $\widetilde{g}_{\ell-1}$ is $\left(\alpha, \frac{1}{5 \sqrt{m}}\right)$-good.
$\left.g_{\ell-1,2}^{\prime}\right)_{j}\left|\leq\left|\left(g_{\ell-1,1}^{\prime}\right)_{j}\right|+\xi\right.$ so we can calculate the $\ell_{2}$ norm of $y$ on $S_{1}$ :

$$
\sum_{i \in S_{1}} y_{j}^{2} \leq 2\left\|g_{\ell-1,1}^{\prime}\right\|^{2}+2 \xi^{2}\left|S_{1}\right| \leq \frac{2 \tau_{1}^{2}}{m}+20 \xi^{3} m^{3 / 2}=\frac{4 \tau_{1}^{2}}{m}
$$

- Case 2: $\left|\left(\widetilde{g}_{\ell-1}\right)_{j}\right|>2 \xi$. Let such coordinates be $S_{2} \subset[m] \backslash S_{1}$. In this case we must have $\left|\left(g_{\ell-1,1}^{\prime}\right)_{j}\right| \geq\left|\left(\widetilde{g}_{\ell-1}\right)_{j}\right|-\left|\left(g_{\ell-1,2}^{\prime}\right)_{j}\right|>2 \xi-\xi=\xi$. Therefore, $\left|S_{2}\right| \leq \frac{\left\|g_{\ell-1,1}^{\prime}\right\|_{2}^{2}}{\xi^{2}} \leq \frac{\tau_{1}^{2}}{m \xi^{2}}$. Next, for each $j \in S_{2}$, we must have

$$
\left|y_{j}\right|=\left|\left(\widetilde{g}_{\ell-1}+g_{\ell-1,1}^{\prime}+g_{\ell-1,2}^{\prime}\right)_{j}\right| \leq\left|\left(g_{\ell-1,1}^{\prime}+g_{\ell-1,2}^{\prime}\right)_{j}\right| \leq\left|\left(g_{\ell-1,1}^{\prime}\right)_{j}\right|+\xi / 2 \leq \frac{5}{4}\left|\left(g_{\ell-1,1}^{\prime}\right)_{j}\right|
$$

and therefore

$$
\sum_{j \in S_{2}} y_{j}^{2} \leq 2 \sum_{j \in S_{2}}\left(g_{\ell-1,1}^{\prime}\right)_{j}^{2} \leq \frac{2 \tau_{1}^{2}}{m}
$$

In sum, we conclude that

$$
\left\|D_{\ell-1}^{\prime}\right\|_{0} \leq\left|S_{1}\right|+\left|S_{2}\right| \leq 10 \xi m^{3 / 2}+\frac{\tau_{1}^{2}}{m \xi^{2}}<10\left(\tau_{1}\right)^{2 / 3} m^{2 / 3}=\tau_{4} \cdot m^{2 / 3}
$$

and

$$
\|y\|_{2} \leq \frac{\sqrt{4 \tau_{1}^{2}+2 \tau_{1}^{2}}}{\sqrt{m}} \leq \frac{3 \tau_{1}}{\sqrt{m}}=\tau_{5} \cdot \frac{1}{m^{1 / 2}} .
$$

Claim 6.12.4. With probability at least $1-e^{-\Omega\left(\tau_{4} m^{2 / 3} \log ^{2} m\right)}$, for all $L \geq \ell+1 \geq b \geq 1$, for all

$$
x \in \mathbb{R}^{m} \quad \text { with } \quad\|x\|_{2} \leq \frac{\tau_{5}}{\sqrt{m}} \quad \text { and } \quad\|x\|_{0} \leq \tau_{4} \cdot m^{2 / 3}
$$

we have that the vector $y=\widetilde{W} \widetilde{D}_{\ell} \widetilde{W} \cdots \widetilde{D}_{b} \widetilde{W} x$ can be written as

$$
y=y_{1}+y_{2} \quad \text { where } \quad\left\|y_{1}\right\|_{2} \leq \frac{3 \tau_{5} \sqrt{\tau_{4}} \log ^{2} m}{m^{2 / 3}} \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{4 \tau_{5} \log m}{m}
$$

Proof of Claim 6.12.4. Let $s=\tau_{4} \cdot m^{2 / 3}$ for notational simplicity. Let $z_{b-1}=x$ and assume for now that $x$ is a fixed vector. Letting $z_{\ell}=\widetilde{D}_{\ell} \widetilde{W} \cdots \widetilde{D}_{b} z_{b-1}$, we have according to Claim 6.11.9, with probability at least $1-\exp \left(-\Omega\left(m / L^{2}\right)\right)$,

$$
\left\|z_{\ell}\right\|_{2} \leq(1+1 / L)^{\ell-b-1}\left\|z_{b-1}\right\|_{2} \leq 3\left\|z_{b-1}\right\|_{2} .
$$

Similar to the proof of Lemma 6.11.8, we let $U$ denote the following column orthonormal matrix using Gram-Schmidt:

$$
U \stackrel{\text { def }}{=} \mathrm{GS}\left(h_{1,1}, \ldots, h_{n, 1}, h_{1,2}, \ldots, h_{n, 2}, \ldots, h_{1, \ell-1}, \ldots, h_{n, \ell-1}, z_{b-1}, \cdots z_{\ell}\right),
$$

and we have

$$
\widetilde{W} \widetilde{D}_{\ell} \widetilde{W} \cdots \widetilde{D}_{b} \widetilde{W} x=\widetilde{W} U U^{\top} z_{\ell_{2}}
$$

Observe the entries of $\widetilde{W} U \in \mathbb{R}^{m \times n(\ell-1)+(\ell-b+2)}$ are i.i.d. drawn from $\mathcal{N}\left(0, \frac{2}{m}\right)$ (following a similar argument as Footnote 17). Therefore, according to Lemma 6.10.16, we have can write $y=\widetilde{W} \widetilde{D}_{\ell} \widetilde{W} \cdots \widetilde{D}_{b} \widetilde{W} x$ as $y=y_{1}+y_{2}$ with

$$
\left\|y_{1}\right\| \leq \frac{\sqrt{s} \log ^{2} m}{\sqrt{m}} \cdot\left\|U^{\top} z_{\ell_{2}}\right\| \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{\log m}{\sqrt{m}} \cdot\left\|U^{\top} z_{\ell_{2}}\right\|
$$

Plugging in $\left\|U^{\top} z_{\ell}\right\|_{2} \leq\left\|z_{\ell}\right\|_{2} \leq 3\left\|z_{b-1}\right\|_{2}=3\|x\|_{2} \leq \frac{3 \tau_{5}}{\sqrt{m}}$, we have

$$
\left\|y_{1}\right\| \leq \frac{3 \tau_{5} \sqrt{s} \log ^{2} m}{m} \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{3 \tau_{5} \log m}{m}
$$

Finally, taking $\epsilon$-net over all $s$-sparse vectors $x$, we have the desired result.

Combining Claim 6.12.3 and Claim 6.12.4, we have

Claim 6.12.5. With probability at least $1-e^{-\Omega\left(\tau_{1}^{4 / 3} m^{1 / 3}\right)}$, whenever

$$
\left\|g_{\ell-1,1}^{\prime}\right\|_{2} \leq \frac{\tau_{1}}{\sqrt{m}}, \quad\left\|g_{\ell-1,2}^{\prime}\right\|_{\infty} \leq \frac{\tau_{2}}{m}
$$

we have the vector $y=\widetilde{W} \widetilde{D}_{\ell} \widetilde{W} \cdots \widetilde{D}_{b} \widetilde{W} D_{\ell-1}^{\prime} g_{\ell-1}$ can be written as

$$
y=y_{1}+y_{2} \quad \text { where } \quad\left\|y_{1}\right\|_{2} \leq \frac{3 \tau_{5} \sqrt{\tau_{4}} \log ^{2} m}{m^{2 / 3}} \quad \text { and } \quad\left\|y_{2}\right\|_{\infty} \leq \frac{4 \tau_{5} \log m}{m}
$$

### 6.12.2 Intermediate Layers

The goal of this subsection is to prove Lemma 6.12.6.

Lemma 6.12.6 (intermediate stability, c.f. (6.9)). Letting $\varrho=n L d \log m$, for any $\tau_{0} \in$ $\left[\varrho^{-100}, \varrho^{100}\right]$, with probability at least $1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$ over the randomness of $\widetilde{W}, A, B$, for every $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}$, for every $i \in[n]$, for every $L \geq \ell_{2} \geq \ell_{1} \geq 1$, the following holds

- $\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right) \widetilde{W}\right\|_{2} \leq O\left(L^{7}\right)$.
- $\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right)\left(\widetilde{W}+W^{\prime}\right)\right\|_{2} \leq O\left(L^{7}\right)$.

We show Claim 6.12.7 and then use it to prove Corollary 6.12.7.

Claim 6.12.7. Let $s \in\left[m^{-1 / 4}, m^{1 / 8}\right]$ be any fixed real. With probability at least $1-$ $e^{-\Omega\left(s^{2} m^{2 / 3} \log ^{2} m\right)}$, it satisfies that for every $i \in[n]$, for every $L \geq \ell_{2} \geq \ell_{1} \geq 1$, if $D_{i, \ell}^{\prime} \in \mathbb{R}^{m \times m}$ is an arbitrary diagonal matrix with entries in $\{-1,0,1\}$ of sparsity $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq s^{2} m^{2 / 3}$ (for each $\left.\ell=\ell_{1}, \ldots, \ell_{2}\right)$, then

$$
\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right) \widetilde{W}\right\|_{2} \leq O\left(L^{7}\right) .
$$

Proof of Claim 6.12.7. We define set $\mathcal{C}$ as follows

$$
\mathcal{C}=\left\{\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(D_{i, \ell}^{\prime}\right)^{c_{\ell}}\left(\widetilde{D}_{i, \ell}\right)^{1-c_{\ell}} \widetilde{W} \mid c_{\ell} \in\{0,1\}, \forall \ell \in\left[\ell_{1}, \ell_{2}\right]\right\} .
$$

For $\ell$, we define set $\mathcal{C}_{\ell}$ as follows

$$
\mathcal{C}_{\ell}=\left\{C \in \mathcal{C} \mid D^{\prime} \text { appears } \ell \text { times in } C\right\}
$$

From Lemma 6.11.8, we can bound the $\ell=0$ term

$$
\left\|\sum_{C \in \mathcal{C}_{\ell}} C\right\|_{2} \leq O\left(L^{3}\right)
$$

For each $C \in \mathcal{C}_{\ell}$ with $\ell>0$, we have

$$
\|C\|_{2} \leq O\left(L^{3}\right) \cdot\left(\frac{s \log m}{m^{1 / 6}}\right)^{\ell-1} \cdot O\left(L^{3}\right)
$$

where we apply Lemma 6.11 .8 twice (one on the left, one on the right) and apply Corollary $6.11 .12 \ell-1$ times. The probability of the above event is at least $1-e^{\Omega\left(s^{2} \cdot m^{2 / 3} \log ^{2} m\right)}$. Therefore, for each $\ell \in\left[\ell_{2}-\ell_{1}\right]$, we can bound

$$
\left\|\sum_{C \in \mathrm{C}_{\ell}} C\right\|_{2} \leq O\left(L^{6}\right)\binom{\ell_{2}-\ell_{1}}{\ell}\left(\frac{s \log m}{m^{1 / 6}}\right)^{\ell-1}
$$

which is at most $O\left(L^{7}\right)$ when $\ell=1$ and $o\left(L^{7}\right)$ for $\ell>1$ by our parameter choices. Putting it altogether,

$$
\text { LHS }=\left\|\sum_{\ell=0}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathrm{C}_{\ell}} C\right\|_{2} \leq \sum_{\ell=0}^{\ell_{2}-\ell_{1}}\left\|\sum_{C \in \mathrm{C}_{\ell}} C\right\|_{2} \leq O\left(L^{3}+L^{7}\right)
$$

Proof of Lemma 6.12.6. Applying Lemma 6.12.1c, we know with probability $\geq 1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$ it satisfies $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq s^{2} m^{2 / 3}$ for $s^{2}=O\left(L^{10 / 3} \tau_{0}^{2 / 3}\right)$. Therefore, applying Claim 6.12.7 we have

$$
\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right) \widetilde{W}\right\|_{2} \leq O\left(L^{7}\right) .
$$

On the other hand, since $\left\|W^{\prime}\right\| \leq \frac{\tau_{0}}{\sqrt{m}}$, we also have

$$
\left\|\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right)\left(\widetilde{W}+W^{\prime}\right)\right\|_{2} \leq O\left(L^{7}\right)
$$

by expanding out the $2^{\ell_{2}-\ell_{1}+1}$ terms with respect to $W^{\prime}$.

### 6.12.3 Backward

We state the main result in this section.

Lemma 6.12.8 (backward stability, c.f. (6.10)). Letting $\varrho=n L d \log m$, for any $\tau_{0} \in$ $\left[\varrho^{-100}, \varrho^{100}\right]$, with probability at least $1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$ over the randomness of $\widetilde{W}, A, B$, for every $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}$, for every $1 \leq \ell_{1} \leq \ell_{2} \leq L$, for every $i \in[n]$, the followings hold
(a) $\left\|a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} \widetilde{W}-a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right\|_{2} \leq O\left(\tau_{0}^{1 / 3} L^{6} \log m \cdot m^{1 / 3}\right) \cdot\|a\|_{2}$.
(b) $\left\|a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}-a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right\|_{2} \leq O\left(\tau_{0} L^{15}\right) \cdot\|a\|_{2}$.
(c) $\left\|a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} \widetilde{W}-a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} W\right\|_{2} \leq O\left(\tau_{0} L^{7}\right) \cdot\|a\|_{2}$.
(d) $\left\|a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} W-a^{\top} B \prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right\|_{2} \leq O\left(\tau_{0}^{1 / 3} L^{6} \log m \cdot m^{1 / 3}\right) \cdot\|a\|_{2}$.

We first use Lemma 6.12 .1 to derive that, with probability $\geq 1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$, $\left\|D_{i, \ell}^{\prime}\right\|_{0} \leq s^{2} m^{2 / 3}$, for parameter $s=O\left(L^{5 / 3} \tau_{0}^{1 / 3}\right)$. We prove the five statements separately.

Proof of Lemma 6.12.8a. Without loss of generality we assume $\|a\|=1$. We define set $\mathcal{C}$ to be

$$
\mathcal{C}=\left\{\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(D_{i, \ell}^{\prime}\right)^{c_{\ell}}\left(\widetilde{D}_{i, \ell}\right)^{1-c_{\ell}} \widetilde{W} \mid c_{\ell_{1}}, \ldots, c_{\ell_{2}} \in\{0,1\}\right\}
$$

For each $\ell \in\left[\ell_{2}-\ell_{1}\right]$, we define set $\mathcal{C}_{\ell}$ to be

$$
\mathcal{C}_{\ell}=\left\{C \in \mathcal{C} \mid D^{\prime} \text { appears } \ell \text { times in } C\right\}
$$

Ignoring subscripts for the ease of presentation, by Corollary 6.11.15, we know

$$
\left\|a^{\top} B \widetilde{D} \widetilde{W} \cdots \widetilde{D} \widetilde{W} D^{\prime}\right\|_{2} \leq(s \log m) m^{1 / 3}
$$

By Corollary 6.11.12, we know

$$
\left\|D^{\prime} \widetilde{W} \widetilde{D} \cdots \widetilde{D} \widetilde{W} D^{\prime}\right\|_{2} \leq(s \log m) m^{-1 / 6}
$$

Thus, for each $\ell$ and $C \in \mathcal{C}_{\ell}$,

$$
\begin{aligned}
\left\|a^{\top} B C\right\|_{2} & \leq\left\|a^{\top} B \widetilde{D} \widetilde{W} \cdots \widetilde{D} \widetilde{W} D^{\prime}\right\|_{2} \cdot\left\|D^{\prime} \widetilde{W} \widetilde{D} \cdots \widetilde{D} \widetilde{W} D^{\prime}\right\|_{2}^{\ell-1} \cdot\left\|D^{\prime} \widetilde{W} \widetilde{D} \cdots \widetilde{D} \widetilde{W}\right\|_{2} \\
& \leq\left(s \cdot m^{1 / 3} \log m\right) \times\left(s \cdot m^{-1 / 6} \log m\right)^{\ell-1} \times O\left(L^{3}\right)
\end{aligned}
$$

Finally, the LHS of the Lemma 6.12 .8 a becomes

$$
\begin{aligned}
\text { LHS } & =\left\|\sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathfrak{C}_{\ell}} a^{\top} B C\right\|_{2} \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathfrak{C}_{\ell}}\left\|a^{\top} B C\right\|_{2} \\
& \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}}\binom{\ell_{2}-\ell_{1}}{\ell}\left(s \cdot m^{1 / 3} \log m\right) \times\left(s \cdot m^{-1 / 6} \log m\right)^{\ell-1} \times O\left(L^{3}\right) \leq O\left(L^{4} \cdot s \log m \cdot m^{1 / 3}\right) .
\end{aligned}
$$

Proof of Lemma 6.12.8b. Again we assume $\|a\|=1$ without loss of generality. We define set $\mathcal{C}$ to be

$$
\mathcal{C}=\left\{\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell}\left(W^{\prime}\right)^{c_{\ell}} \widetilde{W}^{1-c_{\ell}} \mid c_{\ell_{1}}, \ldots, c_{\ell_{2}} \in\{0,1\}\right\}
$$

For each $\ell \in\left[\ell_{2}-\ell_{1}\right]$, we define set $\mathcal{C}_{\ell}$

$$
\mathcal{C}_{\ell}=\left\{C \in \mathcal{C} \mid W^{\prime} \text { appears } \ell \text { times in } C\right\}
$$

Ignoring subscripts for the ease of presentation, we have for each $C \in \mathcal{C}_{\ell}$,

$$
\begin{align*}
\left\|a^{\top} B C\right\|_{2} & \leq\left\|a^{\top} B\right\|_{2} \cdot\|\widetilde{W} D \cdots \widetilde{W} D\|_{2} \cdot\left\|W^{\prime}\right\|_{2} \cdot\left(\|D \widetilde{W} \cdots \widetilde{W} D\|_{2}\left\|W^{\prime}\right\|_{2}\right)^{\ell-1} \cdot\|D \widetilde{W} \cdots D \widetilde{W}\|_{2}  \tag{6.43}\\
& \leq O\left(\sqrt{m} L^{7}\right) \cdot\left(\frac{\tau_{0}}{\sqrt{m}}\right) \cdot\left(\frac{O\left(\tau_{0} L^{7}\right)}{\sqrt{m}}\right)^{\ell-1} \cdot O\left(L^{7}\right) \tag{6.44}
\end{align*}
$$

Above, we have used $\left\|W^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}},\|\widetilde{W} D \cdots \widetilde{W} D\|_{2} \leq O\left(L^{7}\right)$ from Lemma 6.12.6, and $\|B\|_{2} \leq O(\sqrt{m})$ with high probability. Finally, by triangle inequality, the LHS of Lemma 6.12 .8 b becomes

$$
\begin{aligned}
\text { LHS } & =\left\|\sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathfrak{C}_{\ell}} a^{\top} B C\right\|_{2} \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathfrak{C}_{\ell}}\left\|a^{\top} B C\right\|_{2} \\
& \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}}\binom{\ell_{2}-\ell_{1}}{\ell} O\left(\sqrt{m} L^{7}\right) \cdot\left(\frac{\tau_{0}}{\sqrt{m}}\right) \cdot\left(\frac{O\left(\tau_{0} L^{7}\right)}{\sqrt{m}}\right)^{\ell-1} \cdot O\left(L^{7}\right) \\
& \leq O\left(\tau_{0} L^{15}\right)
\end{aligned}
$$

Proof of Lemma 6.12.8c. It is similar to the proof of Lemma 6.12.8b.

Proof of Lemma 6.12.8d. It is similar to the proof of Lemma 6.12.8a.

### 6.12.4 Special Rank-One Perturbation

We prove two lemmas regarding the special rank-one perturbation with respect to a coordinate $k \in[m]$. The first one talks about forward propagation.

Lemma 6.12 .9 (c.f. (6.11)). Let $\rho=n L d \log m, \varrho=n L d \delta^{-1} \log (m / \epsilon), \tau_{0} \in\left[\varrho^{-100}, \varrho^{50}\right]$, $N \in\left[1, \varrho^{100}\right]$. If $\widetilde{W}, A$ are at random initialization, then with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for any rank-one perturbation $W^{\prime}=y z^{\top}$ with $\|z\|=1,\|y\|_{0}=N,\|y\|_{\infty} \leq \frac{\tau_{0}}{\sqrt{m}}$, it satisfies

$$
\forall i \in[n], \forall \ell \in[L], \forall k \in[m]: \quad\left|\left(\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell}^{\prime}\right)_{k}\right| \leq O\left(\frac{\rho^{8} N^{2 / 3} \tau_{0}^{5 / 6}}{m^{2 / 3}}\right)
$$

Proof. Without loss of generality we only prove the statement for fixed $i, \ell, k$ because one can take union bound at the end. We can rewrite $W h_{i, \ell}^{\prime}$ as follows

$$
\begin{aligned}
\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell}^{\prime} & =W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W} h_{i, \ell}^{\prime} \\
& =W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W}\left(h_{i, \ell}-\widetilde{h}_{i, \ell}\right) \\
& =W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W}\left(\left(\widetilde{D}_{i, \ell}+D_{i, \ell}^{\prime}\right) g_{i, \ell}-\widetilde{D}_{i, \ell} \widetilde{g}_{i, \ell}\right) \\
& =W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W} \widetilde{D}_{i, \ell} g_{i, \ell}^{\prime}+\widetilde{W} D_{i, \ell}^{\prime} g_{i, \ell} \\
& \left.=W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W} \widetilde{D}_{i, \ell}\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell-1}-\widetilde{W} \widetilde{h}_{i, \ell-1}\right)+\widetilde{W} D_{i, \ell}^{\prime} g_{i, \ell} \\
& \left.=W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W} \widetilde{D}_{i, \ell} \widetilde{W} h_{i, \ell-1}^{\prime}+W^{\prime} h_{i, \ell-1}\right)+\widetilde{W} D_{i, \ell}^{\prime} g_{i, \ell} \\
& =W^{\prime} h_{i, \ell}^{\prime}+\widetilde{W} \widetilde{D}_{i, \ell}^{\widetilde{W} h_{i, \ell-1}^{\prime}}+\widetilde{W} \widetilde{D}_{i, \ell} W^{\prime} h_{i, \ell-1}+\widetilde{W} D_{i, \ell}^{\prime} g_{i, \ell}
\end{aligned}
$$

After recursively calculating as above, using $h_{i, 0}^{\prime}=0$, and applying triangle inequality, we have
$\left|\left(\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell}^{\prime}\right)_{k}\right| \leq\left|\left(W^{\prime} h_{i, \ell}^{\prime}\right)_{k}\right|+\sum_{a=0}^{\ell}\left|\left(\widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} W^{\prime} h_{i, a}\right)_{k}\right|+\sum_{a=0}^{\ell}\left|\left(\widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a+1} \widetilde{W} D_{i, a}^{\prime} g_{i, a}\right)_{k}\right|$

We bound the three types of terms on the RHS of (6.45) as follows.

- First, we can bound

$$
\left|\left(W^{\prime} h_{i, \ell}^{\prime}\right)_{k}\right|=\left|e_{k}^{\top} y z^{\top} h_{i, \ell}^{\prime}\right|=\left|e_{k}^{\top} y\right| \cdot\left|z^{\top} h_{i, \ell}^{\prime}\right| \leq\|y\|_{\infty} \cdot\left\|h_{i, \ell}^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}} \cdot\left(\frac{O\left(L^{6} \tau_{0} \sqrt{N}\right)}{\sqrt{m}}\right)
$$

where the last step follows by $\|y\|_{\infty} \leq \frac{\tau_{0}}{\sqrt{m}},\left\|W^{\prime}\right\|_{2} \leq \frac{\sqrt{N} \tau_{0}}{\sqrt{m}}$ and Lemma 6.12.1a.

- Second, we can bound

$$
\begin{aligned}
\left|\left(\widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} W^{\prime} h_{i, a}\right)_{k}\right| & =\left|e_{k}^{\top} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} y z^{\top} h_{i, a}\right| \\
& =\left|e_{k}^{\top} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} y\right| \cdot\left|z^{\top} h_{i, a}\right| \\
& \stackrel{\otimes}{ \pm}\left|e_{k}^{\top} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} y\right| \cdot\left\|h_{i, a}\right\|_{2} \\
& \leq\left|e_{k}^{\top} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} y\right| \cdot O(L) \\
& \leq N \cdot\|y\|_{\infty} \max _{j}\left|e_{k}^{\top} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a} e_{j}\right| \cdot O(L) \\
& \stackrel{(3}{\leq} N \cdot\|y\|_{\infty} \cdot \frac{\rho}{\sqrt{m}} \cdot O(L) \\
& \stackrel{\oplus}{\leq} N \cdot\left(\tau_{0} \frac{1}{\sqrt{m}}\right) \cdot \frac{\rho}{\sqrt{m}} \cdot O(L) \leq O\left(\frac{N \tau_{0} \rho L}{m}\right) .
\end{aligned}
$$

where (1) follows by $\|z\|_{2} \leq 1$, (2) follows by Lemma 6.11.1, (3) follows by Corollary 6.11.13, and (4) follows by $\|y\|_{\infty} \leq \tau_{0} \frac{1}{\sqrt{m}}$.

- Third, we can bound,

$$
\begin{aligned}
\left|\left(\widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a+1} \widetilde{W} D_{i, a}^{\prime} g_{i, a}\right)_{k}\right| & \leq\left\|e_{k} \widetilde{W} \widetilde{D}_{i, \ell} \cdots \widetilde{W} \widetilde{D}_{i, a+1} \widetilde{W} D_{i, a}^{\prime}\right\|_{2} \cdot\left\|D_{i, a}^{\prime} g_{i, a}\right\|_{2} \\
& \leq O\left(\frac{L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6} \log m}{m^{1 / 6}}\right) \cdot O\left(\frac{L^{5} \tau_{0}^{1 / 2} \sqrt{N}}{\sqrt{m}}\right)
\end{aligned}
$$

where the last step follows by Corollary 6.11 .12 (which relies on Lemma 6.12.1b to give $\left.s=O\left(L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}\right)\right)$ together with Lemma 6.12.1c.

Putting the three bounds into (6.45) (where the term one is the dominating term), we have

$$
\left|\left(\left(\widetilde{W}+W^{\prime}\right) h_{i, \ell}^{\prime}\right)_{k}\right| \leq O\left(\frac{\rho^{8} N^{2 / 3} \tau_{0}^{5 / 6}}{m^{2 / 3}}\right)
$$

The next one talks about backward propagation.
Lemma 6.12.10 (c.f. (6.12)). Let $\rho=n L d \log m, \varrho=n L d \delta^{-1} \log (m / \epsilon), \tau_{0} \in\left[\varrho^{-100}, \varrho^{50}\right]$, $N \in\left[1, \varrho^{100}\right]$. If $\widetilde{W}, A, B$ are at random initialization, and given some perturbation $W^{\prime}=y z^{\top}$ with $\|z\|=1,\|y\|_{0}=N,\|y\|_{\infty} \leq \frac{\tau_{0}}{\sqrt{m}}$ where $W^{\prime}$ can only depend on the randomness of $\widetilde{W}$ and A (but not on B), then with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for all $i \in[n]$, all $1 \leq \ell_{1} \leq \ell_{2} \leq L$, all $k \in[m]:$
(a) $\left|a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right) e_{k}-a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} \widetilde{W}\right) e_{k}\right| \leq\|a\|_{2} \cdot O\left(\frac{\rho^{3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right)$,
(b) $\left|a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} W\right) e_{k}-a^{\top} B\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right) e_{k}\right| \leq\|a\|_{2} \cdot O\left(\frac{\rho^{12} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right)$.

Proof. We prove for a fixed $i \in[n]$ and drop the subscript in $i$ for notational simplicity. Without loss of generality we assume $\|a\|=1$.
(a) We define set $\mathcal{C}$ to be

$$
\mathcal{C}=\left\{\prod_{\ell=\ell_{2}}^{\ell_{1}}\left(D_{\ell}^{\prime}\right)^{c_{\ell}}\left(\widetilde{D}_{\ell}\right)^{1-c_{\ell}} \widetilde{W} \mid c_{\ell} \in\{0,1\}, \forall \ell \in\left[\ell_{1}, \ell_{2}\right]\right\} .
$$

For each $\ell \in\left[\ell_{2}-\ell_{1}\right]$, we define set $\mathfrak{C}_{\ell}$ to be

$$
\mathcal{C}_{\ell}=\left\{C \in \mathcal{C} \mid D^{\prime} \text { appears } \ell \text { times in } C\right\} .
$$

Ignoring the subscripts for the ease of presentation, by Lemma 6.11.8, we know

$$
\left\|\widetilde{D} \widetilde{W} \cdots \widetilde{D} \widetilde{W} \cdot D^{\prime}\right\|_{2} \leq\|\widetilde{D} \widetilde{W} \cdots \widetilde{D} \widetilde{W}\|_{2} \leq O\left(L^{3}\right)
$$

By Corollary 6.11.12 (which relies on Lemma 6.12 .1 b to give $s=O\left(L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}\right)$ ), we know

$$
\begin{array}{r}
\left\|D^{\prime} \widetilde{W} \widetilde{D} \cdots \widetilde{D} \widetilde{W} D^{\prime}\right\|_{2} \leq O\left(\frac{L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}} \log m\right) \\
\forall k \in[m]:\left\|D^{\prime} \widetilde{W} \widetilde{D} \cdots \widetilde{D} \widetilde{W} e_{k}\right\|_{2} \leq O\left(\frac{L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}} \log m\right)
\end{array}
$$

Thus, for each $k \in[m]$ and $C \in \mathcal{C}_{\ell}$, we can bound it

$$
\left\|C e_{k}\right\| \leq L^{3} \times\left(O\left(\frac{L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}} \log m\right)\right)^{\ell}
$$

As a consequence, letting

$$
v=\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{i, \ell} \widetilde{W}\right) e_{k}-\left(\prod_{\ell=\ell_{2}}^{\ell_{1}} \widetilde{D}_{i, \ell} \widetilde{W}\right) e_{k}
$$

we have

$$
\begin{aligned}
\|v\| & =\left\|\sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathrm{C}_{\ell}} C e_{k}\right\| \\
& \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathrm{e}_{\ell}}\left\|C e_{k}\right\| \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}}\binom{L}{\ell} \cdot\left(O\left(\frac{L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}} \log m\right)\right)^{\ell} \leq O\left(\frac{\rho^{3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right)
\end{aligned}
$$

Finally, we use the randomness of $B$ (recall that $v$ does not depend on $B$ ), we conclude that with probability at least $1-e^{-\Omega(m)}$, it satisfies

$$
\mathrm{LHS}=\left\|a^{\top} B v\right\| \leq O\left(\frac{\rho^{3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right)
$$

(b) This time, we define set $\mathcal{C}$ to be

$$
\mathcal{C}=\left\{\prod_{\ell=\ell_{2}}^{\ell_{1}} D_{\ell}\left(W^{\prime}\right)^{c_{\ell}} \widetilde{W}^{1-c_{\ell}} \mid c_{\ell} \in\{0,1\}, \forall \ell \in\left[\ell_{1}, \ell_{2}\right]\right\}
$$

For each $\ell \in\left[\ell_{2}-\ell_{1}\right]$, we define set $\mathcal{C}_{\ell}$

$$
\mathcal{C}_{\ell}=\left\{C \in \mathcal{C} \mid W^{\prime} \text { appears } \ell \text { times in } C\right\} .
$$

One can carefully derive that ${ }^{19}$

$$
\left|a^{\top} B D \widetilde{W} \cdots \widetilde{W} D y\right| \leq O\left(\frac{\rho^{4} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right)
$$

By Lemma 6.12 .6 we have

$$
\begin{aligned}
&\left|z^{\top} D \widetilde{W} \cdots \widetilde{W} D y\right| \leq\|z\|_{2} \cdot O\left(L^{7}\right) \cdot\|y\|_{2} \leq O\left(\frac{L^{7} \sqrt{N} \tau_{0}}{\sqrt{m}}\right) \\
&\left|z^{\top} D \widetilde{W} \cdots \widetilde{W} D e_{k}\right| \leq\|z\|_{2} \cdot O\left(L^{7}\right) \cdot\left\|e_{k}\right\|_{2} \leq O\left(L^{7}\right)
\end{aligned}
$$

Therefore, for each $C \in \mathcal{C}_{\ell}$ we can upper bound $\left\|a^{\top} B C\right\|_{2}$ as follows

$$
\left|a^{\top} B C e_{k}\right| \leq O\left(\frac{\rho^{4} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right) \cdot\left(O\left(\frac{L^{7} \sqrt{N} \tau_{0}}{\sqrt{m}}\right)\right)^{\ell-1} \cdot O\left(L^{7}\right)
$$

[^46] we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$
$$
\left|a^{\top} B \widetilde{D} \widetilde{W} \cdots \widetilde{W} \widetilde{D} y\right| \leq\|a\|_{2} \cdot \sqrt{|N|} \log m \cdot\|y\|_{2} \leq\|y\|_{\infty}\|y\|_{0} \cdot \rho \leq \frac{\tau_{0}|N|}{\sqrt{m}}
$$

Using binomial expansion again, we have

$$
\begin{aligned}
\left|a^{\top} B \widetilde{D} \widetilde{W} \cdots \widetilde{W} \widetilde{D} y-a^{\top} B D \widetilde{W} \cdots \widetilde{W} D y\right| & \leq \sum_{\ell=1}^{L}\binom{L}{\ell}\left\|a^{\top} B \widetilde{D} \widetilde{W} \cdots \widetilde{W} D^{\prime}\right\| \cdot\left\|D^{\prime} \widetilde{W} \cdots \widetilde{W} D^{\prime}\right\|_{2}^{\ell-1} \cdot\left\|D^{\prime} \widetilde{W} \cdots \widetilde{W} \widetilde{D} y\right\| \\
& \leq \sum_{\ell=1}^{L}\binom{L}{\ell}\left(s m^{1 / 3} \log m\right) \cdot\left(\frac{s \log m}{m^{1 / 6}}\right)^{\ell-1} \cdot\left(\frac{s \log m}{m^{1 / 6}}\right) \cdot\|y\| \\
& \leq O(L)\left(s m^{1 / 3} \log m\right)\left(\frac{s \log m}{m^{1 / 6}}\right) \cdot \frac{\sqrt{N} \tau_{0}}{\sqrt{m}}=O\left(\frac{\rho^{4} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right)
\end{aligned}
$$

Here, we have used Corollary 6.11 .15 and Corollary 6.11 .12 with parameter $s=O\left(L^{5 / 3} \tau_{0}^{1 / 3} N^{1 / 6}\right)$ chosen from Lemma 6.12.1b, as well as $\|y\| \leq \frac{\sqrt{N} \tau_{0}}{\sqrt{m}}$.
and therefore

$$
\begin{aligned}
\text { LHS } & =\left|\sum_{\ell=1}^{\ell_{2}-\ell_{1}} \sum_{C \in \mathcal{C}_{\ell}} a^{\top} B C e_{k}\right| \\
& \leq \sum_{\ell=1}^{\ell_{2}-\ell_{1}}\binom{\ell_{2}-\ell_{1}}{\ell} \cdot O\left(\frac{\rho^{4} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right) \cdot\left(O\left(\frac{L^{7} \sqrt{N} \tau_{0}}{\sqrt{m}}\right)\right)^{\ell-1} \cdot O\left(L^{7}\right) \leq O\left(\frac{\rho^{12} N^{5 / 6} \tau_{0}^{5 / 3}}{m^{1 / 3}}\right) .
\end{aligned}
$$

### 6.13 Indicator and Backward Coordinate Bounds

In this section, let $W \in \mathbb{R}^{m \times m}, A \in \mathbb{R}^{m \times d_{x}}$ and $B \in \mathbb{R}^{d \times m}$ denote three random matrices where each entry of $W$ and $A$ is i.i.d. sampled from $\mathcal{N}\left(0, \frac{2}{m}\right)$ and each entry of $B$ is i.i.d. sampled from $\mathcal{N}\left(0, \frac{1}{d}\right)$. We let $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}: i \in[n], \ell \in[L] \backslash\{1\}\right\}$ be arbitrary fixed vectors, and let $i^{*}, \ell^{*}=\arg \max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}$.

- In Section 6.13.1, we prove that there are sufficiently many coordinates $k \in[m]$ such that the quantity $\left|\left(g_{i, \ell+1}\right)_{k}\right|=\left|\left(W h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right|$ is small for $(i, \ell)=\left(i^{*}, \ell^{*}\right)$ but large for $(i, \ell) \in[n] \times\left\{\ell^{*}, \ell^{*}+1, L\right\} \backslash\left(i^{*}, \ell^{*}\right)$.
- In Section 6.13.2, we prove that there are sufficiently many coordinates $k \in[m]$ such that $\left|\sum_{a}\left(\operatorname{Back}_{i^{*}, \ell^{*} \rightarrow a}^{\top} \cdot \operatorname{loss}_{i^{*}, a}\right)_{k}\right|$ is large.


### 6.13.1 Indicator Coordinate Bound

For this section, we fix some choice of $i^{*} \in[n]$ and $\ell^{*} \in[L] \backslash\{1\}$, and define two parameters

## Definition 6.13.1.

$$
\beta_{+} \stackrel{\text { def }}{=} \frac{\delta}{\rho^{2}} \quad \text { and } \quad \beta_{-} \stackrel{\text { def }}{=} \frac{\delta}{\rho^{10}}
$$

Lemma 6.13 .1 (indicator coordinate bound, c.f. (6.15)). Suppose $W$ and $A$ follow from random initialization. Given fixed set $N_{1} \subseteq[m]$ and define

$$
N_{4} \stackrel{\text { def }}{=}\left\{k \in N_{1} \left\lvert\,\left[\begin{array}{ll}
\left|\left(W h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right| \leq \beta_{-} / \sqrt{m}, & \text { if } i=i^{*}, \ell=\ell^{*} ; \\
\left|\left(W h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right| \geq \beta_{+} / \sqrt{m}, & \text { if } i \neq i^{*} \text { and } \ell=\ell^{*} ; \\
\left|\left(W h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right| \geq \beta_{+} / \sqrt{m}, & \text { if } i \in[n] \text { and } \ell>\ell^{*} .
\end{array}\right\}\right.\right.
$$

Then, as long as $\left|N_{1}\right| \geq n^{2} L^{2} / \beta_{-}$, we have

$$
\operatorname{Pr}_{W, A}\left[\left|N_{4}\right| \geq \frac{\beta_{-}\left|N_{1}\right|}{64 L}\right] \geq 1-e^{-\Omega\left(\beta_{-}\left|N_{1}\right| / L\right)} .
$$

Lemma 6.13.2. Suppose $W$ and $A$ follow from random initialization. Given fixed set $N_{1} \subseteq$ [ $m$ ] and define

$$
N_{2} \stackrel{\text { def }}{=}\left\{k \in N_{1}| |\left\langle W_{k}, h_{i^{*}, \ell^{*}}\right\rangle+\left\langle A_{k}, x_{i^{*}, \ell^{*}+1}\right\rangle \left\lvert\, \leq \frac{\beta_{-}}{\sqrt{m}}\right.\right\} .
$$

Then, we have

$$
\operatorname{Pr}_{W, A}\left[\left|N_{2}\right| \geq \frac{\beta_{-}\left|N_{1}\right|}{16 L}\right] \geq 1-e^{-\Omega\left(\beta_{-}\left|N_{1}\right| / L\right)} .
$$

Proof. Let $i=i^{*}$ and $\ell=\ell^{*}$. Similar to the proof of Lemma 6.11.1, we can write

$$
y=W h_{i, \ell}+A x_{i, \ell+1}=W U_{\ell} U_{\ell}^{\top} h_{i, \ell}+A x_{i, \ell+1}=M_{1} z_{1}+M_{2} z_{2}
$$

where $M_{1} \in \mathbb{R}^{m \times n \ell}, M_{2}=A, z_{1}=U_{\ell}^{\top} h_{i, \ell}$ and $z_{2}=x_{i, \ell+1}$. Again, the entries of $M_{1}$ and $M_{2}$ are i.i.d. from $\mathcal{N}\left(0, \frac{2}{m}\right)$.

Now, suppose $z_{1}$ is fixed (instead of depending on the randomness of $W$ and $A$ ), and it satisfies $\left\|z_{1}\right\| \leq 6 L$. We have each entry of $y$ is is distributed as $\mathcal{N}\left(0, \frac{2\left\|z_{1}\right\|^{2}+2\left\|z_{2}\right\|^{2}}{m}\right)$. By property of Gaussian (see Fact 6.10.12), we have for each $y \in[m]$,

$$
\operatorname{Pr}\left[\left|y_{k}\right| \leq \frac{0.9 \beta_{-}}{\sqrt{m}}\right] \geq \frac{2}{3} \frac{0.9 \beta_{-}}{\sqrt{2\left\|z_{1}\right\|^{2}+2\left\|z_{2}\right\|^{2}}} \geq \frac{\beta_{-}}{15 L}
$$

Since we have $\left|N_{1}\right|$ independent random variables, applying a Chernoff bound, we have

$$
\operatorname{Pr}\left[\left|\left\{k \in N_{1}:\left|y_{k}\right| \leq \frac{0.9 \beta_{-}}{\sqrt{m}}\right\}\right| \geq \frac{\beta_{-}}{16 L}\left|N_{1}\right|\right] \geq 1-\exp \left(-\Omega\left(\beta_{-}\left|N_{1}\right| / L\right)\right)
$$

Finally, by taking a union bound with respect to the $\epsilon$-net over all possible choices of $z_{1} \in \mathbb{R}^{n \ell}$, we have that

$$
\operatorname{Pr}\left[\left|\left\{k \in N_{1}:\left|y_{k}\right| \leq \frac{\beta_{-}}{\sqrt{m}}\right\}\right| \geq \frac{\beta_{-}}{16 L}\left|N_{1}\right|\right] \geq 1-\exp \left(-\Omega\left(\beta_{-}\left|N_{1}\right| / L\right)\right)
$$

for all $z_{1}$ and a fixed $z_{2}$. Plugging in the random choice of $z_{1}=U_{\ell}^{\top} h_{i, \ell}$ (and we have $\left\|z_{1}\right\| \leq 6 L$ by Lemma 6.11.1), we have the desired result.

Observe that the set $N_{2}$ produced by Lemma 6.13.2 only depends on the randomness of $A, W U_{\ell^{*}-1}$ and $W h_{i^{*}, \ell^{*}}$. In other words, for any unit vector $z \in \mathbb{R}^{m}$ that is orthogonal to the columns of $U_{\ell^{*}-1}$ and orthogonal to $h_{i^{*}, \ell^{*}}$, we have that $W z$ is independent of $N_{2}$.

We next proceed to refine $N_{2}$ :

Lemma 6.13.3 $\left(i \neq i^{*}, \ell=\ell^{*}\right)$. Suppose $W$ and $A$ follow from random initialization, and $N_{2} \subseteq[m]$ is a given set (that may only depend on the randomness of $A, W U_{\ell^{*}-1}$ and $W h_{i^{*}, \ell^{*}}$ ).

Define

$$
N_{3}=\left\{k \in N_{2}| |\left\langle W_{k}, h_{i, \ell^{*}}\right\rangle+\left\langle A_{k}, x_{i, \ell^{*}+1}\right\rangle \left\lvert\, \geq \frac{\beta_{-}}{\sqrt{m}}\right., \forall i \in[n] \backslash i^{*}\right\} .
$$

Then

$$
\operatorname{Pr}\left[\left.\left|N_{3}\right| \geq \frac{1}{2}\left|N_{2}\right| \right\rvert\, A, W U_{\ell^{*}-1}, W h_{i^{*}, \ell^{*}}\right] \geq 1-e^{-\Omega\left(\left|N_{2}\right| / n\right)}
$$

Proof. First fix some $i \in[n] \backslash i^{*}$ and $\ell=\ell^{*}$. Define set $N_{3, i}$,

$$
N_{3, i} \stackrel{\text { def }}{=}\left\{k \in N_{2}| |\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle \left\lvert\, \geq \frac{\beta_{-}}{\sqrt{m}}\right.\right\} .
$$

Let $v \stackrel{\text { def }}{=} \frac{\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i^{*}, \ell}}{\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i^{*}, \ell}\right\|}$, and let column orthonormal matrix

$$
U \stackrel{\text { def }}{=} \mathrm{GS}\left(U_{\ell-1}, h_{i^{*}, \ell}\right)=\left[U_{\ell-1}, v\right] .
$$

We have

$$
\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle=\left(W U U h_{i, \ell}+A x_{i, \ell+1}+W\left(I-U U^{\top}\right) h_{i, \ell}\right)_{k} .
$$

The rest of the proof is focusing on having the $W U$ and $A$ being fixed (so the first two vectors $W U U h_{i, \ell}+A x_{i, \ell+1}$ are fixed), and letting $W\left(I-U U^{\top}\right) h_{i, \ell}$ be the only random variable. We have

$$
W\left(I-U U^{\top}\right) h_{i, \ell} \sim \mathcal{N}\left(0, \frac{2\left\|\left(I-U U^{\top}\right) h_{i, \ell}\right\|_{2}^{2} \cdot I}{m}\right) .
$$

and therefore for a fixed vector $\mu$ it satisfies
$W h_{i, \ell}+A x_{i, \ell+1}=W U U h_{i, \ell}+A x_{i, \ell+1}+W\left(I-U U^{\top}\right) h_{i, \ell} \sim \mathcal{N}\left(\mu, \frac{2\left\|\left(I-U U^{\top}\right) h_{i, \ell}\right\|_{2}^{2} \cdot I}{m}\right)$.

According to Lemma 6.11.6, with probability at least $1-\exp (-\Omega(\sqrt{m}))$, it satisfies $\|(I-$ $\left.U U^{\top}\right) h_{i, \ell} \|_{2} \geq \frac{\delta}{2}$. By property of Gaussian distribution (see Fact 6.10.12), we have for each $k \in N_{2}:$

$$
\operatorname{Pr}\left[\left.\left|\left(W h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right| \geq \frac{\beta_{-}}{\sqrt{m}} \right\rvert\, W U, A\right] \geq 1-\frac{\beta_{-}}{\delta} \geq 1-\frac{1}{4 n} .
$$

Applying Chernoff bound, with probability at least $1-e^{-\Omega\left(\left|N_{2}\right| / n\right)}$, we have $\left|N_{3, i}\right| \geq(1-$ $\left.\frac{1}{2 n}\right)\left|N_{2}\right|$. Applying union bound over all possible $i \in[n] \backslash\left\{i^{*}\right\}$, we have $N_{3}=\bigcap_{i \neq i^{*}} N_{3, i}$ has cardinality at least $\frac{\left|N_{2}\right|}{2}$.

Lemma 6.13.4 $\left(\ell>\ell^{*}\right)$. Suppose $W$ and $A$ follow from random initialization, and $N_{3} \subseteq[m]$ is a given set (that may only depend on the randomness of $A, W U_{\ell^{*}}$ ). Define

$$
N_{4}=\left\{k \in N_{3}| |\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle \left\lvert\, \geq \frac{\beta_{-}}{\sqrt{m}}\right., \forall i \in[n], \ell>\ell^{*}\right\}
$$

Then

$$
\operatorname{Pr}\left[\left.\left|N_{4}\right| \geq \frac{1}{2}\left|N_{3}\right| \right\rvert\, A, W U_{\ell^{*}}\right] \geq 1-e^{-\Omega\left(\left|N_{3}\right| / n L\right)} .
$$

Proof. Letting $N_{4, \ell^{*}} \stackrel{\text { def }}{=} N_{3}$. For any $i \in[n]$ and $\ell=\ell^{*}+1, \ell^{*}+2, \ldots, L$, we define $N_{4, i, \ell}$ as

$$
N_{4, i, \ell} \stackrel{\text { def }}{=}\left\{k \in N_{4, \ell-1}| |\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle \left\lvert\, \geq \frac{\beta_{-}}{\sqrt{m}}\right.\right\} \quad \text { and } \quad N_{4, \ell} \stackrel{\text { def }}{=} \bigcap_{i \in[n]} N_{4, i, \ell} .
$$

We rewrite

$$
\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle=\left(W U_{\ell-1} U_{\ell-1}^{\top} h_{i, \ell}+A x_{i, \ell+1}+W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right)_{k} .
$$

The rest of the proof is focusing on having the $W U_{\ell-1}$ and $A$ being fixed (so the first two vectors $W U U h_{i, \ell}+A x_{i, \ell+1}$ are fixed and $N_{4, \ell-1}$ is fixed), and letting $W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$ be
the only random variable. We have

$$
W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell} \sim \mathcal{N}\left(0, \frac{2\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}^{2} \cdot I}{m}\right) .
$$

and therefore for a fixed vector $\mu$ it satisfies
$W h_{i, \ell}+A x_{i, \ell+1}=W U_{\ell-1} U_{\ell-1} h_{i, \ell}+A x_{i, \ell+1}+W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell} \sim \mathcal{N}\left(\mu, \frac{2\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2}^{2} \cdot I}{m}\right)$.
According to Lemma 6.11.4, with probability at least $1-\exp (-\Omega(\sqrt{m}))$, it satisfies $\left\|\left(I-U U^{\top}\right) h_{i, \ell}\right\|_{2} \geq \frac{\delta}{2}$. By property of Gaussian distribution (see Fact 6.10.12), we have for each $k \in N_{4, \ell-1}$ :

$$
\operatorname{Pr}\left[\left.\left|\left(\widetilde{W} h_{i, \ell}+A x_{i, \ell+1}\right)_{k}\right| \geq \frac{\beta_{-}}{\sqrt{m}} \right\rvert\, W U, A\right] \geq 1-\frac{\beta_{-}}{\delta} \geq 1-\frac{1}{4 n L} .
$$

Applying Chernoff bound, we have

$$
\operatorname{Pr}\left[\left.\left|N_{4, i, \ell}\right| \geq\left(1-\frac{1}{3 n L}\right)\left|N_{4, \ell-1}\right| \right\rvert\, W U_{\ell-1}, A\right] \geq 1-e^{-\Omega\left(\left|N_{4, \ell-1}\right| / n L\right)} .
$$

Applying union bound over all possible $i \in[n]$, we have $N_{4, \ell}=\bigcap_{i \in[n]} N_{4, i, \ell}$ has cardinality at least $\left(1-\frac{1}{3 L}\right)\left|N_{4, \ell-1}\right|$. After telescoping we have $\left|N_{4}\right|=\left|N_{4, L}\right| \geq \frac{1}{2}\left|N_{3}\right|$.

### 6.13.2 Backward Coordinate Bound

Recall the following notions

Definition 6.13.2. Given matrices $W, A, B$. For each $i$, for each $\ell$, we define

$$
\text { Back }_{i \ell \rightarrow \ell}=B \in \mathbb{R}^{d \times m}
$$

For each $i$, for each $a \geq \ell+1$, we define

$$
\operatorname{Back}_{i, \ell \rightarrow a}=B D_{i, a} W \cdots D_{i, \ell+1} W \in \mathbb{R}^{d \times m}
$$

The goal of this section is to prove Lemma 6.13.5.

Lemma 6.13.5 (backward coordinate bound, c.f. (6.14)). Let $\rho=n d L \log m$ and $\varrho=$ $n L d \delta^{-1} \log (m / \epsilon)$. Let $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}: i \in[n], \ell \in[L] \backslash\{1\}\right\}$ be fixed vectors and $i^{*}, \ell^{*}=$ $\arg \max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}$. If $W \in \mathbb{R}^{m \times m}, A \in \mathbb{R}^{m \times d_{x}}, B \in \mathbb{R}^{d \times m}$ are random, and $N_{4} \subseteq[m]$ is a set with $\left|N_{4}\right| \in\left[\rho^{4}, \varrho^{100}\right]\left(N_{4}\right.$ can depend on the randomness of $W$ and $A$, but not depend on B). Define

$$
N_{5} \stackrel{\text { def }}{=}\left\{k \in N_{4}| | \sum_{a=\ell^{*}}^{L}\left(\operatorname{Back}_{i^{*}, \ell^{*} \rightarrow a}^{\top} \cdot \operatorname{loss}_{i^{*}, a}\right)_{k} \left\lvert\, \geq \frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{6 \sqrt{d} n L}\right.\right\} .
$$

Then with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, we have

$$
\left|N_{5}\right| \geq\left(1-\frac{1}{2 n L}\right)\left|N_{4}\right| .
$$

Proof. For notational simplicity, in the proof we use $\ell$ to denote $\ell^{*}$, use $N$ to denote $N_{4}$, and drop the subscript $i^{*}$. We denote $B \in \mathbb{R}^{d \times m}$ as $\left[b_{1}, b_{2}, \cdots, b_{m}\right]$ where each $b_{i} \in \mathbb{R}^{d}$. We denote by $C_{a, \ell+1}=D_{a} W \cdots D_{\ell+1} W$.

We define a function $v_{k}\left(b_{1}, b_{2}, \cdots, b_{m}\right) \in \mathbb{R}$ as follows

$$
v_{k}\left(b_{1}, b_{2}, \cdots, b_{m}\right) \stackrel{\text { def }}{=} \sum_{a=\ell}^{L}\left(\operatorname{Back}_{\ell \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right)_{k} .
$$

We can rewrite

$$
\begin{aligned}
v_{k}\left(b_{1}, b_{2}, \cdots, b_{m}\right) & =\left(B^{\top} \cdot \operatorname{loss}_{i, \ell}+\sum_{a=\ell+1}^{L} \operatorname{Back}_{\ell \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right)_{k} \\
& =\left(B^{\top} \cdot \operatorname{loss}_{i, \ell}+\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)^{\top} B^{\top} \cdot \operatorname{loss}_{i, a}\right)_{k} \\
& =\left\langle b_{k}, \operatorname{loss}_{i, \ell}\right\rangle+\sum_{a=\ell+1}^{L}\left\langle\sum_{j=1}^{m}\left(C_{a, \ell+1}\right)_{k, j} \cdot b_{j}, \operatorname{loss}_{i, a}\right\rangle \\
& =\left\langle b_{k}, \operatorname{loss}_{i, \ell}+\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\rangle+\sum_{j \in[m] \backslash k}\left\langle b_{j}, \sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\rangle
\end{aligned}
$$

where we have used $\left(C_{a, \ell+1}\right)_{k, j}$ to denote the $(k, j)$ entry of matrix $C_{a, \ell+1}$.
Choose parameter $\mathfrak{L}_{h}=\frac{3 \sqrt{d} n L}{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}}$ and we can define function $h: \mathbb{R} \rightarrow[0,1]$ by

$$
h(t) \stackrel{\text { def }}{=} \begin{cases}|t| \cdot \mathfrak{L}_{h}, & \text { if }|t| \leq 1 / \mathfrak{L}_{h} \\ 1, & \text { otherwise }\end{cases}
$$

We have $h(t)$ is $\mathfrak{L}_{h}$-Lipschitz continuous.
We define two probabilistic events $E_{1}, E_{2}$.

- Event $E_{1}$ depends on the randomness of $W$ and $A$ :

$$
E_{1} \stackrel{\text { def }}{=}\left\{\left|z^{\top} C_{a, \ell+1} y\right| \leq \frac{\rho}{\sqrt{m}}\|z\|\|y\| \text { for all } a, \ell \text { and for all } 1 \text {-sparse vectors } y, z\right\}
$$

Corollary 6.11 .13 says $\operatorname{Pr}\left[E_{1}\right] \geq 1-e^{-\Omega\left(\rho^{2}\right)}$.

- Event $E_{2}$ depends on the randomness of $B$ :

$$
E_{2} \stackrel{\text { def }}{=}\left\{\left|B_{i, j}\right| \leq \frac{\rho}{\sqrt{d}} \text { for all } i, j\right\}
$$

By Gaussian tail bound, we have $\operatorname{Pr}\left[E_{2}\right] \geq 1-e^{-\Omega\left(\rho^{2}\right)}$.

In the rest of the proof, we assume $W$ and $A$ are fixed and satisfy $E_{1}$. We let $B$ be the only source of randomness but we condition on $B$ satisfies $E_{2}$.

For simplicity we use subscript $-j$ to denote $[m] \backslash j$, and subscript $-N$ to denote $[m] \backslash N$. For instance, we shall write $b=\left(b_{-k}, b_{k}\right)=\left(b_{N}, b_{-N}\right)$.

Step 1 Fixing $b_{-N}$ and letting $b_{N}$ be the only randomness, we claim for each $k \in N$ :

$$
\underset{b_{N}}{\mathbb{E}}\left[h\left(v_{k}\right)\right] \geq \operatorname{Pr}_{b_{N}}\left[\left|v_{k}\right| \geq \frac{1}{\mathfrak{L}_{h}}\right] \geq 1-\frac{1}{4 n L} .
$$

We prove this inequality as follows. We can rewrite

$$
\begin{aligned}
v_{k}= & \left\langle b_{k}, \operatorname{loss}_{i, \ell}+\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, k} \cdot \operatorname{loss}_{i, a}\right\rangle+\sum_{j \in N \backslash\{k\}}\left\langle b_{j}, \sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\rangle \\
& +\sum_{j \in[m\rfloor \backslash N}\left\langle b_{j}, \sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\rangle
\end{aligned}
$$

and $v_{k}$ is distributed as Gaussian random variable $\mathcal{N}\left(\mu, \sigma^{2}\right)$, and $\mu$ and $\sigma^{2}$ are defined as follows

$$
\begin{aligned}
\mu & =\sum_{j \in[m] \backslash N}\left\langle b_{j}, \sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\rangle \\
\sigma^{2} & =\frac{1}{d}\left\|\operatorname{loss}_{i, \ell}+\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, k} \cdot \operatorname{loss}_{i, a}\right\|_{2}^{2}+\frac{1}{d} \sum_{j \in N \backslash\{k\}}\left\|\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\|_{2}^{2}
\end{aligned}
$$

Meanwhile, we calculate that

$$
\begin{align*}
\left\|\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\|_{2} & \stackrel{(1)}{\leq} \sum_{a=\ell+1}^{L}\left|\left(C_{a, \ell+1}\right)_{k, j}\right| \cdot\left\|\operatorname{loss}_{i, a}\right\|_{2} \\
& \stackrel{(2)}{\leq} \sum_{a=\ell+1}^{L}\left|\left(C_{a, \ell+1}\right)_{k, j}\right| \cdot\left\|\operatorname{loss}_{i, \ell}\right\|_{2} \stackrel{(3}{\leq} \frac{L \rho}{\sqrt{m}} \cdot\left\|\operatorname{loss}_{i, \ell}\right\|_{2} \tag{6.46}
\end{align*}
$$

where (1) follows by triangle inequality, (2) follows by $i, \ell=\arg \max _{i^{\prime}, \ell^{\prime}}\left\|\operatorname{loss}_{i^{\prime}, \ell^{\prime}}\right\|$, and (3) follows from event $E_{1}$. Therefore,

$$
\begin{aligned}
\sigma^{2} & \geq \frac{1}{d}\left(\left\|\operatorname{loss}_{i, \ell}\right\|_{2}-\left\|\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, j} \cdot \operatorname{loss}_{i, a}\right\|_{2}\right)^{2} \\
& \geq \frac{1}{d}\left(1-\frac{L \rho}{\sqrt{m}}\right)^{2}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2} \geq \frac{1}{2 d}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2}
\end{aligned}
$$

where the first step follows by $\|a+b\|_{2} \geq\|a\|_{2}-\|b\|_{2}$, the second step follows by (6.46). In sum, we have that $v_{k}$ is a random Gaussian with $\sigma^{2} \geq \frac{1}{2 d}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2}$. This means,

$$
\underset{b_{N}}{\operatorname{Pr}}\left[\left|v_{k}\right| \geq \frac{1}{\mathfrak{L}_{h}}\right] \geq \underset{b_{N}}{\operatorname{Pr}}\left[\left|v_{k}\right| \geq \frac{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}}{3 \sqrt{d} n L}\right] \geq 1-\frac{1}{4 n L} .
$$

according to Fact 6.10.12.

Step 2 For every $b_{1}, b_{2}, \cdots, b_{m}$ and $b_{k}^{\prime} \in \mathbb{R}^{d}$ satisfying event $E_{2}$, for every $j \neq k$, we have

$$
\begin{align*}
\left|v_{j}\left(b_{-k}, b_{k}\right)-v_{j}\left(b_{-k}, b_{k}^{\prime}\right)\right| & =\left|\left\langle b_{k}-b_{k}^{\prime}, \sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, k} \cdot \operatorname{loss}_{i, a}\right\rangle\right| \\
& \leq\left\|b_{k}-b_{k}^{\prime}\right\|_{2} \cdot\left\|\sum_{a=\ell+1}^{L}\left(C_{a, \ell+1}\right)_{k, k} \cdot \operatorname{loss}_{i, a}\right\|_{2} \\
& \leq \rho \cdot \frac{L \rho}{\sqrt{m}}\left\|\operatorname{loss}_{i, \ell}\right\|_{2} \leq \frac{\rho^{3}}{\sqrt{m}}\left\|\operatorname{loss}_{i, \ell}\right\|_{2} \tag{6.47}
\end{align*}
$$

where the second step follows by $|\langle a, b\rangle| \leq\|a\|_{2} \cdot\|b\|_{2}$, the third step follows by (6.46).

Step 3 Fixing $b_{-N}$ and letting function $g\left(b_{1}, b_{2}, \cdots, b_{m}\right) \stackrel{\text { def }}{=} \sum_{k \in N} h\left(v_{k}\left(b_{1}, b_{2}, \cdots, b_{m}\right)\right)$. We have

$$
\begin{aligned}
\left|g\left(b_{j}, b_{-j}\right)-g\left(b_{j}^{\prime}, b_{-j}\right)\right| & =\left|\sum_{k \in N} h\left(v_{k}\left(b_{j}, b_{-j}\right)\right)-\sum_{k \in N} h\left(v_{k}\left(b_{j}^{\prime}, b_{-j}\right)\right)\right| \\
& \leq \sum_{k \in N}\left|h\left(v_{k}\left(b_{j}, b_{-j}\right)\right)-h\left(v_{k}\left(b_{j}^{\prime}, b_{-j}\right)\right)\right| \\
& =\left|h\left(v_{j}\left(b_{j}, b_{-j}\right)\right)-h\left(v_{j}\left(b_{j}^{\prime}, b_{-j}\right)\right)\right|+\sum_{k \in N \backslash\{j\}}\left|h\left(v_{k}\left(b_{j}, b_{-j}\right)\right)-h\left(v_{k}\left(b_{j}^{\prime}, b_{-j}\right)\right)\right| \\
& \stackrel{\perp}{\leq} 1+\sum_{k \in N \backslash\{j\}}\left|h\left(v_{k}\left(b_{j}, b_{-j}\right)\right)-h\left(v_{k}\left(b_{j}^{\prime}, b_{-j}\right)\right)\right| \\
& \leq 1+\sum_{k \in N \backslash\{j\}} \mathfrak{L}_{h} \cdot\left|v_{k}\left(b_{j}, b_{-j}\right)-v_{k}\left(b_{j}^{\prime}, b_{-j}\right)\right| \\
& \stackrel{(2}{\leq} 1+|N| \cdot \frac{3 \sqrt{d} n L}{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}} \cdot\left((n L d \log m)^{3} \frac{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}}{\sqrt{m}}\right) \\
& \leq 1+\frac{|N| \cdot 3(n L d \log m)^{4}}{\sqrt{m}} \leq 2 .
\end{aligned}
$$

Above, inequality (1) follows by $h(t) \in[0,1]$, inequality (2) follows from (6.47). Using McDiarmid inequality (see Lemma 6.10.17), we have

$$
\begin{aligned}
& \operatorname{Pr}_{b_{N}}\left[\left|g\left(b_{1}, \cdots, b_{m}\right)-\underset{b_{N}}{\mathbb{E}}[g]\right| \geq \epsilon\right] \leq \exp \left(-\frac{\epsilon^{2}}{8|N|}\right) \\
\Longrightarrow & \operatorname{Pr}_{b_{N}}\left[\left|g\left(b_{1}, \cdots, b_{m}\right)-\underset{b_{N}}{\mathbb{E}}[g]\right| \geq \frac{|N|}{4 n L}\right]<\exp \left(-\frac{|N|}{128(n L)^{2}}\right)
\end{aligned}
$$

where we choose $\epsilon=\frac{|N|}{4 n L}$.
Finally, combining this with Step 1 -which gives $\mathbb{E}_{b_{N}}\left[g\left(b_{1}, \cdots, b_{m}\right)\right] \geq|N|\left(1-\frac{1}{4 n L}\right)$ we have with probability at least $1-e^{-\Omega\left(|N| /(n L)^{2}\right)}$ over randomness of $b_{N}$,

$$
g\left(b_{1}, \cdots, b_{m}\right) \geq|N|\left(1-\frac{1}{2 n L}\right) .
$$

This implies at least $\left(1-\frac{1}{2 n L}\right)$-fraction of $k \in N$ will have $\left|v_{k}\right| \geq \frac{1}{2 \mathfrak{R}_{h}}=\frac{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}}{6 n L \sqrt{d}}$.

### 6.14 Gradient Bound at Random Initialization (Theorem 6.14.2)

The goal of this section is to understand the lower and upper bounds of gradients. Instead of analyzing the true gradient directly -where the forward and backward propagation have correlated randomness- we assume that the loss vectors $\left\{\operatorname{loss}_{i, a}\right\}_{i \in[n], a \in\{2, \ldots, L\}}$ are fixed (no randomness) in this section, as opposed to being defined as loss ${ }_{i, a}=B h_{i, a}-y_{i, a}^{*}$ which is random. We call this the "fake loss." We define a corresponding "fake gradient" with respect to this fixed loss.

Definition 6.14.1 (fake gradient, c.f. (6.13)). Given fixed vectors $\left\{\operatorname{loss}_{i, a}\right\}_{i \in[n], a \in\{2, \ldots, L\}}$, we define

$$
\begin{aligned}
& \widehat{\nabla}_{k} f(W) \stackrel{\text { def }}{=} \sum_{i=1}^{n} \sum_{a=2}^{L} \sum_{\ell=1}^{a-1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle \geq 0} \\
& \widehat{\nabla} f(W) \stackrel{\text { def }}{=} \sum_{i=1}^{n} \sum_{a=2}^{L} \sum_{\ell=1}^{a-1} D_{i, \ell+1}\left(\text { Back }_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right) \cdot h_{i, \ell}^{\top} \\
& \widehat{\nabla} f_{i}(W) \stackrel{\text { def }}{=} \sum_{a=2}^{L} \sum_{\ell=1}^{a-1} D_{i, \ell+1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right) \cdot h_{i, \ell}^{\top}
\end{aligned}
$$

In our analysis, we also write it as

$$
\begin{aligned}
\widehat{\nabla}_{k} f(W) & =\sum_{i=1}^{n} \sum_{\ell=1}^{L-1}\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0} \\
\widehat{\nabla} f(W) & =\sum_{i=1}^{n} \sum_{\ell=1}^{L-1} D_{i, \ell+1} u_{i, \ell} \cdot h_{i, \ell}^{\top} \\
\widehat{\nabla} f_{i}(W) & =\sum_{\ell=1}^{L-1} D_{i, \ell+1} u_{i, \ell} \cdot h_{i, \ell}^{\top}
\end{aligned}
$$

where vectors $u_{i, \ell}, g_{i, \ell+1} \in \mathbb{R}^{m}$ are defined as

$$
u_{i, \ell} \stackrel{\text { def }}{=} \sum_{a=\ell+1}^{L} \text { Back }_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a} \quad g_{i, \ell+1} \stackrel{\text { def }}{=} W h_{i, \ell}+A x_{i, \ell+1}
$$

We first state a simple upper bound on the gradients.

Lemma 6.14.1. Letting $\rho=n L d \log m$, given fixed vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, with probability at least $1-e^{-\Omega\left(m / L^{2}\right)}$ over $W, A, B$, we have

$$
\begin{array}{r}
\|\widehat{\nabla} f(W)\|_{F} \leq O\left(n L^{6} \sqrt{m}\right) \cdot \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\} \quad \text { and } \\
\forall i \in[n]:\left\|\widehat{\nabla} f_{i}(W)\right\|_{F} \leq O\left(L^{6} \sqrt{m}\right) \cdot \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\}
\end{array}
$$

With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, we have for every $k \in[m]$ :

$$
\left\|\widehat{\nabla}_{k} f(W)\right\|_{2} \leq O\left(n \rho L^{3}\right) \cdot \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\}
$$

Proof of Lemma 6.14.1. For each $i, a, \ell$, we can calculate that

$$
\begin{aligned}
\left\|D_{i, \ell+1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right) \cdot h_{i, \ell}^{\top}\right\|_{F} & =\left\|D_{i, \ell+1}\left(\operatorname{Back}_{i, \ell+1 \rightarrow a}^{\top} \cdot \operatorname{loss}_{i, a}\right)\right\|_{2} \cdot\left\|h_{i, \ell}^{\top}\right\|_{2} \\
& \leq\left\|\operatorname{Back}_{i, \ell+1 \rightarrow a}\right\|_{2} \cdot\left\|\operatorname{loss}_{i, a}\right\|_{2} \cdot\left\|h_{i, \ell}^{\top}\right\|_{2} \\
& \stackrel{\oplus}{\leq} O(\sqrt{m}) \cdot O\left(L^{3}\right) \cdot O(L) \cdot\left\|\operatorname{loss}_{i, a}\right\|_{2} .
\end{aligned}
$$

where inequality (1) uses Lemma 6.11.8, Lemma 6.11.1, and $\|B\|_{2} \leq O(\sqrt{m})$ with high probability. Applying triangle inequality and using the definition of fake gradient (see Definition 6.14.1), we finish the proof of the first statement.

As for the second statement, we replace the use of Lemma 6.11.8 with Corollary 6.11.16.

The rest of this section is devoted to proving a (much more involved) lower bound on this fake gradient.

Theorem 6.14.2 (gradient lower bound at random init, restated). Letting $\rho=n L d \log m$, given fixed vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over $W, A, B$, we have

$$
\|\widehat{\nabla} f(W)\|_{F}^{2} \geq \Omega\left(\frac{\delta}{\rho^{14}}\right) \times m \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\} .
$$

In the rest of this section, we first present a elegant way to decompose the randomness in Section 6.14.1 (motivated by smooth analysis [ST04]). We give a lower bound on the expected fake gradient in Section 6.14.2. We then calculate the stability of fake gradient against rank-one perturbations in Section 6.14.3. Finally, in Section 6.14.4, we apply our extended McDiarmid's inequality to prove Theorem 6.14.2.

### 6.14.1 Randomness Decomposition

We introduce a parameter $\theta$ as follows:
Definition 6.14.2. Choose any

$$
\theta \in\left[\rho^{4} \cdot \beta_{-}, \rho^{-3} \cdot \beta_{+}\right]
$$

where the notions $\beta_{-}$and $\beta_{+}$come from Definition 6.13.1. We have $\theta \leq \frac{\delta}{\rho}$.
In the next lemma, we introduce a way to decompose the randomness of $W$ into $W=W_{2}+W^{\prime}$ for two corollated random matrices $W_{2}$ and $W^{\prime}$. We will make sure that the entries of $W_{2}$ are also i.i.d. from $N\left(0, \frac{2}{m}\right)$. This definition requires us to choose a specific pair $\left(i^{*}, \ell^{*}\right) \in[n] \times[L]$.

Lemma 6.14.3. Suppose $W$ and $A$ follow from random initialization. Given any fixed $i^{*} \in[n], \ell^{*} \in[L]$, and parameter $\theta \in\left(0, \frac{1}{2 \rho}\right]$, letting random vector $v_{i^{*}, \ell^{*}} \in \mathbb{R}^{m}$ be defined as

$$
v_{i^{*}, \ell^{*}} \stackrel{\text { def }}{=} \frac{\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) h_{i^{*}, \ell^{*}}}{\left\|\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) h_{i^{*}, \ell^{*}}\right\|_{2}},
$$

then we can write $W=W_{2}+W^{\prime}$ for two random matrices $W_{2} \in \mathbb{R}^{m \times m}$ and $W^{\prime} \in \mathbb{R}^{m \times m}$ where
(a) entries of $W_{2}$ are i.i.d. drawn from $\mathcal{N}\left(0, \frac{2}{m}\right)$ (so $W_{2}$ is in the same distribution as $W$ );
(b) $W^{\prime}$ is correlated with $W_{2}$ and can be written as $W^{\prime}=u v_{i^{*}, \ell^{*}}^{\top}$ for some $u \in \mathbb{R}^{m}$;
(c) With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}$ :

$$
\begin{aligned}
\forall k: \quad \operatorname{Pr}_{W^{\prime}}\left[\left.u_{k}=\left(W^{\prime} v_{i^{*}, \ell^{*}}\right)_{k} \geq \frac{\theta}{2 \sqrt{m}} \right\rvert\, W_{2}\right] & \geq \frac{1}{4} \quad \text { and } \\
& \operatorname{Pr}_{W^{\prime}}\left[\left.u_{k}=\left(W^{\prime} v_{i^{*}, \ell^{*}}\right)_{k} \leq-\frac{\theta}{2 \sqrt{m}} \right\rvert\, W_{2}\right]
\end{aligned}
$$

(d) With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}$ :

$$
\underset{W^{\prime}}{\operatorname{Pr}}\left[\left.\|u\|_{\infty}=\left\|W^{\prime} v_{i^{*}, e^{*}}\right\|_{\infty} \leq \frac{3 \theta \rho}{2 \sqrt{m}} \right\rvert\, W_{2}\right] \geq 1-e^{-\Omega\left(\rho^{2}\right)} .
$$

Proof. Since $v_{i^{*}, \ell^{*}}$ only depends on the randomness of $W U_{\ell^{*}-1}$, we have $W v_{i^{*}, \ell^{*}} \sim \mathcal{N}\left(0, \frac{2 I}{m}\right)$. As a result, letting $g_{1}, g_{2} \in \mathbb{R}^{m}$ be two independent random Gaussian vectors sampled from $\mathcal{N}\left(0, \frac{2 I}{m}\right)$, we can couple them to make sure

$$
W v_{i^{*}, \ell^{*}}=\sqrt{1-\theta^{2}} g_{1}+\theta g_{2} .
$$

We define $W_{2}, W^{\prime} \in \mathbb{R}^{n \times n}$ as follows

$$
\begin{aligned}
& W_{2} \stackrel{\text { def }}{=} W U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}+g_{1} v_{i^{*}, \ell^{*}}^{\top}+W\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right)\left(I-v_{i^{*}, \ell^{*}} v_{i^{*}, \ell^{*}}^{\top}\right) \\
& W^{\prime} \stackrel{\text { def }}{=} u v_{i^{*}, \ell^{*}}^{\top} \quad \text { where } \quad u \xlongequal{\text { def }} \theta g_{2}-\left(1-\sqrt{1-\theta^{2}}\right) g_{1}
\end{aligned}
$$

- It is easy to verify that

$$
\begin{aligned}
W_{2}+W^{\prime} & =W\left(I-v_{i^{*}, \ell^{*}} v_{i^{*}, \ell^{*}}^{\top}\right)+g_{1} v_{i^{*}, \ell^{*}}^{\top}+\left(\theta g_{2}-\left(1-\sqrt{1-\theta^{2}}\right) g_{1}\right) v_{i^{*}, \ell^{*}}^{\top} \\
& =W\left(I-v_{i^{*}, \ell^{*}} v_{i^{*}, \ell^{*}}^{\top}\right)+\left(\theta g_{2}+\sqrt{1-\theta^{2}} g_{1}\right) v_{i^{*}, \ell^{*}}^{\top} \\
& =W\left(I-v_{i^{*}, \ell^{*}} v_{i^{*}, \ell^{*}}^{\top}\right)+W v_{i^{*}, \ell^{*}} v_{i^{*}, \ell^{*}}^{\top} \\
& =W .
\end{aligned}
$$

- We verify that the entries of $W_{2}$ are i.i.d. Gaussian in two steps.

On one hand, let $U=\left[\widehat{h}_{1}, \ldots, \widehat{h}_{m}\right] \in \mathbb{R}^{m \times m}$ be an arbitrary orthonormal matrix where its first $n L$ columns are identical to $U_{L} \in \mathbb{R}^{m \times n L}$. For each $k \in[n L]$, although $\widehat{h}_{k}$ may depend on the randomness of $W=W_{2}+W^{\prime}$, it can only depend on $W\left[\widehat{h}_{1}, \ldots, \widehat{h}_{k-1}\right]$.

Therefore, conditioning on the randomness of $W_{2}\left[\widehat{h}_{1}, \ldots, \widehat{h}_{k-1}\right]$, we have that $W_{2} \widehat{h_{k}}$ is still $\mathcal{N}\left(0, \frac{2 I}{m}\right)$. This shows that all entries of $W_{2} U$ still follow from $N\left(0, \frac{2}{m}\right)$.

On the other hand, let $V=W_{2} U=\left[v_{1}, \ldots, v_{m}\right] \in \mathbb{R}^{m \times m}$, then we have $v_{k}=W_{2} \widehat{h}_{k}$ is independent of $\widehat{h}_{k}$ as argued above. Since each $v_{k} \sim N\left(0, \frac{2 I}{m}\right)$, we have that all entries of $V U^{\top}=\sum_{k} v_{k} \widehat{k}_{k}^{\top}$ are i.i.d. from $N\left(0, \frac{2}{m}\right)$. Since $W_{2}=V U^{\top}$ this concludes the proof.

- By standard Gaussian tail bound, we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, it satisfies $\left\|g_{1}\right\|_{\infty} \leq \frac{\rho}{\sqrt{m}}$ and therefore $\left\|\left(1-\sqrt{1-\theta^{2}}\right) g_{1}\right\|_{\infty} \leq \frac{\theta^{2} \rho}{\sqrt{m}}$. If this happens, for every $k \in[m]$, we have (see for instance Fact 6.10.12) that $\operatorname{Pr}_{g_{2}}\left[\left(\theta g_{2}\right)_{k}>\frac{\theta}{\sqrt{m}}\right] \geq \frac{1}{4}$ and $\operatorname{Pr}_{g_{2}}\left[\left(\theta g_{2}\right)_{k}<-\frac{\theta}{\sqrt{m}}\right] \geq \frac{1}{4}$. Recalling

$$
u=\left(\theta g_{2}-\left(1-\sqrt{1-\theta^{2}}\right) g_{1}\right.
$$

and using the fact that $\theta \leq \frac{1}{2 \rho}$, we conclude that

$$
\underset{W^{\prime}}{\operatorname{Pr}}\left[\left.u_{k}>\frac{\theta}{2 \sqrt{m}} \right\rvert\, W_{2}, A\right] \geq \frac{1}{4} \quad \text { and } \quad \operatorname{Pr}_{W^{\prime}}\left[\left.u_{k}<-\frac{\theta}{2 \sqrt{m}} \right\rvert\, W_{2}, A\right] \geq \frac{1}{4} .
$$

- Again by Gaussian tail bound, we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, it satisfies $\left\|g_{1}\right\|_{\infty},\left\|g_{2}\right\|_{\infty} \leq \frac{\rho}{\sqrt{m}}$. Therefore, $\left\|\left(1-\sqrt{1-\theta^{2}}\right) g_{1}\right\|_{\infty} \leq \frac{\theta^{2} \rho}{\sqrt{m}}$ and using our assumption on $\theta$, we have

$$
\|u\|_{\infty}=\|\left(\theta g_{2}-\left(1-\sqrt{1-\theta^{2}}\right) g_{1} \|_{\infty} \leq \frac{3 \theta \rho}{2 \sqrt{m}} .\right.
$$

Lemma 6.14.4. Given any fixed $i^{*} \in[n], \ell^{*} \in[L]$, and parameter $\theta \in\left(0, \frac{1}{2 \rho}\right]$, and suppose suppose $W$ and $A$ are at random initialization and $W=W_{2}+W^{\prime}$ where $W^{\prime}=u v_{i^{*}, \ell^{*}}^{\top}$ (following Lemma 6.14.3).

Now, we introduce another two ways of decomposing randomness based on this definition.
(a) Given fixed $k \in[m]$, we can write $W=W_{0}+W_{k}^{\prime}$ where $W_{k}^{\prime}=u_{k} v_{i^{*}, \ell^{*}}^{\top}$ for $u_{k}=$ $\left(0, \ldots, 0, u_{k}, 0, \ldots, 0\right)$ that is non-zero only at the $k$-th coordinate. We again have the entries of $W_{0}$ are i.i.d. from $N\left(0, \frac{2}{m}\right)$.
(b) Given fixed $N \subseteq[m]$, we can write $W=W_{1}+W_{N}^{\prime}$ where $W_{N}^{\prime}=u_{N} v_{i^{*}, \ell^{*}}^{\top}$ for $u_{N}$ being the projection of $u$ onto coordinates in $N\left(s o\|u\|_{0}=|N|\right)$. We again have the entries of $W_{0}$ are i.i.d. from $N\left(0, \frac{2}{m}\right)$.
(c) Given fixed $N \subseteq[m]$, we can write $W=W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}$ where $W_{N}^{\prime}=u_{N} v_{i^{*}, \ell^{*}}^{\top}$ and $W_{-N}^{\prime}=u_{-N} v_{i^{*}, \ell^{*}}^{\top}$. Here, $u_{-N}$ is the projection of $u$ onto coordinates in $[m] \backslash N$.

Proof. The proofs are analogous to Lemma 6.14.3.

### 6.14.2 Gradient Lower Bound in Expectation

The goal of this subsection is to prove Lemma 6.14.5 and then translate it into our Core Lemma A (see Lemma 6.14.6).

Lemma 6.14.5 (c.f. (6.18)). Let $\rho=n L d \log m$ and $\varrho=n L d \delta^{-1} \log (m / \epsilon)$. Fix integer $N \in\left[\rho^{6} / \beta_{-}, \varrho^{100}\right]$, $\theta$ from Definition 6.14.2, fix vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, let $\left(i^{*}, \ell^{*}\right)=$ $\operatorname{argmin}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\}$. Suppose $W_{1}, A, B$ are at random initialization, and suppose $W_{N}^{\prime}$ is defined according to Lemma 6.14.4b so that $W=W_{1}+W_{N}^{\prime}$ is also at random initialization. With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{1}, A, B$, we have

$$
\left|\left\{k \in N \left\lvert\, \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{1}+W_{N}^{\prime}\right)\right\|_{2}\right] \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{n L \sqrt{d}}\right)\right.\right\}\right| \geq \frac{\beta_{-}|N|}{100 L}
$$

### 6.14.2.1 Proof of Lemma 6.14.5

Throughout this proof we denote by $\widetilde{W}=W_{1}$. We introduce some (old and new) notations:

$$
\begin{array}{ll}
\widetilde{\operatorname{Back}}_{i, \ell \rightarrow \ell}=B, & \text { Back }_{i, \ell \rightarrow \ell}=B \\
\widetilde{\operatorname{Back}}_{i, \ell \rightarrow a}=B \widetilde{D}_{i, a} \widetilde{W} \cdots \widetilde{D}_{i, \ell+1} \widetilde{W}, & \operatorname{Back}_{i, \ell \rightarrow a}=B D_{i, a} W \cdots D_{i, \ell+1} W,
\end{array}
$$

and we let $\operatorname{Back}_{i, \ell \rightarrow a}^{\prime}=\operatorname{Back}_{i, \ell \rightarrow a}-{\widetilde{\operatorname{Back}_{i, \ell \rightarrow a}}}^{\text {. For each } i \in[n], \ell \in[L] \text {, we define }}$

$$
\begin{array}{lll}
\widetilde{g}_{i, \ell}=A x_{i, \ell}+\widetilde{W} \widetilde{D}_{i, \ell-1} \widetilde{g}_{i, \ell-1} & g_{i, \ell}=A x_{i, \ell}+W D_{i, \ell-1} g_{i, \ell-1} & g_{i, \ell}^{\prime}=g_{i, \ell}-\widetilde{g}_{i, \ell} \\
\widetilde{h}_{i, \ell}=\widetilde{D}_{i, \ell}\left(A x_{i, \ell}+\widetilde{W} \widetilde{h}_{i, \ell-1}\right) & h_{i, \ell}=D_{i, \ell}\left(A x_{i, \ell}+W h_{i, \ell-1}\right) & h_{i, \ell}^{\prime}=h_{i, \ell}-\widetilde{h}_{i, \ell} \\
\widetilde{u}_{i, \ell}=\sum_{a=\ell}^{L}{\widetilde{\operatorname{Back}_{\ell \rightarrow a}}{ }^{\top} \operatorname{loss}_{i, a}}^{u_{i, \ell}}=\sum_{a=\ell}^{L} \operatorname{Back}_{\ell \rightarrow a}^{\top} \operatorname{loss}_{i, a} & u_{i, \ell}^{\prime}=u_{i, \ell}-\widetilde{u}_{i, \ell}
\end{array}
$$

We also let

$$
v_{i^{*}, \ell^{*}}=\frac{\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) \widetilde{h}_{i^{*}, \ell^{*}}}{\|\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top} \widetilde{h}_{i^{*}, \ell^{*}} \|_{2}\right.}
$$

and recall from Lemma 6.14.3d, we have

$$
W_{N}^{\prime}=y v_{i^{*}, \ell^{*}}^{\top} \text { for some } y \in \mathbb{R}^{m} \text { with }\|y\|_{0}=|N| \text { and }\|y\|_{\infty} \leq \frac{\tau_{0}}{\sqrt{m}} \stackrel{\text { def }}{=} \frac{3 \theta \rho}{2 \sqrt{m}} \in\left[\frac{\varrho^{-20}}{\sqrt{m}}, \frac{\varrho^{20}}{\sqrt{m}}\right]
$$

Proof of Lemma 6.14.5. We let $N_{1}=N$, apply Lemma 6.13.1 to obtain $N_{4} \subseteq N_{1}$ with $\left|N_{4}\right| \geq \frac{\beta_{-}\left|N_{1}\right|}{64 L}$, and apply Lemma 6.13 .5 to obtain $N_{5} \subseteq N_{4}$. According to the statements of these lemmas, we know that with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, the random choice of $W_{1}, A, B$ will satisfy $\left|N_{5}\right| \geq \frac{\beta_{-}\left|N_{1}\right|}{100 L}$.

Fixing such $k \in N_{5}$, we use $u_{i, \ell}$ to denote $\left(u_{i, \ell}\right)_{k}$ and $g_{i, \ell}$ to denote $\left(g_{i, \ell}\right)_{k}$ for notational simplicity. We can rewrite $\widehat{\nabla}_{k} f(W)$ as follows and apply triangle inequality:

$$
\begin{align*}
\left\|\widehat{\nabla}_{k} f(W)\right\|= & \left\|u_{i^{*}, \ell^{*}} \cdot h_{i^{*}, \ell^{*}} \cdot \mathbf{1}_{g_{i^{*}, \ell^{*}+1} \geq 0}+\sum_{(i, \ell) \neq\left(i^{*}, \ell^{*}\right)} u_{i, \ell} \cdot h_{i, \ell} \cdot \mathbf{1}_{g_{i, \ell+1} \geq 0}\right\| \\
\geq & \underbrace{\left\|\widetilde{u}_{i^{*}, \ell^{*}} \cdot \widetilde{h}_{i^{*}, \ell^{*}} \cdot \mathbf{1}_{g_{i^{*}, \ell^{*}+1} \geq 0}+\sum_{(i, \ell) \neq\left(i^{*}, \ell^{*}\right)} \widetilde{u}_{i, \ell} \cdot \widetilde{h}_{i, \ell} \cdot \mathbf{1}_{g_{i, \ell+1} \geq 0}\right\|_{2}}_{*} \\
& -\underbrace{\sum_{i, \ell}\left\|u_{i, \ell}^{\prime} \widetilde{h}_{i, \ell}+\widetilde{u}_{i, \ell} \cdot h_{i, \ell}^{\prime}+u_{i, \ell}^{\prime} \cdot h_{i, \ell}^{\prime}\right\|_{2}}_{*} \tag{6.48}
\end{align*}
$$

where recall $g_{i, \ell+1}=\left\langle W_{k}, h_{i, \ell}\right\rangle+\left\langle A_{k}, x_{i, \ell+1}\right\rangle$.

Step 1 To bound the term on the RHS of (6.48), we consider the following bounds:

1. Using Lemma 6.12.10, we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for all $i, \ell, a$

$$
\left|\left(\widetilde{\operatorname{Back}}_{i, \ell \rightarrow a} \cdot \operatorname{loss}_{i, a}\right)_{k}-\left(\operatorname{Back}_{i, \ell \rightarrow a} \cdot \operatorname{loss}_{i, a}\right)_{k}\right| \leq O\left(\frac{\rho^{3} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right) \cdot\left\|\operatorname{loss}_{i, a}\right\|
$$

This implies, by triangle inequality and the fact that $\left\|\operatorname{loss}_{i, a}\right\| \leq\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\|$,

$$
\left|u_{i, \ell}^{\prime}\right|=\left|u_{i, \ell}-\widetilde{u}_{i, \ell}\right| \leq O\left(\frac{\rho^{4} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right) \cdot\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\|
$$

2. Using Corollary 6.11 .16 , we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for all $i, \ell, a$

$$
\left|\left(\widetilde{\operatorname{Back}}_{i, \ell \rightarrow a} \cdot \operatorname{loss}_{i, a}\right)_{k}\right| \leq \rho\left\|\operatorname{loss}_{i, a}\right\|
$$

This implies, by triangle inequality and the fact that $\left\|\operatorname{loss}_{i, a}\right\| \leq\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\|$,

$$
\left|\widetilde{u}_{i, \ell}\right| \leq \rho^{2}\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\| .
$$

3. Using Lemma 6.11.1 and Lemma 6.12.1a we have

$$
\left\|\widetilde{h}_{i, \ell}\right\|_{2} \leq O(L) \quad \text { and } \quad\left\|h_{i, \ell}^{\prime}\right\|_{2} \leq O\left(L^{6} \tau_{0} \sqrt{N}\right) / m^{1 / 2}
$$

All together, they imply

$$
\begin{equation*}
\sum_{i, \ell}\left\|u_{i, \ell}^{\prime} \cdot \widetilde{h}_{i, \ell}+\widetilde{u}_{i, \ell} \cdot h_{i, \ell}^{\prime}+u_{i, \ell}^{\prime} \cdot h_{i, \ell}^{\prime}\right\|_{2} \leq O\left(\frac{\rho^{6} \tau_{0}^{1 / 3} N^{1 / 6}}{m^{1 / 6}}\right) \cdot\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\| \tag{6.49}
\end{equation*}
$$

Step 2 We next turn to the $\boldsymbol{\&}$ term on the RHS of (6.48). We divide into three cases to analyze the sign change of $g_{i, \ell+1}$ for all possible $i$ and $\ell$ in the above formula (under the randomness of $W_{N}^{\prime}$ ). Before we do so, first note that Lemma 6.12.9 implies

$$
\begin{equation*}
\left|\left(W h_{i, \ell}^{\prime}\right)_{k}\right|=\left|\left(W_{1}+W_{N}^{\prime}\right) h_{i, \ell}^{\prime}\right| \leq O\left(\frac{\rho^{8} N^{2 / 3} \tau_{0}^{5 / 6}}{m^{2 / 3}}\right) \tag{6.50}
\end{equation*}
$$

1. Consider $g_{i, \ell+1}$ for the case of $i=i^{*}, \ell=\ell^{*}$. We want to show that the sign of $g_{i, \ell+1}$ changes (at least with constant probability) with respect to the randomness of $W_{N}^{\prime}$.

One can easily check that: ${ }^{20}$

$$
\begin{equation*}
g_{i, \ell+1}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}+\left(W h_{i, \ell}^{\prime}\right)_{k}+\left(W_{N}^{\prime} v_{i, \ell}\right)_{k} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}\right\|_{2} . \tag{6.51}
\end{equation*}
$$

By Lemma 6.13.1, we have $\left|\left\langle A_{k}, x_{i, \ell}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}\right| \leq \frac{\beta_{-}}{\sqrt{m}}$ Thus, putting this and (6.50) into (6.51), we can write

$$
g_{i, \ell+1}=\Xi+\left(W_{N}^{\prime} v_{i, \ell}\right)_{k} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) \widetilde{h}_{i, \ell}\right\|_{2}
$$

for some value $\Xi$ with $|\Xi| \leq \frac{2 \beta_{-}}{\sqrt{m}}$. By Lemma 6.11 .4 , we have $\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) \widetilde{h}_{i, \ell}\right\|_{2} \geq$ $\Omega\left(\frac{1}{L^{2} \log ^{3} m}\right)$. By Lemma 6.14.3c, we have $\left(W_{N}^{\prime} v_{i, \ell}\right)_{k}$ shall be larger than $\frac{\theta}{2 \sqrt{m}}$ and smaller than $-\frac{\theta}{2 \sqrt{m}}$ each with probability at least $1 / 4$. Since by our choice of $\theta$ (see Definition 6.14.2),

$$
\frac{\theta}{2 \sqrt{m}} \cdot \Omega\left(\frac{1}{L^{2} \log ^{3} m}\right) \gg \frac{2 \beta_{-}}{\sqrt{m}} \geq|\Xi|
$$

This concludes that, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over $W_{1}$ and $A$, it satisfies

$$
\underset{W_{N}^{\prime}}{\operatorname{Pr}}\left[g_{i, \ell+1}>0 \mid W_{1}, A\right] \geq \frac{1}{5} \quad \text { and } \quad \operatorname{Pr}_{W_{N}^{\prime}}\left[g_{i, \ell+1}<0 \mid W_{1}, A\right] \geq \frac{1}{5}
$$

${ }^{20}$ We can write $\left(g_{i, \ell+1}\right)_{k}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W\left(\widetilde{h}_{i, \ell}+h_{i, \ell}^{\prime}\right)\right)_{k}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W \widetilde{h}_{i, \ell}\right)_{k}+\left(W h_{i, \ell}^{\prime}\right)_{k}$. For the second term in the above equation, we have

$$
\begin{aligned}
\left(W \widetilde{h}_{i, \ell}\right)_{k} & =\left(W U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}+\frac{W\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right.}{\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) \widetilde{h}_{i, \ell}\right\|_{2}}\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) \widetilde{h}_{i, \ell}\right\|_{2}\right)_{k} \\
& \stackrel{\ominus}{=}\left(W U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}+W v_{i, \ell}\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right)\right\|_{2}\right)_{k} \\
& \stackrel{(2}{=}\left(W_{1} U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}+W v_{i, \ell}\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right)\right\|_{2}\right)_{k} \\
& \stackrel{\otimes}{=}\left(W_{1} U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}+W_{1} v_{i, \ell}\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right)\right\|_{2}\right)_{k}+\left(W_{N}^{\prime} v_{i, \ell} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right)\right\|_{2}\right)_{k} \\
& =\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}+\left(W_{N}^{\prime} v_{i, \ell}\right)_{k} \cdot\left\|\left(I-U_{\ell-1} U_{\ell-1}^{\top} \widetilde{h}_{i, \ell}\right)\right\|_{2}
\end{aligned}
$$

where (1) follows by definition of $v_{i, \ell}$, (2) follows by definition of $W_{1}$, (3) follows by $W=W_{1}+W_{N}^{\prime}$.
2. Consider $g_{i, \ell+1}$ for the case of $i \in[n] \backslash\left\{i^{*}\right\}, \ell=\ell^{*}$ or $i \in[n], \ell>\ell^{*}$. We want to show the sign of $g_{i, \ell+1}$ is fixed, meaning with high probability independent of the choice of $W_{N}^{\prime}$. One can easily check that:

$$
\begin{equation*}
g_{i, \ell+1}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}+\left(W h_{i, \ell}^{\prime}\right)_{k}+\left(W_{N}^{\prime} \widetilde{h}_{i, \ell}\right)_{k} \tag{6.52}
\end{equation*}
$$

By Lemma 6.13.1, we have $\left|\left\langle A_{k}, x_{i, \ell}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}\right| \geq \frac{\beta_{+}}{\sqrt{m}}$. Thus, putting this and (6.50) into (6.53), we can write

$$
g_{i, \ell+1}=\Xi+\left(W_{N}^{\prime} \widetilde{h}_{i, \ell}\right)_{k}=\Xi+\left(W_{N}^{\prime} v_{i^{*}, \ell^{*}}\right)_{k} \cdot\left\langle v_{i^{*}, \ell^{*}}, \widetilde{h}_{i, \ell}\right\rangle
$$

for some value $\Xi$ with $|\Xi| \geq \frac{\beta_{+}}{2 \sqrt{m}}$. By Lemma 6.11.1, we have $\left|\left\langle v_{i^{*}, \ell^{*}}, \widetilde{h}_{i, \ell}\right\rangle\right| \leq\left\|\widetilde{h}_{i, \ell}\right\|_{2} \leq$ $O(L)$. By Lemma 6.14.3d, we have $\left|\left(W_{N}^{\prime} v_{i^{*}, \ell^{*}}\right)_{k}\right| \leq \frac{2 \theta \rho}{\sqrt{m}}$ and by our choice of $\theta$ (see Definition 6.14.2),

$$
\frac{2 \theta \rho}{\sqrt{m}} \cdot O(L) \ll \frac{2 \beta_{+}}{\sqrt{m}} \leq|\Xi|
$$

This concludes that, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over $W_{1}$ and $A$, it satisfies

$$
\exists s \in\{-1,1\}: \quad \operatorname{Pr}_{W_{N}^{\prime}}\left[\operatorname{sgn}\left(g_{i, \ell+1}\right)=s \mid W_{1}, A\right] \geq 1-e^{-\Omega\left(\rho^{2}\right)}
$$

3. Consider $g_{i, \ell+1}$ for the case of $i \in[n]$ and $\ell<\ell^{*}$. We want to show such $g_{i, \ell+1}$ is fixed, meaning independent of $W_{N}^{\prime}$. One can easily check that:

$$
\begin{equation*}
g_{i, \ell+1}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k}+\left(W h_{i, \ell}^{\prime}\right)_{k}+\left(W_{N}^{\prime} \widetilde{h}_{i, \ell}\right)_{k} . \tag{6.53}
\end{equation*}
$$

Now, since $\ell<\ell^{*}$, we know $h_{i, \ell}=\widetilde{h}_{i, \ell}$ because both of which only depend on the randomness of $W U_{\ell^{*}-1}=W_{1} U_{\ell^{*}-1}$ and $A$; this implies $h_{i, \ell}^{\prime}=0$. Also, since $W_{N}^{\prime}=$ $\left(W_{N}^{\prime} v_{i^{*}, \ell^{*}}\right) v_{i^{*}, \ell^{*}}^{\top}$ but $\left\langle v_{i^{*}, \ell^{*}}, \widetilde{h}_{i, \ell}\right\rangle=0$, we know that

$$
g_{i, \ell+1}=\left\langle A_{k}, x_{i, \ell+1}\right\rangle+\left(W_{1} \widetilde{h}_{i, \ell}\right)_{k} .
$$

This is a fixed value, independent of $W_{N}^{\prime}$.

Therefore, combining the three cases above, we conclude that with at least constant probability, the sign of $g_{i^{*}, \ell^{*}+1}$ can possibly change, but the sign of $g_{i, \ell+1}$ will not change for any other $(i, \ell) \neq\left(i^{*}, \ell^{*}\right)$. This means,

$$
\begin{aligned}
\mathbb{E}[\boldsymbol{\varphi}] & =\mathbb{E}\left[\left\|\widetilde{u}_{i^{*}, \ell^{*}} \cdot \widetilde{h}_{i^{*}, \ell^{*}} \cdot \mathbf{1}_{g_{i^{*}, \ell^{*}+1} \geq 0}+\sum_{(i, \ell) \neq\left(i^{*}, \ell^{*}\right)} \widetilde{u}_{i, \ell} \cdot \widetilde{h}_{i, \ell} \cdot \mathbf{1}_{g_{i, \ell+1} \geq 0}\right\|_{2}\right] \\
& \geq \Omega\left(\left\|\widetilde{u}_{i^{*}, \ell^{*}} \widetilde{h}_{i^{*}, \ell^{*}}\right\|_{2}\right)=\Omega\left(\left|\widetilde{u}_{i^{*}, \ell^{*}}\right| \cdot\left\|\widetilde{h}_{i^{*}, \ell^{*}}\right\|_{2}\right)
\end{aligned}
$$

Finally, for each $k \in N_{5}$, owing to Lemma 6.13.5 and Lemma 6.11.1, we have

This means,

$$
\begin{equation*}
\mathbb{E}[\boldsymbol{\varphi}] \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{\sqrt{d} n L}\right) \tag{6.54}
\end{equation*}
$$

Putting (6.49) and (6.54) back to (6.48), we conclude that

$$
\forall k \in N_{5}: \quad \mathbb{E}\left[\left\|\widehat{\nabla}_{k} f(W)\right\|\right] \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{\sqrt{d} n L}\right)
$$

### 6.14.2.2 Core Lemma A

In Lemma 6.14.5, we split $W$ into $W=W_{1}+W_{N}^{\prime}$ for a fixed $N \subseteq[m]$. In this subsection, we split $W$ into three parts $W=W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}$ following Lemma 6.14.4c. Our purpose is to rewrite Lemma 6.14.5 into the following variant:

Lemma 6.14.6 (Core Lemma A). Let $\rho=n L d \log m$ and $\varrho=n L d \delta^{-1} \log (m / \epsilon)$. Fix vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, integer $|N| \in\left[\rho^{6} / \beta_{-}, \varrho^{100}\right]$, and parameter $t=m /|N|$. Let $N_{1}, \ldots, N_{t}$ be i.i.d. random subsets of $[m]$ with cardinality $\left|N_{i}\right|=|N|$. Then,

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$ and $N_{1}, \cdots N_{t}$, the following holds:
- for every $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:
* with probability at $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{-N}^{\prime}$, the following holds:

$$
\sum_{k \in N} \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}\right] \geq \Omega\left(\frac{\beta_{-}|N|}{\rho^{2}}\right) \cdot \max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2}
$$

Proof of Lemma 6.14.6. We denote by $\left(i^{*}, \ell^{*}\right)=\operatorname{argmax}_{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}$. We first note that Lemma 6.14.5 directly implies

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, W_{-N}^{\prime}, A, B, N$, the following holds

$$
\left|\left\{k \in N \left\lvert\, \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{-N}^{\prime}+W_{N}^{\prime}\right)\right\|_{2}\right] \geq \Omega\left(\frac{\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}}{n L \sqrt{d}}\right)\right.\right\}\right| \geq \frac{\beta_{-}}{100 L}|N|
$$

or putting it in another way, using our choice of $q$,

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, W_{-N}^{\prime}, A, B, N$, the following holds ( $q=\frac{\beta-|N|}{c \rho^{2}}$ for some sufficiently large constant):

$$
\sum_{k \in N} \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{-N}^{\prime}+W_{N}\right)\right\|_{2}^{2}\right] \geq q \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}^{2}
$$

Applying simple tricks to switch the ordering of randomness (see Fact 6.10.2), we have

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$, the following holds:
- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $N$, the following holds:
* with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over randomness of $W_{-N}^{\prime}$, the following holds:

$$
\sum_{k \in N} \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}\right] \geq q \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}^{2}
$$

Repeating the choice of $N$ for $t$ times, and using union bound, we have

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$, the following holds:
- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $N_{1}, N_{2}, \cdots, N_{t}$, the following holds:
* for all $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:
- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over randomness of $W_{-N}^{\prime}$, the following holds:

$$
\sum_{k \in N} \underset{W_{N}^{\prime}}{\mathbb{E}}\left[\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}\right] \geq q \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}^{2}
$$

Combining the above statement with Fact 6.10.1 (to merge randomness), we conclude the proof.

### 6.14.3 Gradient Stability

The goal of this subsection is to prove Lemma 6.14.7 and then translate it into our Core Lemma B (see Lemma 6.14.9).

Lemma 6.14.7 (c.f. (6.19)). Fix parameter $\rho=n L d \log m$, vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, $\left(i^{*}, \ell^{*}\right)=\operatorname{argmin}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\}$, index $j \in[m]$. Let $N \subseteq[m]$ be a random subset containing $j$ of fixed cardinality $|N|$, let $W, A, B$ be at random initialization, and $W_{j}^{\prime \prime}$ be defined as Definition 6.14.4a so that $W+W_{j}^{\prime \prime}$ is also at random initialization. Then, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$

$$
\begin{equation*}
\sum_{k \in[N]}\left|\left\|\widehat{\nabla}_{k}(W)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k}\left(W+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq O\left(\rho^{8}+\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}|N|\right) \tag{6.55}
\end{equation*}
$$

### 6.14.3.1 Proof of Lemma 6.14.7

Throughout this proof we denote by $\widetilde{W}=W$ to emphasize that $W$ is at random initialization. We first show some properties before proving Lemma 6.14.7.

Claim 6.14.8. Fix parameter $\rho=n L d \log m$, vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}},\left(i^{*}, \ell^{*}\right)=$ $\operatorname{argmin}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|\right\}$, index $j \in[m]$. Let $\widetilde{W}, A, B$ be at random initialization, and $W_{j}^{\prime \prime}$ be defined as Lemma 6.14.4a so that $W=\widetilde{W}+W_{j}^{\prime \prime}$ is also at random initialization. Then, then with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over $\widetilde{W}, A, B, W_{j}^{\prime \prime}$,

- $\left|\left\{k \in[m]\left|\left|\left|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)\left\|_{2}^{2}-\right\| \widehat{\nabla}_{k} f(\widetilde{W}) \|_{2}^{2}\right| \leq O\left(\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}\right)\right\}\right| \geq\left(1-\frac{\rho^{5} \theta^{2 / 3}}{m^{1 / 3}}\right) m\right.\right.$.
- $\left|\left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2}^{2}\right| \leq O\left(\rho^{6}\right)$ for every $k \in[m]$.

Proof of Claim 6.14.8. As before, let $\widetilde{D}_{i, \ell}$ denote the diagonal matrix consisting of the indicator function $\mathbb{1}_{\left(\widetilde{g}_{i, \ell+1}\right)_{k} \geq 0}$ for its $k$-th diagonal entry. Let $D_{i, \ell}$ be the same thing but with respect to weight matrix $\widetilde{W}+W_{j}^{\prime \prime}$. Let $D_{i, \ell}^{\prime \prime}=D_{i, \ell}-\widetilde{D}_{i, \ell}$ be the diagonal matrix of sign change.

- By Lemma 6.12 .1 (with $\tau_{0}=\frac{3 \theta \rho}{2}$ owing to Lemma 6.14.3d), we have $\left\|D_{\ell}^{\prime \prime}\right\|_{0} \leq \rho^{4} \theta^{2 / 3} m^{2 / 3}$. Therefore, letting $J \stackrel{\text { def }}{=}[m] \backslash \cup_{i, \ell} \operatorname{supp}\left(D_{i, \ell}\right)$ be the set of all indices of sign changes, we have

$$
|J| \geq m-n L \rho^{4} \theta^{2 / 3} m^{2 / 3} \geq\left(1-\frac{\rho^{5} \theta^{2 / 3}}{m^{1 / 3}}\right) \cdot m
$$

Next, for every index $k \in J$, we have

$$
\begin{aligned}
&\left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)-\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2} \\
&\left.\stackrel{(1)}{=} \| \sum_{i=1}^{n} \sum_{\ell=1}^{L}\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell} \cdot \mathbf{1}_{\left(\widetilde{g}_{i}, \ell+1\right.}\right)_{k} \geq 0 \\
& \stackrel{n}{=} \sum_{i=1}^{n} \sum_{\ell=1}^{L}\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}\left\|_{2}^{L}\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}-\sum_{i=1}^{n} \sum_{\ell=1}^{L}\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}\right\|_{2} \\
& \stackrel{(3)}{\leq} \sum_{i=1}^{n} \sum_{\ell=1}^{L}\left\|\left(\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell}-\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell}\right) \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}\right\|_{2} .
\end{aligned}
$$

where (1) follows by definition, (2) follows by our choice of $k \in J$, and (3) follows by triangle inequality. For each $i, \ell$, using the same proof as (6.49) (so invoking Lemma 6.12.10, Corollary 6.11.16, Lemma 6.11 .1 and Lemma 6.12.1a), we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}:$

$$
\begin{equation*}
\left\|\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell}-\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell}\right\|_{2} \leq O\left(\frac{\rho^{6} \tau_{0}^{1 / 3}}{m^{1 / 6}}\right) \cdot\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\| \tag{6.56}
\end{equation*}
$$

which implies

$$
\left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)-\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2} \leq O\left(\frac{\rho^{6} \tau_{0}^{1 / 3}}{m^{1 / 6}}\right) \cdot\left\|\operatorname{loss}_{i^{*}, a^{*}}\right\|
$$

Combining this with $\left\|\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2} \leq O\left(\rho^{4}\right)$ from Lemma 6.14.1, we finish the proof of the first item.

- For every index $k \in[m]$, we have

$$
\begin{aligned}
& \left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)-\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2} \\
= & \left\|\sum_{i=1}^{n} \sum_{\ell=1}^{L}\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell} \cdot \mathbf{1}_{\left(\widetilde{g}_{i, \ell+1}\right)_{k} \geq 0}-\sum_{i=1}^{n} \sum_{\ell=1}^{L}\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell} \cdot \mathbf{1}_{\left(g_{i, \ell+1}\right)_{k} \geq 0}\right\|_{2} \\
\leq & \left.\sum_{i=1}^{n} \sum_{\ell=1}^{L}\left\|\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell}\right\|_{2}+\|\left(u_{i, \ell}\right)_{k} \cdot h_{i, \ell}\right) \|_{2} .
\end{aligned}
$$

Using (6.56) and $\left\|\left(\widetilde{u}_{i, \ell}\right)_{k} \cdot \widetilde{h}_{i, \ell}\right\|_{2} \leq O\left(\rho^{2} L\right)$ (see the proof of Lemma 6.14.1), we immediately have the desired bound.

Proof of Lemma 6.14.7. Letting $J \stackrel{\text { def }}{=}\left\{k \in[m]\left|\left|\left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2}^{2}\right| \leq O\left(\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}\right)\right\}\right.$, we have $|J| \geq\left(1-\frac{\rho^{5} \theta^{2 / 3}}{m^{1 / 3}}\right) m$ according to Claim 6.14.8.

Now, for the indices in $N$ that are randomly sampled from [m], if $|N \cap J| \geq|N|-S$ for a parameter $S=\rho^{2}$, then we have

$$
\sum_{k \in N}\left|\left\|\widehat{\nabla}_{k} f(\widetilde{W})\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f\left(\widetilde{W}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq|S| \cdot O\left(\rho^{6}\right)+|N| \cdot O\left(\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}\right) \leq O\left(\rho^{8}+\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}|N|\right)
$$

Otherwise, if $|N \cap J| \leq|N|-S$, this means at least $S$ indices that are chosen from $N$ are outside $J \subseteq[m]$. This happens with probability at most $\left(\frac{\rho^{5} \theta^{2 / 3}}{m^{1 / 3}}\right)^{S} \leq e^{-\Omega\left(\rho^{2}\right)}$.

### 6.14.3.2 Core Lemma B

In this subsection, we split $W$ into three parts $W=W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}$ following def:random-decomp:N-N. Our purpose is to rewrite Lemma 6.14.7 into the following variant:

Lemma 6.14.9 (Core Lemma B). Let $\rho=n L d \log m$ and $\varrho=n L d \delta^{-1} \log (m / \epsilon)$. Fix parameter $\theta$ from Definition 6.14.2, vectors $\left\{\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, integer $|N| \in\left[1, \varrho^{100}\right]$, parameter $t=m /|N|$. Let $N_{1}, \ldots, N_{t}$ be i.i.d. random subsets of $[m]$ with cardinality $\left|N_{i}\right|=|N|$. Then, with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$ and $N_{1}, \cdots N_{t}$, the following holds:

- for every $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:
- with probability at $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{-N}^{\prime}$, the following holds:
* with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{N}^{\prime}$, we have :
- for all $j \in N$, and for all $W_{j}^{\prime \prime}=u_{j} v_{i^{*}, \ell^{*}}^{\top}$ satisfying

$$
\begin{equation*}
\left\|u_{j}\right\|_{0}=1, \quad\left\|u_{j}\right\|_{\infty} \leq \frac{3 \theta \rho}{\sqrt{m}}, \quad v_{i^{*}, \ell^{*}}=\frac{\left(I-U_{\ell^{*}-1} U_{\ell-1}^{\top}\right) h_{i^{*}, \ell} h_{i^{*}, \ell^{*}}}{\left\|\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) h_{i^{*}, \ell^{*}}\right\|_{2}}, \tag{6.57}
\end{equation*}
$$

we have

$$
\begin{aligned}
& \sum_{k \in N}\left|\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \\
\leq & O\left(\rho^{8}\right) \cdot \max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2} .
\end{aligned}
$$

Proof of Lemma 6.14.9. Without loss of generality we assume $\max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2}=1$ in the proof. We now first rewrite Lemma 6.14.7 as follows (recalling $m$ is sufficiently large so we only need to keep the $O\left(\rho^{8}\right)$ term):

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over random $N \subset[m]$, random $j \in N$, random $W, A, B$, and random $W_{j}^{\prime}$, the following holds:

$$
\begin{equation*}
\sum_{k \in[N]}\left|\left\|\widehat{\nabla}_{k}(W)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k}\left(W+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq O\left(\rho^{8}+\frac{\rho^{11} \theta^{1 / 3}}{m^{1 / 6}}|N|\right) \leq O\left(\rho^{8}\right) \tag{6.58}
\end{equation*}
$$

We can split the randomness (see Fact 6.10.1) and derive that

- With probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over $N \subseteq[m], W, A, B$, the following holds:
- With probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over $j \in N$ and $W_{j}^{\prime \prime}$, Eq. (6.58) holds.

Applying standard $\epsilon$-net argument, we derive that

- With probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over $N \subseteq[m], W, A, B$, the following holds:
- for all $j \in N$, and for all $W_{j}^{\prime \prime}=u_{j} v_{i^{*}, \ell^{*}}^{\top}$ satisfying (6.57), we have Eq. (6.58) holds.

Finally, letting $W=W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}$, we have

- With probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $N \subseteq[m], W_{2}, W_{N}, W_{-N}^{\prime}, A, B$, the following holds:
- for all $j \in N$, and for all $W_{j}^{\prime \prime}=u_{j} v_{i^{*}, \ell^{*}}^{\top}$ satisfying (6.57), we have

$$
\sum_{k \in N}\left|\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N^{\prime}}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq O\left(\rho^{8}\right)
$$

Finally, splitting the randomness (using Fact 6.10.1), and applying a union bound over multiple samples $N_{1}, \ldots, N_{t}$, we finish the proof.

### 6.14.4 Main Theorem: Proof of Theorem 6.14.2

Proof of Theorem 6.14.2. Without loss of generality, we assume that $\max _{i, \ell}\left\|\operatorname{loss}_{i, \ell}\right\|_{2}^{2}=1$.
Combining Core Lemma A and B (i.e., Lemma 6.14.6 and Lemma 6.14.9), we know that if $|N|$ is appropriately chosen, with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$ and $N_{1}, \cdots N_{t}$, the following holds:

- for every $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:
- with probability at $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{-N}^{\prime}$, the following boxed statement holds:
- (core A)

$$
\mathbb{E}_{W_{N}^{\prime}}\left[\sum_{k \in N}\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}\right] \geq q \stackrel{\text { def }}{=} \Omega\left(\frac{\beta-|N|}{\rho^{2}}\right)
$$

- (core B) with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{N}^{\prime}$, the following holds:
- for all $j \in N$, and for all $W_{j}^{\prime \prime}=u_{j} v_{i^{*}, \ell^{*}}^{\top}$ satisfying

$$
\left\|u_{j}\right\|_{0}=1, \quad\left\|u_{j}\right\|_{\infty} \leq \frac{3 \theta \rho}{\sqrt{m}}, \quad v_{i^{*}, \ell^{*}}=\frac{\left(I-U_{\ell^{*}-1} U_{\ell-1}^{\top}\right) h_{i^{*}, \ell} h_{i^{*}, \ell^{*}}}{\left\|\left(I-U_{\ell^{*}-1} U_{\ell^{*}-1}^{\top}\right) h_{i^{*}, \ell^{*}}\right\|_{2}},
$$

we have

$$
\sum_{k \in N}\left|\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2}-\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}+W_{j}^{\prime \prime}\right)\right\|_{2}^{2}\right| \leq p \stackrel{\text { def }}{=} O\left(\rho^{8}\right)
$$

We now wish to apply our extended McDiarmid's inequality (see Lemma 6.10.18) to the boxed statement. For this goal, recalling that $W_{N}^{\prime}=u_{N} v_{i^{*}, \ell^{*}}^{\top}$ for a vector $u_{N} \in \mathbb{R}^{m}$ that is only supported on indices in $N$. That is, $\left(u_{N}\right)_{k}=0$ for all $k \notin N$. Therefore, we can define function $\digamma\left(u_{N}\right) \stackrel{\text { def }}{=} \sum_{k \in N}\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{-N}^{\prime}+W_{N}^{\prime}\right)\right\|^{2}$ where $W_{N}^{\prime}=u_{N} v_{i^{*}, \ell^{*}}^{\top}$. We emphasize
here that, inside the boxed statement, $W_{2}, W_{-N}^{\prime}$ and $v_{i^{*}, \ell^{*}}$ are already fixed, and $u_{N}$ is the only source of randomness.

Below, we condition on the high probability event (see Lemma 6.14.3d) that $\left\|u_{N}\right\|_{\infty} \leq$ $\frac{3 \theta \rho}{2 \sqrt{m}}$. The boxed statement tells us:

- $\mathbb{E}_{u_{N}}\left[\digamma\left(u_{N}\right)\right] \geq q$, and
- With probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over $u_{N}$, it satisfies

$$
\forall j \in[N], \forall u_{j}^{\prime \prime}:\left|\digamma\left(u_{-j}, u_{j}\right)-\digamma\left(u_{-j}, u_{j}^{\prime \prime}\right)\right| \leq p
$$

At the same time, we have $0 \leq \digamma\left(u_{N}\right) \leq O\left(N \rho^{8}\right)$ owing to Lemma 6.14.1. Therefore, scaling down $\digamma\left(u_{N}\right)$ by $\Theta\left(N \rho^{8}\right)$ (to make sure the function value stays in $[0,1]$ ), we can applying extended McDiarmid's inequality (see Lemma 6.10.18), we have

$$
\begin{equation*}
\operatorname{Pr}_{u_{N}}\left[\digamma\left(u_{N}\right) \geq \frac{q}{2}\right] \geq 1-N^{2} \cdot e^{-\Omega\left(\rho^{2}\right)}-\exp \left(-\Omega\left(\frac{\left(q / \rho^{8}\right)^{2}}{N\left(p / \rho^{8}\right)^{2}+N e^{-\Omega\left(\rho^{2}\right)}}\right)\right) . \tag{6.59}
\end{equation*}
$$

As long as $N \geq \frac{\rho^{22}}{\beta_{-}^{2}}$, we have that the above probability is at least $1-e^{-\Omega\left(\rho^{2}\right)}$.
Finally, we choose

$$
\begin{equation*}
N=\frac{\rho^{22}}{\beta_{-}^{2}} \tag{6.60}
\end{equation*}
$$

in order to satisfy Lemma 6.14.6. We replace the boxed statement with (6.59). This tells us

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{2}, A, B$ and $N_{1}, \cdots N_{t}$, the following holds:
- for every $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:
* with probability at $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W_{-N}^{\prime}$ and $W_{N}^{\prime}$, the following holds:

$$
\sum_{k \in N}\left\|\widehat{\nabla}_{k} f\left(W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}\right)\right\|_{2}^{2} \geq \Omega\left(\frac{\beta_{-}|N|}{\rho^{2}}\right)
$$

After rearranging randomness, and using $W=W_{2}+W_{N}^{\prime}+W_{-N}^{\prime}$, we have

- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W, A, B$, the following holds:
- with probability $\geq 1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $N_{1}, \cdots N_{t}$, the following holds:
* for every $N \in\left\{N_{1}, N_{2}, \cdots, N_{t}\right\}$, the following holds:

$$
\sum_{k \in N}\left\|\widehat{\nabla}_{k} f(W)\right\|_{2}^{2} \geq \Omega\left(\frac{\beta_{-}|N|}{\rho^{2}}\right)
$$

Finally, since $N_{1}, \ldots, N_{t}$ are $t$ random subsets of $[m$ ], we know that with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for each index $k \in[m]$, it is covered by at most $\rho^{2}$ random subsets. Therefore,

$$
\sum_{k \in N}\left\|\widehat{\nabla}_{k} f(W)\right\|_{2}^{2} \geq \frac{1}{\rho^{2}} \times t \times \Omega\left(\frac{\beta_{-}|N|}{\rho^{2}}\right)=\Omega\left(\frac{\delta}{\rho^{14}}\right) \times m
$$

### 6.15 Gradient Bound After Perturbation (Theorem 6.15.2)

We use the same fake gradient notion (see Definition 6.14.1) and first derive the following result based on Lemma 6.14.1 and Theorem 6.14.2.

Lemma 6.15.1. Let $\rho=n L d \log m$ and $\varrho=n L d \delta^{-1} \log (m / \epsilon)$. Given fixed vectors $\left\{\operatorname{loss}_{i, \ell} \in\right.$ $\left.\mathbb{R}^{d}\right\}_{i \in[n], \ell \in[L] \backslash\{1\}}$, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over $\widetilde{W}, A, B$, it satisfies for all $W^{\prime} \in$ $\mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\|_{2} \leq \frac{\tau_{0}}{\sqrt{m}}$ with $\tau_{0} \leq \varrho^{100}$,

$$
\begin{aligned}
& \left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{\delta}{\rho^{14}}\right) \times m \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\} \\
& \left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \leq O\left(\rho^{12} m\right) \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\} \\
& \left\|\widehat{\nabla} f_{i}\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \leq \frac{1}{n^{2}} O\left(\rho^{12} m\right) \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\}
\end{aligned}
$$

Proof of Lemma 6.15.1. Like before, we denote by $\widetilde{D}_{i, \ell}, \widetilde{u}_{i, \ell}, \widetilde{h}_{i, \ell}$ the corresponding matrices or vectors when the weight matrix is $\widetilde{W}$, and by $D_{i, \ell}, u_{i, \ell}, h_{i, \ell}$ the corresponding terms when when the weight matrix is $W=\widetilde{W}+W^{\prime}$.

Lower bound on $\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F} \quad$ Recall

$$
\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)=\sum_{i=1}^{n} \sum_{\ell=1}^{L} D_{i, \ell+1}\left(\sum_{a=\ell}^{L} \operatorname{Back}_{i, \ell \rightarrow a}^{\top} \operatorname{loss}_{i, a}\right) h_{i, \ell}^{\top}=\sum_{i=1}^{n} \sum_{\ell=1}^{L} D_{i, \ell+1} u_{i, \ell} h_{i, \ell}^{\top}
$$

In Theorem 6.14.2 of the previous section, we already have a lower bound on $\|\widehat{\nabla} f(\widetilde{W})\|_{F}$.

We just need to upper bound $\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F}$.

$$
\begin{aligned}
\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F} & \stackrel{(1)}{=}\left\|\sum_{i=1}^{n} \sum_{\ell=1}^{L} D_{i, \ell+1} u_{i, \ell} h_{i, \ell}^{\top}-\widetilde{D}_{i, \ell+1} \widetilde{u}_{i, \ell} \widetilde{h}_{i, \ell}^{\top}\right\|_{F} \\
& \stackrel{(2)}{\leq} \sum_{i=1}^{n} \sum_{\ell=1}^{L}\left\|D_{i, \ell+1} u_{i, \ell} h_{i, \ell}^{\top}-\widetilde{D}_{i, \ell+1} \widetilde{u}_{i, \ell} \widetilde{h}_{i, \ell}^{\top}\right\|_{F} \\
& \stackrel{(3)}{\leq} \sum_{i=1}^{n} \sum_{\ell=1}^{L}\left\|D_{i, \ell+1}^{\prime} \widehat{u}_{i, \ell} \hat{h}_{i, \ell}^{\top}\right\|_{F}+\left\|\widetilde{D}_{i, \ell+1} u_{i, \ell}^{\prime} \widehat{h}_{i, \ell}^{\top}\right\|_{F}+\left\|\widetilde{D}_{i, \ell+1} \widetilde{u}_{i, \ell} h_{i, \ell}^{\prime}\right\|_{F}+o\left(m^{1 / 3}\right) .
\end{aligned}
$$

where (1) follows by definition and (2) and (3) follow by the triangle inequality. Note that in inequality (3) we have hidden four more higher order terms in $o\left(m^{1 / 3}\right)$. We ignore the details for how to bound them, for the ease of presentation. We bound the three terms separately:

- Using Corollary 6.11 .15 (with $s^{2}=O\left(L^{10 / 3} \tau_{0}^{2 / 3}\right)$ from Lemma 6.12.1b) and Lemma 6.11.1 we have

$$
\begin{aligned}
\left\|D_{i, \ell+1}^{\prime} \widehat{u}_{i, \ell} \widehat{h}_{i, \ell}^{\top}\right\|_{F} & \leq\left\|D_{i, \ell+1}^{\prime} \widehat{u}_{i, \ell}\right\|_{2} \cdot\left\|\widehat{h}_{i, \ell}\right\|_{2} \\
& \leq O\left(L \cdot L^{4} \tau_{0}^{1 / 3} m^{1 / 3} \log m \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}\right) \cdot L
\end{aligned}
$$

- Using $\left\|\widetilde{D}_{i, \ell+1}\right\|_{2} \leq 1$, Lemma 6.12.8 and Lemma 6.11 .1 we have

$$
\begin{aligned}
\left\|\widetilde{D}_{i, \ell+1} u_{i, \ell}^{\prime} \widehat{h}_{i, \ell}^{\top}\right\|_{F} & \leq\left\|\widetilde{D}_{i, \ell+1}\right\| \cdot\left\|u_{i, \ell}^{\prime}\right\|_{2} \cdot\left\|\widehat{h}_{i, \ell}\right\|_{2} \\
& \leq O\left(L \cdot L^{6} \tau_{0}^{1 / 3} m^{1 / 3} \log m \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}\right) \cdot L
\end{aligned}
$$

- Using $\left\|\widetilde{D}_{i, \ell+1}\right\|_{2} \leq 1,\left\|\widetilde{u}_{i, \ell}\right\|_{2} \leq O\left(L^{4}\right) \sqrt{m}\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}$ (implied by Lemma 6.11.8) and Lemma 6.12.1a, we have

$$
\begin{aligned}
\left\|\widetilde{D}_{i, \ell+1} \widetilde{u}_{i, \ell} h_{i, \ell}^{\prime}{ }^{\top}\right\|_{F} & \leq\left\|\widetilde{D}_{i, \ell+1}\right\| \cdot\left\|\widetilde{u}_{i, \ell}\right\|_{2} \cdot\left\|h_{i, \ell}^{\prime}\right\|_{2} \\
& \leq O\left(L^{4} \sqrt{m} \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2}\right) \cdot\left(L^{6} \tau_{0}^{1 / 2} \frac{1}{\sqrt{m}}\right)
\end{aligned}
$$

Putting it all together, we have

$$
\begin{equation*}
\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F} \leq O\left(\rho^{8} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{F} \tag{6.61}
\end{equation*}
$$

Finally, using $(a-b)^{2} \geq \frac{1}{2} a^{2}-b^{2}$, we have

$$
\begin{aligned}
\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} & \geq\left(\|\widehat{\nabla} f(\widetilde{W})\|_{F}-\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F}\right)^{2} \\
& \geq \frac{1}{2}\|\widehat{\nabla} f(\widetilde{W})\|_{F}^{2}-\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F}^{2} \\
& \geq \Omega\left(\frac{\delta}{\rho^{14}}\right) \times m \times\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|^{2} .
\end{aligned}
$$

where the last step follows by (6.61) (with our sufficiently large choice of $m$ ) and Theorem 6.14.2.

Upper bound on $\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F} \quad$ Using $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$, we have

$$
\begin{aligned}
\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} & \leq 2\|\widehat{\nabla} f(\widetilde{W})\|_{F}^{2}+2\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F}^{2} \\
& \stackrel{\otimes}{\leq} O\left(\rho^{12} m\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{F}^{2}+2\left\|\widehat{\nabla} f\left(\widetilde{W}+W^{\prime}\right)-\widehat{\nabla} f(\widetilde{W})\right\|_{F}^{2} \stackrel{(2}{\leq} O\left(\rho^{12} m\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{F}^{2}
\end{aligned}
$$

where (1) follows by Lemma 6.14 .1 and (2) follows by (6.61).

Upper bound on $\left\|\widehat{\nabla} f_{i}\left(\widetilde{W}+W^{\prime}\right)\right\|_{F} \quad$ This is completely analogous so we do not replicate the proofs here.

By applying an $\epsilon$-net argument over all possible $\operatorname{loss}_{i, \ell} \in \mathbb{R}^{d}$, we can modify Lemma 6.15.1 from "for fixed loss" to "for all loss." This allows us to plug in the true loss $\operatorname{loss}_{i, \ell}=B h_{i, \ell}-y_{i, \ell}^{*}$ and derive that:

Theorem 6.15.2 (restated). Let $\rho=n L d \log m$ and $\varrho=n L d \delta^{-1} \log (m / \epsilon)$. With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over $W, A, B$, it satisfies for all $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\|_{2} \leq \frac{\varrho^{100}}{\sqrt{m}}$,

$$
\begin{aligned}
& \left\|\nabla f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{\delta}{\rho^{14}}\right) \times m \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\} \\
& \left\|\nabla f\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \leq O\left(\rho^{12} m\right) \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\} \\
& \left\|\nabla f_{i}\left(\widetilde{W}+W^{\prime}\right)\right\|_{F}^{2} \leq \frac{1}{n^{2}} O\left(\rho^{12} m\right) \times \max _{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|^{2}\right\}
\end{aligned}
$$

### 6.16 Objective Semi-Smoothness (Theorem 6.16.1)

The purpose of this section is to prove
Theorem 6.16.1 (objective semi-smoothness, restated). Let $\rho=n L d \log m, \varrho=n L d \delta^{-1} \log (m / \epsilon)$, $\tau_{0} \in\left[\varrho^{-100}, \varrho^{100}\right]$, and $\widetilde{W}, A, B$ be at random initialization. With probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $\widetilde{W}, A, B$, we have for every $\breve{W} \in \mathbb{R}^{m \times m}$ with $\|\breve{W}-\widetilde{W}\| \leq \frac{\tau_{0}}{\sqrt{m}}$, and for every $W^{\prime} \in \mathbb{R}^{m \times m}$ with $\left\|W^{\prime}\right\| \leq \frac{\tau_{0}}{\sqrt{m}}$, and letting $\left(i^{*}, \ell^{*}\right)=\operatorname{argmax}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}\right\|_{2}\right\}$,
$f\left(\breve{W}+W^{\prime}\right) \leq f(\breve{W})+\left\langle\nabla f(\breve{W}), W^{\prime}\right\rangle+O\left(\rho^{11} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}\right\|_{2} \cdot\left\|W^{\prime}\right\|_{2}+O\left(L^{18} n m\right)\left\|W^{\prime}\right\|_{2}^{2}$

We introduce the following notations before we go to proofs.
Definition 6.16.1. For $i \in[n]$ and $\ell \in[L]$ :

$$
\begin{array}{lll}
\widetilde{g}_{i, 0}=\widetilde{h}_{i, 0}=0 & \breve{g}_{i, 0} & =\hbar_{i, 0}=0 \\
\widetilde{g}_{i, \ell} & =\widetilde{W} \widetilde{h}_{i, \ell-1}+A x_{i, \ell} & \breve{g}_{i, \ell}
\end{array}=\breve{W} \hbar_{i, \ell-1}+A x_{i, \ell} \quad g_{i, \ell}=\left(\breve{W}+W^{\prime}\right) h_{i, \ell-1}+A x_{i, \ell} .
$$

Define diagonal matrices $\widetilde{D}_{i, \ell}$ and $\breve{D}_{i, \ell}$ respectively by letting

$$
\left(\widetilde{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\widetilde{g}_{i, \ell}\right)_{k} \geq 0} \text { and }\left(\breve{D}_{i, \ell}\right)_{k, k}=\mathbb{1}_{\left(\breve{g}_{i, \ell}\right)_{k} \geq 0} .
$$

The following claim gives rise to a new recursive formula to calculate $h_{i, \ell}-\hbar_{i, \ell}$.
Claim 6.16.2 (c.f. (6.21)). There exist diagonal matrices $D_{i, \ell}^{\prime \prime} \in \mathbb{R}^{m \times m}$ with entries in $[-1,1]$ such that,

$$
\begin{equation*}
\forall i \in[n], \forall \ell \in[L]: \quad h_{i, \ell}-\hbar_{i, \ell}=\sum_{a=1}^{\ell-1}\left(\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{i, a+1}+D_{i, a+1}^{\prime \prime}\right) W^{\prime} h_{i, a} \tag{6.62}
\end{equation*}
$$

Furthermore, we have $\left\|h_{i, \ell}-\hbar_{i, \ell}\right\| \leq O\left(L^{9}\right)\left\|W^{\prime}\right\|_{2}$ and $\left\|D_{i, \ell}^{\prime \prime}\right\|_{0} \leq O\left(L^{10 / 3} \tau_{0}^{2 / 3} m^{2 / 3}\right)$.

Proof of Claim 6.16.2. We ignore the subscript in $i$ for cleanness, and calculate that

$$
\begin{aligned}
h_{\ell}-\hbar_{\ell} & \stackrel{(1)}{=} \phi\left(\left(\breve{W}+W^{\prime}\right) h_{\ell-1}+A x_{\ell}\right)-\phi\left(\breve{W} \hbar_{\ell-1}+A x_{\ell}\right) \\
& \stackrel{(2)}{=}\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right)\left(\left(\breve{W}+W^{\prime}\right) h_{\ell-1}-\breve{W} \hbar_{\ell-1}\right) \\
& =\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W}\left(h_{\ell-1}-\hbar_{\ell-1}\right)+\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) W^{\prime} h_{\ell-1} \\
& \stackrel{(3)}{=} \sum_{a=1}^{\ell-1}\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right) W^{\prime} h_{a}
\end{aligned}
$$

Above, (1) is by the recursive definition of $h_{\ell}$ and $\hbar_{\ell}$; (2) is by Proposition 6.16 .3 and $D_{\ell}^{\prime \prime}$ is defined according to Proposition 6.16.3; and inequality (3) is by recursively computing $h_{\ell-1}-\hbar_{\ell-1}$. As for the two properties:

- We have $\left\|h_{\ell}-\hbar_{\ell}\right\| \leq O\left(L^{9}\right)\left\|W^{\prime}\right\|_{2}$. This is because we have
$-\left\|\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right)\right\|_{2} \leq O\left(L^{7}\right)$ by Lemma 6.12.6;
- $\left\|h_{a}\right\| \leq O(L)$ (by $\left\|\widetilde{h}_{a}\right\| \leq O(L)$ from Lemma 6.11.1 and $\left\|\widetilde{h}_{a}-h_{a}\right\| \leq o(1)$ from Lemma 6.12.1a); and

$$
-\left\|W^{\prime} h_{a}\right\| \leq\left\|W^{\prime}\right\|_{2}\left\|h_{a}\right\|
$$

- We have $\left\|D_{\ell}^{\prime \prime}\right\|_{0} \leq O\left(L^{10 / 3} \tau_{0}^{2 / 3} m^{2 / 3}\right)$.

This is because, $\left(D_{\ell}^{\prime \prime}\right)_{k, k}$ is non-zero only at the coordinates $k \in[m]$ where the signs of $\breve{g}_{\ell}$ and $g_{\ell}$ are opposite (by Proposition 6.16.3). Such a coordinate $k$ must satisfy either $\left(\widetilde{D}_{\ell}\right)_{k, k} \neq\left(\breve{D}_{\ell}\right)_{k, k}$ or $\left(\widetilde{D}_{\ell}\right)_{k, k} \neq\left(D_{\ell}\right)_{k, k}$, and therefore by Lemma $6.12 .1-$ with probability $\geq 1-e^{-\Omega\left(L^{6} \tau_{0}^{4 / 3} m^{1 / 3}\right)}$ - there are at most $O\left(L^{10 / 3} \tau_{0}^{2 / 3} m^{2 / 3}\right)$ such coordinates $k$.

Proof of Theorem 6.16.1. First of all, since
$\frac{1}{2}\left\|B h_{i, \ell}-y_{i, \ell}^{*}\right\|^{2}=\frac{1}{2}\left\|\operatorname{loss}_{i, \ell}+B\left(h_{i, \ell}-\hbar_{i, \ell}\right)\right\|^{2}=\frac{1}{2} \| \breve{\left.\operatorname{loss}_{i, \ell}\left\|^{2}+\operatorname{loss}_{i, \ell}^{\top} B\left(h_{i, \ell}-\hbar_{i, \ell}\right)+\frac{1}{2}\right\| B\left(h_{i, \ell}-\hbar_{i, \ell}\right) \|^{2}{ }^{2}{ }^{2}\right)}$
we can write

$$
\begin{align*}
& f\left(\breve{W}+W^{\prime}\right)-f(W)-\left\langle\nabla f(W), W^{\prime}\right\rangle \\
& \stackrel{(1)}{=}-\left\langle\nabla f(\breve{W}), W^{\prime}\right\rangle+\frac{1}{2} \sum_{i=1}^{n} \sum_{\ell=2}^{L}\left\|B h_{i, \ell}-y_{i, \ell}^{*}\right\|^{2}-\left\|B \hbar_{i, \ell}-y_{i, \ell}^{*}\right\|^{2} \\
& \stackrel{(2)}{=}-\left\langle\nabla f(\breve{W}), W^{\prime}\right\rangle+\sum_{i=1}^{n} \sum_{\ell=2}^{L} \operatorname{loss}_{i, \ell}^{\top} B\left(h_{i, \ell}-\hbar_{i, \ell}\right)+\frac{1}{2}\left\|B\left(h_{i, \ell}-\hbar_{i, \ell}\right)\right\|^{2} \\
& \stackrel{(3)}{=} \sum_{i=1}^{n} \sum_{\ell=2}^{L} \breve{\operatorname{loss}}_{i, \ell}^{\top} B\left(\left(h_{i, \ell}-\hbar_{i, \ell}\right)-\sum_{a=1}^{\ell-1} \breve{D}_{i, \ell} \breve{W} \cdots \breve{W} \breve{D}_{i, a+1} W^{\prime} \hbar_{i, a}\right)+\frac{1}{2}\left\|B\left(h_{i, \ell}-\hbar_{i, \ell}\right)\right\|^{2} \\
& \stackrel{\oplus}{=} \sum_{i=1}^{n} \sum_{\ell=2}^{L} \operatorname{loss}_{i, \ell}^{\top} B\left(\sum_{a=1}^{\ell-1}\left(\breve{D}_{i, \ell}+D_{i, \ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{i, a+1}+D_{i, a+1}^{\prime \prime}\right) W^{\prime} h_{i, a}-\breve{D}_{i, \ell} \breve{W} \cdots \breve{W}_{D_{i, a+1}} W^{\prime} \hbar_{i, a}\right) \\
& +\frac{1}{2}\left\|B\left(h_{i, \ell}-\hbar_{i, \ell}\right)\right\|^{2} \tag{6.64}
\end{align*}
$$

Above, (1) is by the definition of $f(\cdot)$; (2) is by (6.63); (3) is by the definition of $\nabla f(\cdot)$ (see Fact 6.2.3 for an explicit form of the gradient); (4) is by Claim 6.16.2.

We next bound the RHS of (6.64). We drop subscripts in $i$ for notational simplicity.

We first use (6.62) in Claim 6.16.2 to calculate

$$
\begin{align*}
\left\|B\left(h_{\ell}-\hbar_{\ell}\right)\right\| & \leq \sum_{a=1}^{\ell-1}\left\|B\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right) W^{\prime} h_{a}\right\| \\
& \leq \sum_{a=1}^{\ell-1}\|B\|_{2}\left\|\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right)\right\|_{2}\left\|W^{\prime}\right\|_{2}\left\|h_{a}\right\| \\
& \leq \sum_{a=1}^{\ell-1} O(\sqrt{m}) \cdot O\left(L^{7}\right) \cdot O(L) \cdot\left\|W^{\prime}\right\|_{2} \leq O\left(L^{9} \sqrt{m}\right) \cdot\left\|W^{\prime}\right\|_{2} . \tag{6.65}
\end{align*}
$$

In the last inequality (1) above, we have used $\left\|\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right)\right\|_{2} \leq O\left(L^{7}\right)$ from Lemma 6.12 .6 ; we have used $\|B\|_{2} \leq O(\sqrt{m})$ with high probability; and we have used $\left\|h_{a}\right\| \leq O(L)$ (by $\left\|\widetilde{h}_{a}\right\| \leq O(L)$ from Lemma 6.11.1 and $\left\|\widetilde{h}_{a}-h_{a}\right\| \leq o(1)$ from Lemma 6.12.1a).

Since for each $D_{\ell}^{\prime \prime}$, we can write it as $D_{\ell}^{\prime \prime}=D_{\ell}^{0 / 1} D_{\ell}^{\prime \prime} D_{\ell}^{0 / 1}$, where each $D_{\ell}^{0 / 1}$ is a diagonal matrix satisfying

$$
\left(D_{\ell}^{0 / 1}\right)_{k, k}=\left\{\begin{array}{cc}
1, & \left(D_{\ell}^{\prime \prime}\right)_{k, k} \neq 0 ; \\
0, & \left(D_{\ell}^{\prime \prime}\right)_{k, k}=0 .
\end{array} \quad \text { and } \quad\left\|D_{\ell}^{0 / 1}\right\|_{0} \leq O\left(L^{10 / 3} \tau_{0}^{2 / 3} m^{2 / 3}\right)\right.
$$

Therefore,

$$
\begin{align*}
& \quad\left|\operatorname{loss}_{\ell}^{\top} B\left(\breve{D}_{\ell}+D_{\ell}^{\prime \prime}\right) \breve{W} \cdots \breve{W}\left(\breve{D}_{a+1}+D_{a+1}^{\prime \prime}\right) W^{\prime} h_{a}-\operatorname{loss}_{\ell}^{\top} B \breve{D}_{\ell} \breve{W} \cdots \breve{D}_{a+1} W^{\prime} h_{a}\right| \\
& \stackrel{(1)}{\leq}\left\|\operatorname{loss}_{\ell}\right\|_{2} \cdot \sum_{b=1}^{\ell-a}\binom{\ell-a}{b}\left\|B \breve{D} \breve{W} \cdots \breve{D} \breve{W} D^{0 / 1}\right\|_{2} \cdot\left\|D^{0 / 1} \breve{W} \breve{D} \cdots \breve{D} \breve{W} D^{0 / 1}\right\|_{2}^{b-1} \cdot\left\|D^{0 / 1} \breve{W} \cdots \breve{W} \breve{D} W^{\prime} h_{a}\right\|_{2} \\
& \stackrel{(2)}{\leq}\left\|\operatorname{loss}_{\ell}\right\|_{2} \cdot \sum_{b=1}^{\ell-a}\binom{\ell-a}{b} \cdot O\left(\rho^{2} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left(O\left(\frac{\rho^{2}}{m^{1 / 6}}\right)\right)^{b-1} \cdot O\left(L^{7}\right) \cdot\left\|W^{\prime}\right\|_{2} \cdot O(L) \\
& \stackrel{(2}{\leq}\left\|\operatorname{loss}_{\ell}\right\|_{2} \cdot O\left(\rho^{11} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|W^{\prime}\right\|_{2} \tag{6.66}
\end{align*}
$$

Above, (1) is an abbreviation and we have dropped the subscripts for the easy of presentation; (2) uses Corollary 6.11.15, Corollary 6.11.12, Lemma 6.12.6 and Lemma 6.11.1.

Finally, we also have

$$
\begin{align*}
\left|\breve{\operatorname{loss}}{ }_{\ell}^{\top} B \breve{D}_{\ell} \breve{W} \cdots \breve{D}_{a+1} W^{\prime}\left(h_{a}-\hbar_{a}\right)\right| & \stackrel{\oplus}{\leq}\left\|\operatorname{loss}_{\ell}\right\|_{2} \cdot O(\sqrt{m}) \cdot O\left(L^{7}\right) \cdot\left\|W^{\prime}\right\|_{2} \cdot\left\|h_{a}-\hbar_{a}\right\|_{2} \\
& \stackrel{(2}{\leq} O\left(\rho^{16} \sqrt{m}\right) \cdot\left\|\operatorname{loss}_{\ell}\right\|_{2} \cdot\left\|W^{\prime}\right\|_{2}^{2} \tag{6.67}
\end{align*}
$$

where (1) uses Lemma 6.12 .6 and (2) uses Claim 6.16 .2 to bound $\left\|h_{a}-\hbar_{a}\right\|_{2}$.
Putting (6.65), (6.66) and (6.67) back to (6.64), and using triangle inequality, we have the desired result.

### 6.16.1 Tool

Proposition 6.16.3. Given vectors $a, b \in \mathbb{R}^{m}$ and $D \in \mathbb{R}^{m \times m}$ the diagonal matrix where $D_{k, k}=\mathbb{1}_{a_{k} \geq 0}$. Then, then there exists a diagonal matrix $D^{\prime \prime} \in \mathbb{R}^{m \times m}$ with

- $\left|D_{k, k}^{\prime \prime}\right| \leq 1$ for every $k \in[m]$,
- $D_{k, k}^{\prime \prime} \neq 0$ only when $\mathbb{1}_{a_{k} \geq 0} \neq \mathbb{1}_{b_{k} \geq 0}$, and
- $\phi(a)-\phi(b)=D(a-b)+D^{\prime \prime}(a-b)$

Proof. We verify coordinate by coordinate for each $k \in[m]$.

- If $a_{k} \geq 0$ and $b_{k} \geq 0$, then $(\phi(a)-\phi(b))_{k}=a_{k}-b_{k}=(D(a-b))_{k}$.
- If $a_{k}<0$ and $b_{k}<0$, then $(\phi(a)-\phi(b))_{k}=0-0=(D(a-b))_{k}$.
- If $a_{k} \geq 0$ and $b_{k}<0$, then $(\phi(a)-\phi(b))_{k}=a_{k}=\left(a_{k}-b_{k}\right)+\frac{b_{k}}{a_{k}-b_{k}}\left(a_{k}-b_{k}\right)=$ $\left(D(a-b)+D^{\prime \prime}(a-b)\right)_{k}$, if we define $\left(D^{\prime \prime}\right)_{k, k}=\frac{b_{k}}{a_{k}-b_{k}} \in[-1,0]$.
- If $a_{k}<0$ and $b_{k} \geq 0$, then $(\phi(a)-\phi(b))_{k}=-b_{k}=0 \cdot\left(a_{k}-b_{k}\right)-\frac{b_{k}}{b_{k}-a_{k}}\left(a_{k}-b_{k}\right)=$ $\left(D(a-b)+D^{\prime \prime}(a-b)\right)_{k}$, if we define $\left(D^{\prime \prime}\right)_{k, k}=\frac{b_{k}}{b_{k}-b_{a}} \in[0,1]$.


### 6.17 Convergence Rate of Gradient Descent (Theorem 6.17.1)

Theorem 6.17.1 (gradient descent, restated). There exists some absolute constant $C>1$ such that the following holds. Let $\rho=n L d \log m, \epsilon \in(0,1], \varrho=n L d \delta^{-1} \log (m / \epsilon)$, and $\eta \stackrel{\text { def }}{=} \frac{\delta}{\rho^{44} m}$. Suppose $m \geq C \varrho^{C}$, and $W^{(0)}, A, B$ be at random initialization. Then, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W^{(0)}, A, B$, suppose we start at $W^{(0)}$ and for each $t=0,1, \ldots, T-1$,

$$
W^{(t+1)}=W^{(t)}-\eta \nabla f\left(W^{(t)}\right)
$$

Then, it satisfies

$$
f\left(W^{(T)}\right) \leq \epsilon \quad \text { for all } \quad T \in\left[\frac{\rho^{59}}{\delta^{2}} \log \frac{1}{\epsilon}, \frac{\rho^{59} \varrho^{28}}{\delta^{2}} \log \frac{1}{\epsilon}\right] .
$$

In other words, the training loss of the recurrent neural network drops to $\epsilon$ in a linear convergence speed.

To present the simplest possible result, we have not tried to tighten the polynomial dependency with respect to $n, d$ and $L$. We only tightened the dependency with respect to $\delta$ and $\epsilon$. In fact, a more involved analysis can also get ride of the $\log (1 / \epsilon)$ dependency in $m$ [AZLS19].

Proof of Theorem 6.17.1. Using Lemma 6.11.1 and the randomness of $B$, it is easy to show that $\left\|B h_{i, \ell}-y_{i, \ell}^{*}\right\|^{2} \leq O\left(\rho^{2} L^{2}\right)$ with at least $1-e^{-\Omega\left(\rho^{2}\right)}$ (where $h_{i, \ell}$ is defined with respect to $\left.W^{(0)}\right)$, and therefore

$$
f\left(W^{(0)}\right) \leq O\left(n \rho^{2} L^{3}\right)
$$

In the rest of the proof, we first assume that for every $t=0,1, \ldots, T-1$, the following holds

$$
\begin{equation*}
\left\|W^{(t)}-W^{(0)}\right\|_{F} \leq \frac{\tau_{0}}{\sqrt{m}} \stackrel{\text { def }}{=} \frac{\varrho^{50}}{\sqrt{m}} \tag{6.68}
\end{equation*}
$$

We shall prove the convergence of gradient descent assuming (6.68), so that previous statements such as Theorem 6.16.1 and Theorem 6.15.2 can be applied. At the end of the proof, we shall verify that (6.68) is satisfied throughout the gradient descent process.

For each $t=0,1, \ldots, T-1$, we let $\left\{\operatorname{loss}_{i, \ell}^{(t)}\right\}_{i, \ell}$ denote the loss vectors with respect to the current point $W^{(t)}$. We denote by $\left(i^{*}, \ell^{*}\right)=\operatorname{argmax}_{i, \ell}\left\{\left\|\operatorname{loss}_{i, \ell}^{(t)}\right\|_{2}\right\}$ and $\nabla_{t}=\nabla f\left(W^{(t)}\right)$.

We calculate that

$$
\begin{aligned}
f\left(W^{(t+1)}\right) & \stackrel{(1)}{\leq} f\left(W^{(t)}\right)-\eta\left\|\nabla_{t}\right\|_{F}^{2}+O\left(\rho^{11} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2} \cdot \eta\left\|\nabla_{t}\right\|_{2}+O\left(L^{18} n m \eta^{2}\right)\left\|\nabla_{t}\right\|_{2}^{2} \\
& \stackrel{(2)}{\leq} f\left(W^{(t)}\right)-\eta\left\|\nabla_{t}\right\|_{F}^{2}+O\left(\rho^{30} \eta^{2} m^{2}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2}^{2} \\
& \stackrel{\circledR}{\leq} f\left(W^{(t)}\right)-\left(\Omega\left(\frac{\eta \delta}{\rho^{14}} m\right)-O\left(\rho^{30} \eta^{2} m^{2}\right)\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2}^{2} \\
& \stackrel{\oplus}{\leq} f\left(W^{(t)}\right)-\Omega\left(\frac{\eta \delta}{\rho^{14}} m\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2}^{2} \\
& \stackrel{\text { © }}{\leq}\left(1-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right)\right) f\left(W^{(t)}\right)
\end{aligned}
$$

Above, (1) uses Theorem 6.16.1; (2) uses Theorem 6.15.2 (which gives $\left\|\nabla_{t}\right\|_{2} \leq\left\|\nabla_{t}\right\|_{F} \leq$ $\left.O\left(\rho^{6} \sqrt{m}\right) \times\left\|\operatorname{loss}_{i^{*},,^{*}}^{(t)}\right\|\right)$, and our choices of $\tau_{0}$ and $m$; (3) uses Theorem 6.15.2; (4) uses our choice of $\eta$; and (5) uses $f\left(W^{(t)}\right) \leq n L\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|^{2}$. In other words, after $T=\Omega\left(\frac{\rho^{15}}{\eta \delta m}\right) \log \frac{n L^{2}}{\epsilon}$ iterations we have $f\left(W^{(T)}\right) \leq \epsilon$.

We need to verify for each $t,\left\|W^{(t)}-W^{(0)}\right\|_{F}$ is small so that (6.68) holds. By Theorem 6.15.2,

$$
\begin{aligned}
\left\|W^{(t)}-W^{(0)}\right\|_{F} \leq \sum_{i=0}^{t-1}\left\|\eta \nabla f\left(W^{(i)}\right)\right\|_{F} \leq O\left(\eta \rho^{6} \sqrt{m}\right) \cdot \sum_{i=0}^{t-1} \sqrt{f\left(W^{(i)}\right)} & \leq O\left(\eta \rho^{6} \sqrt{m}\right) \cdot O\left(T \cdot \sqrt{n \rho^{2} L^{3}}\right) \\
& \leq \eta T \cdot O\left(\rho^{8.5} \sqrt{m}\right) \leq \frac{\varrho^{50}}{\sqrt{m}}
\end{aligned}
$$

where the last step follows by our choice of $T$.

### 6.18 Convergence Rate of Stochastic Gradient Descent (Theorem 6.18.1)

Theorem 6.18.1 (stochastic gradient descent, stated). There exists some absolute constant $C>1$ such that the following holds. Let $\rho=n L d \log m, \epsilon \in(0,1], \varrho=n L d \delta^{-1} \log (m / \epsilon)$, and $\eta \stackrel{\text { def }}{=} \frac{\delta}{\rho^{42} m}$. Suppose $m \geq C \varrho^{C}$, and $W^{(0)}, A, B$ be at random initialization. Then, with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $W^{(0)}, A, B$, suppose we start at $W^{(0)}$ and for each $t=0,1, \ldots, T-1$,

$$
W^{(t+1)}=W^{(t)}-\eta \cdot \frac{n}{\left|S_{t}\right|} \sum_{i \in S_{t}} \nabla f\left(W^{(t)}\right) \quad \text { (for a random subset } S_{t} \subseteq[n] \text { of fixed cardinality.) }
$$

Then, it satisfies with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$ over the randomness of $S_{1}, \ldots, S_{T}$ :

$$
f\left(W^{(T)}\right) \leq \epsilon \quad \text { for all } \quad T \in\left[\frac{\rho^{57}}{\delta^{2}} \log \frac{1}{\epsilon}, \frac{\rho^{57} \varrho^{28}}{\delta^{2}} \log \frac{1}{\epsilon}\right] .
$$

(To present the simplest possible result, we have not tried to tighten the polynomial dependency with respect to $n, d$ and $L$. We only tightened the dependency with respect to $\delta$ and $\epsilon$. In fact, a more involved analysis can also get ride of the $\log (1 / \epsilon)$ dependency in $m$.)

Proof of Theorem 6.18.1. The proof is almost identical to that of Theorem 6.17.1. We again have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$

$$
f\left(W^{(0)}\right) \leq O\left(n \rho^{2} L^{3}\right)
$$

Again, we first assume for every $t=0,1, \ldots, T-1$, the following holds

$$
\begin{equation*}
\left\|W^{(t)}-W^{(0)}\right\|_{F} \leq \frac{\tau_{0}}{\sqrt{m}} \stackrel{\text { def }}{=} \frac{\varrho^{50}}{\sqrt{m}} \tag{6.69}
\end{equation*}
$$

We shall prove the convergence of SGD assuming (6.69), so that previous statements such as Theorem 6.16.1 and Theorem 6.15.2 can be applied. At the end of the proof, we shall verify that (6.69) is satisfied throughout the SGD with high probability.

For each $t=0,1, \ldots, T-1$, using the same notation as Theorem 6.17.1, except that we choose $\nabla_{t}=\frac{n}{\left|S_{t}\right|} \sum_{i \in S_{t}} \nabla f_{i}\left(W^{(t)}\right)$. We have $\mathbb{E}_{S_{t}}\left[\nabla_{t}\right]=\nabla f\left(W^{(t)}\right)$ and therefore

$$
\begin{align*}
& \quad \underset{S_{t}}{\mathbb{E}}\left[f\left(W^{(t+1)}\right)\right] \\
& \stackrel{(1)}{\leq} f\left(W^{(t)}\right)-\eta\left\|\nabla f\left(W^{(t)}\right)\right\|_{F}^{2}+O\left(\rho^{11} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2} \cdot \eta \underset{S_{t}}{\mathbb{E}}\left[\left\|\nabla_{t}\right\|_{2}\right]+O\left(L^{18} n m \eta^{2}\right) \underset{S_{t}}{\underset{E}{E}}\left[\left\|\nabla_{t}\right\|_{2}^{2}\right] \\
& \stackrel{\text { (2) }}{\leq} f\left(W^{(t)}\right)-\eta\left\|\nabla_{t}\right\|_{F}^{2}+O\left(\rho^{30} \eta^{2} m^{2}\right) \cdot\left\|\operatorname{loss}_{i^{*},,^{*}}^{(t)}\right\|_{2}^{2} \\
& \stackrel{\text { ® }}{\leq}\left(1-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right)\right) f\left(W^{(t)}\right) . \tag{6.70}
\end{align*}
$$

Above, (1) uses Theorem 6.16.1 and $\mathbb{E}_{S_{t}}\left[\nabla_{t}\right]=\nabla f\left(W^{(t)}\right)$; (2) uses Theorem 6.15.2 (which gives $\left.\left\|\nabla_{t}\right\|_{2}^{2} \leq \frac{n^{2}}{\left|S_{t}\right|^{2}} \sum_{i \in S_{t}}\left\|\nabla f_{i}\left(W^{(t)}\right)\right\|_{F}^{2} \leq O\left(\rho^{12} m\right) \times\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|^{2}\right)$; (3) is identical to the proof of Theorem 6.17.1.

At the same time, we also have the following absolute value bound:

$$
\begin{align*}
& \quad f\left(W^{(t+1)}\right) \\
& \stackrel{(1)}{\leq} f\left(W^{(t)}\right)+\eta\left\|\nabla f\left(W^{(t)}\right)\right\|_{F} \cdot\left\|\nabla_{t}\right\|_{F}+O\left(\rho^{11} \tau_{0}^{1 / 3} m^{1 / 3}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2} \cdot \eta\left\|\nabla_{t}\right\|_{2}+O\left(L^{18} n m \eta^{2}\right)\left\|\nabla_{t}\right\|_{2}^{2} \\
& \stackrel{(2)}{\leq} f\left(W^{(t)}\right)+O\left(\rho^{12} \eta m+\rho^{30} \eta^{2} m^{2}\right) \cdot\left\|\operatorname{loss}_{i^{*}, \ell^{*}}^{(t)}\right\|_{2}^{2} \\
& \stackrel{\circledR}{\leq}\left(1+O\left(\rho^{12} \eta m\right)\right) f\left(W^{(t)}\right) . \tag{6.71}
\end{align*}
$$

Above, (1) uses Theorem 6.16.1 and Cauchy-Shwartz $\langle A, B\rangle \leq\|A\|_{F}\|B\|_{F}$, and (2) uses Theorem 6.15.2 and the derivation from (6.70).

Next, taking logarithm on both sides of (6.70) and (6.71), and using Jensen's inequality $\mathbb{E}[\log X] \leq \log \mathbb{E}[X]$, we have
$\mathbb{E}\left[\log f\left(W^{(t+1)}\right)\right] \leq \log f\left(W^{(t)}\right)-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right) \quad$ and $\quad \log f\left(W^{(t+1)}\right) \leq \log f\left(W^{(t)}\right)+O\left(\rho^{12} \eta m\right)$

By one-sided Azuma's inequality (a.k.a. martingale concentration), we have with probability at least $1-e^{-\Omega\left(\rho^{2}\right)}$, for every $t=1,2, \ldots, T$ :

$$
\log f\left(W^{(t)}\right)-\mathbb{E}\left[\log f\left(W^{(t)}\right)\right] \leq \sqrt{t} \cdot O\left(\rho^{12} \eta m\right) \cdot \rho
$$

This implies two things.

- On one hand, after $T=\Omega\left(\frac{\rho^{15} \log \left(n L^{2} / \epsilon\right)}{\eta \delta m}\right)$ iterations we have

$$
\begin{aligned}
\log f\left(W^{(T)}\right) & \leq \sqrt{T} \cdot O\left(\rho^{12} \eta m\right) \cdot \rho+\log f\left(W^{(0)}\right)-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right) T \\
& \leq \log f\left(W^{(0)}\right)-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right) T \leq \log O\left(n \rho^{2} L^{3}\right)-\Omega\left(\log \frac{\rho^{5}}{\epsilon}\right) \leq \log \epsilon
\end{aligned}
$$

Therefore, we have $f\left(W^{(T)}\right) \leq \epsilon$.

- On the other hand, for every $t=1,2, \ldots, T$, we have

$$
\begin{aligned}
\log f\left(W^{(t)}\right) & \leq \sqrt{t} \cdot O\left(\rho^{12} \eta m\right) \cdot \rho+\log f\left(W^{(0)}\right)-\Omega\left(\frac{\eta \delta}{\rho^{15}} m\right) t \\
& \stackrel{(1)}{=} \log f\left(W^{(0)}\right)-\left(\sqrt{\frac{\eta \delta m}{\rho^{15}}} \cdot \Omega(\sqrt{t})-\sqrt{\frac{\rho^{15}}{\eta \delta m}} \cdot O\left(\rho^{13} \eta m\right)\right)^{2}+O\left(\frac{\rho^{41} \eta m}{\delta}\right) \\
& \stackrel{(2)}{\leq} \log f\left(W^{(0)}\right)+1
\end{aligned}
$$

where in (1) we have used $2 a \sqrt{t}-b^{2} t=-(b \sqrt{t}-a / b)^{2}+a^{2} / b^{2}$, and in (2) we have used $\eta \leq O\left(\frac{\delta}{\rho^{42} m}\right)$. This implies $f\left(W^{(t)}\right) \leq O\left(n \rho^{2} L^{3}\right)$. We can now verify for each $t$, $\left\|W^{(t)}-W^{(0)}\right\|_{F}$ is small so that (6.69) holds. By Theorem 6.15.2,

$$
\begin{aligned}
\left\|W^{(t)}-W^{(0)}\right\|_{F} \leq \sum_{i=0}^{t-1}\left\|\eta \nabla_{t}\right\|_{F} \leq O\left(\eta \rho^{6} \sqrt{m}\right) \cdot \sum_{i=0}^{t-1} \sqrt{f\left(W^{(i)}\right)} & \leq O\left(\eta \rho^{6} \sqrt{m}\right) \cdot O\left(T \sqrt{n \rho^{2} L^{3}}\right) \\
& \leq \eta T \cdot O\left(\rho^{8.5} \sqrt{m}\right) \leq \frac{\varrho^{50}}{\sqrt{m}}
\end{aligned}
$$

where the last step follows by our choice of $T$.

## Part II

## Matrix Concentrations

## Chapter 7

## Matrix Chernoff Bound on Expander

We prove a Chernoff-type bound for sums of matrix-valued random variables sampled via a random walk on an expander, confirming a conjecture due to Wigderson and Xiao [WX06]. Our proof is based on a new multi-matrix extension of the Golden-Thompson inequality which improves in some ways the inequality in [SBT17] and may be of independent interest, as well as an adaptation of an argument for the scalar case due to Healy [Hea08]. Secondarily, we also provide a generic reduction showing that any concentration inequality for vector-valued martingales implies a concentration inequality for the corresponding expander walk, with a weakening of parameters proportional to the squared mixing time.

### 7.1 Introduction

The Chernoff Bound [Che52] is one of the most widely used probabilistic results in computer science. It states that a sum of independent bounded random variables exhibits subgaussian concentration around its mean. In particular, when the random variables are i.i.d. samples from a fixed distribution, it implies that the empirical mean of $k$ samples is $\epsilon$-close to the true mean with exponentially small deviation probability proportional to $e^{-\Omega\left(k \epsilon^{2}\right)}$.

An important generalization of this bound was achieved by Gillman [Gi198] (with refinements later by [Lez98, Kah97, LP04, WX05, Hea08, Wag08, CLLM12, RR17]), who significantly relaxed the independence assumption to Markov dependence. In particular, suppose $G$ is a regular graph with vertex set $V=[n], X: V \rightarrow \mathbb{C}$ is a bounded function, and $v_{1}, \ldots, v_{k}$ is a stationary random walk ${ }^{1}$ of length $k$ on $G$. Then, even though the random variables $X\left(v_{i}\right)$ are in not independent (except when $G$ is the complete graph with self loops), it is shown that:

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\frac{1}{k} \sum_{i=1}^{k} X\left(v_{i}\right)-\mathbb{E}[X]\right|>\epsilon\right] \leq 2 \cdot \exp \left(-\Omega\left((1-\lambda) k \epsilon^{2}\right)\right) \tag{7.1}
\end{equation*}
$$

where $1-\lambda$ is the spectral gap of the transition matrix of the random walk. The gain here is that sampling a stationary random walk of length $k$ on a constant degree graph with constant spectral gap requires $\log (n)+O(k)$ random bits, which is much less than the $k \log (n)$ bits required to produce $k$ independent samples. Since such graphs can be explicitly constructed, this leads to a generic "derandomization" of the Chernoff bound, which has

[^47]had several important applications (see [WX05] for a detailed discussion). In particular, it leads to the following randomness efficient sampler for scalar-valued functions ([Gil98]) using known strongly explicit constructions of expander graphs [RVW00, LPS88]:

Theorem 7.1.1 ([Gil98]). For any $\epsilon>0$ and $k \geq 1$, there is a poly $(r)$-time computable sampler $\sigma:\{0,1\}^{r} \rightarrow[n]^{k}$, where $r=\log (n)+O(k)$ s.t. for all functions $f:[n] \rightarrow[-1,1]$ satisfying $\mathbb{E} f=0$, we have that

$$
\operatorname{Pr}_{w \in R\{0,1\}^{r}}\left[\left|\frac{1}{k} \sum_{i=1}^{k} f\left(\sigma(w)_{i}\right)\right| \geq \epsilon\right] \leq 2 \exp \left(-\Omega\left(\epsilon^{2} k\right)\right) .
$$

In many applications of interest $k$ is about $\log (n)$, and going from $O\left(\log ^{2}(n)\right)$ to $O(\log (n))$ random bits leads to a complete derandomization by cycling over all seeds $w \in$ $\{0,1\}^{r}$.

A different generalization of the Chernoff bound appeared in the works of Rudelson [Rud99], Ahlswede-Winter [AW02], and Tropp [Tro12], who showed that a similar concentration phenomenon is true for matrix-valued random variables. In particular, if $X_{1}, \ldots, X_{k}$ are independent $d \times d$ complex Hermitian random matrices with $\left\|X_{i}\right\| \leq 1$, then the following is true:

$$
\begin{equation*}
\operatorname{Pr}\left[\left\|\frac{1}{k} \sum_{i=1}^{k} X_{i}-\mathbb{E}[X]\right\|>\epsilon\right] \leq 2 d \cdot \exp \left(-\Omega\left(k \epsilon^{2}\right)\right) \tag{7.2}
\end{equation*}
$$

The only difference between this and the usual Chernoff bound is the factor of $d$ in front of the deviation probability; to see that it is necessary, notice that the diagonal case simply corresponds to a direct sum of $d$ arbitrarily correlated instances of the scalar Chernoff bound, so by the union bound the probability should be $d$ times as large in the worst case. This so called "Matrix Chernoff Bound" has seen several applications as well, notably in quantum
information theory, numerical linear algebra, and spectral graph theory; the reader may consult e.g. the book [Tro15] for many examples.

We present two different extensions of the above results in this chapter.

### 7.1.1 A Matrix Expander Chernoff Bound

It is natural to wonder whether there is a common generalization of (7.1) and (7.2), i.e., a "Matrix Expander Chernoff Bound". Such a result was conjectured by Wigderson and Xiao in [WX06] — in fact, [WX05] contained a proof of it, but the authors later discovered a gap in the proof. In this chapter, we prove the Wigderson and Xiao conjecture, namely:

Theorem 7.1.2. Let $G=(V, E)$ be a regular undirected graph whose transition matrix has second eigenvalue $\lambda$, and let $f: V \rightarrow \mathbb{C}^{d \times d}$ be a function such that:

1. For each $v \in V, f(v)$ is Hermitian and $\|f(v)\| \leq 1$.
2. $\sum_{v \in V} f(v)=0$.

Then, for a stationary random walk $v_{1}, \ldots, v_{k}$ with $\epsilon \in(0,1)$ we have:

$$
\begin{aligned}
& \operatorname{Pr}\left[\lambda_{\max }\left(\frac{1}{k} \sum_{j=1}^{k} f\left(v_{j}\right)\right) \geq \epsilon\right] \leq d \cdot \exp \left(-\Omega\left(\epsilon^{2}(1-\lambda) k\right)\right), \\
& \operatorname{Pr}\left[\lambda_{\min }\left(\frac{1}{k} \sum_{j=1}^{k} f\left(v_{j}\right)\right) \leq-\epsilon\right] \leq d \cdot \exp \left(-\Omega\left(\epsilon^{2}(1-\lambda) k\right)\right) .
\end{aligned}
$$

This theorem adds to the amazingly long list of pseudorandom properties of expander graphs. By applying the theorem with a strongly explicit bounded degree expander, one obtains the following randomness-efficient sampler for matrix-calued functions conjectured in [WX06].

Theorem 7.1.3. For any $\epsilon>0, k \geq 1$ and $d \geq 1$, there is a poly $(r)$-time computable sampler $\sigma:\{0,1\}^{r} \rightarrow[n]^{k}$, where $r=\log (n)+O(k)$ s.t. for all functions $f:[n] \rightarrow \mathbb{C}^{d \times d}$ satisfying $\mathbb{E} f=0$ and for each $v \in[n], f(v)$ is Hermitian and $\|f(v)\| \leq 1$, we have that

$$
\operatorname{Pr}_{w \in_{R}\{0,1\}^{r}}\left[\left\|\frac{1}{k} \sum_{i=1}^{k} f\left(\sigma(w)_{i}\right)\right\| \geq \epsilon\right] \leq 2 d \exp \left(-\Omega\left(-\epsilon^{2} k\right)\right) .
$$

We remark that while the derandomization applications studied in [WX05] were later recovered in [WX08] using the method of pessimistic estimators, that method requires additional assumptions to be efficiently implementable (specifically, computability of the matrix moment generating function, which is problem-dependent) and therefore does not constitute a truly black box derandomization of the matrix Chernoff bound, whereas Theorem 7.1.3 does. Given the increasing ubiquity of applications of this bound, we therefore suspect that it will find further applications in the study of derandomization and expander graphs, beyond the ones mentioned in [WX05].

## Techniques

To describe the ideas that go into the proof of Theorem 7.1.2, let us begin by recalling how the usual scalar Chernoff bound is proved, in the case when the random variables have mean zero. The key observation is that if $X_{1}, \ldots, X_{k}$ are independent random variables, then the moment generating function of the sum is equal to the product of the moment generating functions:

$$
\mathbb{E}\left[\exp \left(t \sum_{i=1}^{k} X_{i}\right)\right]=\prod_{i=1}^{k} \mathbb{E}\left[\exp \left(t X_{i}\right)\right] .
$$

This is no longer true in case where the $X_{i}$ come from a random walk, but we still have the algebraic fact that

$$
\begin{equation*}
\exp \left(t \sum_{i=1}^{k} X_{i}\right)=\prod_{i=1}^{k} \exp \left(t X_{i}\right) \tag{7.3}
\end{equation*}
$$

which allows one to decompose the sum as a product. The latter allows one to consider the steps of the random walk separately and analyze the change in the expectation inductively.

The analogue of the moment generating function in the matrix setting is

$$
\mathbb{E}\left[\operatorname{tr}\left[\exp \left(t \sum_{i=1}^{k} X_{i}\right)\right]\right]
$$

and the main difficulty is that (7.3) no longer holds if the matrices $X_{i}$ do not commute. A substitute for this fact is given by the Golden-Thompson inequality [Gol65, Tho65], which states that for any Hermitian $A, B$ :

$$
\begin{equation*}
\operatorname{tr}[\exp (A+B)] \leq \operatorname{tr}[\exp (A) \exp (B)] \tag{7.4}
\end{equation*}
$$

The latter expression may further be bounded by $\|\exp (A)\| \operatorname{tr}[\exp (B)]$, and this is sufficient to prove (7.2) in the independent case as is done in [AW02], where an inductive application of it yields

$$
\mathbb{E}\left[\operatorname{tr}\left[\exp \left(t \sum_{i=1}^{k} X_{i}\right)\right]\right] \leq \operatorname{tr}[I] \cdot \prod_{i=1}^{k}\left\|\mathbb{E}\left[\exp \left(t X_{i}\right)\right]\right\|
$$

However, this approach is too crude to handle the Markov case, roughly because in the absence of inependence, passing to the norm makes it difficult to utilize the fact that the expectation of each $X_{i}$ is zero.

The original proof of Wigderson-Xiao was based on the following plausible multimatrix generalization of (7.4):

$$
\operatorname{tr}\left[\exp \left(\sum_{i=1}^{k} A_{i}\right)\right] \leq \operatorname{tr}\left[\prod_{i=1}^{k} \exp \left(A_{i}\right)\right],
$$

which turns out to be false for $k>2$. To see why, observe that the left hand side is always nonnegative, whereas the right hand side can be the trace of a product of any three positive semidefinite matrices, which can be negative (and this is not the case for two matrices). This led to a fatal gap in their proof.

The main ingredient in our proof is a new multi-matrix generalization of (7.4), which is inspired by the following statement that was recently proven in [SBT17] (see also [HKT16]).

Theorem 7.1.4 (Corollary 3.3 in [SBT17]). Let $H_{1}, \ldots, H_{k} \in \mathbb{C}^{d \times d}$ be Hermitian matrices. Then
$\log \left[\operatorname{tr}\left(\exp \left(\sum_{j=1}^{k} H_{j}\right)\right)\right] \leq \int_{-\infty}^{\infty} \log \left[\operatorname{tr}\left(\prod_{j=1}^{k} \exp \left(\frac{H_{j}(1+\mathbf{i} b)}{2}\right) \prod_{j=k}^{1} \exp \left(\frac{H_{j}(1-\mathbf{i} b)}{2}\right)\right)\right] \mathrm{d} \mu(b)$
where $\mu$ is some probability distribution on $(-\infty, \infty)$.

The above inequality successfully relates the matrix exponential of a sum to a product of matrix exponential, but is not adequate for proving an optimal Chernoff bound. The reason is that all known arguments require a Taylor expansion, and Theorem 7.1.4 involves integration over an unbounded region (this region can be truncated, but this introduces a loss which leads to a suboptimal bound). To remedy this, we prove a new multi-matrix Golden-Thompson inequality, which only involves integration over a bounded region instead of a line.

Theorem 7.1.5 (Bounded Multi-matrix Golden-Thompson inequality). Let $H_{1}, \ldots, H_{k} \in$ $\mathbb{C}^{d \times d}$ be Hermitian matrices. Then

$$
\log \left(\operatorname{tr}\left[\exp \left(\sum_{j=1}^{k} H_{j}\right)\right]\right) \leq \frac{4}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \log \left(\operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} H_{j}\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathrm{i} \phi}}{2} H_{j}\right)\right]\right) \mathrm{d} \mu(\phi)
$$

where $\mu$ is some probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$.

We present the proof in Section 7.3. Theorem 7.1.5 is likely to be of independent interest and could have further applications, e.g. in quantum information theory. We draw attention to the following notable features of the above two theorems:
(a) Since $\exp (H(1+\mathbf{i} b))=\exp (H(1-\mathbf{i} b))^{*}$ and $\exp \left(\frac{e^{\mathbf{i} \phi}}{2} H_{j}\right)=\exp \left(\frac{e^{-\mathbf{i} \phi}}{2} H_{j}\right)^{*}$ for Hermitian $H$, the right hand always considers the trace of a matrix times its adjoint, which is always positive semidefinite, ruling out the bad example described above.
(b) They are average case inequalities, where the averaging is done over specific distributions. We remark that the first inequality is known to be false in the worst case (i.e., with $b=0$ and with other small values of $b$; see [SBT17] for a discussion).

The main point is that Theorem 7.1.5 allows one to relate the exponential of a sum of matrices to a (two-sided) product of bounded $d \times d$ matrices and their adjoints. In order to prove Theorem 7.1.2, we rewrite this as a one-sided matrix product of $d^{2} \times d^{2}$ matrices acting on $\mathbb{C}^{d \times d}$, by encoding left and right multiplication on this space via a tensor product. However, these matrices are no longer Hermitian (or even normal), so it is difficult to analyze the moment generating function of their product over the random walk using the perturbation-theoretic approach of [WX05]. We surmount this difficulty by employing a
variant of the more robust linear algebraic proof technique of Healy [Hea08]. The proof of Theorem 7.1.2 is presented in Section 7.4.

### 7.1.2 Martingale Approximation of Expander Walks

While Theorem 7.1.2 provides a satisfactory generalization of the expander Chernoff bound to the case when one is interested in the spectral norm of a matrix-valued function on $V$, one could ask what happens for other matrix norms (such as Schatten norms), or even more generally, for functions taking values in an arbitrary Banach space. Our second contribution is a generic reduction from this problem, of proving concentration for random variables sampled using a Markov chain, to the much more well-studied problem (see e.g. [CL06]) of concentration for sums of martingale random variables. We remark that the technique used in the proof of Theorem 7.1.6 is not new, and was introduced in a slightly different context in the paper [NPSS06].

Theorem 7.1.6. Suppose $G=(V, E)$ is a regular graph whose transition matrix has second eigenvalue $\lambda$ and $f: V \rightarrow \mathbb{R}^{N}$ is a vector-valued function satisfying $\sum_{v \in V} f(v)=0$ with $F:=\sqrt{\sum_{v \in V}\|f(v)\|_{2}^{2}}$, where $\|\cdot\|_{2}$ denotes the Frobenius norm. If $v_{1}, \ldots, v_{k}$ is a stationary random walk on $G$, then for every $\epsilon>0$, there is a martingale difference sequence $Z_{1}, \ldots, Z_{k}$ with respect to the filtration generated by initial segments of $v_{1}, \ldots, v_{k}$ such that

$$
\frac{1}{k} \sum_{i=1}^{k} f\left(v_{i}\right)=W+\frac{1}{k} \sum_{i=1}^{k} Z_{i}
$$

where

1. $W$ is a random vector satisfying $\|W\|_{2} \leq \epsilon$.
2. Each term $Z_{i}$ satisfies

$$
\left\|Z_{i}\right\|_{*} \leq \frac{2 \log (F / \epsilon)}{1-\lambda} \cdot \max _{v \in V}\|f(v)\|_{*}
$$

for every norm $\|\cdot\|_{*}$.

Thus, the empirical sums of any bounded (in any norm) function on a graph are well-approximated by a martingale whose increments are also bounded, with a loss in the bound depending on the $\ell_{2}$ norm $F$ of the function and the spectral gap of the graph. Since $F$ will typically scale with the number of vertices, the ratio above is typically comparable to the mixing time.

To see the theorem in action, consider the case when $f(v)$ is matrix-valued in $d \times d$ Hermitian matrices and $\|\cdot\|_{*}$ is the operator norm. If $\|f(v)\| \leq 1$ then we have the bound

$$
F^{2}=\sum_{v \in V}\|f(v)\|_{F}^{2} \leq d n
$$

Suppose we are interested in obtaining an estimate on the probability:

$$
\begin{equation*}
\operatorname{Pr}\left[\left\|\frac{1}{k} \sum_{v \in V} f(v)\right\|>\epsilon\right] . \tag{7.5}
\end{equation*}
$$

Applying Theorem 7.1.6 with parameter $\epsilon / 2$ and noting that $\|W\| \leq\|W\|_{F}$, we have that (7.5) is at most

$$
\operatorname{Pr}\left[\left\|\frac{1}{k} \sum_{i=1}^{k} Z_{i}\right\|>\epsilon / 2\right],
$$

where $Z_{i}$ is a martingale with bound

$$
\left\|Z_{i}\right\| \leq \frac{\log (n d / \epsilon)}{1-\lambda}
$$

We now appeal to the existing martingale generalization of (7.2) (see e.g. [Tro12]) and find that this probability is at most

$$
2 d \cdot \exp \left(-\Omega\left(\frac{k \epsilon^{2}(1-\lambda)^{2}}{\log ^{2}(n d)}\right)\right)
$$

While this theorem is much weaker than the previous one in terms of parameters (depending on the square of the mixing time rather than on the spectral gap), it shows qualitatively that concentration for Markov chains is a generic phenomenon rather than something specific to matrices. It also allows one to instantly import the wealth of results regarding concentration for martingales in various Banach spaces (see e.g., [LT13]) to the random walk setting, albeit with suboptimal parameters. The simple proof of Theorem 7.1.6 is presented in Section 7.5.

### 7.2 Preliminaries

For an $n \in \mathbb{N}_{+}$, let $[n]$ denote the set $\{1,2, \cdots, n\}$. Let $\mathbf{i}$ denote $\sqrt{-1}$. For $z=a+\mathbf{i} b$, where $a, b \in \mathbb{R}$, we define the complex conjugate of $z$ to be $\bar{z}=a-\mathbf{i} b$ and $|z|=\sqrt{a^{2}+b^{2}}$. Then $|z|^{2}=z \bar{z}$. We define real part $\operatorname{Re}(z)=a$ and imaginary part $\operatorname{Im}(\mathrm{z})=b$. Then $\operatorname{Re}(z)=\frac{z+\bar{z}}{2}$ and $\operatorname{Im}(z)=\frac{z-\bar{z}}{2 \mathbf{i}}$.

We will be working with $D$-regular undirected graphs $G=(V, E)$. The number of vertices of the graph, $V$ will be denoted by $n$. $A$ will denote the adjacency matrix of the graph and $P=A / D$ will denote its normalized adjacency matrix. A regular graph $G$ will be called a $\lambda$-expander $(0<\lambda<1)$ if $\|P x\| \leq \lambda \cdot\|x\|$ for all vectors $x \in \mathbb{C}^{n}$ s.t. $\sum_{i=1}^{n} x_{i}=0$.

We will use $e_{i} \in \mathbb{C}^{d}$ to denote the standard basis vector with 1 in $i^{\text {th }}$ position and 0 everywhere else.

### 7.2.1 Linear Algebra

Matrices and Norms. For matrix $A$, we use $A^{\top}$ to denote the transpose of $A$, we use $\bar{A}$ to denote the entry-wise complex conjugate of $A$. For square matrix $A \in \mathbb{C}^{n \times n}$, we use $A^{*}$ to denote the conjugate transpose of matrix $A$. It is obvious that $A^{*}=\bar{A}^{\top}=\overline{A^{\top}}$. We say a complex square matrix $A$ is Hermitian, if $A=A^{*}$, unitary if $A A^{*}=A^{*} A=I$, and positive-semidefinite (psd) if $A=A^{*}$ and $x^{*} A x \geq 0$ for all $x \in \mathbb{C}^{n}$. We use $\succeq, \preceq$ to denote the semidefinite ordering, e.g. $A \succeq 0$ means that $A$ is psd.

For $p \in[1, \infty)$, define the Schatten $p$-norm of $A$ as

$$
\|A\|_{p}=\left(\sum_{n \geq 1} s_{n}^{p}(A)\right)^{1 / p}
$$

for $s_{1}(A) \geq s_{2}(A) \geq \cdots \geq s_{n}(A) \geq \cdots \geq 0$ the singular values of $A$, i.e., the eigenvalues of the Hermitian matrix $|A|=\sqrt{\left(A^{*} A\right)}$. Then $\|A\|_{p}^{p}=\operatorname{tr}\left[|T|^{p}\right]$.

For matrix $A \in \mathbb{C}^{n \times n}$, we define $\|A\|$ to be the spectral norm of $A$, i.e.,

$$
\|A\|=\max _{\|x\|_{2}=1, x \in \mathbb{C}^{n}} x^{*} A x
$$

Tensor Products. Given two vectors $v \in \mathbb{C}^{d_{1}}$ and $w \in \mathbb{C}^{d_{2}}$, their tensor product $v \otimes w \in$ $\mathbb{C}^{d_{1} d_{2}}$ is the vector whose $(i, j)^{\text {th }}$ entry is $v(i) w(j)$ (for concreteness, assume the entries are in lexicographic order). Given two matrices $A_{1} \in \mathbb{C}^{d_{1} \times d_{1}}$ and $A_{2} \in \mathbb{C}^{d_{2} \times d_{2}}$, their tensor product $A_{1} \otimes A_{2} \in \mathbb{C}^{d_{1} d_{2} \times d_{1} d_{2}}$ is the matrix whose $((i, k),(j, l))^{\text {th }}$ entry is $A_{1}(i, j) A_{2}(k, l)$. It is easy to see that

$$
(A \otimes B)(v \otimes w)=A v \otimes B w
$$

and

$$
(A \otimes B)(C \otimes D)=A B \otimes C D
$$

For a matrix $X \in \mathbb{C}^{d \times d}, \operatorname{vec}(X) \in \mathbb{C}^{d^{2}}$ will denote the vectorized version of the matrix $X$. That is

$$
\operatorname{vec}(X)=\sum_{i, j=1}^{d} X(i, j) e_{i} \otimes e_{j}
$$

We have the following relationship between matrix multiplication and the tensor product:

$$
\operatorname{vec}(A X B)=\left(A \otimes B^{\top}\right) \operatorname{vec}(X)
$$

Exponential and Logarithm. All logarithms will be taken with the base $e$, and $\exp (x)$ will denote $e^{x}$. The matrix exponential of a complex matrix $A \in \mathbb{C}^{d \times d}$ is defined by the

Taylor expansion:

$$
\exp (A)=\sum_{j=0}^{\infty} \frac{A^{j}}{j!}
$$

which converges for all matrices $A$. We will use the fact that

$$
\exp (A) \otimes \exp (B)=\exp (A \otimes I+I \otimes B)
$$

which may be checked by expanding both sides and comparing terms.
The matrix logarithm of a positive definite matrix $A=U D U^{*}$ with $D$ diagonal and positive is defined by

$$
\log (A):=U \log (D) U^{*}
$$

where the logarithm of $D$ is taken entrywise. For such matrices we have

$$
\log (\exp (A))=\exp (\log (A))=A
$$

For positive definite $A$ and complex $z$, we define $A^{z}:=\exp (z \log (A))$.

Polar Decomposition. The polar decomposition of a square complex matrix $A$ is a matrix decomposition of the form

$$
A=U V
$$

where $U$ is a unitary matrix and $V$ is a psd matrix. The polar decomposition separates matrix $A$ into a component that stretches the space along a set of orthogonal axes, represented by $V$, and a rotation (with possible reflection) represented by $U$. The decomposition of the complex conjugate of matrix $A$ can written as

$$
\bar{A}=\overline{U V}
$$

The decomposition of the conjugate transpose of matrix $A$ can be written as

$$
A^{*}=V^{*} U^{*}
$$

The following simple proposition will be useful in our proofs.

Proposition 7.2.1. Let $A$ and $B$ be Hermitian psd matrices. Then

$$
\operatorname{tr}[A B] \leq\|A\| \cdot \operatorname{tr}[B]
$$

Proof. Let $B=\sum_{j=1}^{n} \sigma_{j} v_{j} v_{j}^{\dagger}$ be the eigenvalue decomposition of $B$. Then

$$
\begin{aligned}
\operatorname{tr}[A B] & =\sum_{j=1}^{n} \sigma_{j} \operatorname{tr}\left[A v_{j} v_{j}^{\dagger}\right] \\
& =\sum_{j=1}^{n} \sigma_{j} v_{j}^{\dagger} A v_{j} \\
& \leq \sum_{j=1}^{n} \sigma_{j} \cdot\|A\| \\
& =\|A\| \cdot \operatorname{tr}[B] .
\end{aligned}
$$

### 7.2.2 Complex analysis

A function $f: U \rightarrow \mathbb{C}$ on a domain $U \subseteq \mathbb{C}$ is holomorphic if it has a complex derivative in a neighborhood of every point $z \in U$. The existence of a complex derivative in a neighborhood is a very strong condition, for it implies that any holomorphic function is actually infinitely differentiable and equal to its own Taylor series (i.e., analytic) at every point in $U$. A biholomorphic function is a bijective holomorphic function whose inverse is
also holomorphic. It follows from the definition that sums, products, and compositions of holomorphic functions are holomorphic. We will also talk about matrix-valued holomorphic functions $f: U \rightarrow \mathbb{C}^{d \times d}$, which just means that every entry is holomorphic.

The main property that we will use is that the value of a holomorphic function at a point $z \in U$ can be related to values that it takes on the boundary of $U$, in the following way. A function $f: U \rightarrow \mathbb{R} \cup\{-\infty\}$ is called subharmonic if it is upper semicontinuous and

$$
f(z) \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(z+r e^{i \theta}\right) d \theta
$$

for all $z \in U$ and $r>0$ such that the closed disk $D(z, r)$ is contained in $U$, and all of the above integrals converge.

We will make frequent use of the following standard fact.

Proposition 7.2.2. If $f$ is analytic on a domain $U \subset \mathbb{C}$ then $\log |f(z)|$ is subharmonic on $U$.

Our main tool will be the Poisson Integral Formula for subharmonic functions.

Lemma 7.2.3 (Poisson integral formula on unit disk [Gao08, Eq 1.3.35]). For any subharmonic function $U$ defined on the unit disk $\{z \in \mathbb{C}:|z| \leq 1\}$, we have that

$$
U(z) \leq \frac{1}{2 \pi} \int_{-\pi}^{\pi} U\left(e^{\mathbf{i} \varphi}\right) \frac{1-|z|^{2}}{\left|e^{\mathbf{i} \varphi}-z\right|^{2}} \mathrm{~d} \varphi, \quad \forall|z|<1
$$

### 7.3 New Golden-Thompson inequality

We begin by giving an outline of the proof of Theorem 7.1.5. The proof of Theorem 7.1.4 in [SBT17] relies on the multivariate Lie-Trotter product formula (e.g. see [Bha97]), which states that:

$$
\exp \left(\sum_{j=1}^{k} L_{j}\right)=\lim _{\theta \rightarrow 0^{+}}\left(\prod_{j=1}^{k} \exp \left(\theta L_{j}\right)\right)^{\frac{1}{\theta}}
$$

For Hermitian $L_{j}$, a judicious application of the above allows one to rewrite the trace of the exponential as a limit of Schatten norms:

$$
\log \left(\operatorname{tr}\left[\exp \left(\sum_{j=1}^{k} L_{j}\right)\right]\right)=\lim _{\theta \rightarrow 0^{+}} \frac{2}{\theta} \log \left\|\prod_{j=1}^{k} \exp \left(\frac{\theta}{2} L_{j}\right)\right\|_{2 / \theta}
$$

Thus, understanding the matrix exponential of a sum is the same as understanding the behavior of a certain norm of the product as $\theta \rightarrow 0$. The idea of [SBT17] is to use complex interpolation, along the lines of the Stein-Hirschman theorem in complex analysis: for every fixed real $\theta$ near zero, find a complex function $F_{\theta}(z)$ that agrees with the right hand side at $z=\theta$ and is holomorphic on the strip $\{0 \leq \Re(z) \leq 1\}$. Since the value of a holomorphic function at any point can be related to an integral of its values on the boundary, this allows one to relate $F_{\theta}(\theta)$ to its integrals on $\{\Re(z)=0\}$ and $\{\Re(z)=1\}$, which are easy to understand. Taking the limit in $\theta$ yields Theorem 7.1.4.

To avoid integration on the whole vertical line $\{1+\mathbf{i} b: b \in \mathbb{R}\}$, we observe that the above strategy only relies on the fact that $\theta$ is enclosed by the two vertical lines $\{\mathbf{i} b: b \in \mathbb{R}\}$ and $\{1+\mathbf{i} b: b \in \mathbb{R}\}$, and we could have used any other region enclosing a neighborhood of real positive $\theta$ near zero, provided we can define the required holomorphic functions $F_{\theta}$. We choose the half-circle (which is easy to work with because the Riemann map to the unit


Figure 7.1: The function $h(z)=-\frac{1+z}{1-z}+\sqrt{\left(\frac{1+z}{1-z}\right)^{2}+1}$ maps the unit disk $\{z \in \mathbb{C}:|z| \leq 1\}$ to the half disk $\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq 0\}$.
disk is explicit) and use it to derive a variant of the Riesz-Thorin theorem (Theorem 7.3.3), from which our new multi-matrix Golden-Thompson inequality follows by mimicking the remainder of the proof of 7.1.4 given in [SBT17].

### 7.3.1 Complex estimate on the half disk

In general, we can upper bound the value of any subharmonic function on a simply connected domain by mapping the domain to the unit disk via Riemann mapping theorem and applying the Poisson integral formula. In this section, we will give such estimate on a unit half disk.

The following lemma follows from the biholomorphic map from unit disk onto the half disk defined in Figure 7.1.

Lemma 7.3.1 (Poisson Integral Formula on the Half-Disk). For any analytic function $F$ on
the half disk $\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq 0\}$, we have that

$$
\begin{equation*}
\log |F(x)| \leq \frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|F \circ h\left(e^{\mathrm{i} \varphi}\right)\right| \frac{1-\rho^{2}}{1-2 \rho \cos (\varphi)+\rho^{2}} \mathrm{~d} \varphi \tag{7.6}
\end{equation*}
$$

for any $0 \leq x \leq 1$ where

$$
h(z)=-\frac{1+z}{1-z}+\sqrt{\left(\frac{1+z}{1-z}\right)^{2}+1} \quad \text { and } \quad \rho=\frac{x^{2}+2 x-1}{x^{2}-2 x-1}
$$

Proof. Note that the function $h(z)$ is a biholomorphic map from the unit disk $\{z \in \mathbb{C}:|z| \leq$ $1\}$ to the half disk $\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq 0\}$. (We provide a proof for completeness, see Lemma 7.6.1 ${ }^{2}$ )

Since $F$ and $h$ are holomorphic, $\log |F \circ h(z)|$ is subharmonic. Therefore, we can apply the Poisson integral formula for subharmonic functions (Lemma 7.2.3) and get

$$
\begin{aligned}
& \log |F \circ h(z)| \\
\leq & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|F \circ h\left(e^{\mathbf{i} \varphi}\right)\right| \frac{1-|z|^{2}}{\left|e^{\mathbf{i} \varphi}-z\right|^{2}} \mathrm{~d} \varphi \\
= & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|F \circ h\left(e^{\mathbf{i} \varphi}\right)\right| \frac{1-\rho^{2}}{1-2 \rho \cos (\theta-\varphi)+\rho^{2}} \mathrm{~d} \varphi
\end{aligned}
$$

for $z=\rho e^{\mathrm{i} \theta}$.
Setting $x=h(z)$, we obtain that

$$
z=\frac{x^{2}+2 x-1}{x^{2}-2 x-1} .
$$

[^48]Therefore, we have that

$$
\theta=0 \text { and } \rho=\frac{x^{2}+2 x-1}{x^{2}-2 x-1} .
$$

This gives the desired result.

The following lemma allows us to conveniently study the behavior of certain analytic functions near zero. The idea is that when $|F(z)|$ is at most 1 on the imaginary axis, $\log |F(\theta)|$ should be close to 0 for small $\theta$, and the value of $\log |F(\theta)| / \theta$ can be upper bounded by a suitable average of the values on the boundary of the half disk.

Lemma 7.3.2. Given any analytic function $F$ on the half disk $\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq$ $0\}$. Suppose that $|F(\mathbf{i} y)| \leq 1$ for all $y \in[-1,1]$. Then, for any $0 \leq \theta \leq 1 / 4$, we have

$$
\log |F(\theta)| \leq\left(\frac{4 \theta}{\pi}+O\left(\theta^{2}\right)\right) \int_{-\pi / 2}^{\pi / 2} \log \left|F\left(e^{\mathbf{i} \phi}\right)\right| \mathrm{d} \mu_{\theta}(\phi)
$$

where $\mu_{\theta}$ is some probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ depending only on $\theta$, and $\mu_{\theta} \rightarrow$ some probability distribution as $\theta \rightarrow 0^{+}$.

Proof. Since $\log |F(\mathbf{i} y)| \leq 0$ for all $y \in[-1,1]$ and since $h\left(e^{\mathbf{i} \varphi}\right)$ is imaginary with modulus at most 1 whenever $|\varphi| \leq \pi / 2$, we can ignore these $\varphi$ in the integral (7.6), namely,

$$
\begin{align*}
& \log |F(x)| \\
\leq & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \log \left|F \circ h\left(e^{\mathbf{i} \varphi}\right)\right| \frac{1-\rho^{2}}{1-2 \rho \cos (\varphi)+\rho^{2}} \mathrm{~d} \varphi \\
\leq & \frac{1}{2 \pi} \int_{\pi / 2 \leq|\varphi| \leq \pi} \log \left|F \circ h\left(e^{\mathbf{i} \varphi}\right)\right| \frac{1-\rho^{2}}{1-2 \rho \cos (\varphi)+\rho^{2}} \mathrm{~d} \varphi . \tag{7.7}
\end{align*}
$$

To bound the right hand side, for $\pi / 2 \leq|\varphi| \leq \pi$ and $0 \leq \rho \leq 1$, we can prove the following statement using elementary calculations (see Lemma 7.6.4),

$$
\frac{1-\rho^{2}}{1-2 \rho \cos (\varphi)+\rho^{2}}=\frac{1-\rho}{1-\cos (\varphi)} \pm O(1-\rho)^{2} .
$$

Note that $\rho=\frac{\theta^{2}+2 \theta-1}{\theta^{2}-2 \theta-1} \geq 1-4 \theta$ for all $0 \leq \theta \leq 1 / 4$. Therefore, we have that $0 \leq \rho \leq 1$ and

$$
\frac{1-\rho^{2}}{1-2 \rho \cos (\varphi)+\rho^{2}} \leq \frac{4 \theta}{1-\cos (\varphi)}+O\left(\theta^{2}\right)
$$

Putting this inequality into (7.7), we have that

$$
\begin{aligned}
& \log |F(x)| \\
\leq & \frac{1}{2 \pi} \int_{\pi / 2 \leq|\varphi| \leq \pi}\left(\frac{4 \theta}{1-\cos (\varphi)}+O\left(\theta^{2}\right)\right) \log \left|F \circ h\left(e^{\mathrm{i} \varphi}\right)\right| \mathrm{d} \varphi .
\end{aligned}
$$

We now observe that

$$
\begin{aligned}
& \int_{\pi / 2 \leq|\varphi| \leq \pi} \frac{1}{1-\cos (\varphi)} \mathrm{d} \varphi \\
= & \int_{-\pi}^{-\pi / 2} \frac{1}{1-\cos (\varphi)} \mathrm{d} \varphi+\int_{\pi / 2}^{\pi} \frac{1}{1-\cos (\varphi)} \mathrm{d} \varphi \\
= & 2 .
\end{aligned}
$$

Note that $h$ maps $e^{\mathrm{i} \varphi}$ for $\pi / 2 \leq|\varphi| \leq \pi$ to the boundary of the half disk $([-\pi / 2, \pi / 2])$, and let $\mu_{\theta}$ be some probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ depending only on $\theta$. Then we can have

$$
\log |F(\theta)| \leq\left(\frac{4 \theta}{\pi}+O\left(\theta^{2}\right)\right) \int_{-\pi / 2}^{\pi / 2} \log \left|F\left(e^{\mathbf{i} \phi}\right)\right| \mathrm{d} \mu_{\theta}(\phi)
$$

Note that $\mu_{\theta} \rightarrow$ some probability distribution as $\theta \rightarrow 0^{+}$.

### 7.3.2 Bounded Multimatrix Golden-Thompson type inequality

Plugging our new complex estimate into the proof of Theorem 3.1 in [SBT17], we obtain the following Riesz-Thorin-type inequality. We give a complete proof for completeness.

Theorem 7.3.3 (Riesz-Thorin-type inequality). Let $S=\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq 0\}$ and let $G$ be a holomorphic map from $S$ to square matrices. Let $p_{0} \geq p_{1} \in[1, \infty]$, for $\theta \in(0,1)$, define $p_{\theta}$ by

$$
\frac{1}{p_{\theta}}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}
$$

If $z \rightarrow\|G(z)\|_{p_{\operatorname{Re}(z)}}$ is uniformly bounded on $S$ and $\|G(\mathbf{i} t)\|_{p_{0}} \leq 1$, then for any $0 \leq \theta \leq 1 / 4$,

$$
\log \|G(\theta)\|_{p_{\theta}} \leq\left(\frac{4 \theta}{\pi}+O\left(\theta^{2}\right)\right) \int_{-\pi / 2}^{\pi / 2} \log \left\|G\left(e^{\mathbf{i} \phi}\right)\right\|_{p_{1}} \mathrm{~d} \mu_{\theta}(\phi)
$$

where $\mu_{\theta}$ is some probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ depending only on $\theta$.

Proof. To apply Lemma 7.3.2, we want to define a holomorphic function $F(z)$ such that

$$
|F(\mathbf{i} t)| \leq 1,|F(z)| \leq\|G(z)\|_{p_{1}} \text { and } F(\theta)=\|G(\theta)\|_{p_{\theta}}
$$

Now, we describe how to define such $F(z)$. For $x \in[0,1]$, define $q_{x}$ as the Hölder conjugate of $p_{x}$ such that $p_{x}^{-1}+q_{x}^{-1}=1$. Hence, using the definition of $p_{x}$ in the statement, we have

$$
\frac{1}{q_{x}}=\frac{1-x}{q_{0}}+\frac{x}{q_{1}} .
$$

Now for our fixed $\theta \in(0,1)$, let $G(\theta)=U V$ be the polar decomposition of $G(\theta)$, where $V$ is positive definite since $G(\theta)$ is always invertible, and $U$ is unitary. Finally, we define $X(z)$
and $F(z)$ by

$$
\begin{aligned}
X(z)^{*} & =(V / c)^{p_{\theta}\left(\frac{1-z}{q_{0}}+\frac{z}{q_{1}}\right)} U^{*}, \text { where } c=\|V\|_{p_{\theta}}=\|G(\theta)\|_{p_{\theta}} \\
F(z) & =\operatorname{tr}\left[X(z)^{*} G(z)\right] .
\end{aligned}
$$

Note that $F(z)$ is holomorphic. Due to the renormalization $c$, we can show $\| X(x+$ $\mathbf{i} y)) \|_{q_{x}}^{q_{x}}=1$ for all $x \in[0,1]:$

$$
\begin{aligned}
\|X(x+\mathbf{i} y)\|_{q_{x}}^{q_{x}} & =\operatorname{tr}\left[\sqrt{X^{*}(x+\mathbf{i} y) X(x+\mathbf{i} y)^{q_{x}}}\right] \\
& =\operatorname{tr}\left[(V / c)^{q_{x} p_{\theta}\left(\frac{1-x}{q_{0}}+\frac{x}{q_{1}}\right)}\right] \\
& =\operatorname{tr}\left[(V / c)^{p_{\theta}}\right] \\
& =1
\end{aligned}
$$

where the first step follows by definition of $\|\cdot\|_{p}$, the second step follows by $U^{*} U=I$, the third step follows by $\frac{1}{q_{x}}=\frac{1-x}{q_{0}}+\frac{x}{q_{1}}$, and the last step follows by $c=\|V\|_{p_{\theta}}$.

Therefore, $F(z)$ is bounded on $S$ as follows

$$
|F(x+\mathbf{i} y)| \leq\|X(x+\mathbf{i} y)\|_{q_{x}} \cdot\|G(x+\mathbf{i} y)\|_{p_{x}} \leq\|G(x+\mathbf{i} y)\|_{p_{x}}
$$

Using this, it is obvious that

$$
|F(\mathbf{i} t)| \leq\|G(\mathbf{i} t)\|_{p_{0}} \leq 1, \text { and }|F(z)| \leq\|G(z)\|_{p_{\operatorname{Re}(z)}} \leq\|G(z)\|_{p_{1}}
$$

for all $z \in S$ where we used that $p_{0} \geq p_{\operatorname{Re}(z)} \geq p_{1}$.

Finally, we verify that $F(\theta)=\|G(\theta)\|_{p_{\theta}}$ :

$$
\begin{aligned}
F(\theta) & =\operatorname{tr}\left[X(\theta)^{*} G(\theta)\right] \\
& =\operatorname{tr}\left[(V / c)^{p_{\theta}\left(\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}\right)} U^{*} \cdot U V\right] \\
& =\operatorname{tr}\left[(V / c)^{p_{\theta}\left(\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}\right)} V\right] \\
& =\operatorname{tr}\left[c^{-p_{\theta} / q_{\theta}} V^{1+p_{\theta} / q_{\theta}}\right] \\
& =\operatorname{tr}\left[c^{1-p_{\theta}} V^{p_{\theta}}\right] \\
& =c^{1-p_{\theta}} c^{p_{\theta}} \\
& =\|G(\theta)\|_{p_{\theta}},
\end{aligned}
$$

where the first step follows by definition of $X$ and $G$, the second step follows by $U^{*} U=I$, the third step follows by $\frac{1}{q_{\theta}}=\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}$, the fourth step follows by $p_{\theta} / q_{\theta}=p_{\theta}\left(1-1 / p_{\theta}\right)=p_{\theta}-1$, the fifth step follows by $\left(\operatorname{tr}\left[V^{p_{\theta}}\right]\right)^{1 / p_{\theta}}=c$, and the last step follows by $c=\|G(\theta)\|_{p_{\theta}}$.

Hence, the statement follows from Lemma 7.3.2.

Now, we are ready to prove our variant of multimatrix Golden-Thompson inequality. It follows from plugging in Theorem 7.3.3 into the proof of Theorem 3.5 in [SBT17]. We give a complete proof for completeness.

Theorem 7.3.4 (Multimatrix Golden-Thompson inequality). For any $k$ Hermitian matrices $H_{1}, \cdots, H_{k}$, we have:

$$
\log \left(\operatorname{tr}\left[\exp \left(\sum_{j=1}^{k} H_{j}\right)\right]\right) \leq \frac{4}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \log \left(\operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} H_{j}\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} H_{j}\right)\right]\right) \mathrm{d} \mu(\phi)
$$

where $\mu$ is some probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$.

Proof. Define

$$
G(z)=\prod_{j=1}^{k} \exp \left(\frac{z}{2} H_{j}\right)
$$

Note that $\|G(\mathbf{i} y)\|_{\infty}=1$ for all $y \in \mathbb{R}$. We now have:

$$
\begin{aligned}
& \log \left(\operatorname{tr}\left[\exp \left(\sum_{j=1}^{k} H_{j}\right)\right]\right) \\
= & \log \left(\operatorname{tr}\left[\exp \left(\sum_{j=1}^{k} H_{j} / 2+\sum_{j=k}^{1} H_{j} / 2\right)\right]\right) \\
= & \log \left(\operatorname{tr}\left[\lim _{\theta \rightarrow 0^{+}}\left(G(\theta) G(\theta)^{*}\right)^{1 / \theta}\right]\right) \\
= & \lim _{\theta \rightarrow 0^{+}} \frac{2}{\theta} \log \left(\operatorname{tr}\left[\left(G(\theta) G(\theta)^{*}\right)^{1 / \theta}\right]^{\theta / 2}\right) \\
= & \lim _{\theta \rightarrow 0^{+}} \frac{2}{\theta} \log \|G(\theta)\|_{2 / \theta} \\
\leq & \lim _{\theta \rightarrow 0^{+}} 2\left(\frac{4}{\pi}+O(\theta)\right) \int_{-\pi / 2}^{\pi / 2} \log \left\|G\left(e^{\mathbf{i} \phi}\right)\right\|_{2} \mathrm{~d} \mu_{\theta}(\phi) \\
= & \lim _{\theta \rightarrow 0^{+}}\left(\frac{4}{\pi}+O(\theta)\right) \int_{-\pi / 2}^{\pi / 2} \log \left(\operatorname{tr}\left[G\left(e^{\mathbf{i} \phi}\right) G\left(e^{\mathbf{i} \phi}\right)^{*}\right]\right) \mathrm{d} \mu_{\theta}(\phi)
\end{aligned}
$$

where the first step follows from by the Lie-Trotter formula, the second step follows from $H_{j}$ are Hermitian, the third step follows from continuity of $\log$ away from 0 , last inequality follows from Theorem 7.3.3 with $p_{0}=\infty$ and $p_{1}=2$.

When $\theta \rightarrow 0^{+}, \mu_{\theta}(\phi)$ converges to some probability distribution $\mu$. This completes the proof.

Remark 7.3.1. We suspect the constant $4 / \pi$ is tight and that any constant larger than one is unavoidable if we consider the maximum over a bounded domain inside the strip $\{z \in \mathbb{C}: 0 \leq \operatorname{Re}(z) \leq 1\}$.

### 7.4 Proof of Theorem 7.1.2

In this section we present the proof of Theorem 7.1.2. We restate it here (with explicit constants) for convenience.

Theorem 7.4.1. Let $G$ be a regular $\lambda$-expander on $V$ and let $f$ be a function $f: V \rightarrow \mathbb{C}^{d \times d}$ s.t.

1. For each $v \in V, f(v)$ is Hermitian and $\|f(v)\| \leq 1$.
2. $\sum_{v \in V} f(v)=0$.

If $v_{1}, \ldots, v_{k}$ is a stationary random walk on $G$, and $\epsilon \in(0,1)$,

$$
\begin{aligned}
& \operatorname{Pr}\left[\lambda_{\max }\left(\sum_{j=1}^{k} f\left(v_{j}\right)\right) \geq+k \epsilon\right] \leq d^{2-\pi / 4} \cdot \exp \left(-\epsilon^{2}(1-\lambda) k / 80\right), \\
& \operatorname{Pr}\left[\lambda_{\min }\left(\sum_{i=1}^{k} f\left(v_{j}\right)\right) \leq-k \epsilon\right] \leq d^{2-\pi / 4} \cdot \exp \left(-\epsilon^{2}(1-\lambda) k / 80\right) .
\end{aligned}
$$

Remark 7.4.1. Depsite the exponent of $d$ is different from Theorem 7.1.2, we note that since the left hand side (the probability) is at most 1, one can prove the same statement with any positive exponent by changing the constant 80 .

Proof. Due to symmetry, it suffices to prove just one of the statements. Let $t>0$ be a
parameter to be chosen later. Then

$$
\begin{align*}
& \operatorname{Pr}\left[\lambda_{\max }\left(\sum_{j=1}^{k} f\left(v_{j}\right)\right) \geq k \epsilon\right] \\
\leq & \operatorname{Pr}\left[\operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right] \geq \exp (t k \epsilon)\right] \\
\leq & \frac{\mathbb{E}\left[\operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right]\right]}{\exp (t k \epsilon)} \tag{7.8}
\end{align*}
$$

The second inequality follows from Markov's inequality.
Now the question is how to bound
$\mathbb{E}_{v_{1}, \cdots, v_{k}}\left[\operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right]\right]$. Using Theorem 7.3.4 and note that $\mu(\phi)$ is a probability distribution on $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, we have

$$
\begin{aligned}
& \log \left(\operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right]\right) \\
\leq & \frac{4}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \log \operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right] \mathrm{d} \mu(\phi) \\
\leq & \frac{4}{\pi} \log \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right] \mathrm{d} \mu(\phi),
\end{aligned}
$$

where the the second step follows by concavity of log function. This implies that

$$
\begin{align*}
& \operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right] \\
\leq & \left(\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right] \mathrm{d} \mu(\phi)\right)^{\frac{4}{\pi}} . \tag{7.9}
\end{align*}
$$

Note that $\|x\|_{p} \leq d^{1 / p-1}\|x\|_{1}$ for $p \in(0,1)$, choosing $p=\pi / 4$ we have

$$
\begin{equation*}
\left(\operatorname{tr}\left[\exp \left(\frac{\pi}{4} t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right]\right)^{\frac{4}{\pi}} \leq d^{4 / \pi-1} \operatorname{tr}\left[\exp \left(t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right] \tag{7.10}
\end{equation*}
$$

Combining Eq. (7.9) and Eq. (7.10), we have
$\operatorname{tr}\left[\exp \left(\frac{\pi}{4} t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right] \leq d^{1-\pi / 4} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right] \mathrm{d} \mu(\phi)$.

The core of the proof is the following bound on the moment generating function-like expression that appears above, thinking of $\mathbf{i} \phi$ as $\gamma+\mathbf{i} b$ with $\gamma^{2}+b^{2}=1$ :

Lemma 7.4.2. Let $G$ be a regular $\lambda$-expander on $V$, let $f$ be a function $f: V \rightarrow \mathbb{C}^{d \times d}$ and $\sum_{v \in V} f(v)=0$, let $v_{1}, \cdots, v_{k}$ be a stationary random walk on $G$, for any $t>0, \gamma \geq 0$, $b>0, t^{2}\left(\gamma^{2}+b^{2}\right) \leq 1$, and $t \gamma \leq \frac{1-\lambda}{4 \lambda}$ we have

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{t f\left(v_{j}\right)(\gamma+\mathbf{i} b)}{2}\right) \prod_{j=k}^{1} \exp \left(\frac{t f\left(v_{j}\right)(\gamma-\mathbf{i} b)}{2}\right)\right]\right] \\
\leq & d \cdot \exp \left(k t^{2}\left(\gamma^{2}+b^{2}\right)\left(1+\frac{8}{1-\lambda}\right)\right)
\end{aligned}
$$

Assuming this lemma, we can easily complete the proof of the theorem as:

$$
\begin{align*}
& \underset{v_{1}, \cdots, v_{k}}{\mathbb{E}}\left[\operatorname{tr}\left[\exp \left(\frac{\pi}{4} t \sum_{j=1}^{k} f\left(v_{j}\right)\right)\right]\right] \\
\leq & d^{1-\pi / 4} \underset{v_{1}, \cdots, v_{k}}{\mathbb{E}}\left[\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right] \mathrm{d} \mu(\phi)\right] \\
= & d^{1-\pi / 4} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \underset{v_{1}, \cdots, v_{k}}{\mathbb{E}}\left[\operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{e^{\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right) \prod_{j=k}^{1} \exp \left(\frac{e^{-\mathbf{i} \phi}}{2} t f\left(v_{j}\right)\right)\right]\right] \mathrm{d} \mu(\phi) \\
\leq & d^{1-\pi / 4} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d \exp \left(k t^{2}\left|e^{\mathbf{i} \phi}\right|^{2}\left(1+\frac{8}{1-\lambda}\right)\right) \mathrm{d} \mu(\phi) \\
= & d^{2-\pi / 4} \exp \left(k t^{2}\left(1+\frac{8}{1-\lambda}\right)\right) \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mathrm{~d} \mu(\phi) \\
= & d^{2-\pi / 4} \exp \left(k t^{2}\left(1+\frac{8}{1-\lambda}\right)\right), \tag{7.12}
\end{align*}
$$

where the first step follows by the Equation (7.11), the second step follows by swapping $\mathbb{E}$ and $\int$, the third step follows by Lemma 7.4.2, the fourth step follows by $\left|e^{\mathbf{i} \phi}\right|=1$, and the last step follows by $\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mathrm{~d} \mu(\phi)=1$.

Finally, putting it all together,

$$
\begin{aligned}
& \operatorname{Pr}_{v_{1}, \cdots, v_{k}}\left[\lambda_{\max }\left(\sum_{j=1}^{k} f\left(v_{j}\right)\right) \geq k \epsilon\right] \\
\leq & d^{2-\pi / 4} \cdot \exp \left((4 / \pi)^{2} k t^{2} \frac{9}{1-\lambda}-k t \epsilon\right) \\
= & d^{2-\pi / 4} \cdot \exp \left((4 / \pi)^{2} k \epsilon^{2}(1-\lambda)^{2} \frac{1}{36^{2}} \frac{9}{1-\lambda}-k \frac{(1-\lambda) \epsilon}{36} \epsilon\right) \\
\leq & d^{2-\pi / 4} \cdot \exp \left(-k \epsilon^{2}(1-\lambda) / 72\right) .
\end{aligned}
$$

where the first step follows by Eq. (7.12) the second step follows by choosing $t=(1-$ $\lambda) \epsilon / 36$.

We now give the proof of Lemma 7.4.2

Proof of Lemma 7.4.2. We start by writing the expected trace expression in terms of the transition matrix of the random walk. This is an analogue of a step which is common to most of the expander chernoff bound proofs in the scalar case. Let $P$ be the normalized adjacency matrix of $G$ and let $\widetilde{P}=P \otimes I_{d^{2}}$. Let $E$ denote the $n d^{2} \times n d^{2}$ block diagonal matrix where the $v^{\text {th }}$ diagonal block is the matrix

$$
\begin{equation*}
M_{v}=\exp \left(\frac{t f(v)(\gamma+\mathbf{i} b)}{2}\right) \otimes \exp \left(\frac{t f(v)(\gamma-\mathbf{i} b)}{2}\right) \tag{7.13}
\end{equation*}
$$

Then $(E \widetilde{P})^{k}$ is an $n d^{2} \times n d^{2}$ block matrix whose $(u, v)^{\text {th }}\left(d^{2} \times d^{2}\right)$ block is given by the matrix

$$
\begin{equation*}
\sum_{v_{1}, \ldots, v_{k-1}} P_{u, v_{1}} \cdot\left(\prod_{j=1}^{k-2} P_{v_{j}, v_{j+1}}\right) \cdot P_{v_{k-1}, v} \cdot M_{u} \cdot\left(\prod_{j=1}^{k-1} M_{v_{j}}\right) . \tag{7.14}
\end{equation*}
$$

Let $z_{0} \in \mathbb{C}^{n d^{2}}$ be the vector $\frac{1}{\sqrt{n}} \otimes \operatorname{vec}\left(I_{d}\right)$. Here $\mathbf{1}$ is the all 1 's vector and $\operatorname{vec}\left(I_{d}\right)$ is the vector form of the identity matrix. Then, by applying

$$
\left\langle\operatorname{vec}\left(I_{d}\right), A_{1} \otimes A_{2} \operatorname{vec}\left(I_{d}\right)\right\rangle=\operatorname{tr}\left[A_{1} A_{2}^{\top}\right]
$$

it follows that for a stationary random walk $v_{1}, \ldots, v_{k}$ :

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{tr}\left[\prod_{j=1}^{k} \exp \left(\frac{t f\left(v_{j}\right)(\gamma+\mathbf{i} b)}{2}\right) \prod_{j=k}^{1} \exp \left(\frac{t f\left(v_{j}\right)(\gamma-\mathbf{i} b)}{2}\right)\right]\right] \\
= & \mathbb{E}\left[\left\langle\operatorname{vec}\left(I_{d}\right), \prod_{i=1}^{k} M_{v_{i}} \operatorname{vec}\left(I_{d}\right)\right\rangle\right] \\
= & \left\langle z_{0},(E \widetilde{P})^{k} z_{0}\right\rangle .
\end{aligned}
$$

Hence we can focus our attention on $\left\langle z_{0},(E \widetilde{P})^{k} z_{0}\right\rangle$.
Let 1 be the all 1 's vector. For a vector $z \in \mathbb{C}^{n d^{2}}$, let $z^{\| l}$ denote the component of $z$ which lies in the subspace spanned by the $d^{2}$ vectors $\mathbf{1} \otimes e_{i}, 1 \leq i \leq d^{2}$. Let $z^{\perp}$ denote the component in the orthogonal space. Letting $z_{j}=(E \widetilde{P})^{j} z_{0}$, we are interested in bounding

$$
\left\langle z_{0}, z_{k}\right\rangle=\left\langle z_{0}, z_{k}^{\|}\right\rangle \leq\left\|z_{0}\right\| \cdot\left\|z_{k}^{\|}\right\|=\sqrt{d} \cdot\left\|z_{k}^{\|}\right\| .
$$

The following lemma is the analogue of the main lemma in Healy's proof for the scalar valued expander Chernoff bound [Hea08]. Roughly speaking, it tracks how much a vector can move in and out of the subspace we are interested in as the operator $E \widetilde{P}$ is applied.

Lemma 7.4.3. Given four parameters $\lambda \in[0,1], \gamma \geq 0, \ell \geq 0$, and $t>0$. Let $G$ be a regular $\lambda$-expander on $V$. Suppose each vertex $v$ is assigned a matrix $H_{v} \in \mathbb{C}^{d^{2} \times d^{2}}$ s.t. $\left\|H_{v}\right\| \leq \ell$ and $\sum_{v} H_{v}=0$. Let $P$ be the normalized adjacency matrix of $G$ and let $\widetilde{P}=P \otimes I_{d^{2}}$. Let $E$ denote the $n d^{2} \times n d^{2}$ block diagonal matrix where the $v$-th diagonal block is the matrix $\exp \left(t H_{v}\right)$. Also suppose that $\|E\|=\max _{v \in V}\left\|\exp \left(t H_{v}\right)\right\| \leq \exp (\gamma t)$. Then for any $z \in \mathbb{C}^{n d^{2}}$, we have:

1. $\left\|\left(E \widetilde{P} z^{\|}\right)^{\|}\right\| \leq \alpha_{1}\left\|z^{\|}\right\| \quad$ where $\alpha_{1}=\exp (t \ell)-t \ell$,
2. $\left\|\left(E \widetilde{P} z^{\|}\right)^{\perp}\right\| \leq \alpha_{2}\left\|z^{\|}\right\| \quad$ where $\alpha_{2}=\exp (t \ell)-1$,
3. $\left\|\left(E \widetilde{P} z^{\perp}\right)^{\|}\right\| \leq \alpha_{3}\left\|z^{\perp}\right\| \quad$ where $\alpha_{3}=\lambda \cdot(\exp (t \ell)-1)$,
4. $\left\|\left(E \widetilde{P} z^{\perp}\right)^{\perp}\right\| \leq \alpha_{4}\left\|z^{\perp}\right\| \quad$ where $\alpha_{4}=\lambda \cdot \exp (t \gamma)$.

Proof of Lemma 7.4.3. Part 1.

Note that

$$
\left(E \widetilde{P} z^{\|}\right)^{\|}=\left(E z^{\|}\right)^{\|} .
$$

Let $\mathbf{1} \in \mathbb{R}^{n}$ denote all ones vector, suppose $z^{\|}=\mathbf{1} \otimes \mathbf{w}$ for some $\mathbf{w} \in \mathbb{C}^{d^{2}}$. Then $\left\|z^{\|}\right\|=$ $\sqrt{n} \cdot\|\mathbf{w}\|$ and

$$
\left(E z^{\|}\right)^{\|}=\mathbf{1} \otimes\left(\frac{1}{n} \sum_{v \in V} \exp \left(H_{v}\right) \mathbf{w}\right)
$$

We can upper bound $\left\|\frac{1}{n} \sum_{v \in V} \exp \left(t H_{v}\right)\right\|$ in the following way,

$$
\begin{aligned}
\left\|\frac{1}{n} \sum_{v \in V} \exp \left(t H_{v}\right)\right\| & =\left\|\frac{1}{n} \sum_{v \in V} \sum_{j=0}^{\infty} \frac{t^{j} H_{v}^{j}}{j!}\right\| \\
& =\left\|I+\frac{1}{n} \sum_{v \in V} \sum_{j=2}^{\infty} \frac{t^{j} H_{v}^{j}}{j!}\right\| \\
& \leq 1+\frac{1}{n} \sum_{v \in V} \sum_{j \geq 2} \frac{t^{j}}{j!}\left\|H_{v}\right\|^{j} \\
& =1+\sum_{j \geq 2} \frac{(t \ell)^{j}}{j!} \\
& =\exp (t \ell)-t \ell,
\end{aligned}
$$

where the first step follows by Taylor expansion, the second step follows by $\sum_{v \in V} H_{v}=0$, the third step follows by triangle inequality, the fourth step follows by $|V|=n$ and $\left\|H_{v}\right\| \leq \ell$, and last step follows by Taylor expansion.

Thus,

$$
\begin{aligned}
\left\|\left(E z^{\|}\right)^{\|}\right\| & =\sqrt{n}\left\|\frac{1}{n} \sum_{v \in V} \exp \left(t H_{v}\right) w\right\| \\
& \leq \sqrt{n}\|w\|(\exp (t \ell)-t \ell) \\
& =\left\|z^{\|}\right\|(\exp (t \ell)-t \ell)
\end{aligned}
$$

Part 2. Note that $\left(E \widetilde{P} z^{\|}\right)^{\perp}=\left(E z^{\|}\right)^{\perp}=\left((E-I) z^{\|}\right)^{\perp}$. and $\left(z^{\|}\right)^{\perp}=0$. We can upper bound $\left\|\left((E-I) z^{\|}\right)^{\perp}\right\|$ in the following way,

$$
\begin{aligned}
\left\|\left((E-I) z^{\|}\right)^{\perp}\right\| & \leq\left\|(E-I) z^{\|}\right\| \\
& \leq\|E-I\| \cdot\left\|z^{\|}\right\| \\
& =\max _{v \in V}\left\|\exp \left(t H_{v}\right)-I\right\| \cdot\left\|z^{\|}\right\| \\
& =\max _{v \in V}\left\|\sum_{j=1}^{\infty} \frac{t^{j}}{j!} H_{v}^{j}\right\| \cdot\left\|z^{\|}\right\| \\
& \leq\left(\sum_{j=1}^{\infty} \frac{t^{j} \ell^{j}}{j!}\right) \cdot\left\|z^{\|}\right\| \\
& =(\exp (t \ell)-1) \cdot\left\|z^{\|}\right\|
\end{aligned}
$$

where the second step follows by $\|A x\| \leq\|A\| \cdot\|x\|$, the third step follows by definition of $E$, the fourth step follows by Taylor expansion, the fifth step follows by triangle inequality and $\left\|H_{v}\right\| \leq \ell$, and the last step follows by Taylor expansion.

Part 3. Note that $\left(E \widetilde{P} z^{\perp}\right)^{\|}=\left((E-I) \widetilde{P} z^{\perp}\right)^{\|}$. This is because $\left(\widetilde{P} z^{\perp}\right)^{\|}=0$ since $\widetilde{P}$ preserves the property of being orthogonal to the space spanned by the vectors $\mathbf{1} \otimes e_{i}$ (these are the top eigenvectors of $\widetilde{P})$. Hence we can bound

$$
\begin{aligned}
\left\|\left((E-I) \widetilde{P} z^{\perp}\right)^{\|}\right\| & \leq\left\|(E-I) \widetilde{P} z^{\perp}\right\| \\
& \leq\|E-I\| \cdot\left\|\widetilde{P} z^{\perp}\right\| \\
& \leq(\exp (t \ell)-1) \cdot \lambda \cdot\left\|z^{\perp}\right\| .
\end{aligned}
$$

Third inequality follows from the fact that $\|E-I\| \leq \exp (t \ell)-1$ and that $G$ is a $\lambda$-expander.

Part 4. We can bound

$$
\left\|\left(E \widetilde{P} z^{\perp}\right)^{\perp}\right\| \leq\left\|E \widetilde{P} z^{\perp}\right\| \leq \exp (t \gamma) \cdot \lambda\left\|z^{\perp}\right\|
$$

where the second step follows by $\|E\| \leq \exp (\gamma t)$ and $G$ is a $\lambda$-expander.

We now use the above Lemma 7.4.3 to analyze the evolution of $z_{j}^{\|}$and $z_{j}^{\perp}$. Recall the definition of $H_{v}$,

$$
H_{v}=\frac{f(v)(\gamma+\mathbf{i} b)}{2} \otimes I_{d}+I_{d} \otimes \frac{f(v)(\gamma-\mathbf{i} b)}{2}
$$

which means

$$
\begin{aligned}
\exp \left(t H_{v}\right) & =\exp \left(\frac{t f(v)(\gamma+\mathbf{i} b)}{2} \otimes I_{d}+I_{d} \otimes \frac{t f(v)(\gamma-\mathbf{i} b)}{2}\right) \\
& =\exp \left(\frac{t f(v)(\gamma+\mathbf{i} b)}{2}\right) \otimes \exp \left(\frac{t f(v)(\gamma-\mathbf{i} b)}{2}\right) \\
& =M_{v}
\end{aligned}
$$

where the the first step follows by definition of $H_{v}$, the second step follows by $\exp \left(A \otimes I_{d}+\right.$ $\left.I_{d} \otimes B\right)=\exp (A) \otimes \exp (B)$, and the last step follows by Eq. (7.13).

We can upper bound $\left\|H_{v}\right\| \leq \sqrt{\gamma^{2}+b^{2}}$ and then set $\ell=\sqrt{\gamma^{2}+b^{2}}$. We can also upper bound $\left\|\exp \left(t H_{v}\right)\right\|$,

$$
\begin{aligned}
\left\|\exp \left(t H_{v}\right)\right\| & =\left\|\exp \left(t \cdot \operatorname{Re}\left(H_{v}\right)\right)\right\| \\
& =\left\|\exp \left(\gamma t\left(\frac{f(v)}{2} \otimes I_{d}+I_{d} \otimes \frac{f(v)}{2}\right)\right)\right\| \\
& \leq \exp (\gamma t)
\end{aligned}
$$

Note that $\sum_{v \in V} H_{v}=0$ since $\sum_{v \in V} f(v)=0$.

Claim 7.4.4. $\left\|z_{i}^{\perp}\right\| \leq \frac{\alpha_{2}}{1-\alpha_{4}} \max _{j<i}\left\|z_{j}^{\|}\right\|$.

Proof.

$$
\begin{aligned}
\left\|z_{i}^{\perp}\right\| & =\left\|\left(E \widetilde{P} z_{i-1}\right)^{\perp}\right\| \\
& \leq\left\|\left(E \widetilde{P} z_{i-1}^{\|}\right)^{\perp}\right\|+\left\|\left(E \widetilde{P} z_{i-1}^{\perp}\right)^{\perp}\right\| \\
& \leq \alpha_{2}\left\|z_{i-1}^{\|}\right\|+\alpha_{4}\left\|z_{i-1}^{\perp}\right\| \\
& \leq\left(\alpha_{2}+\alpha_{2} \alpha_{4}+\alpha_{2} \alpha_{4}+\cdots\right) \cdot \max _{j<i}\left\|z_{j}^{\|}\right\| \\
& \leq \frac{\alpha_{2}}{1-\alpha_{4}} \max _{j<i}\left\|z_{j}^{\|}\right\|,
\end{aligned}
$$

where the first step follows by definition of $z_{i}$, the second step follows by triangle inequality, the third step follows by part 2 and 4 of Lemma 7.4.3.

Claim 7.4.5. $\left\|z_{i}^{\|}\right\| \leq\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right) \max _{j<i}\left\|z_{j}^{\|}\right\|$.

Proof.

$$
\begin{aligned}
\left\|z_{i}^{\|}\right\| & =\left\|\left(E \widetilde{P} z_{i-1}\right)^{\|}\right\| \\
& \leq\left\|\left(E \widetilde{P} z_{i-1}^{\|}\right)^{\|}\right\|+\left\|\left(E \widetilde{P} z_{i-1}^{\perp}\right)^{\|}\right\| \\
& \leq \alpha_{1}\left\|z_{i-1}^{\|}\right\|+\alpha_{3}\left\|z_{i-1}^{\perp}\right\| \\
& \leq \alpha_{1}\left\|z_{i-1}^{\|}\right\|+\alpha_{3} \frac{\alpha_{2}}{1-\alpha_{4}} \max _{j<i-1}\left\|z_{j}^{\|}\right\| \\
& \leq\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right),
\end{aligned}
$$

where the first step follows by definition of $z_{i}$, the second step follows by triangle inequality, the third step follows by part 1 and 3 of Lemma 7.4.3, the fourth step follows by Claim 7.4.4.

Combining Claim 7.4.4 and Claim 7.4.5 gives

$$
\left\|z_{k}^{\|}\right\| \leq\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right)^{k}\left\|z_{0}^{\|}\right\|=\sqrt{d} \cdot\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right)^{k}
$$

which implies that

$$
\left\langle z_{0},(E \widetilde{P})^{k} z_{0}\right\rangle \leq d \cdot\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right)^{k}
$$

Now the question is how to bound $\left(\alpha_{1}+\frac{\alpha_{2} \alpha_{3}}{1-\alpha_{4}}\right)^{k}$.
We can upper bound $\alpha_{1}, \alpha_{2} \alpha_{3}$ and $\alpha_{4}$ in the following sense,

$$
\alpha_{1}=\exp (t \ell)-t \ell \leq 1+t^{2} \ell^{2}=1+t^{2}\left(\gamma^{2}+b^{2}\right),
$$

and

$$
\alpha_{2} \alpha_{3}=\lambda(\exp (t \ell)-1)^{2} \leq \lambda(2 t \ell)^{2}=4 \lambda t^{2}\left(\gamma^{2}+b^{2}\right)
$$

where the second step follows by $t \ell<1$ (because $\exp (x) \leq 1+2 x, \forall x \in[0,1])$,

$$
\alpha_{4}=\lambda \cdot \exp (t \gamma) \leq \lambda(1+2 t \gamma) \leq \frac{1}{2}+\frac{1}{2} \lambda,
$$

where the second step follows by $t \gamma<1$, and the third step follows by $t \gamma \leq(1-\lambda) / 4 \lambda$.
Thus,

$$
\begin{aligned}
\left(\alpha_{1}+\frac{\alpha_{2} \cdot \alpha_{3}}{1-\alpha_{4}}\right)^{k} & \leq\left(1+t^{2}\left(\gamma^{2}+b^{2}\right)+\frac{4 \lambda t^{2}\left(\gamma^{2}+b^{2}\right)}{\frac{1}{2}-\frac{1}{2} \lambda}\right)^{k} \\
& \leq \exp \left(k t^{2}\left(\gamma^{2}+b^{2}\right)\left(1+\frac{8}{1-\lambda}\right)\right)
\end{aligned}
$$

Remark 7.4.2. As is the case with Healy's proof [Hea08], our proof also works for the case when there are different mean zero functions $f_{1}, \ldots, f_{k}$ for the different steps of the walk and also when there are $k \lambda$-expanders $G_{1}, \ldots, G_{k}$ and the $j^{\text {th }}$ step of the walk is taken according to $G_{j}$.

Remark 7.4.3. We suspect that with appropriate modifications, our proof should generalize to random walks on irregular undirected graphs (or reversible Markov chains) as was done for Healy's proof in [CLLM12].

Remark 7.4.4. Although we have stated the theorem for Hermitian matrices, the same result can be obtained for general matrices by a standard dilation trick, namely replacing every $d \times d$ matrix $M$ that appears with the $2 d \times 2 d$ Hermitian matrix

$$
\left[\begin{array}{cc}
0 & M \\
M^{*} & 0
\end{array}\right]
$$

whose norm is always within a factor of two of $M$.

### 7.5 Proof of Theorem 7.1.6

Proof. Observe that for every $i=2, \ldots, k$ we have

$$
\mathbb{E}\left[f\left(v_{i}\right) \mid v_{i-1}\right]=\sum_{u \sim v_{i-1}} P\left(v_{i-1}, u\right) f(u)=\operatorname{Pf}\left(v_{i-1}\right),
$$

whence the random vectors

$$
Y_{i}^{(1)}:=f\left(v_{i}\right)-P f\left(v_{i-1}\right)
$$

satisfy

$$
\mathbb{E}\left[Y_{i}^{(1)} \mid v_{1}, \ldots, v_{i-1}\right]=0
$$

and thus form a martingale difference sequence with respect to the filtration generated by initial segments of $v_{1}, \ldots, v_{k}$. Denoting $Y_{1}^{(1)}:=f\left(v_{1}\right)$, we can write the sum of interest as a martingale part plus a remainder, which is a sum of $k-1$ (i.e., one fewer) random variables:

$$
S=\sum_{i=1}^{k} Y_{i}^{(1)}+\sum_{i=1}^{k-1} \operatorname{Pf}\left(v_{i}\right) .
$$

Notice that $P f$ is also a mean zero function on $G$, and by Jensen's inequality we have

$$
\|(P f)(v)\|_{*} \leq M:=\max _{v \in V}\|f(v)\|_{*} \quad \text { for all } v
$$

The key point is that the remainder terms $P f\left(v_{i}\right)$ are smaller on average than the original terms $f\left(v_{i}\right)$ in squared Euclidean norm, because $P$ is a contraction orthogonal to the constant vector; in particular, by considering the action of $P$ on each coordinate of $f$ separately, we have:

$$
\begin{equation*}
\sum_{v}\|P f(v)\|_{2}^{2} \leq \lambda \cdot \sum_{v}\|f(v)\|_{2}^{2} \tag{7.15}
\end{equation*}
$$

Iterating this construction on the remainder a total of $T \leq k$ times, we obtain a sequence of martingales $1 \leq t \leq T$ :

$$
\begin{aligned}
& Y_{1}^{(t)}:=P^{t-1} f\left(v_{1}\right) \\
& Y_{i}^{(t)}:=P^{t-1} f\left(v_{i}\right)-P^{t} f\left(v_{i-1}\right), i=1, \ldots, k-(t-1)
\end{aligned}
$$

which are related to the original sum as:

$$
S=\sum_{t=1}^{T} \sum_{i=1}^{k-t+1} Y_{i}^{(t)}+\sum_{i=1}^{k-T} P^{T} f\left(v_{i}\right)
$$

Interchanging the order of summation, we find that the random matrices

$$
Z_{i}:=\sum_{t=1}^{\min \{(k+1-i), T\}} Y_{i}^{(t)}
$$

themselves form a martingale difference sequence, with each

$$
\left\|Z_{i}\right\|_{*} \leq \sum_{t}\left\|Y_{i}^{(t)}\right\|_{*} \leq T M
$$

We bound the error $W:=\frac{1}{k} \sum_{i=1}^{k-T}\left(P^{T} f\right)\left(v_{i}\right)$ crudely as:

$$
\begin{aligned}
\|W\|_{2} & \leq \frac{1}{k} \sum_{i=1}^{k-T}\left\|P^{T} f\left(v_{i}\right)\right\|_{2} \\
& \leq \frac{k-T}{k} \sum_{v \in V}\left\|\left(P^{T} f\right)(v)\right\|_{2} \\
& \leq \lambda^{T / 2} F \\
& \leq \exp (-(1-\lambda) T / 2) F
\end{aligned}
$$

where $F:=\left(\sum_{v \in V}\|f(v)\|_{2}^{2}\right)^{1 / 2}$, by applying (7.15). Rearranging and setting $T=2 \log (F / \epsilon) /(1-$ $\lambda)$ yields the advertised bound on $\left\|Z_{i}\right\|_{*}$.

### 7.6 Elementary calculations

Lemma 7.6.1. We define function $h(z): \mathbb{C} \rightarrow \mathbb{C}$ as follows

$$
h(z)=-\frac{1+z}{1-z}+\sqrt{\left(\frac{1+z}{1-z}\right)^{2}+1} .
$$

Then function $h(z)$ maps the unit disk $\{z \in \mathbb{C}:|z| \leq 1\}$ to the half disk $\{z \in \mathbb{C}:|z| \leq$ 1 and $\operatorname{Re}(z) \geq 0\}$.

Proof. We first compute the inverse of function $h(z)$, let $f=h^{-1}$. By definition of $h(z)$, we can do the following elementary calculations,

$$
\begin{aligned}
& h(z)+\frac{1+z}{1-z}=\sqrt{\left(\frac{1+z}{1-z}\right)^{2}+1} \\
\Longrightarrow & \left(h(z)+\frac{1+z}{1-z}\right)^{2}=\left(\frac{1+z}{1-z}\right)^{2}+1 \\
\Longrightarrow & (h(z))^{2}+2 h(z) \frac{1+z}{1-z}=1 \\
\Longrightarrow & (1-z)(h(z))^{2}+2 h(z)(1+z)=(1-z) \\
\Longrightarrow & (h(z))^{2}+2 h(z)-1=z\left((h(z))^{2}-2 h(z)-1\right),
\end{aligned}
$$

Thus, we obtain that

$$
f(z)=\frac{z^{2}+2 z-1}{z^{2}-2 z-1}
$$

To finish the proof, we need Claim 7.6.2 and Claim 7.6.3.
Claim 7.6.2. For all $z \in\{z \in \mathbb{C}:|z| \leq 1$ and $\operatorname{Re}(z) \geq 0\}$,

$$
|f(z)| \leq 1
$$

Proof. Let $z=r e^{\mathbf{i} \phi}$, where $r \in[0,1]$ and
$\phi \in[-\pi / 2, \pi / 2]$. It is easy to observe that $\cos (\phi) \in[0,1]$ We have

$$
\begin{aligned}
|f(z)| & =\left|\frac{z^{2}+2 z-1}{z^{2}-2 z-1}\right| \\
& =\left|\frac{r^{2} e^{\mathbf{i} 2 \phi}+2 r e^{\mathbf{i} \phi}}{r^{2} e^{\mathbf{i} 2 \phi}-2 r e^{\mathbf{i} \phi}-1}\right| \\
& =\frac{\left|r^{2} e^{\mathbf{i} 2 \phi}+2 r e^{\mathbf{i} \phi}-1\right|}{\left|r^{2} e^{\mathbf{i} 2 \phi}-2 r e^{\mathbf{i} \phi}-1\right|} .
\end{aligned}
$$

We can compute the numerator,

$$
\begin{aligned}
& \left|r^{2} e^{\mathbf{i} 2 \phi}+2 r e^{\mathbf{i} \phi}-1\right|^{2} \\
= & \left|r^{2} \cos 2 \phi+\mathbf{i} r^{2} \sin 2 \phi+2 r \cos \phi+2 r \mathbf{i} \sin \phi-1\right|^{2} \\
= & \left(r^{2} \cos 2 \phi+2 r \cos \phi-1\right)^{2}+\left(r^{2} \sin 2 \phi+2 r \sin \phi\right)^{2} \\
= & r^{4}+4 r^{2}+1-2 r^{2} \cos 2 \phi+4 r^{3} \cos 2 \phi \cos \phi \\
& -4 r \cos \phi+4 r^{3} \sin 2 \phi \sin \phi \\
= & r^{4}+4 r^{2}+1-2 r^{2} \cos 2 \phi+4 r^{3} \cos \phi-4 r \cos \phi .
\end{aligned}
$$

We can compute the denominator,

$$
\begin{aligned}
& \left|e^{\mathbf{i} 2 \phi}-2 e^{\mathbf{i} \phi}-1\right|^{2} \\
= & \left|r^{2} \cos 2 \phi+\mathbf{i} r^{2} \sin 2 \phi-2 r \cos \phi-2 r \mathbf{i} \sin \phi-1\right|^{2} \\
= & \left(r^{2} \cos 2 \phi-2 r \cos \phi-1\right)^{2}+\left(r^{2} \sin 2 \phi-2 r \sin \phi\right)^{2} \\
= & r^{4}+4 r^{2}+1-2 r^{2} \cos 2 \phi-4 r^{3} \cos 2 \phi \cos \phi \\
& +4 r \cos \phi-4 r^{3} \sin 2 \phi \sin \phi \\
= & r^{4}+4 r^{2}+1-2 r^{2} \cos 2 \phi-4 r^{3} \cos \phi+4 r \cos \phi .
\end{aligned}
$$

Note that, in order to show $|f(z)| \leq 1$, it is sufficient to prove

$$
4 r^{3} \cos \phi-4 r \cos \phi \leq-4 r^{3} \cos \phi+4 r \cos \phi
$$

which is equivalent to

$$
8 r\left(1-r^{2}\right) \cos \phi \geq 0
$$

It follows by definition of $r$ and $\phi$. Thus, we complete the proof.

Next, we can show that
Claim 7.6.3. For all $z$ is on the boundary of half disk,

$$
|f(z)|=1
$$

Proof. First, we want to show that $\forall z \in[-\mathbf{i}, \mathbf{i}],|f(z)|=1$. Let $b \in[0,1]$, let $z=\mathbf{i} b$, then we have

$$
|f(z)|=|f(\mathbf{i} b)|=\left|\frac{-b^{2}+2 b \mathbf{i}-1}{-b^{2}-2 b \mathbf{i}-1}\right|=1 .
$$

Second, we want to show that for all $z$ on half circle, $|f(z)|=1$. We replace $z$ by $e^{\mathbf{i} \phi}$, where $\phi \in[-\pi / 2, \pi / 2]$. Then we have

$$
\begin{aligned}
|f(z)| & =\left|\frac{z^{2}+2 z-1}{z^{2}-2 z-1}\right| \\
& =\left|\frac{e^{\mathbf{i} 2 \phi}+2 e^{\mathbf{i} \phi}-1}{e^{\mathbf{i} 2 \phi}-2 e^{\mathbf{i} \phi}-1}\right| \\
& =\frac{\left|e^{\mathbf{i} 2 \phi}+2 e^{\mathbf{i} \phi}-1\right|}{\left|e^{\mathbf{i} 2 \phi}-2 e^{\mathbf{i} \phi}-1\right|} .
\end{aligned}
$$

We can compute the numerator,

$$
\begin{aligned}
& \left|e^{\mathbf{i} 2 \phi}+2 e^{\mathbf{i} \phi}-1\right| \\
= & |\cos 2 \phi+\mathbf{i} \sin 2 \phi+2 \cos \phi+2 \mathbf{i} \sin \phi-1| \\
= & \left((\cos 2 \phi+2 \cos \phi-1)^{2}+(\sin 2 \phi+2 \sin \phi)^{2}\right)^{1 / 2} \\
= & (6-2 \cos 2 \phi+4 \cos 2 \phi \cos \phi-4 \cos \phi+4 \sin 2 \phi \sin \phi)^{1 / 2} \\
= & (6-2 \cos 2 \phi+4 \cos \phi-4 \cos \phi)^{1 / 2} \\
= & (6-2 \cos 2 \phi)^{1 / 2} .
\end{aligned}
$$

We can compute the denominator,

$$
\begin{aligned}
& \left|e^{\mathbf{i} 2 \phi}-2 e^{\mathbf{i} \phi}-1\right| \\
= & |\cos 2 \phi+\mathbf{i} \sin 2 \phi-2 \cos \phi-2 \mathbf{i} \sin \phi-1| \\
= & \left((\cos 2 \phi-2 \cos \phi-1)^{2}+(\sin 2 \phi-2 \sin \phi)^{2}\right)^{1 / 2} \\
= & (6-2 \cos 2 \phi-4 \cos 2 \phi \cos \phi+4 \cos \phi-4 \sin 2 \phi \sin \phi)^{1 / 2} \\
= & (6-2 \cos 2 \phi+4 \cos \phi-4 \cos \phi)^{1 / 2} \\
= & (6-2 \cos 2 \phi)^{1 / 2} .
\end{aligned}
$$

Thus, we have $|f(z)|=1$.

Note the biholomorphic is basically follows from the formula of $f$ and $h$, because they are composition of holomorphic function.

Lemma 7.6.4. For any $\rho \in[0,1]$ and $\cos \varphi \in[-1,0]$, we have

$$
\frac{1-\rho}{1-\cos \varphi}-(1-\rho)^{2} \leq \frac{1-\rho^{2}}{1-2 \rho \cos \varphi+\rho^{2}} \leq \frac{1-\rho}{1-\cos \varphi}+2(1-\rho)^{2}
$$

Proof. This directly follows by combining Claim 7.6.5 and Claim 7.6.6

Claim 7.6.5. There exists some sufficiently large constant $c \geq 1$ such that for any $\rho \in[0,1]$ and $\cos \varphi \in[-1,0]$, we have

$$
\frac{1-\rho^{2}}{1-2 \rho \cos \varphi+\rho^{2}} \leq \frac{1-\rho}{1-\cos \varphi}+c(1-\rho)^{2} .
$$

Proof. It is equivalent to

$$
\begin{aligned}
\frac{1+\rho}{1-2 \rho \cos \varphi+\rho^{2}} & \leq \frac{1}{1-\cos \varphi}+c(1+\rho) \\
(1+\rho)(1-\cos \varphi) & \leq 1-2 \rho \cos \varphi+\rho^{2}+c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \varphi+\rho^{2}\right) \\
\rho-\cos \varphi & \leq-\rho \cos \varphi+\rho^{2}+c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \varphi+\rho^{2}\right)
\end{aligned}
$$

which is equivalent to,

$$
-\rho \cos \varphi+\rho^{2}-\rho+\cos \varphi+c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \phi+\rho^{2}\right) \geq 0
$$

Since $1-2 \rho \cos \varphi+\rho^{2} \geq 1$, thus it suffices to show

$$
(\rho-1)(\rho-\cos \varphi)+c(1+\rho)(1-\cos \varphi) \geq 0 .
$$

Note that $(\rho-1)(\rho-\cos \varphi) \geq-2$, by choosing $c \geq 2$, we complete the proof.

Claim 7.6.6. There exists some sufficiently large constant $c \geq 1$ such that for any $\rho \in[0,1]$ and $\cos \varphi \in[-1,0]$, we have

$$
\frac{1-\rho^{2}}{1-2 \rho \cos \varphi+\rho^{2}} \geq \frac{1-\rho}{1-\cos \varphi}-c(1-\rho)^{2} .
$$

Proof. It is equivalent to

$$
\begin{aligned}
\frac{1+\rho}{1-2 \rho \cos \varphi+\rho^{2}} & \geq \frac{1}{1-\cos \varphi}+c(1+\rho) \\
(1+\rho)(1-\cos \varphi) & \geq 1-2 \rho \cos \varphi+\rho^{2}-c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \varphi+\rho^{2}\right) \\
\rho-\cos \varphi & \geq-\rho \cos \varphi+\rho^{2}-c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \varphi+\rho^{2}\right)
\end{aligned}
$$

which is equivalent to,

$$
-\rho \cos \varphi+\rho^{2}-\rho+\cos \varphi-c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \phi+\rho^{2}\right) \leq 0
$$

which is equivalent to

$$
(\rho-1)(\rho-\cos \varphi) \leq c(1+\rho)(1-\cos \varphi)\left(1-2 \rho \cos \varphi+\rho^{2}\right)
$$

It suffices to choose $c=1$.

## Chapter 8

## Matrix Chernoff Bound for Random Spanning Trees

Strongly Rayleigh distributions are a class of negatively dependent distributions of binary-valued random variables [Borcea, Brändén, Liggett JAMS 09]. Recently, these distributions have played a crucial role in the analysis of algorithms for fundamental graph problems, e.g. Traveling Salesman Problem [Gharan, Saberi, Singh FOCS 11]. We prove a new matrix Chernoff bound for Strongly Rayleigh distributions.

As an immediate application, we show that adding together the Laplacians of $\epsilon^{-2} \log ^{2} n$ random spanning trees gives an ( $1 \pm \epsilon$ ) spectral sparsifiers of graph Laplacians with high probability. Thus, we positively answer an open question posed in [Baston, Spielman, Srivastava, Teng JACM 13]. Our number of spanning trees for spectral sparsifier matches the number of spanning trees required to obtain a cut sparsifier in [Fung, Hariharan, Harvey, Panigraphi STOC 11]. The previous best result was by naively applying a classical matrix Chernoff bound which requires $\epsilon^{-2} n \log n$ spanning trees. For the tree averaging procedure to agree with the original graph Laplacian in expectation, each edge of the tree should be reweighted by the inverse of the edge leverage score in the original graph. We also show that when using this reweighting of the edges, the Laplacian of single random tree is bounded above in the PSD order by the original graph Laplacian times a factor $\log n$ with high probability, i.e. $L_{T} \preceq O(\log n) L_{G}$.

We show a lower bound that almost matches our last result, namely that in some graphs, with high probability, the random spanning tree is not bounded above in the spectral order by $\frac{\log n}{\log \log n}$ times the original graph Laplacian.

We also show a lower bound that in $\epsilon^{-2} \log n$ spanning trees are necessary to get a $(1 \pm \epsilon)$ spectral sparsifier.

### 8.1 Introduction

The study of concentration of sums of random variables dates back to Central Limit Theorems, and hence de Moivre and Laplace [Tij], while modern concentration bounds for sums of random variables were perhaps first established by Bernstein [Ber24], and a popular variant now known as Chernoff bounds was introduced by Rubin and published by Chernoff [Che52].

Concentration of measure for matrix-valued random variables is the phenomenon that many matrix valued distributions are to close their mean with high probability, closeness usually being measured by spectral norm. Modern quantitative bounds of the form often used in theoretical computer science were derived by Rudelson [Rud99], while Ahlswede and Winter [AW02] established a useful matrix-version of the Laplace transform that plays a central role in scalar concentration results such as those of Bernstein. [AW02] combined this with the Golden-Thompson trace inequality to prove matrix concentration results. Tropp refined this approach, and by replacing the use of Golden-Thompson with deep a theorem on concavity of certain trace functions due to Lieb, Tropp was able to recover strong versions of a wide range of scalar concentration results, including matrix Chernoff bounds, Azuma and Freedman's inequalities for matrix martingales [Tro12].

Matrix concentration results have had an enormous range of applications in computer science, and are ubiquitous throughout spectral graph theory [ST04, SS11, CKP ${ }^{+}$17], sketching [Coh16a], approximation algorithms [HSSS16], and deep learning [ZSJ ${ }^{+}$17, ZSD17, SY19]. Most applications are based on results for independent random matrices, but more flexible bounds, such as Tropp's Matrix Freedman Inquality [Tro11a], have been used to greatly simplify algorithms, e.g. for solving Laplacian linear equations [KS16] and for semi-streaming
graph sparsification [AG09, KPPS17]. Matrix concentration results are also closely related to other popular tools sampling tools, such as Karger's techniques for generating sparse graphs that approximately preserve the cuts of denser graphs [BK96].

Negative dependence of random variables is an appealing property that intuition suggests should help with concentration of measure. Notions of negative dependence can be formalized in many ways. Roughly speaking, these notions characterize distributions where where some event occurring ensures that other events of interest become less likely. A simple example is the distribution of a sequence of coin flips, conditioned on the total number of heads in the outcome. In this distribution, conditioning on some coin coming out heads makes all other coins less likely to come out heads. Unfortunately, negative dependence phenomena are not as robust as positive association which can be established from local conditions using the powerful FKG theorem [FKG71].

Strongly Rayleigh distributions were introduced recently by Borcea, Brändén, and Liggett [BBL09] as a class of negatively dependent distributions of binary-valued random variables with many useful properties. Strongly Rayleigh distributions satisfy useful negative dependence properties, and retain these properties under natural conditioning operations. Strongly Rayleigh distributions also satisfy a powerful stability property under conditioning known as Stochastic Covering [PP14], which is useful for analyzing them through martingale techniques. A measure on $\{0,1\}^{n}$ is said to be Strongly Rayleigh if its generating polynomial is real stable [BBL09]. There are many interesting examples of Strongly Rayleigh distributions [PP14]: The example mentioned earlier of heads of independent coin flips conditional on the total number of heads in the outcome; symmetric exclusion processes; determinental point processes and determinental measures on a boolean lattice. An example of particu-
lar interest to us is the edges of uniform or weighted random spanning trees, which form a Strongly Rayleigh distribution.

We prove a Matrix Chernoff bound for the case of $k$-homogeneous Strongly Rayleigh distributions. Our bound is slightly weaker than the bound for independent variables. We give lower bounds that show our bounds are close to tight in some regimes, but importantly, our lower bounds do not establish separation from the behaviour of indepedent random matrices, leaving open the question of whether the true bound should match the independent case in all regimes - which seems plausible. We use our bound to show new concentration results related to random spanning trees of graphs. An open question is to find other interesting applications of our concentration result, e.g. by analyzing concentration for matrices generated by exclusion processes.

Random spanning trees are one among the most well-studied probabilistic objects in graph theory, going back to the work of Kirchoff [Kir47] in 1847, who gave formula relating the number of spanning trees in a graph to the determinant of the Laplacian of the same graph.

Algorithms for sampling of random spanning trees have been studied extensively, [Gue83, Bro89, Ald90, Kul90, Wil96, CMN96, KM09, MST15, HX16, DKP ${ }^{+}$17, DPPR17, Sch18], and a random spanning tree can now be sampled in almost linear time [Sch18].

In theoretical computer science, random spanning trees have found a number of applications, most notably in breakthrough results on approximating the traveling salesperson problem with symmetric [GSS11] and asymmetric costs [AGM ${ }^{+} 10$ ]. Goyal et al. [GRV09] demonstrated that adding just two random spanning trees sampled from a bounded degree
graph gives a $O(\log n)$ cut sparsifier with probability $1-o(1)$. Later, it was shown by Fung, Hariharan, Harvey, Panigraphi [FHHP11], that if we sample $O\left(\epsilon^{-2} \log ^{2} n\right)$ random spanning trees from a graph, reweight the tree edges by the inverse of their leverage scores in the original graph, and average them together, then whp. we get a graph where every the weight of edges crossing every cut is approximately the same in as in the original graph, up to a factor $(1 \pm \epsilon)$. We refer to this as an $\epsilon$-cut sparsifier. The techniques of Fung et al. unfortunately do not extend to proving spectral sparsifiers.

Spectral graph sparsifiers were introduced by Spielman and Teng [ST04], who for any graph $G$ showed how to construct a another graph $H$ with $\epsilon^{-2} n$ poly $\log n$ edges s.t. $(1-\epsilon) L_{G} \preceq L_{H} \preceq(1+\epsilon) L_{G}$, which we refer to as an $\epsilon$-spectral sparsifier. The construction was refined by Spielman and Srivastava [SS11], who suggested sampling edges independently ${ }^{1}$ with probability proportional to their leverage scores, and brought the number of required samples down to $\epsilon^{-2} n \log n$. This analysis is tight in the sense that if fewer than $o\left(\epsilon^{-2} n \log n\right)$ samples are used, there will be at least a $1 / \operatorname{poly}(n)$ probability of failure. Meanwhile, $\epsilon^{-2} n \frac{\log n}{\log \log n}$ independent samples in a union of cliques can be shown whp. to fail to give a cut sparsifier. This can be observed directly from the degree distribution of a single vertex in the complete graph. For a variant of [SS11] sampling based on flipping a single coin for each edge to decide whether to keep it or not, it can also be shown that when the expected number of edges is $\epsilon^{-2} n \frac{\log n}{\log \log n}$, whp. the procedure fails to give a cut sparsifier. For arbitrary sparsification schemes, bounds in [BSS12] show that $\Theta\left(\epsilon^{-2} n\right)$ edges are necessary and sufficient to give an $\epsilon$-spectral sparsifier.

[^49]The marginal probability of an edge being present in a random spanning tree is exactly the leverage score of the edge. This seems to suggest that combining $\epsilon^{-2}$ poly $\log n$ spanning trees might give a spectral sparsifier, but the lack of independence between the sampled edges means the process cannot be analyzed using existing techniques. Observing this, Baston, Spielman, Srivastava, Teng [BSST13] in their excellent 2013 survey on sparsification noted that "it remains to be seen if the union of a small number of random spanning trees can produce a spectral sparsifier." We answer this question in the affirmative. In particular, we show that adding together $O\left(\epsilon^{-2} \log ^{2} n\right)$ spanning trees with edges scaled proportional to inverse leverage scores in the original graph leads to an $\epsilon$-spectral sparsifier. This matches the bound obtained for cut sparsifiers in [FHHP11]. Our result also implies their earlier bound since a spectral sparsifier is always a cut sparsifier with the same approximation quality. Before our result, only a trivial bound on the number of spanning trees required to build a spectral sparsifier was known. In particular standard matrix concentration arguments like those in [SS11] prove that $O\left(\epsilon^{-2} n \log n\right)$ spanning trees suffice. Lower bounds in [FHHP11] show that whp. $\Omega(\log n)$ random spanning trees are required to give a constant factor spectral sparsifier.

We show that whp. $\epsilon^{-2} \frac{\log n}{\log \log n}$ random spanning trees do not give an $\epsilon$-spectral sparsifier. We also show that the Laplacian of a single random tree with edges weighted as above satisfies $L_{T} \preceq O(\log n) L_{G}$ whp., and we give an almost matching lower bound, showing that in some graphs whp. $L_{T} \nprec \frac{1}{8} \frac{\log n}{\log \log n} L_{G}$. Before our work, the main result known about approximating graphs using $O(1)$ random spanning trees is due to Goyal, Rademacher, Vempala [GRV09], who showed that surprisingly, when the original graph has bounded degree, adding two random spanning trees gives a graph whose cuts approximate the cuts in the
original graph up to a factor $O(\log n)$ with good probability. As our result for a single tree establishes only a one-sided bound an interesting open question remains: Does sampling $O(1)$ random spanning trees give a $\log n$-factor spectral sparsifier with, say, constant probability?

### 8.1.1 Previous work

Chernoff-type bound for matrices. Chernoff-like bounds for matrices appear in Rudelson [Rud99] and Ahlswede and Winter [AW02]. The latter introduced a useful matrixvariant of the Laplace transform that is central in concentration bounds for scalar-valued matrices. Their bounds restricted to iid random matrices, an artifact of their use of the Golden-Thompson inequality for bounding traces. In contrast, Tropp obtained more flexible concentration bounds for random matrices by using a result of Lieb to bound the expected trace of various operators [Tro12], including bounds for matrix martingales [Tro11c].

In a recent work by Garg, Lee, Song and Srivastava [GLSS18], they show a Chernoff bound for sums of matrix-valued random variables sampled via a random walk on an expander graph. This work confirms a conjecture due Wigderson and Xiao. The proof of Garg et al. is also concerned with matrices that are not fully independent. In this case the matrices are generated from random walks on an expander graph. The main idea to deal with dependence issue is using a new multi-matrix extension of the Golden-Thompson inequality and an adaptation of Healy's proof of the expander Chernoff bound in the scalar's case [Hea08] to matrix case. Their techniques deal with fairly generic types of dependence, and cannot leverage the very strong stability properties that arise from the negative dependence and stochastic covering properties of Strongly Rayleigh distributions. Harvey and Olver [HO14] proved a matrix concentration result for randomized pipage rounding, which can be used to
show concentration results for random spanning trees obtained from pipage rounding, but not for (weighted) uniformly random spaning trees. The central technical element of their proof is a new variant of a theorem of Lieb on concavity of certain matrix trace functions.

Matrix martingales have played a central role in a number of algorithmic results in theoretical computer science [KS16, CMP16, KPPS17], but beyond a reliance on Tropp's Matrix Freedman Inequality, these works have little in common with our approach. However, our bound does share a technical similarity with [KS16], namely that a sequence of increasingly restricted random choices in a martingale process lead to a $\log n$ factor in a variance bound.

Strongly Rayleigh Distributions in Theoretical Computer Science. Perhaps the most prominent result on Strongly Rayleigh distributions in theoretical computer science is the generalization of [MSS15b] to Strongly Rayleigh distributions.

The central technical result of [MSS15b] essentially shows that given a collection of independent random vectors $v_{1}, \ldots, v_{m}$ with finite support in $\mathbb{C}^{n}$ s.t. $\sum_{i=1}^{m} \mathbb{E}\left[v_{i} v_{i}^{*}\right]=I$ and for all $i,\left\|v_{i}\right\|^{2} \leq \epsilon$, then $\operatorname{Pr}\left[\left\|\sum_{i=1}^{m} v_{i} v_{i}^{*}\right\| \leq(1+\sqrt{\epsilon})^{2}\right]>0$. [AG15] establishes a related result for $k$-homogeneous Strongly Rayleigh distributions, though they require an additional constraint on the marginal probability that any given random variable is non-zero being bounded above by $\delta$, and then establish $\operatorname{Pr}\left[\left\|\sum_{i=1}^{m} v_{i} v_{i}^{*}\right\| \leq 4(\epsilon+\delta)+2(\epsilon+\delta)^{2}\right]>0$. Based on this, [AG15] shows ${ }^{2}$ that given an unweighted $k$-edge connected graph $G$ where every edge has leverage score at most $\epsilon$, there exists an unweighted spanning tree s.t. $L_{T} \preceq O\left(\frac{1}{k}+\epsilon\right) \cdot L_{G}$. This is referred to as a spectrally thin tree with parameter $O\left(\frac{1}{k}+\epsilon\right)$.

[^50][AGR16] showed how to algorithmically sample from $k$-homogeneous Determinental Point Process in time poly $(k) n \log (n / \epsilon)$, where $n$ is the dimension of matrix giving rise to the determinental point process and $\epsilon$ is the allowed total variation distance. Their techniques are based on generalization proofs of expansion in the base graph associated with a balanced matroid, a result first established by [FM92].

Random spanning trees. Algorithms for sampling random spanning trees have a long history, but only recently have they explicitly used matrix concentration [DKP ${ }^{+} 17$, DPPR17, Sch18]. The matrix concentration arguments in these papers, however, deal mostly with how modifying a graph results in changes to the distribution of random spanning trees in the graph. We instead study how closely random spanning trees resemble the graph they were initially sampled from. Whether our result in turn has applications for improving sampling algorithms for random spanning trees is unclear.

The fact that spanning tree edges exhibit negative dependence has been used strikingly in concentration arguments by Goyal et al. [GRV09] to show that two random spanning trees gives $O(\log n)$-factor approximate cut sparsifier in bounded degree graphs, with good probability. This is clearly false when sampling the same number of edges independently, because this graph has large probability of having isolated vertices. Goyal et al. improve over independent sampling by leveraging the fact that for a fixed tree, in some sense, very few cuts of a given size exist. This is a variant of Karger's famous cut-counting techniques [Kar93, KS96] specialized to unweighted trees.

Uses of negatively dependent Chernoff bounds applied to tree edges also appeared in works on approximation algorithms for TSP problems [GSS11, AGM ${ }^{+}$10], where additionally
the connectivity properties of the tree play an important role
In contrast, the techniques of Fung et al. [FHHP11] show that $O\left(\epsilon^{-2} \log ^{2} n\right)$ spanning trees suffice to give a $(1 \pm \epsilon)$-cut sparsifier, but they do not show that tree-based sparsifiers improve over independent sampling, The focus of their paper is to establish that wide range of different techniques for choosing sampling probabilities all give cut sparsifiers, by establishing a more flexible framework than the original cut-sparsifier results of Benczur-Karger [BK96], using related cut-counting techniques (see [Kar93, KS96]). To extend their results to spanning trees, they simply observe that the (scalar-valued) Chernoff bounds they use directly apply to negatively dependent variables, and hence edges in spanning trees.

Fung et at. [FHHP11] also establish a lower bound, showing that for any constant $c$, there exists a graph for which obtaining a factor $c$-cut sparsifier by averaging trees requires using at least $\Omega(\log n)$ trees to succeed with constant probability.

### 8.1.2 Our results and techniques

Theorem 8.1.1 (First main result, a Matrix Chernoff Bound $k$-homogeneous Strongly Rayleigh Distributions). Suppose $\left(\xi_{1}, \ldots, \xi_{m}\right) \in\{0,1\}^{m}$ is a random vector of $\{0,1\}$ variables whose distribution is $k$-homogeneous and Strongly Rayleigh.

Given a collection of PSD matrices $A_{1}, \ldots A_{m} \in \mathbb{R}^{n \times n}$ s.t. for all $e \in[m]$ we have $\left\|A_{e}\right\| \leq R$ and $\left\|\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]\right\| \leq \mu$.

Then for any $\epsilon>0$,

$$
\operatorname{Pr}\left[\left\|\sum_{e} \xi_{e} A_{e}-\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]\right\| \geq \epsilon \mu\right] \leq n \exp \left(-\frac{\epsilon^{2} \mu}{R(\log k+\epsilon)} \Theta(1)\right)
$$

This Matrix Chernoff bound matches the bounds due to Tropp [Tro12], up to the $\log k$ factor in the exponent. Our lower bounds rule out that a much stronger bound is true in the $\epsilon \approx \log k$ regime, since the level of concentration we prove at this $\epsilon$ is stronger than what is ruled out for $\epsilon \approx \frac{\log k}{\log \log k}$ by the lower bound in Theorem 8.1.3. However, this does not rule out that the $\log k$ factor in our bound is unnecessary. I.e. we cannot rule out that a stronger concentration statement might match the bound for the independent case given by Tropp [Tro12].

Remark 8.1.1. When the Strongly Rayleigh distribution is in fact a product distribution on a collection of $l$ Strongly Rayleigh distributions that are each $t$-homogeneous, then the joint distribution is $l t$-homogeneous Strongly Rayleigh, but in Theorem 8.1.1, the factor $\log (l t)$ can be replaced by a factor $\log t$. This applies to the case of independent random spanning trees, but only gives a constant factor improvement in the number of trees required.

Our work is related to the concentration inequality of Peres and Pemantle [PP14], who showed a concentration result for scalar-valued Lipschitz functions of Strongly Rayleigh distributions. They used Doob martingales (martingales constructed from sequences of conditional expectations) to prove their result. We use a similar approach for matrices, constructing Doob matrix martingales from our Strongly Rayleigh distributions. In addition, we use the stochastic covering property of Strongly Rayleigh distributions observed by Peres and Pemantle, but implicitly derived in [BBL09]. This property leads to bounded differences in Doob martingale sequences for scalars. As in the scalar setting, it is possible to show concentration results for matrix-valued martingales. We use the Matrix Freedman inequality ${ }^{3}$

[^51]of Tropp. This inequality allows makes it possible to establish strong concentration bounds based on control of sample norms and control of the predictable quadratic variation process of the martingale, a matrix-valued object that is used to measure variance (see [Tro11c]). We show that as in the scalar setting, the stochastic covering property of Strongly Rayleigh distributions leads to bounded differences for Doob matrix martingales. But, we also combine the stochastic covering property with deceptively simple matrix martingale properties and a negative dependence condition to derive additional bounds on the predictable quadratic variation process of the martingale. The key negative dependence property we use is a simple observation that generalizes, to $k$-homogeneous Strongly Rayleigh distributions, the fact that in a random spanning tree, conditioning on the presence of a set of edges lowers the marginal probability of every other graph edge being in the tree (see Lemma 8.1.7). While we frame it differently, it is essentially an immediate consequence of statements in [BBL09]. The surprise here is how useful this simple observation is for removing issues with characterizing conditional $k$-homogeneous Strongly Rayleigh distributions. As a corollary we get our second main result.

Theorem 8.1.2 (Second main result, concentration bound of a batch of independent random spanning trees). Given as input a weighted graph $G$ with $n$ vertices and a parameter $\epsilon>0$, let $T_{1}, T_{2}, \cdots, T_{t}$ denote $t$ independent inverse leverage score weighted random spanning trees, if we choose $t=O\left(\epsilon^{-2} \log ^{2} n\right)$ then with probability $1-1 / \operatorname{poly}(n)$,

$$
(1-\epsilon) L_{G} \preceq \frac{1}{t} \sum_{i=1}^{t} L_{T_{i}} \preceq(1+\epsilon) L_{G} .
$$

process, which means the bound we use is more analogous to a matrix version Bernstein's inequality, adapted to martingales. We resort to the more complicated Freedman's inequality only because it gives a directly applicable statement that is known in the literature.

Prior to our work, only a trivial bound on the number of spanning trees required to build a spectral sparsifier was known, namely that standard matrix concentration arguments like those in [SS11] prove that $O\left(\epsilon^{-2} n \log n\right)$ spanning trees suffice. Note that, the number of spanning trees required to build spectral sparsifier in our Theorem 8.1.2 matches the number of spanning trees required to construct cut sparsifier in previous best result [FHHP11]. The total edge count we require is $\Theta\left(\epsilon^{-2} n \log ^{2} n\right)$, worse by a factor $\log n$ than the bound for independent edge sampling obtained in [SS11]. It is not clear whether this factor in necessary. Remark 8.1.2. Suppose we apply our Theorem 8.1.3 to show that any single random spanning tree satisfies $L_{T} \preceq O(\log n) \cdot L_{G}$ whp. This is tight up a $\log \log n$ factor. Then, one can from use this to derive Theorem 8.1.2 based on a standard (and tight) Matrix Chernoff bound, and a (laborious) combination of Doob martingales and stopping time arguments similar to those found in [Tro12, KS16]. This line of reasoning will lead to the same bounds as Theorem 8.1.3. Thus, unless one proves more than just a norm bound for each individual tree, it is not possible improve over our result, except for $\log \log n$ factors.

Like the work of Fung et al. our results for spanning trees do not improve over the independent case. Fung et al. achieved their result by combining cut counting techniques with Chernoff bounds for scalar-valued negatively dependent variables. In our random matrix setting, there are no clear candidates for a Chernoff bound for negatively dependent random matrices that we can adopt, and this type of bound is exactly what we develop in the Strongly Rayleigh case.

We establish a one-sided concentration result for a single tree, namely that whp. $L_{T} \preceq O(\log n) \cdot L_{G}$. Again, this is a direct application of Theorem 8.1.1.

Theorem 8.1.3 (Third main result, upper bound for the concentration of one random spanning tree). Given a graph $G$, let $T$ be a random spanning tree, then with probability at least $1-1 / \operatorname{poly}(n)$

$$
L_{T} \preceq O(\log n) \cdot L_{G} .
$$

This upper bound is tight up to a factor $\log \log n$ as shown by our almost matching lower bound stated below.

Theorem 8.1.4 (Lower bound for the concentration of one random spanning tree). For any $n \geq 2^{2^{6}}$, there is an unweighted graph $G$ with $n$ nodes, s.t. if we sample an inverse leverage score weighted random spanning tree $T$, then with probability at least $1-e^{-n^{4}}$,

$$
L_{T} \nprec \frac{\log n}{8 \log \log n} \cdot L_{G} .
$$

Trivially, the presence of degree one nodes in $L_{T}$ means that in a complete graph, $L_{G} \nprec L_{T}$. So choosing any other scaling of the tree will make at least one of the inequalities $L_{T} \nprec \frac{1}{8} \log n / \log \log n \cdot L_{G}$ and $L_{G} \nprec L_{T}$ true with a larger gap. Note that in the complete unweighted graph the trees we consider have weight $\Theta(n)$ on each edge. A random spanning tree in the complete graph has diameter about $\sqrt{n}[\operatorname{RS} 67]$. This can be shown to imply that for an unweighted random tree $\widehat{T}, L_{G} \nprec \sqrt{n} L_{\widehat{T}}$. But once we scale up every edge of the tree by a factor $\Theta(n)$, the diameter bound no longer directly implies a spectral gap of the form $L_{G} \nprec \alpha L_{T}$ for some $\alpha$. In a ring graph, we get $L_{G} \nprec(n-2) L_{T}$ and $L_{T} \nprec L_{G}$.

We can also show in general that $L_{T} \nprec 10 \log n \cdot L_{G}$, but with a much smaller probability.

Theorem 8.1.5 (Lower bound for the concentration of one random spanning tree). For any $n \geq 4$, there is an unweighted graph $G$ with $n$ nodes, s.t. if we sample an inverse leverage score weighted random spanning tree $T$, then with probability at least $2^{-150 \log n \log \log n}$,

$$
L_{T} \nprec 10 \log n \cdot L_{G} .
$$

And we show a lower bound for $\epsilon$-spectral sparsifiers for random spanning trees.

Theorem 8.1.6 (Lower bound for the concentration of multiple random spanning trees). For any $n \geq 2^{100}$, there is an unweighted graph $G$ with $n$ nodes, s.t. for any accuracy parameter $\epsilon \in\left(5 n^{-0.1}, 1 / 2\right)$, if we sample $t=0.05 \epsilon^{-2} \log n$ independent random spanning trees with edges weighted by inverse leverage score, then with probability at least $1-e^{-n^{39}}$,

$$
(1-\epsilon) L_{G} \nprec \frac{1}{t} \sum_{i=1}^{t} L_{T_{i}} \text { and } \frac{1}{t} \sum_{i=1}^{t} L_{T_{i}} \nprec(1+\epsilon) L_{G} \text {. }
$$

Our lower bound is incomparable with that of Fung et al.[FHHP11], who showed that for any constant $c$, there exists a graph for obtaining a factor $c$-cut sparsifier by averaging trees requires using at least $\Omega(\log n)$ trees to succeed with constant probability. Where Fung et. al [FHHP11] used triangles in their lower bound construction, our bad examples are based on collections of small cliques, which lets us ensure cut differences in even a single tree, by giving longer-tailed degree distributions. All of our lower bounds are based on simple constructions from collections of edge disjoint cliques, and use the fact that the exact distribution of degrees of a fixed vertex in a random spanning tree of the complete graph is known. Note that a lower bound for cut approximation implies a lower-bound for spectral approximation, because the contrapositive statement is true: spectral approximation implies cut approximation.

Remark 8.1.3. In fact, all our lower bounds also directly apply for cut approximation, which is a strictly stronger result. For example, there is an unweighted graph $G$, s.t. if we sample an inverse leverage score weighted random spanning tree $T$, then with probability at least $1-e^{-n^{4}}, T$ has a cut which is larger than the corresponding cut in $G$ by a factor $\frac{\log n}{8 \log \log n}$.

Connection to Spectrally Thin Trees Using their MSS-type existence proof for "small norm outcomes" of homogeneous Strongly Rayleigh distributions, [AG15] showed that in an unweighted $k$-edge connected graph $G$ where every edge has leverage score at most $\epsilon$, there exists an unweighted spanning tree $\widehat{T}$ s.t. $L_{\widehat{T}} \preceq O\left(\frac{1}{k}+\epsilon\right) \cdot L_{G}$. This is referred to a spectrally thin tree with parameter $O\left(\frac{1}{k}+\epsilon\right)$.

In contrast, applying our $k$-homogeneous Strongly Rayleigh Matrix Chernoff bound to an unweighted graph $G$ where every edge has leverage score at most $\epsilon$, we can show that an unweighted random spanning tree satisfies $L_{T} \preceq O(\epsilon \log n) L_{G}$ with high probability. This follows immediately from our Theorem 8.1.3, because if we let $T$ denote the unweighted spanning tree and $\widehat{T}$ corresponding spanning tree with edges weighted by inverse leverage scores, then

$$
\begin{aligned}
L_{\widehat{T}} & =\sum_{e \in T} w(e) b_{e} b_{e}^{\top} \\
& \preceq \epsilon \sum_{e \in T} \frac{1}{l(e)} w(e) b_{e} b_{e}^{\top} \\
& =\epsilon L_{\widehat{T}} \\
& \preceq O(\epsilon \log n) L_{G}
\end{aligned}
$$

whp.

The proof in [AG15] is based on an adaptation of the [MSS15b] proof, and does not have clear parallels with our approach. Whereas the key properties of Strongly Rayleigh distributions that we use are stochastic covering (a property that limits change in a distribution under conditioning) and conditional negative dependence, the central element of their approach is a proof that certain mixed characteristic polynomials associated with $k$ homogeneous distributions are real stable when the original distribution is Strongly Rayleigh.

The following Lemma captures a simple but crucial property of Strongly Rayleigh distributions.

Lemma 8.1.7 (Shrinking Marginals). Suppose $\left(\xi_{1}, \ldots, \xi_{m}\right) \in\{0,1\}^{m}$ is a random vector of $\{0,1\}$ variables whose distribution is $k$-homogeneous and Strongly Rayleigh, then any set $S \subseteq[m]$ with $|S| \leq k$ for all $j \in[m] \backslash S$

$$
\operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{S}=\mathbf{1}_{S}\right] \leq \operatorname{Pr}\left[\xi_{j}=1\right] .
$$

We provide a proof in Section 8.7.

### 8.2 Notation

We use $[n]$ to denote set $\{1,2, \cdots, n\}$. Given a vector $x$, we use $\|x\|_{0}$ to denote the number of non-zero entries in the vector.

Matrix and norms. For a matrix $A$, we use $A^{\top}$ to denote the transpose of $A$. We say matrix $A$ is positive semi-definite (PSD) if $A=A^{\top}$ and $x^{\top} A x \geq 0$ for all $x \in \mathbb{R}^{n}$. We use $\succeq, \preceq$ to denote the semidefinite ordering, e.g. $A \succeq 0$ denotes that $A$ is PSD, and $A \succeq B$ means $A-B \succeq 0$. We say matrix $A$ is positive definite ( PD ) if $A=A^{\top}$ and $x^{\top} A x>0$ for all $x \in \mathbb{R}^{n}-\{0\} . A \succ B$ means $A-B$ is PD .

For matrix $A \in \mathbb{R}^{n \times n}$, we define $\|A\|$ to be the spectral norm of $A$, i.e.,

$$
\|A\|=\max _{\|x\|_{2}=1, x \in \mathbb{R}^{n}} x^{\top} A x
$$

Let $\operatorname{tr}(A)$ denote the trace of a square matrix $A$. We use $\lambda_{\max }(A)$ to denote the largest eigenvalue of matrix $A$. For symmetric matrix $A \in \mathbb{R}^{n \times n}, \lambda_{\max }(A)=\|A\|$ and $\operatorname{tr}(A) \leq n\|A\|$.

The Laplacian matrix-related definitions. Let $G=(V, E, w)$ be a connected weighted undirected graph with $n$ vertices and $m$ edges and edge weights $w_{e}>0$. If we orient the edges of $G$ arbitrarily, we can write its Laplacian as $L=B^{\top} W B$, where $B \in \mathbb{R}^{m \times n}$ is the signed edge-vertex incidence matrix and defined as follows

$$
B(e, v)= \begin{cases}1, & \text { if } v \text { is } e^{\prime} \text { s head } \\ -1, & \text { if } v \text { is } e^{\prime} \text { s tail } \\ 0, & \text { otherwise }\end{cases}
$$

and $W \in \mathbb{R}^{m \times m}$ is the diagonal matrix with $W(e, e)=w_{e}$.

### 8.3 Preliminaries

### 8.3.1 Useful facts and tools

This section, we provide some useful tools.

Fact 8.3.1. For any two square matrices $A$ and $B$, we have

$$
\frac{1}{2}(A+B)^{2}+\frac{1}{2}(A-B)^{2}=A^{2}+B^{2}
$$

Proof.

$$
\begin{aligned}
\frac{1}{2}(A+B)^{2}+\frac{1}{2}(A-B)^{2} & =\frac{1}{2}(A+B)(A+B)+\frac{1}{2}(A-B)(A-B) \\
& =\frac{1}{2}\left(A^{2}+B A+A B+B^{2}\right)+\frac{1}{2}\left(A^{2}-B A-A B+B^{2}\right) \\
& =A^{2}+B^{2}
\end{aligned}
$$

which completes the proof.

Fact 8.3.2. For any two symmetric matrices

$$
(A-B)^{2} \preceq 2 A^{2}+2 B^{2} .
$$

Proof. Using Fact 8.3.1, we have

$$
(A+B)^{2}+(A-B)^{2}=2 A^{2}+2 B^{2}
$$

Because $A$ and $B$ are symmetric matrices, then $(A+B)^{2} \succeq 0$. It implies that

$$
(A-B)^{2} \preceq 2 A^{2}+2 B^{2},
$$

which completes the proof.

### 8.3.2 Strongly Rayleigh distributions

This section provides definitions related to Strongly Rayleigh distributions. For more details, we refer the readers to [BBL09, PP14].

Let $\mu: 2^{[n]} \rightarrow \mathbb{R}_{\geq 0}$ denote a probability distribution over $2^{[n]}$, and $\sum_{S \subseteq[n]} \mu(S)=1$.
Let $x_{1}, x_{2}, \cdots, x_{n}$ denote $n$ variables, we use $x$ to denote $\left(x_{1}, x_{2}, \cdots, x_{n}\right)$. For each set $S \subseteq[n]$, we define $x_{S}=\prod_{i \in S} x_{i}$. We define the generating polynomial for $\mu$ as follows

$$
f_{\mu}(x)=\sum_{S \subseteq[n]} \mu(S) \cdot x_{S}
$$

We say distribution $\mu$ is $k$-homogeneous if the polynomial $f_{\mu}$ is a homogeneous polynomial of degree $k$. In other words, for each $S \in \operatorname{supp}(\mu),|S|=k$.

We say a polynomial $p\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is stable, if $\operatorname{Im}\left(x_{i}\right)>0, \forall i \in[n]$, then $p\left(x_{1}, \cdots, x_{n}\right) \neq$ 0 . We say polynomial $p$ is real stable, it is stable and all of its coefficients are real. We say $\mu$ is a Strongly Rayleigh distribution if $f_{\mu}$ is a real stable polynomial.

Fact 8.3.3 (Conditioning on subset of coordinates). Consider a random vector $\left(\xi_{1}, \ldots, \xi_{m}\right) \in$ $\{0,1\}^{m}$ whose distribution is $k$-homogeneous Strongly Rayleigh. Suppose we get a binary vector $\mathbf{b}=\left(b_{1}, \ldots, b_{t}\right) \in\{0,1\}^{t}$ with $\|\mathbf{b}\|_{0}=l \leq k$, and we get a set $S \subset[m]$ with $|S|=$ $t$. Then conditional on $\xi_{S}=\mathbf{b}$, the distribution of $\xi_{[m] \backslash S}$ is $(k-l)$-homogeneous Strongly Rayleigh.

This fact tells us that if we condition on the value of some entries in the vector, the remaining coordinates still have a Strongly Rayleigh distribution.

Fact 8.3.4 (Stochastic Covering Property). Consider a random vector $\left(\xi_{1}, \ldots, \xi_{m}\right) \in\{0,1\}^{m}$ whose distribution is $k$-homogeneous Strongly Rayleigh. Suppose we are given an index $i \in$ $[m]$. Let $\xi^{\prime}=\xi_{[m] \backslash\{i\}}$ be the distribution on entries of $\xi$ except $i$. Let $\xi^{\prime \prime}$ be the distribution of $\xi_{[m] \backslash\{i\}}$ conditional on $\xi_{i}=1$. Then, there exists a coupling between $\xi^{\prime}$ and $\xi^{\prime \prime}$ (i.e. a joint distribution the two vectors), s.t. in every outcome of the coupling the value of $\xi^{\prime}$ can be obtained from the value of $\xi^{\prime \prime}$ by either changing a single from 0 to 1 or by leaving all entries unchanged.

This fact is known as the Stochastic Covering Property (see [PP14]). It gives us a convenient tool for relating the conditional distribution of a subset of the coordinates of the vector to the unconditional distribution.

Note that by Fact 8.3.3, the distribution of $\xi^{\prime \prime}$ used in Fact 8.3.4 is $k-1$ homogeneous. In contrast, the outcomes of $\xi^{\prime}$ may have $k$ or $k-1$ ones. Fact 8.3.4 tells us that we can pair up all the outcomes of the conditional distribution $\xi^{\prime \prime}$ with outcome of the unconditional distribution $\xi^{\prime}$ s.t. only a small change is required to make them equal. This tells us that the distribution is in some sense not changing too quickly under conditioning.

### 8.3.3 Random spanning trees

We provide the formal definition of random spanning tree in this section.
We use the same definitions about spanning trees as $\left[\mathrm{DKP}^{+} 17\right]$. Let $\mathcal{T}_{G}$ denote the set of all spanning subtrees of $G$. We now define a probability distribution on these trees.

Definition 8.3.1 ( $w$-uniform distribution on trees). Let $\mathcal{D}_{G}$ be a probability distribution
on $\mathcal{T}_{G}$ such that

$$
\operatorname{Pr}_{X \sim \mathcal{D}_{G}}[X=T] \propto \prod_{e \in T} w_{e}
$$

We refer to $\mathcal{D}_{G}$ as the $w$-uniform distribution on $\mathcal{T}_{G}$. When the graph $G$ is unweighted, this corresponds to the uniform distribution on $\mathcal{T}_{G}$. Crucially, random spanning tree distributions are Strongly Rayleigh, as shown in [BBL09].

Fact 8.3.5 (Spanning Trees are Strongly Rayleigh). In a connected weighted graph $G$, the $w$-uniform distribution on spanning trees is $(n-1)$-homogeneous Strongly Rayleigh.

Definition 8.3.2 (Effective Resistance). The effective resistance of a pair of vertices $u, v \in$ $V_{G}$ is defined as

$$
R_{\mathrm{eff}}(u, v)=b_{u, v}^{\top} L^{\dagger} b_{u, v},
$$

where $b_{u, v}$ is an all zero vector corresponding to $V_{G}$, except for entries of 1 at $u$ and -1 at $v$.

The a reference for following standard fact about random spanning trees can be found in $\left[\mathrm{DKP}^{+} 17\right]$.

Definition 8.3.3 (Leverage Score). The statistical leverage score, which we will abbreviate to leverage score, of an edge $e=(u, v) \in E_{G}$ is defined as

$$
l_{e}=w_{e} R_{\mathrm{eff}}(u, v)
$$

Fact 8.3.6 (Spanning Tree Marginals). The probability $\operatorname{Pr}[e]$ that an edge $e \in E_{G}$ appears in a tree sampled $w$-uniformly randomly from $\mathfrak{T}_{G}$ is given by

$$
\operatorname{Pr}[e]=l_{e},
$$

where $l_{e}$ is the leverage score of the edge $e$.

### 8.4 A Matrix Chernoff Bound for Strongly Rayleigh Distributions

We first define a mapping which maps an element into a psd matrix.

Definition 8.4.1 ( $Y$-operator). We use $\Gamma$ to denote $\left[m\right.$ ], we define a mapping $Y: \Gamma \rightarrow \mathbb{R}^{n \times n}$ such that $Y_{e}$ is a psd matrix and $\left\|Y_{e}\right\| \leq R$.

Throughout this section, we will use $\xi \in\{0,1\}^{m}$ to denote a random length $m$ boolean vector whose distribution is $k$-homogeneous Strongly Rayleigh. For any set $S \subseteq[m$ ], we use $\xi_{S}$ to denote the length $|S|$ vector that only chooses the entry from indices in $S$.

We will frequently need to work with a different representation of the random variable $\xi$. We use $\gamma$ to denote this second representation. The random variable $\gamma$ is composed of a sequence of $k$ random indices $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}$, each of which takes a value $e_{1}, e_{2}, \cdots, e_{k} \in[m]$. The indices give the locations of the ones in $\xi$, i.e. in an outcome of the two variables $(\xi, \gamma)$, we always have $\xi_{\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right\}}=\mathbf{1}$ and $\xi_{[m] \backslash\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right\}}=\mathbf{0}$. Additionally, we want to ensure that the distribution of $\gamma$ is invariant under permutation: This can clearly be achieved by starting with any distribution for $\gamma$ that satisfies the coupling with $\xi$ and the applying a uniformly random permutation to reorder the $k$ indices of $\gamma$ (see [PP14] for a further discussion).

For convenience, for each $i \in[k]$, we define $\gamma_{\leq i}$ and $\gamma_{\geq i}$ as abbreviated notation for

$$
\gamma_{1}, \gamma_{2}, \cdots, \gamma_{i} \text { and } \gamma_{i}, \gamma_{i+1}, \cdots, \gamma_{k}
$$

respectively. Let $S=\left\{e_{1}, e_{2}, \cdots, e_{i}\right\} \subset[m]$ be one possible assignment for indices of a subset of the ones in $\xi$, (we require $i \leq k$ ). Then the distribution of $\xi_{[m] \backslash S}$ conditional on $\xi_{S}=\mathbf{1}$ is the same as the the distribution of $\xi_{[m] \backslash S}$ conditional on $\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{i}\right)=\left(e_{1}, e_{2}, \cdots, e_{i}\right)$. In
other words, in terms of the resulting distribution of $\xi_{[m] \backslash S}$, it is equivalent to condition on either $\gamma_{\leq i}$ or $\xi_{\gamma_{\leq i}}=\mathbf{1}$. We define matrix $Z \in \mathbb{R}^{n \times n}$ as follows.

Definition 8.4.2 (Z). Let $Z$ denote $\sum_{e \in \Gamma} \xi_{e} \cdot Y_{e}$ where $\|\xi\|_{0}=k$. Due to the relationship between $\xi$ and $\gamma$, we can also write $Z$ as

$$
Z=\sum_{i=1}^{k} Y_{\gamma_{i}}
$$

For simplicity, for each $i \in[k]$, we define $Z_{\leq i}$ and $Z_{\geq i}$ as follows,

$$
Z_{\leq i}=\sum_{j=1}^{i} Y_{\gamma_{j}} \text { and } Z_{\geq i}=\sum_{j=i}^{k} Y_{\gamma_{j}}
$$

We define a series of matrices $M_{i} \in \mathbb{R}^{n \times n}$ as follows
Definition 8.4.3 ( $M_{i}$, martingale). We define $M_{0}=\mathbb{E}[Z]$. For each $i \in\{1,2, \cdots, k-1\}$, we define $M_{i}$ as follows

$$
M_{i}=\underset{\gamma \geq i+1}{\mathbb{E}}\left[Z \mid \gamma_{1}, \cdots, \gamma_{i}\right]
$$

It is easy to see that

$$
\underset{\gamma_{i+1}}{\mathbb{E}}\left[M_{i+1}\right]=M_{i},
$$

which implies

$$
\begin{equation*}
\underset{\gamma_{i+1}}{\mathbb{E}}\left[M_{i+1}-M_{i} \mid \gamma_{1}, \cdots, \gamma_{i}\right]=0 \tag{8.1}
\end{equation*}
$$

Note that we can split $Z$ up as

$$
\begin{align*}
Z & =\sum_{j=i+2}^{k} Y_{\gamma_{j}}+Y_{\gamma_{i+1}}+\sum_{j=1}^{i} Y_{\gamma_{j}} \\
& =Z_{\geq i+2}+Y_{\gamma_{i+1}}+Z_{\leq i} \tag{8.2}
\end{align*}
$$

And similarly $Z=Z_{\geq i+1}+Z_{\leq i}$.
In order to relate $M_{i}$ and $M_{i+1}$, we will consider a fresh copy of $\gamma_{\geq i+1}$ which we denote by $\widehat{\gamma}_{\geq i+1}$. We denote the corresponding fresh copy of $Z_{\geq i+1}$, by $\widehat{Z}_{\geq i+1}$. We can now give an equivalent definition of $M_{i}$ in terms of the expectation over $\widehat{\gamma}_{\geq i+1}$, while $M_{i+1}$ is still defined in terms of the expectation over $\gamma_{\geq i+2}$, so that

$$
\begin{equation*}
M_{i}=\underset{\widehat{\gamma} \geq i+1}{\mathbb{E}}\left[\widehat{Z}_{\geq i+1}+Z_{\leq i} \mid \gamma_{1}, \cdots, \gamma_{i}\right] \text { and } M_{i+1}=\underset{\gamma \geq i+2}{\mathbb{E}}\left[Z_{\geq i+2}+Y_{\gamma_{i+1}}+Z_{\leq i} \mid \gamma_{1}, \cdots, \gamma_{i}, \gamma_{i+1}\right] \tag{8.3}
\end{equation*}
$$

Note that both still depend on the same $\gamma_{\leq i}$ vector, and $M_{i+1}$ depends on $\gamma_{i+1}$, but $M_{i}$ does not. So far, we have simply introduced a sligtly different notation for $M_{i}$, since the expectation operation ensures that the value of $M_{i}$ is unchanged.

We let $\xi \in\{0,1\}^{m}$ denote the binary vector indicating the positions of indices $\gamma_{1}, \cdots, \gamma_{i}, \gamma_{i+1}, \cdots, \gamma_{k}$. while letting $\widehat{\xi} \in\{0,1\}^{m}$ indicate the positions of indices of $\gamma_{1}, \cdots, \gamma_{i}$, $\widehat{\gamma}_{i+1}, \cdots, \widehat{\gamma}_{k}$.

Note that $k$-homogeneous Strongly Rayleigh implies the stochastic covering property. By Fact 8.3.4, the stochastic covering property implies that a coupling exists s.t. adding either one or no extra "ones" to the vector $\xi_{[m] \backslash \gamma_{i+1}}$ results in the vector $\widehat{\xi}_{[m] \backslash \gamma_{i+1}}$. But, since $\xi_{[m] \backslash \gamma_{i+1}}$ is $k-1$ homogenous and $\widehat{\xi}_{[m]}$ is $k$-homogenous, we can conclude that $\widehat{\xi}_{[m] \backslash \gamma_{i+1}}$ is obtained from $\xi_{[m] \backslash \gamma_{i+1}}$ by adding no ones, if and only $\widehat{\xi}_{[m]}$ has a one at index $\gamma_{i+1}$. From this we conclude a more helpful form of stochastic covering: we can construct an index $\widetilde{\gamma}_{i+1}$ and a coupling s.t. conditional on $\gamma_{i+1}$, the indices $\widetilde{\gamma}_{i+1}, \gamma_{i+2}, \cdots, \gamma_{k}$ have the same distribution as $\widehat{\gamma}_{i+1}, \widehat{\gamma}_{i+2}, \cdots, \widehat{\gamma}_{k}$. Thus

$$
\begin{equation*}
Z_{\geq i+2}+Y_{\widetilde{\gamma}_{i+1}}=\widehat{Z}_{\geq i+1} \tag{8.4}
\end{equation*}
$$

We define $X_{i+1}=M_{i+1}-M_{i}$ and then by Eq. (8.1)

$$
\begin{equation*}
\underset{\gamma_{i+1}}{\mathbb{E}}\left[X_{i+1} \mid \gamma_{1}, \cdots, \gamma_{i}\right]=0 \tag{8.5}
\end{equation*}
$$

Then we can rewrite $X_{i+1}$ in the following way,
Claim 8.4.1. Let $\mathcal{D}_{\gamma_{\leq i+1}}$ denote the coupling distribution between $Z_{\geq i+2}$ and $Y_{\widetilde{\gamma}_{i+1}}$ such that Eq. (8.4) holds. Then

$$
X_{i+1}=Y_{\gamma_{i+1}}-\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right] .
$$

Proof. Note that in the following proof, we should think of $\gamma_{\leq i+1}$ as fixed.

$$
\begin{align*}
X_{i+1} & =M_{i+1}-M_{i} \\
& =\underset{\gamma \geq i+2}{\mathbb{E}}\left[Z \mid \gamma_{\leq i+1}\right]-\underset{\gamma \geq i+1}{\mathbb{E}}\left[Z \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma \geq i+2}{\mathbb{E}}\left[Z_{\geq i+2}+Y_{\gamma_{i+1}}+Z_{\leq i} \mid \gamma_{\leq i+1}\right]-\underset{\widehat{\gamma} \geq i+1}{\mathbb{E}}\left[\widehat{Z}_{\geq i+1}+Z_{\leq i} \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma \geq i+2}{\mathbb{E}}\left[Z_{\geq i+2}+Y_{\gamma_{i+1}}+Z_{\leq i} \mid \gamma_{\leq i+1}\right]-\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Z_{\geq i+2}+Y_{\widetilde{\gamma}_{i+1}}+Z_{\leq i} \mid \gamma_{\leq i+1}\right] \\
& =\underset{\left(Z_{\geq i+2}, Y_{\widetilde{\gamma}_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\gamma_{i+1}}-Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right] \tag{8.6}
\end{align*}
$$

where the first equality follows by definition of $X_{i+1}$, the second equality follows by Definition 8.4.3, the third equality follows by Eq. (8.3), the fourth equality follows by Eq. (8.4), and the fifth equality is by linearity of expectation and cancellation of terms that agree.

Once we condition on $\gamma_{\leq i}$ and $\gamma_{i+1}$ being fixed, then $Y_{\gamma_{i+1}}$ is also fixed. Thus in Eq. (8.6), we can move $Y_{\gamma_{i+1}}$ out of Expectation, so that the right hand side of Eq. (8.6) becomes

$$
\begin{equation*}
\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\gamma_{i+1}}-Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right]=Y_{\gamma_{i+1}}-\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right] . \tag{8.7}
\end{equation*}
$$

Fact 8.4.2. We condition on $\gamma_{\leq i+1}$. Let $\mathcal{D}_{\gamma_{\leq i+1}}$ denote the coupling distribution such that $Z_{\geq i+2}+Y_{\widetilde{\gamma}_{i+1}}=\widehat{Z}_{\geq i+1}$ holds. We define $U_{\gamma_{i+1}}$ as follows

$$
U_{\gamma_{i+1}}=\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right] .
$$

Then, we have the following four properties,

$$
\begin{aligned}
& \text { (I) } \underset{\gamma_{i+1}}{\mathbb{E}}\left[U_{\gamma_{i+1}} \mid \gamma_{\chi_{i}}\right]=\underset{\gamma_{i+1}}{\mathbb{E}}\left[Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right], \\
& \text { (II) }\left\|Y_{\gamma_{i+1}}\right\| \leq R,\left\|U_{\gamma_{i+1}}\right\| \leq R, \\
& \text { (III) }\left\|Y_{\gamma_{i+1}}-U_{\gamma_{i+1}}\right\| \leq R, \\
& \text { (IV) } Y_{\gamma_{i+1}}^{2} \preceq R \cdot Y_{\gamma_{i+1}}, U_{\gamma_{i+1}}^{2} \preceq R \cdot U_{\gamma_{i+1}} .
\end{aligned}
$$

Proof. Proof of (I). We have

$$
\begin{aligned}
\underset{\gamma_{i+1}}{\mathbb{E}}\left[U_{\gamma_{i+1}} \mid \gamma_{\leq i}\right] & =\underset{\gamma_{i+1}}{\mathbb{E}}\left[\underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right] \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma_{i+1}}{\mathbb{E}}\left[\underset{\left(Z_{\geq i+2}, Y_{\gamma_{\gamma_{i+1}}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{\gamma_{i+1}}} \mid \gamma_{\leq i+1}\right]-Y_{\gamma_{i+1}}+Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma_{i+1}}{\mathbb{E}}\left[-X_{i+1}+Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma_{i+1}}{\mathbb{E}}\left[-X_{i+1} \mid \gamma_{\leq i}\right]+\underset{\gamma_{i+1}}{\mathbb{E}}\left[Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right] \\
& =\underset{\gamma_{i+1}}{\mathbb{E}}\left[Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right]
\end{aligned}
$$

where the third step follows by Eq. (8.7) and Eq. (8.6), the fourth step follows by linearity of expectation, and the last step follows by $\mathbb{E}_{\gamma_{i+1}}\left[-X_{i+1} \mid \gamma_{\leq i}\right]=0$.

Proof of (II).

By definition of $Y$, we have $\left\|Y_{\gamma_{i+1}}\right\| \leq R$.

$$
\begin{aligned}
\left\|U_{\gamma_{i+1}}\right\| & =\left\|\underset{\left(Z_{\geq i+2}, Y_{\widetilde{\gamma}_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[Y_{\widetilde{\gamma}_{i+1}} \mid \gamma_{\leq i+1}\right]\right\| \\
& \leq \underset{\left(Z_{\geq i+2}, Y_{\gamma_{i+1}}\right) \sim \mathcal{D}_{\gamma_{\leq i+1}}}{\mathbb{E}}\left[\left\|Y_{\widetilde{\gamma}_{i+1}}\right\| \mid \gamma_{\leq i+1}\right] \\
& \leq R .
\end{aligned}
$$

Proof of (III). For any two PSD matrices $A$ and $B$, we have $\|A-B\| \leq \max (\|A\|,\|B\|)$. Because both $Y_{\gamma_{i+1}}$ and $U_{\gamma_{i+1}}$ are PSD matrices and $\max \left(\left\|Y_{\gamma_{i+1}}\right\|,\left\|U_{\gamma_{i+1}}\right\|\right) \leq R$, we get the desired property.

Proof of (IV).
It follows by (II) and that $Y_{\gamma_{i+1}}$ and $U_{\gamma_{i+1}}$ are both PSD matrices.

We can show

## Claim 8.4.3.

$$
\underset{\gamma_{i+1}}{\mathbb{E}}\left[\left(Y_{\gamma_{i+1}}-U_{\gamma_{i+1}}\right)^{2} \mid \gamma_{\leq i}\right] \preceq 4 R \cdot \underset{\gamma_{i+1}}{\mathbb{E}}\left[Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right]
$$

Proof.

$$
\begin{aligned}
& \underset{\gamma_{i+1}}{\mathbb{E}}\left[\left(Y_{\gamma_{i+1}}-U_{\gamma_{i+1}}\right)^{2} \mid \gamma_{\leq i}\right] \\
\preceq & \underset{\gamma_{i+1}}{\mathbb{E}}\left[2 Y_{\gamma_{i+1}}^{2}+2 U_{\gamma_{i+1}}^{2} \mid \gamma_{\leq i}\right] \\
\preceq & \underset{\gamma_{i+1}}{\mathbb{E}}\left[2 R \cdot Y_{\gamma_{i+1}}+2 R \cdot U_{\gamma_{i+1}} \mid \gamma_{\leq i}\right] \\
\preceq & \underset{\gamma_{i+1}}{\mathbb{E}}\left[4 R \cdot Y_{\gamma_{i+1}} \mid \gamma_{\leq i}\right],
\end{aligned}
$$

where the first step follows by Fact 8.3.2, and the second step follows by $U_{\gamma_{i+1}}^{2} \preceq R \cdot U_{\gamma_{i+1}}$ and $Y_{\gamma_{i+1}}^{2} \preceq R \cdot Y_{\gamma_{i+1}}$.

Lemma 8.4.4. Let $\mathbb{E}\left[\sum_{e \in \Gamma} \xi_{e} Y_{e}\right] \preceq \mu I$. For each $i \in\{1,2, \cdots, k\}$, we have

$$
\underset{\gamma_{i}}{\mathbb{E}}\left[Y_{\gamma_{i}} \mid \gamma_{\leq i-1}\right] \preceq \frac{1}{k+1-i} \mu I .
$$

Proof. We use 1 to denote a length $i-1$ vector where each entry is one. We can think of $\gamma_{\leq i-1}$ as having its values already set to some edges in $\Gamma$, for example $\gamma_{1}=e_{1}, \cdots, \gamma_{i-1}=e_{i-1}$. Note that all of the $e_{1}, \cdots, e_{i-1}$ must be distinct. Then we use $\Gamma \backslash \gamma_{\leq i-1}$ to denote $\Gamma \backslash\left\{e_{1}, \cdots, e_{i-1}\right\}$.

$$
\begin{aligned}
\mathbb{E}\left[Y_{\gamma_{i}} \mid \gamma_{\leq i-1}\right] & =\sum_{e \in \Gamma \backslash \gamma_{\leq i-1}} \operatorname{Pr}\left[\gamma_{i}=e \mid \gamma_{\leq i-1}\right] \cdot Y_{e} \\
& =\sum_{e \in \Gamma \backslash \gamma_{\leq i-1}} \frac{\operatorname{Pr}\left[\xi_{e}=1 \mid \gamma_{\leq i-1}\right]}{k-(i-1)} \cdot Y_{e} \\
& =\sum_{e \in \Gamma \backslash \gamma_{\leq i-1}} \frac{\operatorname{Pr}\left[\xi_{e}=1 \mid \xi_{\gamma_{\leq i-1}}=1\right]}{k-(i-1)} \cdot Y_{e} \\
& \preceq \sum_{e \in \Gamma \backslash \gamma_{\leq i-1}} \frac{\operatorname{Pr}\left[\xi_{e}=1\right]}{k-(i-1)} \cdot Y_{e} \\
& \preceq \sum_{e \in \Gamma} \frac{\operatorname{Pr}\left[\xi_{e}=1\right]}{k-(i-1)} \cdot Y_{e} \\
& =\frac{1}{k-(i-1)} \mathbb{E}\left[\sum_{e} \xi_{e} Y_{e}\right] \\
& \preceq \frac{1}{k+1-i} \mu I
\end{aligned}
$$

where the first step follows by definition of expectation, the second step follows by $\operatorname{Pr}\left[\gamma_{i}=\right.$ $\left.e \mid \gamma_{\leq i-1}\right]=\operatorname{Pr}\left[\xi_{e}=1 \mid \gamma_{\leq i-1}\right] /(k-(i-1))$, the third step follows because $\left[\cdot \mid \gamma_{\leq i-1}\right]$ is equivalent to $\left[\cdot \mid \xi_{\gamma \leq i-1}=\mathbf{1}\right]$, the fourth step follows by $\left(\operatorname{Pr}\left[\xi_{e}=1 \mid \xi_{\gamma \geq i-1}=\mathbf{1}\right] \leq \operatorname{Pr}\left[\xi_{e}=1\right]\right)$
from the Shrinking Marginals Lemma 8.1.7, the fifth step follows by relaxing $\Gamma \backslash \gamma_{\leq i-1}$, the sixth step follows by $\operatorname{Pr}\left[\xi_{e}=1\right]=\mathbb{E}\left[\xi_{e}\right]$ and linearity of expectation, and the last step follows by $\mathbb{E}\left[\sum_{e \in \Gamma} \xi_{e} Y_{e}\right] \preceq \mu I$.

Lemma 8.4.5. For each $i \in\{1,2, \cdots, k\}$

$$
\underset{\gamma_{i}}{\mathbb{E}}\left[X_{i}^{2} \mid \gamma_{\leq i-1}\right] \preceq 4 \mu R \frac{1}{k+1-i} I .
$$

Proof. It follows by combining Claim 8.4.3 and Lemma 8.4.4 directly.

The above lemma implies this corollary directly

## Corollary 8.4.6.

$$
\sum_{i=1}^{k} \underset{\gamma_{i}}{\mathbb{E}}\left[X_{i}^{2} \mid \gamma_{\leq i-1}\right] \preceq 10 \mu R \log k \cdot I .
$$

### 8.4.1 Main result

To prove our main theorem 8.1.1, we need a useful tool for random matrices: Freedman's inequality for matrices (Lemma A.2.1).

Proof. of Theorem 8.1.1.
We use $Y$ to denote $A$ and $\Gamma$ to denote $[m]$.
In order to use Lemma A.2.1, we first we define $W_{i}$ as follows

$$
W_{i}=\sum_{j=1}^{i} \underset{\gamma_{i}}{\mathbb{E}}\left[X_{i}^{2} \mid \gamma_{\leq i-1}\right]
$$

According to definition of $M_{i},\left\{M_{0}, M_{1}, M_{2} \cdots\right\}$ is a matrix martingale and $M_{k}-M_{0}=$ $\sum_{e} \xi_{e} A_{e}-\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]$.

We have proved the following facts,
The first one is, $\mathbb{E}_{\gamma_{i}}\left[X_{i} \mid \gamma_{\leq i-1}\right]=0$. It follows by Eq. (8.5)
The second one is

$$
\lambda_{\max }\left(X_{i}\right) \leq R
$$

It follows by combining Property (III) of Fact 8.4.2 and Claim 8.4.1.
The third one is

$$
\left\|W_{i}\right\| \leq \sigma^{2}, \forall i \in[k]
$$

where $\sigma^{2}=10 \mu R \log k$. It follows by Corollary 8.4.6.
Thus,

$$
\operatorname{Pr}\left[\lambda_{\max }\left(M_{k}-M_{0}\right) \geq \epsilon \mu\right] \leq n \exp \left(-\frac{(\epsilon \mu)^{2} / 2}{\sigma^{2}+R(\epsilon \mu) / 3}\right) .
$$

We have

$$
\begin{array}{rlr}
\frac{t^{2} / 2}{\sigma^{2}+R t / 3} & =\frac{\epsilon^{2} \mu^{2} / 2}{10 \mu R \log k+R \epsilon \mu / 3} \quad \quad \text { by choosing } t=\epsilon \mu \\
& =\frac{3 \epsilon^{2} \mu}{(60 \log k+2 \epsilon) R}
\end{array}
$$

Thus we prove one side of the bound. Since $\mathbb{E}_{\gamma_{i}}\left[-X_{i} \mid \gamma_{\leq i-1}\right]=0$ and $\mathbb{E}_{\gamma_{i}}\left[\left(-X_{i}\right)^{2} \mid \gamma_{\leq i-1}\right]=$ $\mathbb{E}_{\gamma_{i}}\left[X_{i}^{2} \mid \gamma_{\leq i-1}\right]$, then following the similar procedure as proving $\lambda_{\max }$, we have bound for $\lambda_{\min }$

$$
\operatorname{Pr}\left[\lambda_{\min }\left(M_{k}-M_{0}\right) \leq-\epsilon \mu\right] \leq n \exp \left(-\frac{3 \epsilon^{2} \mu}{(60 \log k+2 \epsilon) R}\right)
$$

Putting two sides of the bound together, we complete the proof.

### 8.5 Applications to Random Spanning Trees

In this section, we show how to use Theorem 8.1.1 to prove the bound for one random spanning and also summation of random spanning trees.

Proof. of Theorem 8.1.3.
Let $G=(V, E, w)$ be a undirected weighted graph, $w: E \rightarrow R$, which is connected. The Laplacian of $G$ is $L_{G}=\sum_{e \in E} w(e) b_{e} b_{e}^{\top}$.

Let $T \subseteq E$ be a random spanning tree of $G$ in the sense of Definition 8.3.1. Let the weights of the edges in $T$ be given by $w^{\prime}: T \rightarrow R$ where $w^{\prime}(e)=w(e) / l_{e}$, where $l_{e}$ is the leverage score of $e$ in $G$. Thus the Laplacian of the tree is $L_{T}=\sum_{e \in T} w^{\prime}(e) b_{e} b_{e}^{\top}=$ $\sum_{e \in T} \frac{w(e)}{l_{e}} b_{e} b_{e}^{\top}$. Then by Fact 8.3.6, $\operatorname{Pr}[e \in T]=l_{e}$, and hence $\mathbb{E}\left[L_{T}\right]=L_{G}$.

Note also that for all $e \in E,\left\|\left(L_{G}^{\dagger}\right)^{1 / 2} w(e) b_{e} b_{e}^{\top}\left(L_{G}^{\dagger}\right)^{1 / 2}\right\|=l_{e}$. Consider the random matrix $\left(L_{G}^{\dagger}\right)^{1 / 2} L_{T}\left(L_{G}^{\dagger}\right)^{1 / 2}$. The distribution of edge in the spanning tree can be seen as an $n-1$ homogeneous vector in $\{0,1\}^{m}$ where $m=|E|$. To apply Theorem 8.1.1, let $\xi_{e}$ be the $e$ th entry of this random vector, and

$$
A_{e}=\left(L_{G}^{\dagger}\right)^{1 / 2} w^{\prime}(e) b_{e} b_{e}^{\top}\left(L_{G}^{\dagger}\right)^{1 / 2}
$$

Note $A_{e} \succeq 0$. Now $\left\|A_{e}\right\|=1$ and $\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]=\mathbb{E}\left[\left(L_{G}^{\dagger}\right)^{1 / 2} L_{T}\left(L_{G}^{\dagger}\right)^{1 / 2}\right]=\left(L_{G}^{\dagger}\right)^{1 / 2} L_{G}\left(L_{G}^{\dagger}\right)^{1 / 2}=$ $\Pi=I-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{\top}$, where we used in the last equality that the null space of the Laplacian of a connected graph is the span of the all ones vector. Thus, as each we get $\left\|\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]\right\|=1$ This means we can apply Theorem 8.1 .1 with $R=1, \mu=1$ and $\epsilon=100 \log n$ to whp. $\left\|\left(L_{G}^{\dagger}\right)^{1 / 2} L_{T}\left(L_{G}^{\dagger}\right)^{1 / 2}-\Pi\right\| \leq 100 \log n$.

As $L_{T}$ is a Laplacian, it has $\mathbf{1}$ in the null space, so can conclude that $\left(L_{G}^{\dagger}\right)^{1 / 2} L_{T}\left(L_{G}^{\dagger}\right)^{1 / 2} \preceq$ $100 \log n \Pi$. Hence $L_{T} \preceq \log n L_{G}$.

Proof. of Theorem 8.1.2.
The proof is similar to the proof of Theorem 8.1.3. Now we view the edges of $t=O\left(\epsilon^{-2} \log ^{2} n\right)$ independent random spanning trees as a $t(n-1)$-homogeneous Strongly Rayleigh Distribution a vector in $\{0,1\}^{t|E|}$. Note that the product of independent Strongly Rayleigh distributions is Strongly Rayleigh [BBL09]. Again we get $\left\|\mathbb{E}\left[\sum_{e} \xi_{e} A_{e}\right]\right\|=1$, but now we can take $R=\frac{1}{t}$, and hence we obtain the desired result by plugging into Theorem 8.1.1.

### 8.6 Lower bounds

### 8.6.1 Single spanning tree, low probability

The goal of this section is to prove Theorem 8.1.5. First, we recall a helpful fact estbliashed by Prüfer [Prü18].

Fact 8.6.1. If $T$ is a uniformly random spanning tree of the complete graph $G$ on $n$ vertices, the degree distribution of a fixed node $v$ in $T$ is $1+\operatorname{Binomial}(n-2,1 / n)$.

We now prove two claims that will serve as helpful tools, Claims 8.6.2 and 8.6.3.

Claim 8.6.2. Let $G$ be complete graph $K_{n}$ with $n \geq 4$, let $T$ denote a random spanning tree, the probability that at least one node of the $T$ has degree at least $b \log n$ is at least $2^{-b \log n \log (b \log n)-3}$.

Proof. By Fact 8.6.1, the degree distribution of a fixed node in $T$ is, $1+\operatorname{Binomial}(n-2,1 / n)$.
For a random variable $x$ sampled from $\operatorname{Binomial}(n-2,1 / n)$, we use $q_{i}$ to denote the probability that $x=i$.

Let $p=1 / n$. We consider $q_{b \log n}$, which is

$$
\begin{array}{rlr}
q_{b \log n} & =\binom{n-2}{b \log n} \cdot p^{b \log n} \cdot(1-p)^{n-2-b \log n} \\
& =\binom{n-2}{b \log n} \cdot(1 / n)^{b \log n} \cdot(1-1 / n)^{n-2-b \log n} \quad \text { by } p=1 / n \\
& \geq((n-2) /(b \log n))^{b \log n} \cdot(1 / n)^{b \log n} \cdot(1-1 / n)^{n-2-b \log n} \\
& =(b \log n)^{-b \log n} \cdot((n-2) / n)^{b \log n} \cdot(1-1 / n)^{n-2-b \log n} \\
& \geq(b \log n)^{-b \log n} \cdot(1-2 / n)^{b \log n} \cdot(1-2 / n)^{n-2-b \log n} \\
& =(b \log n)^{-b \log n} \cdot(1-2 / n)^{n-2} \\
& \geq(b \log n)^{-b \log n} \cdot \frac{1}{e^{2}} \\
& \geq 2^{-b \log n \cdot \log (b \log n)-3} .
\end{array}
$$

where the seventh step follows by $(1-2 / n)^{n-2} \geq 1 / e^{2}$ when $n \geq 4$. Then the desired probability is

$$
\sum_{i=b \log n}^{n} q_{i} \geq 2^{-b \log n \cdot \log (b \log n)-3}
$$

Claim 8.6.3. Let $G$ be a complete graph $K_{n}$, let $T$ denote a random spanning tree, if $T$ has a node with degree at least d, then the inverse leverage score weighted Laplacian of the tree satisfies

$$
L_{T} \npreceq(d / 2) \cdot L_{G} .
$$

Proof. There are $n(n-1) / 2$ edges in the graph $G$. Let $l_{e}$ denote the leverage of each $e \in G$. The the sum of the leverage scores is $\sum_{e \in G} l_{e}=n-1$, e.g. see [SS11]. Since all the edges in the graph $G$ are symmetric, we have $l_{e}=2 / n$ for all edge $e$ in $G$.

Let $v$ denote a fixed node in graph $G$ and let $d$ be the degree of $v$. Let $L_{v}$ denote the Laplacian matrix of the subgraph of $T$ consisting of edges incident on $v$, i.e. the star of $d+1$ nodes with $v$ at the center, and with edge weights as in $T$ (which differ from those in $G)$. We should think of $L_{v}$ as a $n \times n$ matrix with only $d+1$ nonzeros on the diagonal.

Observe that $\lambda_{\max }\left(L_{v}\right) \leq \frac{n}{2} \lambda_{\max }\left(L_{K_{d+1}}\right) \leq \frac{n}{2}(d+1)$. We can also exhibit a unit vector $x=\frac{1}{\sqrt{d^{2}+d}}(d,-1, \cdots,-1)$, for which $x^{\top} L_{v} x=\frac{n}{2}(d+1)$ which implies that $\lambda_{\max }\left(L_{v}\right) \geq$ $\frac{n}{2}(d+1)$. Therefore $\lambda_{\max }\left(L_{v}\right)=\frac{n}{2}(d+1)$.

We can split the $L_{T}$ into two parts,

$$
L_{T}=L_{v}+L_{T \backslash v}
$$

and both parts are PSD matrices. We also know that $\lambda_{\max }\left(L_{G}\right)=n$. Thus,

$$
L_{T} \npreceq(d / 2) \cdot L_{G} .
$$

Proof. of Theorem 8.1.5.
The proof is a direct combination of Claim 8.6.2 and Claim 8.6.3.
The approximation ratio is

$$
\frac{d}{2}=\frac{b \log n}{2}=10 \log n
$$

where the last step follows by choosing $b=20$.

Then the probability is

$$
\begin{aligned}
2^{-b \log n \log (b \log n)-3} & =2^{-b \log n \log \log n-b \log n \log b-3} \\
& \geq 2^{-20 \log n \log \log n-20 \log n \log 20-3} \\
& \geq 2^{-150 \log n \log \log n}
\end{aligned}
$$

where the last step follows by $\log \log n \geq 1$ when $n \geq 4$.

### 8.6.2 Single spanning tree, high probability

Proof. of Theorem 8.1.4.
Let $C=4$, and let $\delta=1 /(C \log \log n)$. Note we have assumed $n \geq 2^{2^{6}}$, which ensures that $\delta<0.05$.

We constuct a graph of size $n$ as a union of $n^{1-\delta}$ cliques of size $n^{1-\delta}$ that are disjoint except they all share one central vertex. Applying Claim 8.6.2 with $n$ replaced by $n^{\delta}$, and $b=1$, and assuming $n^{\delta} \geq 8$, we get that for each clique, the probability that at least one node has degree at least $\log n^{\delta}$ in $T$ is at least

$$
2^{-\delta c_{0} \log n \cdot \log (\delta \log n)}
$$

where $c_{0}=2$. We can lower bound this probability:

$$
\begin{aligned}
2^{-\delta c_{0} \log n \cdot \log (\delta \log n)} & =2^{-\frac{c_{0} \log n}{C \log \log n} \log \left(\frac{1}{C \log \log n} \log n\right)} \\
& \geq 2^{-\frac{c_{0} \log n}{C \log \log n} \log \log n} \\
& =2^{-\left(c_{0} \log n\right) / C} \\
& =n^{-c_{0} / C}
\end{aligned}
$$

where the first step follows by $\delta=1 /(C \log \log n)$.
The probability that at least one node in $G$ has degree at least $\log n^{\delta}$ in $T$ is at least

$$
\begin{aligned}
1-\left(1-2^{-\delta c_{0} \log n \log (\delta \log n)}\right)^{n^{1-\delta}} & =1-\left(1-\frac{1}{n^{c_{0} / C}}\right)^{n^{1-\delta}} \\
& =1-\left(1-\frac{1}{n^{c_{0} / C}}\right)^{n^{c_{0} / C} \cdot \frac{n^{1-\delta}}{n_{0} / C}} \\
& \geq 1-(1 / e)^{n^{1-\delta-c_{0} / C}} \\
& \geq 1-(1 / e)^{n^{0.4}}
\end{aligned}
$$

where the last step follows by $\delta \leq 0.05, c_{0}=2$ and $C=4$. Thus, we have the desired probability.

Using Claim 8.6.3, we have the approximation ratio

$$
\frac{d}{2}=\frac{\log \left(n^{\delta}\right)}{2}=\frac{\delta \log n}{2}=\frac{\log n}{2 C \log \log n}=\frac{\log n}{8 \log \log n}
$$

Note that we still need to make sure $n^{\delta} \geq 8$, which is implied by $2^{\log n / 4 \log \log n} \geq 2^{3}$ which is equivalent to $\log n \geq 12 \log \log n$. This holds for all $n \geq 2^{2^{6}}$ : At $n=2^{2^{6}}, \log n=$ $2^{6}>60=12 \cdot 5=12 \log \log n$, and as $n$ grows, the left hand side grows faster than the right hand side.

### 8.6.3 Sum of a batch of spanning trees

Proof. of Theorem 8.1.6.
We constuct a graph of size $n$ as a union of $n^{1-\delta}$ cliques of size $n^{1-\delta}$ that are disjoint except they all share one central vertex. The parameter $\delta \in(0,1)$ will be decided later.

We use $H$ to denote the graph formed by a collection of trees $T_{1}, T_{2}, \cdots, T_{t}$. Let $L_{H}$ denote the Laplacian matrix of new graph $H$.

We use $\operatorname{deg}(v)$ to denote the degree of a vertex $v$. We use wdeg $(v)$ to denote weighted degree (after re-weighting). In the original graph $G$ and the new graph $H$, we have for each vertex $v$, that

$$
\operatorname{wdeg}_{H}(v)=\frac{d}{2 t} \operatorname{deg}_{H}(v), \text { and } \operatorname{wdeg}_{G}(v)=\operatorname{deg}_{G}(v)
$$

By our construction of the graph, it is easy to see that $\operatorname{deg}_{G}(v)=n^{\delta}$ for all vertices $v$ except the special central vertex that appears in all the cliques. Let $d=n^{\delta}$. Let $\xi_{1}$ denote the event that there exists a vertex $x \in V$ such that

$$
\operatorname{wdeg}_{H}(x)>(1+\epsilon) \operatorname{wdeg}_{G}(x)
$$

and let $\xi_{2}$ denote that there exists a vertex $y \in V$, such that

$$
\operatorname{wdeg}_{H}(y)<(1-\epsilon) \operatorname{wdeg}_{G}(y)
$$

We want to show that events $\xi_{1}$ and $\xi_{2}$ both occur simultaneously with probability at least $1-e^{-n^{0.39}}$, which implies absence of spectral $(1 \pm \epsilon)$ approximation, as desired. We first bound the probability of $\xi_{1}$. Note that

$$
\begin{aligned}
\operatorname{Pr}\left[\operatorname{wdeg}_{H}(v) \geq(1+\epsilon) \operatorname{wdeg}_{G}(v)\right] & =\operatorname{Pr}\left[\frac{d}{2 t} \operatorname{deg}_{H}(v) \geq(1+\epsilon) \operatorname{deg}_{G}(v)\right] \\
& \geq \operatorname{Pr}\left[\frac{d}{2 t} \operatorname{deg}_{H}(v) \geq(1+\epsilon) d\right] \\
& =\operatorname{Pr}\left[\operatorname{deg}_{H}(v) \geq 2 t(1+\epsilon)\right] \\
& =\operatorname{Pr}\left[\operatorname{deg}_{H}(v)-t \geq t(1+2 \epsilon)\right] .
\end{aligned}
$$

By Fact 8.6.1, the degree of a fixed node in $T_{i}$ is distributed as $1+\operatorname{Binomial}(d-2,1 / d)$. Then as $H$ is a union of independent spanning trees, the degree in $H$ of a fixed node is distributed as $t+\operatorname{Binomial}(t(d-2), 1 / d)$.

For a random variable $x$ sampled from $\operatorname{Binomial}(t(d-2), 1 / d)$, we know that $\mathbb{E}[x]=$ $t(1-2 / d)$. For $\epsilon>5 / d$

$$
\begin{array}{rlrl}
t(1+2 \epsilon) & =t(1-2 / d)+(2 t / d-2 \epsilon t+8 \epsilon t / d)+4 \epsilon t(1-2 / d) & \\
& \leq t(1-2 / d)+(10 t / d-2 \epsilon t)+4 \epsilon t(1-2 / d) & & \text { by } \epsilon \leq 1 \\
& \leq t(1-2 / d)+4 \epsilon t(1-2 / d) & \text { by } \epsilon>5 / d .
\end{array}
$$

So it suffices to calculate the probability that

$$
\begin{equation*}
x \geq t(1-2 / d)+4 \epsilon t(1-2 / d) \tag{8.8}
\end{equation*}
$$

For any $k \geq 10, p \in(0,1 / 2), \epsilon \in(0,1 / 2)$ with $\epsilon^{2} p k \geq 3$, using Lemma A.1.8, we can prove the probability that Eq. (8.8) holds is at least $2^{-c \epsilon^{2} k p}$, where $c=9$. We choose $k=t(d-2)$ and $p=1 / d$, and get that this probability is at least $2^{-c \epsilon^{2} t(d-2) / d}$. Now, the probability that event $\xi_{1}$ holds is at least

$$
1-\left(1-2^{-c \epsilon^{2} t(1-2 / d)}\right)^{n^{1-\delta}}
$$

We have

$$
\begin{aligned}
2^{-c \epsilon^{2} t(1-2 / d)} & \geq 2^{-c \epsilon^{2} t} \\
& \geq 1 / n^{0.5}
\end{aligned}
$$

where the last step follows by $t \leq 0.5 \log n /\left(c \epsilon^{2}\right)$.

Thus, we have

$$
\begin{aligned}
1-\left(1-2^{-c \epsilon^{2} t(1-2 / d)}\right)^{n^{1-\delta}} & \geq 1-\left(1-1 / n^{0.5}\right)^{n^{1-\delta}} \\
& \geq 1-e^{-n^{1-\delta-0.5}}
\end{aligned}
$$

$$
=1-e^{-n^{0.4}} \quad \text { by } \delta=0.1
$$

We summarize the conditions for $\epsilon$ :

$$
\begin{array}{rlr}
\epsilon & \geq \max (5 / d, 3 / \sqrt{p n}) & \\
& =\max \left(5 / n^{0.1}, 3 / \sqrt{p n}\right) & \text { by } d=n^{0.1} \\
& \geq \max \left(5 / n^{0.1}, 5 / \sqrt{t}\right) &
\end{array}
$$

Since we choose $t=0.05 \epsilon^{-2} \log n$, then as long as $\log n \geq 100$ we have $\epsilon \geq 5 / \sqrt{t}$.
Similarly, we can control the probability of event $\xi_{2}$ similarly, completing the proof.

### 8.7 Shrinking Marginals Lemma

Lemma 8.7.1 (Restatement of Lemma 8.1.7, Shrinking Marginals). Suppose $\left(\xi_{1}, \ldots, \xi_{m}\right) \in$ $\{0,1\}^{m}$ is a random vector of $\{0,1\}$ variables whose distribution is $k$-homogeneous and Strongly Rayleigh, then any set $S \subseteq[m]$ with $|S| \leq k$ for all $j \in[m] \backslash S$

$$
\operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{S}=\mathbf{1}_{S}\right] \leq \operatorname{Pr}\left[\xi_{j}=1\right]
$$

Proof. Note that by an immediate consequence of negative association, for any pair $i, j \in[m]$, with $i \neq j$,

$$
\operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{i}=1\right] \leq \operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{i}=0\right] .
$$

Hence

$$
\begin{aligned}
\operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{i}=1\right] & \leq \operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{i}=1\right] \cdot \operatorname{Pr}\left[\xi_{i}=1\right]+\operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{i}=0\right] \cdot\left(1-\operatorname{Pr}\left[\xi_{i}=1\right]\right) \\
& =\operatorname{Pr}\left[\xi_{j}=1\right]
\end{aligned}
$$

By [BBL09], the distribution of $\xi_{[m] \backslash\{i\}} \in\{0,1\}^{m-1}$ conditional on $\xi_{i}=1$ is Strongly Rayleigh.
With loss of generality, let us order the indices s.t. $S=\{1, \ldots, s\}$, where $s \leq k$. We use $[i]$ to denote $\{1,2, \cdots, i\}$. Using the above observations, we can now prove the lemma by induction. The induction hypothesis at the $i$-th step (where $i \leq k$ ), is that the following two statements are true.

1. $\forall j \in\{i+1, \ldots, m\} \cdot \operatorname{Pr}\left[\xi_{j}=1 \mid \xi_{[i]}=1\right] \leq \operatorname{Pr}\left[\xi_{j}=1\right]$
2. The distribution of the vector of random variables $\xi_{m \backslash[i]} \in\{0,1\}^{m-i}$ conditional on $\xi_{[i]}=1$ is Strongly Rayleigh.

## Chapter 9

## Four Derivation Suffice for Rank 1 Matrix

We prove a matrix discrepancy bound that strengthens the famous Kadison-Singer result of Marcus, Spielman, and Srivastava. Consider any independent scalar random variables $\xi_{1}, \ldots, \xi_{n}$ with finite support, e.g. $\{ \pm 1\}$ or $\{0,1\}$-valued random variables, or some combination thereof. Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and

$$
\sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{V}\left[\xi_{i}\right]\left(u_{i} u_{i}^{*}\right)^{2}\right\|
$$

Then there exists a choice of outcomes $\epsilon_{1}, \ldots, \epsilon_{n}$ in the support of $\xi_{1}, \ldots, \xi_{n}$ s.t.

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] u_{i} u_{i}^{*}-\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq 4 \sigma
$$

A simple consequence of our result is an improvement of a Lyapunov-type theorem of Akemann and Weaver.

### 9.1 Introduction

Discrepancy theory is an area of combinatorics that studies how well continuous objects can be approximated by discrete ones. It lies at the heart of numerous problems in mathematics and computer science [Cha00]. Although closely tied to probability theory, direct randomized approaches rarely yield the best bounds. In a classical formulation in discrepancy theory, we have $n$ sets on $n$ elements, and would like to two-color the elements so that each set has roughly the same number of elements of each color. Using a simple random coloring, it is an easy consequence of Chernoff's bound that there exists a coloring such that the discrepancy in all $n$ sets is $O(\sqrt{n \log n})$ [AS16]. However, in a celebrated result, Spencer showed that in fact there is a coloring with discrepancy at most $6 \sqrt{n}$ [Spe85].

Recently, there has been significant success in generalizing Chernoff [Che52], Hoeffding, Bernstein, and Bennett-type concentration bounds for scalar random variables to matrix-valued random variables [Rud99, AW02, Tro12]. Consider the following matrix concentration bound, which is a direct consequence of a matrix Hoeffding bound.

Theorem 9.1.1 ([Tro12]). Let $\xi_{i} \in\{ \pm 1\}$ be independent, symmetric random signs and $A_{1}, \ldots, A_{n} \in \mathbb{C}^{m \times m}$ be positive semi-definite matrices. Suppose $\max _{i \in[n]}\left\|A_{i}\right\| \leq \epsilon$ and $\left\|\sum_{i=1}^{n} A_{i}\right\| \leq 1$. Then,

$$
\operatorname{Pr}\left[\left\|\sum_{i=1}^{n} \xi_{i} A_{i}\right\| \geq t \sqrt{\epsilon}\right] \leq 2 m \exp \left(-t^{2} / 2\right)
$$

A consequence of this theorem is that with high probability

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \xi_{i} A_{i}\right\|=O(\sqrt{\log m}) \sqrt{\epsilon} \tag{9.1}
\end{equation*}
$$

The Kadison-Singer theorem of [MSS15b] is essentially equivalent to the following statement (which can readily be derived from the bipartition statement in [MSS15b]).

Theorem 9.1.2 ([MSS15b]). Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and suppose $\max _{i \in[n]}\left\|u_{i} u_{i}^{*}\right\| \leq \epsilon$ and $\sum_{i=1}^{n} u_{i} u_{i}^{*}=I$. Then, there exists signs $\xi_{i} \in\{ \pm 1\}$ s.t.

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq O(\sqrt{\epsilon})
$$

Thus, for rank 1 matrices the theorem improves on the norm bound in Equation (9.1), by a factor $\sqrt{\log m}$, in a manner analogous to the improvement of Spencer's theorem over the bound based on the scalar Chernoff bound.

For random signings of matrices one can establish bounds in some cases that are much stronger than Theorem 9.1.1.

Theorem 9.1.3 ([Tro12]). Let $\xi_{i} \in\{ \pm 1\}$ be independent random signs, and let $A_{1}, \ldots, A_{n} \in$ $\mathbb{C}^{m \times m}$ be Hermitian matrices. Let $\sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{V}\left[\xi_{i}\right] A_{i}^{2}\right\|$. Then,

$$
\operatorname{Pr}\left[\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \xi_{i} A_{i}\right\| \geq t \cdot \sigma\right] \leq 2 m \exp \left(-t^{2} / 2\right)
$$

From this theorem we deduce that with high probability

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \xi_{i} A_{i}\right\|=O(\sqrt{\log m}) \sigma \tag{9.2}
\end{equation*}
$$

Of course, this implies that there exists a choice of signs $\epsilon_{1}, \ldots, \epsilon_{n} \in\{ \pm 1\}$ such that

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] A_{i}-\sum_{i=1}^{n} \epsilon_{i} A_{i}\right\|=O(\sqrt{\log m}) \sigma
$$

Our main result demonstrates that for rank-1 matrices, there exists a choice of signs with a stronger guarantee.

Theorem 9.1.4 (Main Theorem). Consider any independent scalar random variables $\xi_{1}, \ldots, \xi_{n}$ with finite support. Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and

$$
\sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{V}\left[\xi_{i}\right]\left(u_{i} u_{i}^{*}\right)^{2}\right\|
$$

Then there exists a choice of outcomes $\epsilon_{1}, \ldots, \epsilon_{n}$ in the support of $\xi_{1}, \ldots, \xi_{n}$

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}\right] u_{i} u_{i}^{*}-\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq 4 \sigma .
$$

For rank 1 matrices our theorem improves on the norm bound in Equation (9.2), by a factor $\sqrt{\log m}$. Note for example, if $\xi_{i}$ is $\{ \pm 1\}$-valued, then $\mathbb{V}\left[\xi_{i}\right]=1-\mathbb{E}\left[\xi_{i}\right]^{2}$.

Specializing to centered random variables, we obtain the following corollary, which in a simple way generalizes the Kadison-Singer theorem, although with a slightly worse constant.

Corollary 9.1.5. Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ and

$$
\sigma^{2}=\left\|\sum_{i=1}^{n}\left(u_{i} u_{i}^{*}\right)^{2}\right\| .
$$

There exists a choice of signs $\epsilon_{i} \in\{ \pm 1\}$ such that

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}\right\| \leq 4 \sigma
$$

Notice that if $\max _{i}\left\|u_{i} u_{i}^{*}\right\| \leq \epsilon$ and $\sum_{i=1}^{n} u_{i} u_{i}^{*}=I$, then $\sigma^{2} \leq \epsilon$, and we obtain Theorem 9.1.2 as consequence of the corollary.

Our Theorem 9.1.4 has multiple advantages over Theorem 9.1.2. It allows us to show existence of solutions close to the mean of arbitrarily biased $\pm 1$ random variables, instead
of only zero mean distributions. If some variable $\xi_{i}$ is extremely biased, its variance is correspondingly low, as $\mathbb{V}\left[\xi_{i}\right]=1-\mathbb{E}\left[\xi_{i}\right]^{2}$.

If only a small subset of the rank 1 matrices obtain the $\epsilon$ norm bound, and the rest are significantly smaller in norm, then we can have $\sigma^{2} \approx \epsilon^{2}$, so we prove a bound of $O(\epsilon)$ instead of the $O(\sqrt{\epsilon})$ bound of the Kadison-Singer theorem. On the other hand, when the problem is appropriately scaled, we always have $\sigma \geq \epsilon^{2}$, so the gap between the two results can never be more than a square root. Additionally, note that although the Kadison-Singer theorem requires $\sum_{i=1}^{n} u_{i} u_{i}^{*}=I$, a multi-paving $\operatorname{argument}^{1}$ can be used to instead relax this to $\left\|\sum_{i=1}^{n} u_{i} u_{i}^{*}\right\| \leq 1$.

Approximate Lyapunov Theorems. Marcus, Spielman and Srivastava resolved the Kadison-Singer problem by proving Weaver's conjecture [Wea04], which was shown to imply the Kadison-Singer conjecture. In [AW14], Akemann and Weaver prove a generalization of Weaver's conjecture [Wea04].

Theorem 9.1.6 ([AW14]). Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ such that $\left\|\sum_{i=1}^{n} u_{i} u_{i}^{*}\right\| \leq 1$ and $\max _{i}\left\|u_{i} u_{i}^{*}\right\| \leq$ $\epsilon$. For any $t_{i} \in[0,1]$ and $1 \leq i \leq n$, there exists a set of indices $S \subset\{1,2, \ldots, n\}$ such that

$$
\left\|\sum_{i \in S} u_{i} u_{i}^{*}-\sum_{i=1}^{n} t_{i} u_{i} u_{i}^{*}\right\|=O\left(\epsilon^{1 / 8}\right)
$$

Due to the classical Lyapunov theorem [Lya40] and its equivalent versions [Lin66], in their study of operator algebras, Akemann and Anderson [AA91] refer to a result as a Lyapunov theorem if the result states that for a convex set $C$, the image of $C$ under an affine

[^52]map is equal to the image of the extreme points of $C$. Theorem 9.1.6 is an approximate Lyapunov theorem as it can be interpreted as saying that the image of $[0,1]^{n}$ under the map
$$
f:\left(t_{1}, \ldots, t_{n}\right) \rightarrow \sum_{i=1}^{n} t_{i} u_{i} u_{i}^{*}
$$
can be approximated by the image of one of the vertices of the hypercube $[0,1]^{n}$. A corollary of our main result, Theorem 9.1.4, is the following strengthening of Theorem 9.1.6. This result greatly improves the $\epsilon$ dependence of the original Lyapunov-type theorem and provides a small explicit constant.

Corollary 9.1.7. Let $u_{1}, \ldots, u_{n} \in \mathbb{C}^{m}$ such that $\left\|\sum_{i=1}^{n} u_{i} u_{i}^{*}\right\| \leq 1$ and $\max _{i}\left\|u_{i} u_{i}^{*}\right\| \leq \epsilon$. For any $t_{i} \in[0,1]$ and $1 \leq i \leq n$, there exists a set of indices $S \subset\{1,2, \ldots, n\}$ such that

$$
\left\|\sum_{i \in S} u_{i} u_{i}^{*}-\sum_{i=1}^{n} t_{i} u_{i} u_{i}^{*}\right\|=2 \epsilon^{1 / 2}
$$

The corollary follows immediately from Theorem 9.1 .4 by choosing as the $\xi_{i}$ a set of independent $\{0,1\}$-valued random variables with means $t_{i} \in[0,1]$. Note then that $\mathbb{V}\left[\xi_{i}\right]=$ $t_{i}\left(1-t_{i}\right) \leq 1 / 4$, and so by the assumptions $\max _{i}\left\|u_{i} u_{i}^{*}\right\| \leq \epsilon$ and $\sum_{i=1}^{n} u_{i} u_{i}^{*} \preceq I$, we have $\sigma^{2} \leq \epsilon / 4$, and we obtain Theorem 9.1.2 as consequence of the corollary.

### 9.1.1 Related work and open questions

Our work is an extension of the the Kadison-Singer theorem of [MSS15b]. This result has a rich history of connections with theoretical computer science, and, we hope, may represent a step toward getting polynomial time algorithms for finding Kadison-Singer partitions.

Expanders are sparse graphs that exhibit good connectivity. One view on this is that an expander graph approximates a complete graph in some sense, e.g. the spectrum of the adjacency matrix or Laplacian matrix associated with the graph resembles that of the complete graph. Ramanujan graphs [Mar73, LPS88] are sparse $d$-regular graphs whose adjacency matrix eigenvalues essentially optimally approximates those of a complete graph among all $d$-regular graphs for a given degree $d$. These initial constructions of Ramanujan graphs relied on number-theoretic techniques and could not show existence of Ramanujan for all degrees and sizes.

Using the method of interlacing families of polynomials, [MSS15a, MSS18], finally showed the existence of bipartite ${ }^{2}$ Ramanujan graphs of all degrees and of all sizes. The existential result of [MSS15a] was turned into a polynomial time algorithm in [Coh16b]. The restriction to bipartite Ramanujan graphs in these papers arose from the fact that interlacing families most naturally control only the largest eigenvalue of a matrix, while Ramanujan graphs require both the largest and the smallest eigenvalue to be controlled. [MSS15a] overcame this obstacle by studying only bipartite graphs, whose adjacency matrix eigenvalues are symmetric around zero and hence controlling the largest eigenvalue ${ }^{3}$ implies also controlling the smallest. Our techniques for simultaneously controlling the smallest and largest eigenvalues of a matrix are very different from earlier interlacing family-based methods, and an intriguing open question is whether similar ideas can be used to construct non-bipartite Ramanujan graphs of all degrees and sizes.

[^53][ST04] gave nearly-linear time algorithms for producing sparse graphs (with nonuniform weights) that closely approximate a given input graph, in the sense that the spectral behavior of the Laplacian matrices associated with the graphs is very similar. A greatly simplified and stronger result was given in [SS11], still with a nearly linear time algorithm. When used to construct a sparse graph that spectrally approximates a complete graph of size $n$, the result of [SS11] has a worse average degree than a corresponding Ramanujan graph by a factor $\Theta(\log n)$. Later, this was improved to within a factor $O(1)$, still with a polynomial time algorithm, in [BSS12]. Finally, a series of papers turned this latter result into a nearly-linear time algorithm [LS18, LS17]. The resolution of the Kadison-Singer theorem was motivated by $[\mathrm{BSS} 12]^{4}$. A major open question in the area is whether a polynomial time algorithm for finding explicit solutions to the Kadison-Singer problem exists, and we hope that our strengthened form of the result may make the problem more tractable.

The Kadison-Singer theorem and our result can be interpreted as analogous to Spencer's theorem in a matrix setting, in recent years that has been tremendous progress in obtaining polynomial time algorithms for Spencer's theorem and related problems in other settings [Bou10, LM15, Rot17, BDG16, BG17, BDGL18, NDTTJ18]. Techniques developed in these papers have also found algorithmic uses in approximation algorithms beyond typical discrepancy statements [Rot13]. While interlacing families have notably been used to to bound integrality gaps for ATSP [AG14] algorithmic results based on these have been limited, with [Coh16b] providing the most notable example of a polynomial time algorithm based on interlacing families. It seems likely, however, that a deeper understanding of the limits of matrix rounding could have many applications in approximation algorithms.

[^54]
### 9.1.2 Our techniques

Our proof is based on the method of interlacing polynomials introduced in [MSS15a, MSS15b]. One difficulty in applying the method of interlacing polynomials is the inability to control both the largest and smallest eigenvalues of a matrix simultaneously. Various techniques and restrictions are used to overcome this problem in [MSS15a, MSS15b] (studying bipartite graphs, assuming isotropic position). We develop a seemingly more natural approach for simultaneously controlling both the largest and smallest roots of the matrices we consider. We study polynomials that can be viewed as expected characteristic polynomials, but are more easily understood as the expectation of a product of multiple determinants. The using a product of two determinants helps us bound the upper and lower eigenvalues both at the same time.

We introduce an analytic expression for the expected polynomials in terms of linear operators that use second order derivatives. This has the advantage of allowing us to gain stronger control over the movement of roots of polynomials under the linear operators we apply than those used by [MSS15b]. This is because movement of the roots now depends on the curvature of our polynomials in favorable way. Interestingly, linear operators containing second order derivatives also appear in the work of [AG14] but for different reasons. This lets us reuse one of their lemmas for bounding position of the roots of a real stable polynomial.

### 9.2 Preliminaries

We gather several basic linear algebraic and analytic facts in the following sections.

### 9.2.1 Linear Algebra

Lemma 9.2.1. Let $x \in \mathbb{R}^{n}$. Then

$$
\operatorname{det}\left(I-t x x^{*}\right)=1-t x^{*} x
$$

Fact 9.2.2 (Jacobi's Formula). For $A(t) \in \mathbb{R}^{n \times n}$ a function of $t$,

$$
\frac{d}{d t} \operatorname{det}(A(t))=\operatorname{det}(A(t)) \operatorname{tr}\left[A^{-1}(t) \frac{d}{d t} A(t)\right]
$$

### 9.2.2 Real Stability

Definition 9.2.1. A multivariate polynomial $p\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}\left[z_{1}, \ldots, z_{n}\right]$ is stable if it has no zeros in the region $\left\{\left(z_{1}, \ldots, z_{n}\right): \Im\left(z_{i}\right)>0\right.$ for all $\left.1 \leq i \leq n\right\}$. $p$ is real stable if $p$ is stable and the coefficients of $p$ are real.

Lemma 9.2.3 (Corollary 2.8, [AOGSS18]). If $p \in \mathbb{R}\left[z_{1}, \ldots, z_{n}\right]$ is real stable, then for any $c>0$, so is

$$
\left(1-c \partial_{z_{i}}^{2}\right) p\left(z_{1}, \ldots, z_{n}\right)
$$

for all $1 \leq i \leq n$.
Lemma 9.2.4 (Proposition 2.4, $[\mathrm{BB} 08]$ ). If $A_{1}, \ldots, A_{n}$ are positive semidefinite symmetric matrices, then the polynomial

$$
\operatorname{det}\left(\sum_{i=1}^{n} z_{i} A_{i}\right)
$$

is real stable.

We also need that real stability is preserved under fixing variables to real values (see [Wag11, Lemma 2.4(d)]).

Proposition 9.2.5. If $p \in \mathbb{R}\left[z_{1}, \ldots, z_{m}\right]$ is real stable and $a \in \mathbb{R}$, then $\left.p\right|_{z_{1}=a}=p\left(a, z_{2}, \ldots, z_{m}\right) \in$ $\mathbb{R}\left[z_{2}, \ldots, z_{m}\right]$ is real stable.

### 9.2.3 Interlacing Families

We recall the definition and consequences of interlacing families from [MSS15a].
Definition 9.2.2. We say a real rooted polynomial $g(x)=C \prod_{i=1}^{n-1}\left(x-\alpha_{i}\right)$ interlaces the real rooted polynomial $f(x)=C^{\prime} \prod_{i=1}^{n}\left(x-\beta_{i}\right)$ if

$$
\beta_{1} \leq \alpha_{1} \leq \cdots \leq \alpha_{n-1} \leq \beta_{n} .
$$

Polynomials $f_{1}, \ldots, f_{k}$ have a common interlacing if there is a polynomial $g$ that interlaces each of the $f_{i}$.

The following lemma relates the roots of a sum of polynomials to those of a common interlacer.

Lemma 9.2.6 (Lemma 4.2, [MSS15a]). Let $f_{1}, \ldots, f_{k}$ be degree $d$ real rooted polynomials with positive leading coefficients. Define

$$
f_{\emptyset}:=\sum_{i=1}^{k} f_{i} .
$$

If $f_{1}, \ldots, f_{k}$ have a common interlacing then there exists an $i$ for which the largest root of $f_{i}$ is upper bounded by the largest root of $f_{\emptyset}$.

Definition 9.2.3. Let $S_{1}, \ldots, S_{n}$ be finite sets. For every $S \in \mathcal{F}$, we let $f_{S}(x)$ be a real rooted polynomial of degree $d$ with positive leading coefficient. For a choice of assignment $s_{1}, \ldots, s_{n} \in S_{1} \times \cdots \times S_{n}$, let $f_{s_{1}, \ldots, s_{n}}(x)$ be a real rooted degree $d$ polynomial with positive leading coefficient. For a partial assignment $s_{1}, \ldots, s_{k} \in S_{1} \times \cdots \times S_{k}$ for $k<n$, we define

$$
\begin{equation*}
f_{s_{1}, \ldots, s_{k}}:=\sum_{s_{k+1} \in S_{k+1}, \ldots, s_{n} \in S_{n}} f_{s_{1}, \ldots, s_{k}, s_{k+1}, \ldots, s_{n}} \tag{9.3}
\end{equation*}
$$

Note that this is compatible with our definition of $f_{\emptyset}$ from Definition 9.2.2. We say that the polynomials $\left\{f_{s_{1}, \ldots, s_{n}}\right\}$ form an interlacing family if for all $k=0, \ldots, n-1$ and all $s_{1}, \ldots, s_{k} \in S_{1} \times \cdots \times S_{k}$, the polynomials have a common interlacing.

The following lemma relates the roots of the interlacing family to those of $f_{\emptyset}$.

Lemma 9.2.7 (Theorem 4.4, [MSS15a]). Let $S_{1}, \ldots, S_{n}$ be finite sets and let $\left\{f_{s_{1}, \ldots, s_{n}}\right\}$ be an interlacing family. Then there exists some $s_{1}, \ldots, s_{n} \in S_{1} \times \cdots \times S_{n}$ so that the largest root of $f_{s_{1}, \ldots, s_{n}}$ is upper bounded by the largest root of $f_{\emptyset}$.

Finally, we recall a relationship between real-rootedness and common interlacings which has been discovered independently several times [DG94, Fel80, CS07].

Lemma 9.2.8. Let $f_{1}, \ldots, f_{k}$ be univariate polynomials of the same degree with positive leading coefficient. Then $f_{1}, \ldots, f_{k}$ have a common interlacing if and only if $\sum_{i=1}^{k} \alpha_{i} f_{i}$ is real rooted for all nonnegative $\alpha_{i}$ such that $\sum_{i} \alpha_{i}=1$.

### 9.3 Expected Characteristic Polynomial

Instead of working with the random polynomial $\operatorname{det}\left(x I-\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right)$, we consider

$$
\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right)^{2}\right)=\operatorname{det}\left(x I-\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right) \operatorname{det}\left(x I+\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right) .
$$

Observe that the largest root $\lambda_{\max }$ of this polynomial is

$$
\begin{equation*}
\lambda_{\max }\left(\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right)^{2}\right)\right)=\left\|\sum_{i=1}^{n} \xi_{i} u_{i} u_{i}^{*}\right\| . \tag{9.4}
\end{equation*}
$$

We gather some results that will allow us to extract an analytic expression for the expected characteristic polynomial.

Lemma 9.3.1. For positive semidefinite ( $P S D$ ) matrices $M, N \in \mathbb{R}^{m \times m}, v \in \mathbb{R}^{m}$ and $\xi$ a random variable with zero mean and variance $\tau^{2}$,

$$
\begin{equation*}
\underset{\xi}{\mathbb{E}}\left[\operatorname{det}\left(M-\xi v v^{*}\right) \operatorname{det}\left(N+\xi v v^{*}\right)\right]=\left.\left(1-\frac{1}{2} \frac{d^{2}}{d t^{2}}\right)\right|_{t=0} \operatorname{det}\left(M+t \tau v v^{*}\right) \operatorname{det}\left(N+t \tau v v^{*}\right) \tag{9.5}
\end{equation*}
$$

Proof. We can assume that both $M$ and $N$ are positive definitive and hence invertible. The argument for the the positive semi-definite case follows by a continuity argument (using Hurwitz's theorem from complex analysis, see also [MSS15b]).

We show that the two sides of (9.5) are equivalent to the same expression. Beginning on the left hand side,

$$
\begin{aligned}
\mathbb{E}\left[\operatorname{det}\left(M-\xi v v^{*}\right)\right. & \left.\operatorname{det}\left(N+\xi v v^{*}\right)\right] \\
& =\operatorname{det}(M) \operatorname{det}(N) \mathbb{E}\left[\operatorname{det}\left(I-\xi M^{-1 / 2} v v^{*} M^{-1 / 2}\right) \operatorname{det}\left(I+\xi N^{-1 / 2} v v^{*} N^{-1 / 2}\right)\right] \\
& =\operatorname{det}(M) \operatorname{det}(N) \mathbb{E}\left[1+\xi b^{*} b-\xi a^{*} a-\xi^{2} a^{*} a b^{*} b\right] \\
& =\operatorname{det}(M) \operatorname{det}(N)\left(1-\tau^{2} a^{*} a b^{*} b\right)
\end{aligned}
$$

where $a:=M^{-1 / 2} v$ and $b:=N^{-1 / 2} v$. For the right hand side of (9.5),

$$
\begin{aligned}
\left.\left(1-\frac{1}{2} \frac{d^{2}}{d t^{2}}\right)\right|_{t=0} & \operatorname{det}\left(M+t \tau v v^{*}\right) \operatorname{det}\left(N+t \tau v v^{*}\right) \\
& =\left.\operatorname{det}(M) \operatorname{det}(N)\left(1-\frac{1}{2} \frac{d^{2}}{d t^{2}}\right)\right|_{t=0} \operatorname{det}\left(I+t \tau a a^{*}\right) \operatorname{det}\left(I+t \tau b b^{*}\right) \\
& =\operatorname{det}(M) \operatorname{det}(N)\left(1-\tau^{2} a^{*} a b^{*} b\right)
\end{aligned}
$$

where the last line follows from Lemma 9.2.1.

Centering our random variables and applying the previous lemma leads to the following corollary for non-centered random variables.

Corollary 9.3.2. Let $M, N \in \mathbb{R}^{m \times m}$ be arbitrary PSD matrices, $v \in \mathbb{R}^{m}$ and $\xi$ a random variable with expectation $\mu$ and variance $\tau^{2}$.
$\underset{\xi}{\mathbb{E}}\left[\operatorname{det}\left(M-(\xi-\mu) v v^{*}\right) \operatorname{det}\left(N+(\xi-\mu) v v^{*}\right)\right]=\left.\left(1-\frac{1}{2} \frac{d^{2}}{d t^{2}}\right)\right|_{t=0} \operatorname{det}\left(M+t \tau v v^{*}\right) \operatorname{det}\left(N+t \tau v v^{*}\right)$.
We can now derive an expression for the expected characteristic polynomial.

Proposition 9.3.3. Let $u_{1}, \ldots, u_{n} \in \mathbb{R}^{m}$. Consider independent random variables $\xi_{i}$ with means $\mu_{i}$ and variances $\tau_{i}^{2}$. Let $Q \in \mathbb{R}^{m \times m}$ be a symmetric matrix.

$$
\begin{array}{r}
\underset{\xi}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(Q+\sum_{i=1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right)^{2}\right)\right]=\left.\prod_{i=1}^{n}\left(1-\frac{\partial_{z_{i}}^{2}}{2}\right)\right|_{z_{i}=0} \\
\operatorname{det}\left(x I-Q+\sum_{i=1}^{n} z_{i} \tau_{i} u_{i} u_{i}^{*}\right) \\
\times \operatorname{det}\left(x I+Q+\sum_{i=1}^{n} z_{i} \tau_{i} u_{i} u_{i}^{*}\right),
\end{array}
$$

and this is a real rooted polynomial in $x$.

Proof. For each $i$, let $\beta_{i}$ denote the maximum value of $\left|\xi_{i}\right|$ among outcomes in the (finite) support of $\xi_{i}$. We begin by restricting the domain of our polynomials to $x>\|Q\|+$ $2 \sum_{i=1}^{n} \beta_{i}\left\|u_{i} u_{i}^{*}\right\|$. We then proceed by induction. Our induction hypothesis will be that for $0 \leq k \leq n$

$$
\begin{align*}
& \mathbb{E}\left[\operatorname{det}\left(x^{2} I-\left(Q+\sum_{i=1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right)^{2}\right)\right] \\
= & \left.\underset{\xi_{k+1}, \ldots, \xi_{n}}{\mathbb{E}} \prod_{i=1}^{k}\left(1-\frac{\partial_{z_{i}}^{2}}{2}\right)\right|_{z_{i}=0} \operatorname{det}\left(x I-Q-\sum_{i=k+1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=1}^{k} z_{j} \tau_{j} u_{j} u_{j}^{*}\right) \\
& \times \operatorname{det}\left(x I+Q+\sum_{i=k+1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=1}^{k} z_{j} \tau_{j} u_{j} u_{j}^{*}\right) \tag{9.6}
\end{align*}
$$

The base case, $k=0$ is trivially true as we get the same formula on both sides after recalling that for any matrix $Y$

$$
\operatorname{det}\left(x^{2} I-Y^{2}\right)=\operatorname{det}(x I-Y) \operatorname{det}(x I+Y)
$$

By our assumption that $x>\|Q\|+2 \sum_{i=1}^{n} \beta_{i}\left\|u_{i} u_{i}^{*}\right\|$,

$$
x I-\sum_{i=k+2}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=1}^{k} z_{j} \tau_{j} u_{j} u_{j}^{*}
$$

is PSD for any realization of $\xi_{k+2}, \ldots, \xi_{n}$ and in a neighborhood of zero for each $z_{j}$. Applying
Corollary 9.3.2 to the right hand side of (9.6), yields

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{det}\left(x^{2} I-\left(Q+\sum_{i=1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right)^{2}\right)\right] \\
&=\left.\underset{\xi_{k+2}, \ldots, \xi_{n}}{\mathbb{E}} \prod_{i=1}^{k+1}\left(1-\frac{\partial_{z_{i}}^{2}}{2}\right)\right|_{z_{i}=0} \operatorname{det}\left(x I-Q-\sum_{i=k+2}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=1}^{k+1} z_{j} \tau_{j} u_{j} u_{j}^{*}\right) \\
& \times \operatorname{det}\left(x I+Q+\sum_{i=k+2}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=1}^{k+1} z_{j} \tau_{j} u_{j} u_{j}^{*}\right)
\end{aligned}
$$

which completes the induction. To extend the proof to all $x$, we remark that we have shown the equivalence of two polynomials in the interval $x>\|Q\|+2 \sum_{i=1}^{n} \beta_{i}\left\|u_{i} u_{i}^{*}\right\|$, and two polynomials that agree on an interval are identical.

Real-rootedness of the right hand side follows by Lemma 9.2.4, Lemma 9.2.3, and that by Proposition 9.2.5 restriction to $z=\mathbf{0}$ preserves real-stability, and a univariate real stable polynomial is real rooted.

### 9.4 Defining the Interlacing Family

The next proposition establishes that it suffices to bound the largest root of $q_{\emptyset}$.
Proposition 9.4.1. There exists a choice of outcomes $\epsilon_{1}, \ldots, \epsilon_{n}$ in the finite support of $\xi_{1}, \ldots, \xi_{n}$, s.t.

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} u_{i} u_{i}^{*}-\sum_{i=1}^{n} \mu_{i} u_{i} u_{i}^{*}\right\|
$$

is less than the largest root of

$$
\underset{\xi_{1}, \cdots, \xi_{n}}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{n}\left(\xi_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right)^{2}\right)\right] .
$$

where $\mathbb{E}\left[\xi_{i}\right]=\mu_{i}, \forall i \in[n]$.

Proof. For a vector of independent random variables $\left(\xi_{1}, \ldots, \xi_{n}\right)$ with finite support, let $p_{i, x}$ be the probability that $\xi_{i}=x$. For $s=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)$ in the support of $\xi_{1}, \ldots, \xi_{n}$, we define

$$
q_{s}(x):=\prod_{i=1}^{n} p_{i, \epsilon_{i}} \operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{n}\left(\epsilon_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right)^{2}\right)
$$

Let $t$ be a vector of $k$ outcomes in the support of $\xi_{1}, \ldots, \xi_{k}$, i.e. a partial assignment of assignment of outcomes. Then we consider the conditional expected polynomial

$$
q_{t}(x):=\left(\prod_{i=1}^{k} p_{i, t_{i}}\right) \underset{\xi_{k+1}, \ldots, \xi_{n}}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{k}\left(t_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=k+1}^{n}\left(\xi_{j}-\mu_{j}\right) u_{j} u_{j}^{*}\right)^{2}\right)\right]
$$

which coincides with (9.3). We show that $q_{s}$ is an interlacing family. Let $r_{k+1}^{(1)} \ldots r_{k+1}^{(l)}$ be the outcomes in the support of $\xi_{k+1}$. For a given $t$ and $r \in\left\{r_{k+1}^{(1)}, \ldots, r_{k+1}^{(l)}\right\}$, let $(t, r)$ denote the vector $\left(t_{1}, \ldots, t_{k}, r\right)$. By Lemma 9.2.8, it suffices to show that for any choice of non-negative numbers $\alpha_{1}, \ldots, \alpha_{l}$ such that $\sum_{j} \alpha_{j}=1$, the polynomial

$$
\sum_{j} \alpha_{j} q_{t, r_{k+1}^{(j)}}(x)
$$

is real rooted. We can consider these $\alpha$ 's as a probability distribution and define $p_{k+1, r_{k+1}^{(j)}}=$ $\alpha_{j}$. Therefore,

$$
\begin{aligned}
q_{t}(x)= & \left(\prod_{i=1}^{k} p_{i, t_{i}}\right) \underset{\xi_{k+1}, \ldots, \xi_{n}}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{k}\left(t_{i}-\mu_{i}\right) u_{i} u_{i}^{*}+\sum_{j=k+1}^{n}\left(\xi_{j}-\mu_{j}\right) u_{j} u_{j}^{*}\right)^{2}\right)\right] \\
= & \sum_{j}\left(\prod_{i=1}^{k} p_{i, t_{i}}\right) p_{k+1, r_{k+1}^{(j)}} \\
& \quad \times \underset{\xi_{k+2}, \ldots, \xi_{n}}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{k}\left(t_{i}-\mu_{i}\right) u_{i} u_{i}^{*}-\left(r_{k+1}^{(j)}-\mu_{k+1}\right) u_{k+1} u_{k+1}^{*}-\sum_{j=k+2}^{n}\left(\xi_{j}-\mu_{j}\right) u_{j} u_{j}^{*}\right)^{2}\right)\right] \\
= & \sum_{j} \alpha_{j} q_{t, r_{k+1}^{(j)}}(x) .
\end{aligned}
$$

By Proposition 9.3.3, $q_{t}$ is real rooted, which completes the proof that $q_{s}$ is an interlacing family. Finally, by Lemma 9.2.7, there exists a choice of $t$ so that the largest root of $q_{t}$ is upperbounded by $q_{\emptyset}$.

### 9.5 Largest Root of the Expected Characteristic Polynomial

We use the barrier method approach to control the largest root [MSS15b].

Definition 9.5.1. For a multivariate polynomial $p\left(z_{1}, \ldots, z_{n}\right)$, we say $z \in \mathbb{R}^{n}$ is above all the roots of $p$ if for all $t \in \mathbb{R}_{+}^{n}$,

$$
p(z+t)>0 .
$$

We use $\mathbf{A} \mathbf{b}_{p}$ to denote the set of points that are above all the roots of $p$.

We use the same barrier function as in [BSS12, MSS15b].

Definition 9.5.2. For a real stable polynomial $p$ and $z \in \mathbf{A b}_{p}$, the barrier function of $p$ in direction $i$ at $z$ is

$$
\Phi_{p}^{i}(z):=\frac{\partial_{z_{i}} p(z)}{p(z)} .
$$

We will also make use of the following lemma that controls the deviation of the roots after applying a second order differential operator. The lemma is a slight variation of Lemma 4.8 in [AG14].

Lemma 9.5.1. Suppose that $p$ is real stable and $z \in \mathbf{A} \mathbf{b}_{p}$.

$$
\begin{aligned}
& \text { If } \Phi_{p}^{j}(z)<\sqrt{2} \text {, then } z \in \mathbf{A b}_{\left(1-\frac{1}{2} \partial_{z_{j}}^{2}\right) p} . \text { If additionally for } \delta>0 \\
& \qquad \frac{1}{\delta} \Phi_{p}^{j}(z)+\frac{1}{2} \Phi_{p}^{j}(z)^{2} \leq 1,
\end{aligned}
$$

then and for all $i$,

$$
\Phi_{\left(1-\frac{1}{2} \partial \bar{z}_{j}\right) p}^{i}\left(z+\delta \cdot \mathbf{1}_{j}\right) \leq \Phi_{p}^{i}(z)
$$

We provide a proof in the Appendix 9.6 for completeness.
We can now bound the largest root of the expected characteristic polynomial for subisotropic vectors.

Proposition 9.5.2. Let $\xi_{1}, \ldots, \xi_{n}$ be independent scalar random variables with finite support, with $\mathbb{E}\left[\xi_{i}\right]=\mu_{i}$, and let $\tau_{i}^{2}=\mathbb{E}\left[\left(\xi_{i}-\mu_{i}\right)^{2}\right]$.

Let $v_{1}, \ldots, v_{n} \in \mathbb{R}^{n}$ such that $\sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right)^{2} \preceq I$. Then the largest root of

$$
p(x):=\underset{\xi_{1}, \cdots, \xi_{n}}{\mathbb{E}}\left[\operatorname{det}\left(x^{2} I-\left(\sum_{i=1}^{n}\left(\xi_{i}-\mu_{i}\right) v_{i} v_{i}^{*}\right)^{2}\right)\right]
$$

is at most 4.

Proof. Note that we must have

$$
\begin{equation*}
\max _{i \in[n]} \tau_{i} v_{i}^{*} v_{i} \leq 1 \tag{9.7}
\end{equation*}
$$

since otherwise $\sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right)^{2} \preceq I$ is false.
Let

$$
Q(x, z)=\left(\operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} v_{i} v_{i}^{*}\right)\right)^{2} .
$$

For $t>0$, define $\delta_{i}=t \tau_{i} v_{i}^{*} v_{i}$. For $t<\alpha(t)$ a parameter to be chosen later, we evaluate
our polynomial to find that

$$
\begin{aligned}
Q\left(\alpha,-\delta_{1}, \ldots,-\delta_{n}\right) & =\left(\operatorname{det}\left(\alpha I-\sum_{i=1}^{n} \delta_{i} \tau_{i} v_{i} v_{i}^{*}\right)\right)^{2} \\
& =\left(\operatorname{det}\left(\alpha I-t \sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i}^{*} v_{i}\right) v_{i} v_{i}^{*}\right)\right)^{2} \\
& =\left(\operatorname{det}\left(\alpha I-t \sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right) v_{i} v_{i}^{*}\right)\right)^{2} \\
& \geq(\operatorname{det}((\alpha-t) I))^{2} \\
& >0
\end{aligned}
$$

where the second last step follows by $\sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right) v_{i} v_{i}^{*} \preceq I$.
This implies that $(\alpha,-\delta) \in \mathbb{R}^{n+1}$ is above the roots of $Q(x, z)$. We can upper bound $\Phi_{Q}^{i}(\alpha,-\delta)$ via Fact 9.2.2 as follows

$$
\begin{aligned}
\Phi_{Q}^{i}(\alpha,-\delta) & =\left.\frac{\partial_{z_{i}} Q}{Q}\right|_{x=\alpha, z=-\delta} \\
& =\left.\frac{2 \operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} v_{i} v_{i}^{*}\right) \partial_{z_{i}} \operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} v_{i} v_{i}^{*}\right)}{\left(\operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} v_{i} v_{i}^{*}\right)\right)^{2}}\right|_{x=\alpha, z=-\delta} \\
& =\left.2 \operatorname{tr}\left[\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} v_{i} v_{i}^{*}\right)^{-1} \tau_{i} v_{i} v_{i}^{*}\right]\right|_{x=\alpha, z=-\delta} \\
& =2 \operatorname{tr}\left[\left(\alpha I-t \sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right)^{2}\right)^{-1} \tau_{i} v_{i} v_{i}^{*}\right] \\
& \leq 2 \operatorname{tr}\left[(\alpha-t)^{-1} \tau_{i} v_{i} v_{i}^{*}\right] \\
& =\frac{2 \tau_{i} v_{i}^{*} v_{i}}{\alpha-t}
\end{aligned}
$$

where the fifth step follows by $\sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right) v_{i} v_{i}^{*} \preceq I$.
Choosing $\alpha=2 t$ and $t=2$, and recalling Condition (9.7) we get

$$
\Phi_{Q}^{i}(\alpha,-\delta) \leq \frac{2 \tau_{i} v_{i}^{*} v_{i}}{\alpha-t} \leq 1<\sqrt{2}
$$

By Lemma 9.2.3, $\left(1-\frac{1}{2} \partial_{z_{i}}^{2}\right) Q$ is real stable. By Lemma 9.5.1, and $(4, z) \in \mathbf{A b}_{\left(1-\frac{1}{2} \partial_{z_{i}}^{2}\right) Q}$ and hence $\left(4, z+\delta_{i} \mathbf{1}_{i}\right) \in \mathbf{A b}_{\left(1-\frac{1}{2} \partial_{z_{i}}^{2}\right) Q}$. Also

$$
\begin{aligned}
\frac{1}{\delta_{i}} \Phi_{Q}^{i}(\alpha,-\delta)+\frac{1}{2} \Phi_{Q}^{i}(\alpha,-\delta)^{2} & \leq \frac{1}{t \tau_{i} v_{i}^{*} v_{i}} \frac{2 \tau_{i} v_{i}^{*} v_{i}}{t}+\frac{1}{2}\left(\frac{2 \tau_{i} v_{i}^{*} v_{i}}{t}\right)^{2} \\
& \leq \frac{4}{t^{2}} \\
& =1
\end{aligned}
$$

Therefore, by Lemma 9.5.1, for all $j$

$$
\Phi_{\left(1-\frac{1}{2} \partial_{z_{i}}^{2}\right) Q}^{j}\left(4, z+\delta_{i} \mathbf{1}_{i}\right) \leq \Phi_{Q}^{j}(4, z)
$$

Repeating this argument for each $i \in[n]$ demonstrates that $(4,0, \ldots, 0)$ lies above the roots of

$$
\prod_{i=1}^{n}\left(1-\frac{\partial_{z_{i}}^{2}}{2}\right)\left(\operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} u_{i} u_{i}^{*}\right)\right)\left(\operatorname{det}\left(x I+\sum_{i=1}^{n} z_{i} \tau_{i} u_{i} u_{i}^{*}\right)\right)
$$

After restricting to $z_{i}=0$ for all $i$, we then conclude by Proposition 9.3.3 is equivalent to a bound on the largest root of the expected characteristic polynomial.

Having developed the necessary machinery, we now prove our main theorem.

Proof of Theorem 9.1.4. Define $v_{i}=\frac{u_{i}}{\sqrt{\sigma}}$. Then, $\left\|\sum_{i=1}^{n} \tau_{i}^{2}\left(v_{i} v_{i}^{*}\right)^{2}\right\|=1$. Applying Proposition 9.5.2 and Proposition 9.4.1, we conclude that there exists a choice of outcomes $\epsilon_{i}$ such
that

$$
\left\|\sum_{i=1}^{n}\left(\epsilon_{i}-\mu_{i}\right) v_{i} v_{i}^{*}\right\| \leq 4 .
$$

From this, we conclude that

$$
\left\|\sum_{i=1}^{n}\left(\epsilon_{i}-\mu_{i}\right) u_{i} u_{i}^{*}\right\| \leq 4 \sigma .
$$

### 9.6 Omitted Proofs

### 9.6.1 Proof of Lemma 9.5.1

Choosing $c=1 / 2$ in Lemma 9.6.1 gives a proof of Lemma 9.5.1.

Lemma 9.6.1 (Generalization of Lemma 4.8 in [AG14]). Suppose that $p\left(z_{1}, \cdots, z_{m}\right)$ is real stable and $z \in A b_{p}$. For any $c \in[0,1]$.

$$
\begin{aligned}
& \text { If } \Phi_{p}^{j}(z)<\sqrt{1 / c}, \text { then } z \in \mathbf{A b}_{\left(1-c \partial_{z_{j}}\right) p} . \text { If additionally for } \delta>0, \\
& c \cdot\left(\frac{2}{\delta} \Phi_{p}^{j}(z)+\left(\Phi_{p}^{j}(z)\right)^{2}\right) \leq 1,
\end{aligned}
$$

then, for all $i \in[m]$,

$$
\Phi_{\left(1-c \partial_{j}^{2}\right) p}^{i}\left(z+\delta \mathbf{1}_{j}\right) \leq \Phi_{p}^{i}(z) .
$$

Proof. We write $\partial_{i}$ instead of $\partial_{z_{i}}$ for ease of notation. By Lemma 9.2.3, $\left(1-c \partial_{j}^{2}\right) p$ is real stable. Recall the definitions of $\Phi_{p}^{j}(z)$ and $\Psi_{p}^{j}(z)$

$$
\Phi_{p}^{j}(z)=\frac{\partial_{z_{j}} \operatorname{det}(M)}{\operatorname{det}(M)}=\frac{\partial_{j} p}{p} \text { and } \Psi_{p}^{j}(z)=\frac{\partial_{j}^{2} \operatorname{det}(M)}{\operatorname{det}(M)}=\frac{\partial_{j}^{2} p}{p}
$$

Consider a non-negative vector $t$. By Lemmas 4.6 and 4.5 in [AG14], we have

$$
\begin{equation*}
\Phi_{p}^{j}(z+t) \leq \Phi_{p}^{j}(z), \quad \Psi_{p}^{j}(z+t) \leq \Phi_{p}^{j}(z+t)^{2} \leq \Phi_{p}^{j}(z)^{2} . \tag{9.8}
\end{equation*}
$$

Thus, $\Psi_{p}^{j}(z+t) \leq \Phi_{p}^{j}(z)^{2}<1 / c$ so $c \cdot \partial_{j}^{2} p(z+t)<p(z+t)$, i.e. $\left(1-c \partial_{j}^{2}\right) p(z+t)>0$. Thus $z \in \mathbf{A b}_{\left(1-c \partial_{z_{j}}^{2}\right) p}$.

Next, we write $\Phi_{p-c \cdot \partial_{j}^{2} p}^{i}$ in terms of $\Phi_{p}^{i}$ and $\Psi_{p}^{j}$ and $\partial_{i} \Psi_{p}^{j}$.

$$
\begin{aligned}
\Phi_{p-c \cdot \partial_{j}^{2} p}^{i} & =\frac{\partial_{i}\left(p-c \cdot \partial_{j}^{2} p\right)}{p-c \cdot \partial_{j}^{2} p} \\
& =\frac{\partial_{i}\left(\left(1-c \cdot \Psi_{p}^{j}\right) p\right)}{\left(1-c \cdot \Psi_{p}^{j}\right) p} \\
& =\frac{\left(1-c \cdot \Psi_{p}^{j}\right)\left(\partial_{i} p\right)}{\left(1-c \cdot \Psi_{p}^{j}\right) p}+\frac{\left(\partial_{i}\left(1-c \cdot \Psi_{p}^{j}\right)\right) p}{\left(1-c \cdot \Psi_{p}^{j}\right) p} \\
& =\Phi_{p}^{i}-\frac{c \cdot \partial_{i} \Psi_{p}^{j}}{1-c \cdot \Psi_{p}^{j}} .
\end{aligned}
$$

We would like to show that $\Phi_{p-c \cdot \partial_{j}^{2} p}^{i}\left(z+\delta \mathbf{1}_{j}\right) \leq \Phi_{p}^{i}(z)$. Equivalently, it is enough to show that

$$
-\frac{c \cdot \partial_{i} \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)}{1-c \cdot \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)} \leq \Phi_{p}^{i}(z)-\Phi_{p}^{i}\left(z+\delta \mathbf{1}_{j}\right)
$$

By convexity, it is enough to show that

$$
-\frac{c \cdot \partial_{i} \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)}{1-c \cdot \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)} \leq \delta \cdot\left(-\partial_{j} \Phi_{p}^{i}\left(z+\delta \mathbf{1}_{j}\right)\right)
$$

By monotonicity, $\delta \cdot\left(-\partial_{j} \Phi_{p}^{i}\left(z+\delta \mathbf{1}_{j}\right)\right)>0$ so we may divide both sides of the above inequality by this term and obtain that the above is equivalent to

$$
\frac{-c \cdot \partial_{i} \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)}{-\delta \cdot \partial_{i} \Phi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)} \cdot \frac{1}{1-c \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)} \leq 1
$$

where we also used $\partial_{j} \Phi_{p}^{i}=\partial_{i} \Phi_{p}^{j}$. By Lemma 4.10 in [AG14], $\frac{\partial_{i} \Psi_{p}^{j}}{\partial_{i} \Phi_{p}^{j}} \leq 2 \Phi_{p}^{j}$. So, we can write,

$$
\frac{2 c}{\delta} \Phi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right) \cdot \frac{1}{1-c \cdot \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)} \leq 1
$$

By Equation (9.8), with $t=\delta \mathbf{1}_{j}$,

$$
\Phi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right) \leq \Phi_{p}^{j}(z), \quad \Psi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right) \leq \Phi_{p}^{j}\left(z+\delta \mathbf{1}_{j}\right)^{2} \leq \Phi_{p}^{j}(z)^{2}
$$

So, it is enough to show that

$$
\frac{2 c}{\delta} \Phi_{p}^{j}(z) \cdot \frac{1}{1-c \cdot \Phi_{p}^{j}(z)^{2}} \leq 1
$$

Using $\Phi_{p}^{j}(z)<1$ and $c \in[0,1]$ we know that $1-c \cdot \Phi_{p}^{j}(z)^{2}<1$. We can multiply both sides with $1-c \cdot \Phi_{p}^{j}(z)^{2}$ and we obtain that it suffices to have

$$
c \cdot\left(\frac{2}{\delta} \Phi_{p}^{j}(z)+\Phi_{p}^{j}(z)^{2}\right) \leq 1
$$

which is true by assumption.

## Part III

## Compressive Sensing and Sparse Fourier Transform

## Chapter 10

## Compressive Sensing

We consider the extensively studied problem of $\ell_{2} / \ell_{2}$ compressed sensing. The main contribution of our work is an improvement over [Gilbert, Li, Porat and Strauss, STOC 2010] with faster decoding time and significantly smaller column sparsity, answering two open questions of the aforementioned work.

Previous work on sublinear-time compressed sensing employed an iterative procedure, recovering the heavy coordinates in phases. We completely depart from that framework, and give the first sublinear-time $\ell_{2} / \ell_{2}$ scheme which achieves the optimal number of measurements without iterating; this new approach is the key step to our progress. Towards that, we satisfy the $\ell_{2} / \ell_{2}$ guarantee by exploiting the heaviness of coordinates in a way that was not exploited in previous work. Via our techniques we obtain improved results for various sparse recovery tasks, and indicate possible further applications to problems in the field, to which the aforementioned iterative procedure creates significant obstructions.

### 10.1 Introduction

Compressed Sensing, or sparse recovery, is a powerful mathematical framework the goal of which is to reconstruct an approximately $k$-sparse vector $x \in \mathbb{R}^{n}$ from linear measurements $y=\Phi x$, where $\Phi \in \mathbb{R}^{m \times n}$. The most important goal is to reduce the number of measurements $m$ needed to approximate the vector $x$, avoiding the linear dependence on $n$. In discrete signal processing, where this framework was initiated [CRT06b, Don06], the core principle that the sparsity of a signal can be exploited to recover it using much fewer samples than the Shannon-Nyquist Theorem. We refer to the matrix $\Phi$ as the sketching or sensing matrix, and $y=\Phi x$ as the sketch of vector $x$.

Sparse recovery is the primary task of interest in a number of applications, such as image processing $\left[\mathrm{TLW}^{+} 06, \mathrm{LDP} 07 \mathrm{a}, \mathrm{DDT}^{+} 08\right]$, design pooling schemes for biological tests [ $\mathrm{ECG}^{+} 09, \mathrm{DWG}^{+} 13$ ], pattern matching [CEPR07], combinatorial group testing [SAZ09, ESAZ09, $\mathrm{KBG}^{+} 10$ ], localizing sources in sensor networks [ZBSG05, ZPB06], as well as neuroscience [GS12]. Furthermore, not surprisingly, tracking heavy hitters in data streams, also known as frequent items, can be captured by the sparse recovery framework [Mut05a, CH09, KSZC03, Ind07]. In practice, streaming algorithms for detecting heavy hitters have been used to find popular destination addresses and heavy bandwidth users by AT\&T [CJK $\left.{ }^{+} 04\right]$ or answer "iceberg queries" in databases [FSGM ${ }^{+} 99$ ].

Sparse recovery attracts researchers from different communities, from both theoretical and practical perspective. During the last ten years, hundreds of papers have been published by theoretical computer scientists, applied mathematicians and electrical engineers that specialize in compressed sensing. While numerous algorithms using space linear in the universe size $n$ are known, [Don06, CRT06b, IR08a, NT09a, BIR08a, BD09a, SV16]
to name a few, our goal is to obtain algorithms that are sublinear, something that is crucial in many applications.

The desirable quantities we want to optimize may vary depending on the application. For example, in network management, $x_{i}$ could denote the total number of packets with destination $i$ passing through a network router. In such an application, storing the sketching matrix explicitly is typically not a tenable solution, since this would lead to an enormous space consumption; the number of possible IP addresses is $2^{32}$. Moreover, both the query and the update time should be very fast, in order to avoid congestion on the network. Incremental updates to $x$ come rapidly, and the changes to the sketch should also be implemented very fast; we note that in this case, even poly-logarithmic factors might be prohibitive. Interested readers can refer to [KSZC03, EV03] for more information about streaming algorithms for network management applications.
"The goal of that research is to obtain encoding and recovery schemes with good compression rate (i.e., short sketch lengths) as well as good algorithmic properties (i.e., low encoding, update and recovery times)." - Anna Gilbert and Piotr Indyk [GI10]

Sparse recovery schemes that are optimal across all axis are a challenge and an important theoretical and practical problem. For most sparse recovery tasks, we have algorithms that achieve different trade-offs for the various parameters of interest. One exception is the $\ell_{\infty} / \ell_{2}$ guarantee, for which the breakthrough work of Larsen, Nelson, Nguyên and Thorup [LNNT16] shows that this trade-off is unnecessary.

### 10.1.1 Previous work

Since compressed sensing has been extensively studied in the literature for more than a decade, different guarantees of interest have been suggested ( $x_{-k}$ is the vector that occurs after zeroing out every $i$ that does not belong among the largest $k$ coordinates). In what follows $x \in \mathbb{R}^{n}$ is the vector we want to sketch, $x^{\prime}$ is the approximation to $x, k$ is the sparsity and $\epsilon$ is the fineness of the approximation.

There are two different guarantees researchers consider in compressed sensing, one is the for-all guarantee and the other is the for-each guarantee. In the for-all guarantee, one wants to design a sketch that gives the desired result for all vectors $x \in \mathbb{R}^{n}$. In the for-each guarantee, one wants to design a distribution over sketches that gives the desired result for a fixed vector $x \in \mathbb{R}^{n}$. We note that $\ell_{\infty} / \ell_{2}, \ell_{2} / \ell_{2}$ are impossible in the for-all model, unless $\Omega(n)$ measurements are used [CDD09]. The standard approach for the for-all guarantee is via RIP matrices, satisfying the so-called Restricted Isometry Property. In what follows, we will refer to the for-each model, unless stated otherwise.


The first set of schemes that initiated the research on compressed sensing are given in [CRT06b, Don06]. There the authors show, for any $x \in \mathbb{R}^{n}$, given $y=\Phi x$, it is possible to satisfy the $\ell_{2} / \ell_{1}$ guarantee for all vectors, if $\Phi$ is a Gaussian matrix with $O(k \log (n / k))$ rows. The schemes in [CM06, CCF02] achieve the $\ell_{\infty} / \ell_{2}$ guarantee with $O(k \log n)$ measurementz, matching known lower bounds [JST11], $O(n \log n)$ decoding time and $O(\log n)$
update time. The state of the art for $\ell_{\infty} / \ell_{2}$ is [LNNT16], which gives optimal number of measurements, sublinear decoding time, $O(\log n)$ update time and $1 / \operatorname{poly}(n)$ failure probability. Price and Woodruff [PW11] show that in order to get $\ell_{2} / \ell_{2}$ with constant failure probability $<1 / 2$ with the output being exactly $k$-sparse output requires $\Omega\left(\epsilon^{-2} k\right)$ measurements. They also showed non- $k$-sparse output requires $\Omega\left(\epsilon^{-1} k \log (n / k)\right)$ measurements in the regime $\epsilon>\sqrt{k \log n / n}$, and gave an upper bound of $O\left(\epsilon^{-1} k \log n\right)$ measurements, showing thus a separation in the measurement complexity between $k$-sparse and $O(k)$-sparse output. Later, in the breakthrough work of Gilbert, Li, Porat and Strauss [GLPS10] an algorithm that runs in sublinear time, and has $O\left(\log (n / k) \log ^{2} k\right)$ column sparsity, was devised. On generic norms, nearly optimal bounds have been given by Backurs, Indyk, Razenshteyn and Woodruff [BIRW16]. We note, however, that their schemes are not computationally efficient: they have exponential running time, except in the case of Earth-Mover-Distance, which has time polynomial in $n$ and $\log ^{k} n$.

Measurements. The number of measurements corresponds to physical resources: memory in monitoring devices of data streams, number of screens in biological applications, or number of filters in dynamic spectrum access (DSA) of radio signal [HMT $\left.{ }^{+} 13\right]$.

In applications such as medical imaging, it is crucial to reduce the number of measurements, since the radiation used in CT scans could potentially increase cancer risks for patients. For instance, $\left[\mathrm{PSL}^{+} 12\right]$ showed that a positive association between radiation exposure from CT scans in childhood and subsequent risk of leukemia and brain tumors.

For more applications, we refer the readers to $\left[\mathrm{QBI}^{+} 13\right]$.

Encoding Time. Designing algorithms with fast update/encoding time is a well-motivated task for streaming algorithms, since the packets arrive at an extremely fast rate [TZ12]; even logarithmic factors are crucial in these applications. Also in digital signal processing applications, in the design of cameras or satellites which demand rapid imaging, when we observe a sequence of images that are close to each other, we may not need to encode the new signal from the beginning, rather than encode only that part which differs from the current signal; the delay is then defined by the update time of our scheme. Moreover, in Magnetic Resonance Imaging (MRI) update time or encoding time defines the time the patient waits for the scan to happen. Improvement of the runtime has benefits both for patients and for healthcare economics [LDSP08].

A natural question is the following: what are the time limitations of our data structures, regarding update time? Regarding the streaming setting, the first lower bounds are given in [LNN15] for non-adaptive algorithms. An algorithm is called non-adaptive if, during updates, the memory cells are written and read depend only on the index being updated and the random coins tossed before the stream is started to being processed. The lower bounds given concern both randomized and deterministic algorithms; the relevant bounds to sparse recovery are for $\ell_{p} / \ell_{q}$ estimation. However, for constant failure probability their results do not give anything useful, since their lower bounds start to kick in when the failure probability becomes very small, namely $o\left(2^{-\sqrt{m \cdot \log n}}\right)$.

For the column sparsity (which could be smaller than update time, and hence the lower bounds in [LNN15] might not apply ${ }^{1}$ ), the only known lower bounds are known for

[^55]RIP matrices, which are used in the for-all setting. To the best of our knowledge, the first non-trivial lower bounds were given by Nachin [Nac10], and then extended by Indyk and Razenshteyn in [IR13] for RIP-1 model-based compressed sensing matrices. Lower bounds for the column sparsity of RIP-2 matrices were given in Nelson and Nguyên [NN13b], and then to RIP-p matrices in Allen-Zhu, Gelashvili and Razenshteyn [AGR16]. Roughly speaking, the lower bounds for $\ell_{2}$ indicate that if one aims for optimal measurements, $m=k \log (n / k)$, in the regime $k<n / \log ^{3} n$, one cannot obtain column sparsity better than $\Omega(m)$. This indicates that the for-all case should be significantly worse, in terms of column sparsity, than the for-each case.

Decoding Time. Another very important quantity we want to minimize is the time needed to reconstruct the approximation of $x$ from its compressed version. This quantity is of enormous significance in cases where the universe size is huge and we cannot afford to iterate over it. This is often the case in networking applications, where the universe size is the number of distinct IP addresses. In MRI applications the decoding time corresponds to the time needed to reconstruct the image after the scan has been performed. Decoding time is highly important also in satellite systems, modern radars and airspace surveillance, where compressed sensing have found extensive application [End10].

The sparse Fourier transform can be regarded as another variant of the sparse recovery problem, the results developed along that line being incomparable with traditional sparse recovery results, where we have freedom over the design of the sketching matrix. Sparse Fourier transforms can be divided into two categories, one being sparse discrete Fourier transform, and the other being sparse continuous Fourier transform [BCG+12, Moi15, PS15, CKPS16].

The sparse discrete Fourier transform also can be split into two lines, the first category of results [GGI+ 02, GMS05, HIKP12a, HIKP12b, Iwe13, IKP14, IK14, Kap16, CKSZ17, Kap17, KVZ19] carefully choose measurements that allow for sublinear recovery time, and the second category of results [CRT06a, RV08, Bou14, HR16] focus proving Restricted Isometry Property. The techniques used in sparse Fourier transforms are related to standard compressed sensing, since the main approaches try to implement arbitrary linear measurements via sampling Fourier coefficients.

### 10.1.2 Our result

Our main result is a novel scheme for $\ell_{2} / \ell_{2}$ sparse recovery. Our contribution lies in obtaining better decoding time, and $O(\log (n / k))$ column sparsity via new techniques. The problem of improving the column sparsity to $O(\log (n / k))$ was explicitly stated in [GLPS10] as an open problem. We completely resolve the open problem. Moreover, as an important technical contribution, we introduce a different approach for sublinear-time optimalmeasurement sparse recovery tasks. Since this iterative loop is a crucial component of almost all algorithms in sublinear-time compressed sensing [IPW11, PS12, HIKP12a, GNP ${ }^{+}$13, IKP14, Kap16, GLPS17, CKSZ17, Kap17, LNW18, NSWZ18], we believe our new approach and ideas will appear useful in the relevant literature, as well as be a starting point for re-examining sparse recovery tasks under a different lens, and obtaining improved bounds.

### 10.1.3 Notation

For $x \in \mathbb{R}^{n}$ we let $H(x, k)$ to be the set of the largest $k$ in magnitude coordinates of $x$. We also write $x_{S}$ for the vector obtained after zeroing out every $x_{i}, \notin S$, and $x_{-k}=x_{[n \backslash \backslash H(x, k)}$.

| Reference | Measurements | Decoding Time | Encoding Time |
| :--- | :--- | :--- | :--- |
| [Don06, CRT06b] | $k \log (n / k)$ | LP | $k \log (n / k)$ |
| [CCF02, CM06] | $\epsilon^{-2} k \log n$ | $\epsilon^{-1} n \log n$ | $\log n$ |
| [NT09a] | $k \log (n / k)$ | $n k \log (n / k)$ | $\log (n / k)$ |
| [CM04] | $\epsilon^{-2} k \log ^{2} n$ | $\epsilon^{-1} k \log ^{c} n$ | $\log ^{2} n$ |
| [CCF02, CM06] | $\epsilon^{-2} k \log ^{c} n$ | $\epsilon^{-1} k \log ^{2} n$ | $\log ^{c} n$ |
| [GLPS10] | $\epsilon^{-1} k \log (n / k)$ | $\epsilon^{-1} k \log ^{c} n$ | $\log (n / k) \cdot \log ^{2} k$ |
| Our result | $\epsilon^{-1} k \log (n / k)$ | $\epsilon^{-1} k \log ^{2}(n / k)$ | $\log (n / k)$ |

Table 10.1: (A list of $\ell_{2} / \ell_{2}$-sparse recovery results). We ignore the " $O$ " for simplicity. LP denotes the time of solving Linear Programs [CLS19], and the state-of-the-art algorithm takes $n^{\omega}$ time where $\omega$ is the exponent of matrix multiplication. The results in [Don06, CRT06b, NT09a] do not explicitly state the $\ell_{2} / \ell_{2}$ guarantee, but their approach obtains it by an application of the Johnson-Lindenstrauss Lemma; they also cannot facilitate $\epsilon<1$, obtaining thus only a 2 -approximation. The $c$ in previous work is a sufficiently large constant, not explicitly stated, which is defined by probabilistically picking an error-correcting code of short length and iterating over all codewords. We estimate $c \geq 4$. We note that our runtime is (almost) achieved

We use $\|\cdot\|_{p}$ to denote the $\ell_{p}$ norm of a vector, i.e. $\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$.

### 10.1.4 Technical statements

We proceed with the definition of the $\ell_{2} / \ell_{2}$ sparse recovery problem.

Problem 10.1.1 ( $\ell_{2} / \ell_{2}$ sparse recovery). Given parameters $\epsilon, k$, $n$, and a vector $x \in \mathbb{R}^{n}$. The goal is to design some matrix $\Phi \in \mathbb{R}^{m \times n}$ and a recovery algorithm $\mathcal{A}$ such that we can output a vector $x^{\prime}$ based on measurements $y=\Phi x$,

$$
\left.\left\|x^{\prime}-x\right\|_{2} \leq(1+\epsilon) \min _{k \text {-sparse }} z \in \mathbb{R}^{n}\right] z-x \|_{2} .
$$

We primarily want to minimize $m$ (which is the number of measurements), the running time of $\mathcal{A}$ (which is the decoding time) and column sparsity of $\Phi$.

In table 10.1, we provide a list of the previous results and compare with ours. Here, we formally present our main result.

Theorem 10.1.2 (stronger $\ell_{2} / \ell_{2}$ sparse recovery). There exists a randomized construction of a linear sketch $\Phi \in \mathbb{R}^{m \times n}$ with $m=O\left(\epsilon^{-1} k \log (n / k)\right)$ and column sparsity $O(\log (n / k))$, such that given $y=\Phi x$, we can find an $O(k)$-sparse vector $x^{\prime} \in \mathbb{R}^{n}$ in $O(m \cdot \log (n / k))$ time such that

$$
\left\|x^{\prime}-x\right\|_{2} \leq(1+\epsilon) \min _{k \text {-sparse }}^{z \in \mathbb{R}^{n}} \mid\|z-x\|_{2} .
$$

holds with $9 / 10$ probability.

Remark 10.1.1. In the regime where $k$ is very close to $n$, for example $k=n / \operatorname{poly}(\log n)$, we get an exponential improvement on the column sparsity over [GLPS10]. In many applications of compressed sensing, this is the desired regime of interest, check for example Figure 8 from [BI08]: $n=71,542$ while $m \geq 10,000$, which corresponds to $k$ being very close to $n$.

Remark 10.1.2. As can be inferred from the proof, our algorithms runs in time $O\left((k / \epsilon) \log ^{2}(\epsilon n / k)+\right.$ $(k / \epsilon) \log (1 / \epsilon))$, which is slightly better than the one stated in Theorem 10.1. The algorithm in [HIKP12a] achieves also the slightly worse running time of $O((k / \epsilon) \log n \log (n / k))$. That algorithm was the first algorithm that achieved running time $O(n \log n)$ for all values of $k, \epsilon$ for which the measurement complexity remained sublinear, smaller than $\gamma n$, for some absolute constant $\gamma$. A careful inspection shows that our algorithm achieves running time that is always sublinear, as long as the measurement complexity remains smaller than $\gamma n$.

### 10.1.5 Overview of techniques and difference with previous work

This subsection is devoted to highlighting the difference between our approach and the approach of [GLPS10]. We first give a brief high-level description of the state of the art algorithm before our work, then discuss our techniques, and try to highlight why the previous approach could not obtain the stronger result we present in this paper. Lastly, we show how our ideas can be possibly applied to other contexts.

### 10.1.5.1 Summary of [GLPS10].

The algorithm of [GLPS10] consists of $O(\log k)$ rounds: in the $r$-th round the algorithm finds a constant fraction of the remaining heavy hitters. Beyond this iterative loop lies the following idea about achieving the $\ell_{2} / \ell_{2}$ guarantee: in order to achieve it, you can find all but $\frac{k}{3^{r}}$ heavy hitters $i$ such that $\left|x_{i}\right|^{2}=\Omega\left(\frac{2^{r} \epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}\right)$. This means that the algorithm is allowed to "miss" a small fraction of the heavy hitters, depending on their magnitude. For example, if all heavy hitters are as small as $\Theta\left(\sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2}\right)$, a correct algorithm may even not find any of them. This crucial observation leads naturally to the main iterative loop of combinatorial compressed sensing, which, as said before, loop proceeds in $O(\log k)$ rounds. Every round consists of an identification and an estimation step: in the identification step most heavy hitters are recognized, while in the estimation step most of them are estimated correctly. Although in the estimation step some coordinates might have completely incorrect estimates, this is guaranteed (with some probability) be fixed in a later round. The reason why this will be fixed is the following. If a coordinate $i$ is badly estimated, then it will appear very large in the residual signal and hence will be identified in later rounds, till it is estimated correctly. One can observe that the correct estimation of that round for coordinate
$i$ cancels out (remedies) the mistakes of previous rounds on coordinate $i$. Thus, the identification and estimation procedure, which are interleaved, work complementary to each other. The authors of [GLPS10] were the first that carefully managed to argue that identifying and estimating a constant fraction of heavy hitters per iteration, gives the optimal number of measurements.

More formally, the authors prove the following iterative loop invariant, where $k_{r}=$ $k 3^{-r}, \epsilon_{r}=\epsilon_{r} 2^{-r}$ for $r \in[R]$ with $R=\log k$ : Given $x \in \mathbb{R}^{n}$ there exists a sequence of vectors $\left\{x^{(r)}\right\}_{r \in[R]}$, such that $x^{(r+1)}=x^{(r)}-\widehat{x}^{(r)}$ and

$$
\begin{equation*}
\left\|(x-\widehat{x})_{-k_{r}}\right\|_{2}^{2} \leq\left(1+\epsilon_{r}\right)\left\|x_{-k_{r}}\right\|_{2}^{2} . \tag{10.1}
\end{equation*}
$$

In the end, one can apply the above inequality inductively to show that

$$
\left\|x-\sum_{r=1}^{R} \widehat{x}^{(r)}\right\|_{2}^{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}^{2}
$$

We now proceed by briefly describing the implementations of the identification and the estimation part of [GLPS10]. In the identification part, in which lies the main technical contribution of that work, every coordinate $i \in[n]$ is hashed to $O(k / \epsilon)$ buckets and in each bucket $O(\log (\epsilon n / k))$-measurement scheme based on error-correcting codes is used to identify a heavy hitter; the authors carefully use a random error-correcting code of length $O(\log \log (\epsilon n / k))$, so they afford to iterate over all codewords and employ a more sophisticated approach and use nearest-neighbor decoding. This difference is one of the main technical ideas that allow them to obtain $O\left(\epsilon^{-1} k \log (n / k)\right)$ measurements, beating previous work, but it is also the main reason why they obtain $k \cdot \operatorname{poly}(\log n)$ decoding time ${ }^{2}$ : performing

[^56]nearest neighbor decoding and storing the code per bucket incurs additional poly $(\log n)$ factors. Moreover, for every iteration $r$ they need to repeat the identification scheme $r$ times in order to bring down the failure probability to $2^{-r}$, so that they afford a unionbound over all iterations. This leads to an additional $O\left(\log ^{2} k\right)$ factor in the update time. The estimation step consists of hashing to $O(k / \epsilon)$ buckets and repeating $O(\log (1 / \epsilon))$ times. Since the identification step returns $O(k / \epsilon)$ coordinates, the $O(\log (1 / \epsilon))$ repetitions of the estimation step ensure that at most $k / 3$ coordinates out of the $O(k / \epsilon)$ will not be estimated correctly. This is a desired property, since it allows the algorithm to keep the $2 k$ coordinates with the largest estimates, subtract them from $x$ and iterate.

In the next section, we will lay out our approach which improves the decoding time and the column sparsity of [GLPS10]. The iterative procedure of [GLPS10] lies in the heart of most compressed sensing schemes, so we believe that this new approach could be applied elsewhere in the sparse recovery literature.

### 10.1.5.2 Our approach

As we mentioned before, our approach is totally different from previous work, avoiding the iterative loop that all algorithms before applied. Our algorithm consists of four steps, each one being a different matrix responsible for a different task. The first matrix, with a constant number of rows allows us to approximate the tail of the vector $x$, an approximation that will appear useful in the next step. The second matrix along with its decoding procedure, which should be regarded as the identification step, enables us to find a list $L$ of size $O(k / \epsilon)$
that contains $k$ coordinates ${ }^{3}$, which are sufficient for the $\ell_{2} / \ell_{2}$ guarantee. This matrix has $\left.O\left(\epsilon^{-1} k \cdot \log (\epsilon n / k)\right)\right)$ rows. The third matrix with its decoding procedure, which should be regarded as the pruning step, takes the aforementioned list $L$, and prunes it down to $O(k)$ coordinates, which are sufficient for the $\ell_{2} / \ell_{2}$ guarantee. This matrix again has $O\left(\epsilon^{-1} k\right.$. $\log (1 / \epsilon))$ rows, for a total of $O\left(\epsilon^{-1} k \log (n / k)\right)$ rows. The last matrix is a standard set-query sketch.

## Step 1: Tail Estimation

Lemma 10.1.3 (tail estimation). Let $c_{1} \geq 1$ denote some fixed constant. There is an oblivious construction of matrix $\Phi \in \mathbb{R}^{m \times n}$ with $m=O(\log (1 / \delta))$ and column sparsity $O(\log (1 / \delta))$ such that, given $\Phi x$, there is an algorithm that outputs a value $V \in \mathbb{R}$ in time $O(m)$ such that

$$
\frac{1}{10 k}\left\|x_{-c_{1} \cdot k}\right\|_{2}^{2} \leq V \leq \frac{1}{k}\left\|x_{-k}\right\|_{2}^{2}
$$

holds with probability $1-\delta$.

Our first step towards the way for stronger sparse recovery is the design a routine that estimates the $\ell_{2}$ norm of the tail of a vector $x \in \mathbb{R}^{n}$, which we believe might be interesting in its own right. More generally, our algorithm obtains a value $V$ such that $\frac{1}{10 k}\left\|x_{-c_{1} \cdot k}\right\|_{p}^{p} \leq V \leq$ $\frac{1}{k}\left\|x_{-k}\right\|_{p}^{p}$, using $O(1)$ measurements. Here $c_{1}$ is some absolute constant. To obtain this result we subsample the vector at rate $\Theta(1 / k)$ and then use a $p$-stable distribution to approximate the subsampled vector. While the upper bound is immediate, the Paley-Zygmund inequality

[^57]does not give a sufficient result for the lower bound, so more careful arguments are needed to prove the desired result. We obtain our result by employing a random walk argument.

One additional possible application in sparse recovery applications where a two-stage scheme is allowed, e.g. [DLTY06, $\mathrm{DDT}^{+} 08$ ], would be to first use the above routine to roughly estimate how many heavy coordinates exist, before setting up the measurements. For example, we could first run the above routine for $k=1,2,2^{2}, \ldots, 2^{\log n}$, obtaining values $V_{1}, V_{2}, V_{4}, \ldots, V_{\log n}$, and then use these values to estimate the size of the tail of the vector is, or equivalently approximate the size of the set of the heavy coordinates by a number $k^{\prime}$. We can then run a sparse recovery algorithm with sparsity $k^{\prime}$. Details can be found in Section 10.4.

Step 2: The Identification Step The goal of this step is to output a list $L$ of size $O(k / \epsilon)$ that contains a set of $k$ coordinates that are sufficient to satisfy the $\ell_{2} / \ell_{2}$ guarantee. The column sparsity we are shooting for at this point is $O(\log (\epsilon n / k))$, and the decoding time should be $O(m \log (\epsilon n / k))$.

Lemma 10.1.4 (identification sketch). There exists a randomized construction of a matrix $\Phi \in \mathbb{R}^{m \times n}$, with $m=O\left(\epsilon^{-1} k \cdot \log (\epsilon n / k)\right)$ and column sparsity $O(\log (\epsilon n / k))$, such that given $y=\Phi x$, one can find a set $L$ of size $O(k / \epsilon)$ in $O(m \log (\epsilon n / k))$ time, such that

$$
\exists T \subset S,|T| \leq k:\left\|x-x_{T}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}
$$

holds with probability at least $9 / 10$.

For this routine, we will set up a hierarchical separation of $[n]$ to trees. We will call this separation interval forest. we set $\tau=k / \epsilon$. Then we partition [n] into $\tau$ intervals of
length $q=n / \tau$, and set up an interval tree for each interval in the following way: every interval tree has branching factor

$$
\frac{\log q}{\log \log q}
$$

with the same height (this is consistent with the fact that every tree contains $q$ nodes). At the leaves of every interval tree there are the nodes of the corresponding interval.

Our approach consists is now the following. For each level of the interval forest we hash everyone to $k / \epsilon$ buckets in the following way: if two coordinates $i, i^{\prime}$ are in the same interval (node of the interval forest) they are hashed to the same bucket. The above property can be regarded as "hashing interval to buckets". Moreover, every $x_{i}$ is multiplied by a Gaussian random variable. We repeat this process for $\log \log (\epsilon n / k)$ per level.

The decoding algorithm is the following. First, we obtain a value $V$ using the routine in Step 1, Lemma 10.1.3. Then we proceed in a breadth-first (or depth-first, it will make no difference) search manner and find an estimate for every interval, similarly to [LNNT16, CH09], by taking the median of the $\log \log (\epsilon n / k)$ buckets it participates to. There are two technical things one needs to show: First, we should bound the decoding time, as well as the size of the output list $L$. Second, we need to show that there exists a set $T^{\prime}$ of size at most $k$ that satisfies the guarantee of the Lemma 10.1.4. For the first part, we show that the branching process defined by the execution of the algorithm is bounded due to the $\log \log (\epsilon n / k)$ repetitions per level. For the second part, we show that for every coordinate $i \in H(x, k)$ the probability that $i \in L$ is proportional to $k\left|x_{i}\right|^{2} /\left(\epsilon\left\|x_{-k}\right\|_{2}^{2}\right)$. Then we show that the expected $\ell_{2}^{2}$ mass of coordinates $i \in L \backslash H(x, k)$ is $\epsilon\left\|x_{-k}\right\|_{2}^{2}$. This suffices to give the desired guarantee for Lemma 10.1.4. We provide details in Section 10.2.

## Step 3: The Pruning Step

Lemma 10.1.5 (pruning sketch). Let $c_{2}, c_{3}>1$ denote two fixed constants. There exists a randomized construction of a matrix $\Phi \in \mathbb{R}^{m \times n}$, with $m=O\left(\epsilon^{-1} k \cdot \log (1 / \epsilon)\right)$, with column sparsity $O(\log (1 / \epsilon))$ such that the following holds :

Suppose that one is given a (fixed) set $L \subseteq[n]$ such that

$$
|L|=O(k / \epsilon), \quad \exists T \subset L,|T| \leq k:\left\|x-x_{T}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}
$$

Then one can find a set $S$ of size $c_{2} \cdot k$ in time $O(m)$, such that

$$
\left\|x-x_{S}\right\|_{2} \leq\left(1+c_{3} \cdot \epsilon\right)\left\|x_{-k}\right\|_{2}
$$

holds with probability 9/10.

We will now prune the list $L$ obtained from the previous step, to $O(k)$ coordinates. We are going to use $O\left(\epsilon^{-1} k \cdot \log (1 / \epsilon)\right)$ measurements. We hash every coordinate to $k / \epsilon$ buckets, combining with Gaussians, and repeating $O(\log (1 / \epsilon))$ times. A similar matrix was also used in [GLPS10], but there the functionality and the analysis were very different; moreover, the authors used random signs instead of Gaussians. We will heavily exploit the fact that a standard normal $g$ satisfies $\operatorname{Pr}[|g|<x]=O(x)$. The reasons why we need Gaussians is the following: if we have a lot of large coordinates which are equal and much larger than $\sqrt{\epsilon}\left\|x_{-k}\right\|_{2}$, we want to find all of them, but due to the use of random signs, they might cancel each other in a measurement. Switching to Gaussians is the easiest way of avoiding this undesirable case.

Our algorithm computes, for every $i \in L$, an estimate $\widehat{x}_{i}$ by taking the median of the $O(\log (1 / \epsilon))$ buckets it participates to, and then keeps the largest $O(k)$ coordinates in
magnitude to form a set $S$. We then show that these coordinates satisfy the $\ell_{2} / \ell_{2}$ guarantee. We will say that a coordinate is well-estimated if $\left|\widehat{x}_{i}\right|=\Theta\left(\left|x_{i}\right|\right) \pm \sqrt{\epsilon k^{-1}}\left\|x_{-k}\right\|_{2}$. For the analysis, we define a threshold $\tau=\left\|x_{-k}\right\|_{2} / \sqrt{k}$, and classify coordinates based on whether $\left|x_{i}\right| \geq \tau$ or not.

- In the case $\left|x_{i}\right| \geq \tau$ the expected mass of these coordinates $i \notin S$ is small;
- In the other case the number of coordinates $i$ with $\left|x_{i}\right|<\tau$ are $O(k)$. This allows us to employ an exchange argument, similar to previous work, e.g. [PW11], but more tricky due to the use of Gaussians instead of random signs.

We note that the way we compute the estimates $\widehat{x}_{i}$ is different from previous work: one would expect to divide the content of a bucket that $i$ hashed to by the coefficient assigned to $x_{i}$, in order to get an unbiased estimator, but this will not work. The details can be found in Section 10.3.

In the end, this step gives us a set $S$ suitable for our goal, but does not give good estimations of the coordinates inside that set. For that we need another, standard step.

Step 4: Set Query We estimate every coordinate in $S$ using a set query algorithm of Price [Pri11], obtaining the desired guarantee. This matrix needs only $O(k / \epsilon)$ measurements, and runs in $O(k)$ time, while having constant column sparsity.

Lemma 10.1.6 (set query, [Pri11]). For any $\epsilon \in(0,1 / 10]$. There exists a randomized construction of a matrix $\Phi \in \mathbb{R}^{m \times n}$, with $m=O(k / \epsilon)$ and column sparsity $O(1)$, such that given $y=\Phi x$ and $a$ set $S \subseteq[n]$ of size at most $k$, one can find $a k$-sparse vector $\widehat{x}_{S}$, supported
on $S$ in $O(m)$ time, such that

$$
\left\|\widehat{x}_{S}-x_{S}\right\|_{2}^{2} \leq \epsilon\left\|x_{[n] \backslash S}\right\|_{2}^{2} .
$$

holds with probability at least $1-1 / \operatorname{poly}(k)$.

Our Theorem 10.1.2 follows from the above four steps by feeding the output of each step to the next one. In the end, we rescale $\epsilon$. More specifically, by the identification step we obtain a set $L$ of size $O(k / \epsilon)$ which contains a subset of size $k$ that satisfies the $\ell_{2} / \ell_{2}$ guarantee. Then, the conditions for applying the pruning step are satisfied, and hence we can prune the set $L$ down to $O(k)$ coordinates, which satisfy the $\ell_{2} / \ell_{2}$ guarantee. Then we apply the set-query sketch to obtain estimates of these coordinates.

In what follows we ignore constant terms. The number of measurements in total is

$$
\underbrace{1}_{\text {tail estimation }}+\underbrace{(k / \epsilon) \log (\epsilon n / k)}_{\text {identification step }}+\underbrace{(k / \epsilon) \log (1 / \epsilon)}_{\text {pruning step }}+\underbrace{(k / \epsilon)}_{\text {set query }} .
$$

The decoding time equals

$$
\underbrace{1}_{\text {tail estimation }}+\underbrace{(k / \epsilon) \log (\epsilon n / k) \log (\epsilon n / k)}_{\text {identification step }}+\underbrace{(k / \epsilon) \log (1 / \epsilon)}_{\text {pruning step }}+\underbrace{k}_{\text {set query }}
$$

The column sparsity equals

$$
\underbrace{1}_{\text {tail estimation }}+\underbrace{\log (\epsilon n / k)}_{\text {identification step }}+\underbrace{\log (1 / \epsilon)}_{\text {pruning step }}+\underbrace{1}_{\text {set query }} .
$$

### 10.1.6 Possible applications of our approach to other problems

Exactly $k$-sparse signals. When the vector we have to output has to be $k$-sparse, and not $O(k)$-sparse, the dependence on $\epsilon$ has to be quadratic [PW11]. Our algorithm yields a
state of the art result for this case, too. One can observe that the analysis of the algorithm in the Identification Linear Sketch outputs a $O(k / \epsilon)$-sized set which contains a set $T$ of size $k$ that allows $\ell_{2} / \ell_{2}$ sparse recovery. Performing a CountSketch with $O\left(k / \epsilon^{2}\right)$ columns and $O(\log (k / \epsilon)$ rows, and following a standard analysis, one can obtain a sublinear algorithm with measurement complexity $O\left(\epsilon^{-1} k \log (\epsilon n / k)+\epsilon^{-2} k \log (k / \epsilon)\right)$. This is an improvemnet on both the runtime and measurement complexity over previous work [CCF02].

Block-Sparse Signals. Our algorithm easily extends to block-sparse signals. For a signal of block size $b$ we obtain sample complexity $O(k /(\epsilon b) \log (b n / k)+(k / \epsilon))$, with a running time nearly linear in $k$. This matches the sample complexity of previous super-linear algorithms [BCDH10, CIHB09], which also could not facilitate $\epsilon<1$.

Phaseless Compressed Sensing. In Phaseless Compressed Sensing, one wants to design a matrix $\Phi$ with $m$ rows, such that given $y=\Phi x$, one can find a vector $\widehat{x}$ such that $\min _{\theta \in[0,2 \pi]}\left\|x-e^{i \theta} \widehat{x}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}$. This problem has received a fair amount of attention [OYDS11, LV13, CBJC14, YLPR15, PYLR17, Nak17a, LN18], and the state of the art algorithm has $O(k \log n)$ measurement complexity [Nak17a, LN18]. One of the problems is that the iterative loop approach cannot be used here, since it is heavily based on the linearity of the sketch. However, our identification and pruning step do not use the linearity of the sketch, and work also with phaseless measurements. Previous algorithms such as [Nak17a, LN18] suffered a $k \log n$ factor in the number of measurements already from the first step, but this is avoidablue using our new approach. We hope to see an extension down this avenue that gives $O(k \log (n / k))$ measurements.

One-Bit Compressed Sensing. Another important subfield of Sparse Recovery is one-bit compressed sensing, where one has access only to one-bit measurements, i.e. $y=\operatorname{sign}(A x)$, where the sign function on vectors should be understood as pointwise application of the sign function on each entry. Sublinear algorithms appear in [Nak17b, Nak19], but they both do not obtain the optimal number of measurements in terms of $k$ and $n$, which is $k \log (n / k)$, but rather the slightly suboptimal $k \log n$. One of the most important reasons is that the iterative loop cannot be implemented in such a scenario. It is a natural question whether our new approach can give the optimal number of measurements. The thresholding step, namely the part where we take use $V$ to filter out non-heavy intervals cannot be implemented here, but perhaps there is still a way to make a similar argument. One first approach should be to show that sublinear decoding with optimal measurements is achieved using non-adaptive threshold measurements, such as in [KSW16] and $\left[\mathrm{BFN}^{+} 17\right]$ (note that the latter one uses adaptive measurements though).

Sparse Fourier Transform. The standard approach to discrete sparse Fourier transform, is to implement linear measurements by using Fourier measurements [GGI ${ }^{+} 02$, GMS05, HIKP12a, HIKP12b, Iwe13, IKP14, IK14, Kap16, CKSZ17, Kap17]. The idea is to hash the spectrum to $B$ buckets by carefully multiplying in the time-domain the vector $x$ with a sparse vector $z$. In the frequency domain this corresponds to convolving the spectrum of the $x$ with an approximation of the filter of an indicator function of an interval of length roughly $B$. Due to the Uncertainty Principle, however, one has to exchange measurement complexity and decoding time with the quality of the filter. For example, implementing hashing to buckets using "crude" filters leads to leakage in subsequent buckets, giving additional error terms.

When iterating as usual, these errors accumulate and make identification much harder. The sophisticated approach of [Kap17] manages to design an iterative algorithm, in the same vein with previous algorithms, which takes $O\left(\epsilon^{-1} k \log n\right)$ measurements. It would be interesting to see if the approach we suggest avoids some of the problems created by this iterative loop, and can give simpler and faster sparse Fourier transform schemes. It would be interesting to obtain such a result even using adaptive measurements. The work [CKSZ17] has some interesting ideas in the context of block-sparse vectors that could be relevant.

### 10.2 The Identification Linear Sketch

The goal of this section is to prove the following result,
Theorem 10.2.1 (Restatement of Lemma 10.1.4). Let $C_{L}>1$ be a fixed constant. There exists a randomized construction of a matrix $\Phi \in \mathbb{R}^{m \times n}$, with

$$
m=O\left(\epsilon^{-1} k \log (\epsilon n / k)\right)
$$

with column sparsity $O(\log (\epsilon n / k))$ such that given $y=\Phi x$, one can find in time $O(m \log (n / k))$ a set $L$ of size $C_{L} \cdot k / \epsilon$, such that

$$
\exists T \subset L,|T| \leq k:\left\|x-x_{T}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}
$$

with probability 9/10.

In Section 10.2.1, we provide the definition of sketching matrix $\Phi$ and present the decoding algorithm. We proved some concentration result in Section 10.2.2. We analyzed the running time of algorithm in Section 10.2.3. We proved the guarantees of the algorithm in Section 10.2.4. Finally, we bound the number of measurements in Section 10.2.5.

### 10.2.1 Design of the sketch and decoding algorithm

We are going to use a hierarchical separation of $[n]$ into intervals. We will call this separation an interval forest.

Before discussing the matrix, we need the following definitions. We define
Definition 10.2.1 (size of the each tree in the forest). Let

$$
\tau=k / \epsilon
$$

| Notation | Choice | Statement | Parameter |
| :--- | :--- | :--- | :--- |
| $C_{H}$ | 4 | Definition 10.2 .2 | $H$ |
| $C_{R}$ | 100 | Definition 10.2 .3 | $R$ |
| $C_{B}$ | $10^{5}$ | Definition 10.2 .4 | $B$ |
| $C_{0}$ | $10^{3}$ | Lemma 10.4.3 | Blow up on tail size |
| $C_{L}$ | $10^{4}$ | Lemma 10.2.5 | $L$ |
| $\eta$ | $1 / 9$ | Lemma $10.2 .2,10.2 .3$ | Shrinking factor on $V$ |
| $\zeta$ | $1 / 4000$ | Lemma $10.2 .2,10.2 .3$ | $\zeta \leq \eta / 400$ |

Table 10.2: Summary of constants in Section 10.2, the column "Parameter" indicates which parameter is depending on that constant. Note that constants $C_{H}, C_{R}, C_{B}, C_{0}, \eta$ are used in both algorithm and analysis, but constants $C_{L}$ and $\zeta$ are only being used in analysis. $C_{L}$ is the related to the guarantee of the output of the algorithm.
assuming that $k / \epsilon \leq n / 16$. The size of each tree in the forest is

$$
q=n / \tau=n \epsilon / k
$$

Definition 10.2.2 (degree and height of the interval forest). Let $C_{H}>1$ be a sufficiently large constant such that

$$
(\log q / \log \log q)^{C_{H} \log q / \log \log q} \geq q
$$

Let $D$ denote the degree of the tree, and let $H$ denote the height of the tree. We set $D$ and $H, D=\lceil\log q / \log \log q\rceil$, and $H=\left\lceil C_{H} \log q / \log \log q\right\rceil$.

Definition 10.2.3 (number of repetitions per level). Let $R$ denote the number of repetitions in each level. Let $C_{R}>1$ denote some sufficiently large constant. We set $R=C_{R} \log \log q$.

For $\ell \in\{0,1, \ldots, H\}$ we define $\mathcal{J}_{\ell}$, which is a family of sets. Every set $\mathcal{J}_{\ell}$ is a decomposition of $[n]$ to $\tau D^{\ell}$ intervals of (roughly) the same length. The set $\mathcal{J}_{0}$ is a decomposition
of $[n]$ to $\tau$ intervals of (roughly) the same length length $q$. If needed, we can round $q$ to a power of 2 . This means that

$$
\mathcal{J}_{0}=\left\{I_{0,1}, I_{0,2}, \ldots\right\}
$$

where

$$
I_{0,1}=[1, \tau], I_{0,2}=[\tau+1,2 \tau], \ldots
$$

We can conceptualize these sets as a forest consisting of $\tau$ trees, each of branching factor $D$ and height $H$, where the $\ell$-th level partitions $[n]$ into disjoint $\tau D^{\ell}$ intervals of length $n /\left(\tau \cdot D^{\ell}\right)=q \cdot D^{-\ell}$. For $\ell \in\{0, \ldots, H\}$, interval $I_{\ell, j}$ is decomposed to $D$ disjoint and continuous intervals

$$
I_{\ell+1, j \cdot D+1}, \ldots, I_{\ell+1,(j+1) \cdot D}
$$

of the same length, except possibly the last interval.
We say that an interval $I_{\ell+1, j}$ is a child of interval $I_{\ell, j^{\prime}}$ if $j^{\prime}=\lceil j / D\rceil$.
Definition 10.2.4 (sketching matrix $\Phi$ ). Let $C_{B}>1$ be a sufficiently large constant. Let $B=C_{B} k / \epsilon$. Let matrices $\Phi^{(1)}, \ldots, \Phi^{(H)}$, where every matrix $\Phi^{(\ell)}$ consists of $R$ submatrices $\left\{\Phi_{r}^{(\ell)}\right\}_{r \in[R]}$. For every $\ell \in[H]$ and $r \in[R]$, we pick 2 -wise independent hash functions $h_{\ell, r}:\left[\tau D^{\ell}\right] \rightarrow[B]$.

We define measurement $y_{\ell, r, b}=\left(\Phi_{r}^{(\ell)} x\right)_{b}$ as:

$$
y_{\ell, r, b}=\sum_{j \in h_{\ell, r}^{-1}(b)} \sum_{i \in I_{\ell, j}} g_{i, \ell, r} x_{j}
$$

where $g_{i, \ell, r} \sim \mathcal{N}(0,1)$, i.e. independent standard Gaussians.
We slightly abuse notation and treat $y$ as matrix the mapping to vector should be clear.

Note that $C_{B}$ should be chosen such that $C_{B} \gg C_{0}$, where $C_{0}$ appears in tail estimation in Lemma 10.4.3.

### 10.2.2 Concentration of estimation

In the following lemmata, $\zeta, \eta \in(0,1)$ are absolute constants with $1>\eta>1 / 10>\zeta$ (See a choice for our application in Table 10.2). The exact values of the constants will be chosen below.

The following lemma handles the probability of detecting a heavy interval at level $\ell$.
Lemma 10.2.2 (handling the probability of catching a heavy hitter). Let $\bar{V}$ be the value in Line 8 of Algorithm 10.1. Let $V=\epsilon \bar{V}$ be the value in Line 9 of Algorithm 10.1. Let $j^{\prime} \in T_{\ell-1}$, and let $j$ be one of its children. Let $z_{j}$ be defined as follows,

$$
z_{j}=\operatorname{median}_{r \in[R]}\left|y_{\ell, r, h_{\ell, r}(j)}\right|^{2}
$$

If $\left\|x_{I_{\ell, j}}\right\|_{2}^{2} \geq C_{j} \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}$, where $C_{j} \geq 2$, then with probability $1-C_{j}^{-R / 6}$ (over the randomness of $h_{\ell, r}$ and $g_{i, \ell, r}$ for $r \in[R], i \in[n]$ in Definition 10.2.4), we have that

$$
z_{j} \geq \eta V
$$

Proof. Fix $r \in[R]$. Let $b=h_{\ell, r}(j)$, and define $J=\cup_{t \in h_{\ell, r}^{-1}(b)} I_{\ell, t}$. We observe that

$$
\left|y_{\ell, r, b}\right|^{2}=\left\|x_{J}\right\|_{2}^{2} g^{2}, \text { where } g \sim \mathcal{N}(0,1)
$$

```
Algorithm 10.1 Interval-forest Sparse Recovery
    procedure IntervalforestSparseRecovery \((x, n, k, \epsilon) \quad \triangleright\) Theorem 10.2.1
        Choose constants \(C_{H}, C_{R}, \eta, C_{0} \quad \triangleright\) According to Table 10.2
        \(\tau \leftarrow(k / \epsilon)\)
        \(q \leftarrow n / \tau \quad \triangleright\) Definition 10.2.1
        \(H \leftarrow\left\lceil C_{H} \log q / \log \log q\right\rceil \quad \triangleright\) Definition 10.2.2
        \(D \leftarrow\lceil\log q / \log \log q\rceil \quad \triangleright\) Definition 10.2.2
        \(R \leftarrow\left\lceil C_{R} \log \log q\right\rceil \quad \triangleright\) Definition 10.2.3
        \(\bar{V} \leftarrow \operatorname{LpLpTaiLEstimation}\left(x, k, 2, C_{0}, 1 / 100\right) \quad \triangleright\) Algorithm 10.3
        \(V \leftarrow \epsilon \bar{V} \quad \triangleright\) Lemma 10.2.2
        \(T_{0} \leftarrow\left\{I_{0,1}, \ldots, I_{0, \tau}\right\}\)
        for \(\ell=1 \rightarrow H\) do
            \(T_{\ell} \leftarrow \operatorname{RecursiveBTree}\left(\ell, R, D, \eta, T_{\ell-1}, V\right) \quad \triangleright\) Lemma 10.2.5
        end for
        \(L \leftarrow T_{H}\)
        return \(L \quad \triangleright\) Lemma 10.2.6
    end procedure
    procedure RecursiveBTree \((\ell, R, D, \eta, T, V)\)
        \(T^{\prime} \leftarrow \emptyset\)
        for \(t \in T\) do
            Let \(I_{\ell, j_{1}}, I_{\ell, j_{2}}, \ldots, I_{\ell, j_{D}}\) denote the child intervals of \(I_{\ell-1, t}\)
            for \(p \in[D]\) do
                    \(z_{j_{p}} \leftarrow \operatorname{median}_{r \in[R]}\left|y_{\ell, r, h_{\ell, r}\left(j_{p}\right)}\right|^{2} \quad \triangleright\) Definition 10.2.4
                end for
                if \(z_{j_{p}} \geq \eta V\) then
                    \(T^{\prime} \leftarrow T^{\prime} \cup\left\{j_{p}\right\}\)
                end if
        end for
        return \(T^{\prime}\)
    end procedure
```

By property of Gaussian distribution, we have

$$
\operatorname{Pr}\left[\left|y_{\ell, r, b}\right|^{2} \leq\left(\eta / C_{j}\right)\left\|x_{J}\right\|_{2}^{2}\right] \leq \frac{2}{\sqrt{2 \pi}} \sqrt{\frac{\eta}{C_{j}}} \leq \sqrt{\frac{2 \eta}{\pi C_{j}}},
$$

It implies, since $\left\|x_{J}\right\|_{2}^{2} \geq\left\|x_{I_{\ell, j}}\right\|_{2}^{2} \geq C_{j} \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}$, that

$$
\operatorname{Pr}\left[\left|y_{\ell, r, b}\right|^{2} \leq \eta \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}\right] \leq \sqrt{\frac{2 \eta}{\pi C_{j}}}
$$

Since Lemma 10.4.3, we have $\bar{V} \leq \frac{1}{k}\left\|x_{-k}\right\|_{2}^{2}$. Because $V=\epsilon \bar{V}$,

$$
\operatorname{Pr}\left[\left|y_{\ell, r, b}\right|^{2} \leq \eta V\right] \leq \sqrt{\frac{2 \eta}{\pi C_{j}}}
$$

The $R$ repetitions ensure that the failure probability can be driven down to $C_{j}^{-R / 6}$, because

$$
\begin{aligned}
\operatorname{Pr}\left[z_{j} \leq \eta V\right] & \leq\binom{ R}{R / 2} \cdot\left(\sqrt{\frac{2 \eta}{\pi C_{j}}}\right)^{R / 2} \\
& \leq 2^{R} \cdot(2 \eta / \pi)^{R / 4} \cdot C_{j}^{-R / 4} \\
& \leq\left(2^{R} \cdot(2 \eta / \pi)^{R / 4} \cdot 2^{-R / 12}\right) \cdot C_{j}^{-R / 6} \\
& \leq\left(2^{11} \cdot(2 / 9 \pi)^{3}\right)^{R / 12} \cdot C_{j}^{-R / 6} \\
& \leq C_{j}^{-R / 6}
\end{aligned}
$$

where the first step follows from a union bound, the third step follows from $C_{j} \geq 2$, and the forth step follows from $\eta \leq 1 / 9$.

The following lemma handles the probability of a non-heavy interval being considered "heavy" by the algorithm at level $\ell$.

Lemma 10.2.3 (handling the probability of false positives). Let $V$ be the value in Line 9 of Algorithm 10.1. Let $j^{\prime}$ be an index in $T_{\ell-1}$, and let $j$ be one of its children. If $\left\|x_{I_{\ell, j}}\right\|_{2}^{2} \leq$
$\zeta_{k}^{\epsilon}\left\|x_{-C_{0} k}\right\|_{2}^{2}$, then with probability $1-2^{-R / 3}$ (over the randomness of $h_{\ell, r}$ and $g_{i, \ell, r}$ for $r \in$ $[R], i \in[n]$ in Definition 10.2.4) we have that

$$
z_{j}<\eta V .
$$

Proof. Fix $\ell \in[H]$ and consider the set $H_{\ell}$ that contains the $C_{0} k$ coordinates $j^{\prime \prime}$ with the largest $\left\|x_{I_{\ell, j^{\prime \prime}}}\right\|_{2}^{2}$ values. Define $H_{\ell}^{(j)}=H_{\ell} \backslash\{j\}$. Fix $r \in[R]$ and observe that by a unionbound we get that

$$
\operatorname{Pr}\left[\exists j^{\prime \prime} \in H_{\ell}^{(j)} \mid h_{\ell, r}(j)=h_{\ell, r}\left(j^{\prime \prime}\right)\right] \leq C_{0} k \cdot \frac{1}{C_{B} k / \epsilon}=\frac{C_{0} \epsilon}{C_{B}} \leq \frac{1}{20},
$$

because $C_{B} \geq 20 C_{0}$.
We condition on the event $\forall j^{\prime \prime} \in H_{\ell}^{(j)}: h_{\ell, r}(j) \neq h_{\ell, r}\left(j^{\prime \prime}\right)$. A standard calculation now shows that

$$
\begin{aligned}
\mathbb{E}\left[\left|y_{\ell, r, h_{r, \ell}(j)}\right|^{2}\right] & \leq\left\|x_{I_{\ell, j}}\right\|_{2}^{2}+\frac{1}{C_{B}} \frac{\epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2} \\
& \leq \zeta \frac{\epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2}+\frac{1}{C_{B}} \frac{\epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2} \\
& \leq \frac{2 \zeta \epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2}
\end{aligned}
$$

where the last step follows from $\frac{1}{C_{B}}<\zeta$.
We now apply Markov's inequality to obtain

$$
\begin{array}{rlrl}
\operatorname{Pr}\left[\left|y_{\ell, r, h_{\ell, r}(j)}\right|^{2} \geq \eta V\right] & \leq \operatorname{Pr}\left[\left|y_{\ell, r, h_{\ell, r}(j)}\right|^{2} \geq \frac{\eta \epsilon}{10 k}\left\|x_{-C_{0} k}\right\|_{2}^{2}\right] & \\
& \leq \frac{\frac{2 \zeta \epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2}}{\frac{\eta \epsilon}{10 k}\left\|x_{-C_{0} k}\right\|_{2}^{2}} \\
& =\frac{20 \zeta}{\eta} & & \\
& \leq \frac{1}{20}, & \text { by } \zeta \leq \eta / 400 .
\end{array}
$$

By a union bound, the unconditional probability $\operatorname{Pr}\left[\left|y_{\ell, r, h_{\ell, r}(j)}\right|^{2} \geq \eta V\right] \leq \frac{1}{10}$. Finally, we can upper bound the probability that $z_{j}=\operatorname{median}_{r \in[R]}\left|y_{\ell, r, h_{\ell, r}(j)}\right|^{2}$ is greater than $\eta V$,

$$
\begin{aligned}
\operatorname{Pr}\left[z_{j} \geq \eta V\right] & \leq\binom{ R}{R / 2}(1 / 10)^{R / 2} \\
& <2^{R} \cdot 2^{-\frac{3}{2} R} \\
& =2^{-\frac{R}{2}} \\
& <2^{-\frac{R}{3}}
\end{aligned}
$$

### 10.2.3 Analysis of running time

Lemma 10.2.4 (bounds of $D, H$ with respect to $R$ ). Let $D, H$ as in Definition 10.2.2. It holds that $D \leq 2^{\frac{R}{6}-10}$, and $H \leq 2^{\frac{R}{6}-10}$.

Proof. Since $H \geq D$, it suffices to prove the claim only for $H$.

$$
H=C_{H} \frac{\log q}{\log \log q}<C_{H} \log q=C_{H} \log (\epsilon n / k)=C_{H} 2^{\log \log (\epsilon n / k)} \leq 2^{\frac{R}{6}-10},
$$

where the third step follows from $q=\epsilon n / k$, and the last step follows from $\log \log (\epsilon n / k)+$ $\log C_{H} \leq\left(C_{R} / 6\right) \log \log (\epsilon n / k)-10$ and note that $\log \log (\epsilon n / k) \geq 2$ because we assume $k / \epsilon \leq n / 16$.

Lemma 10.2.5 (running time). Let $R$ as in Definition 10.2.3 and D, H as in Definition 10.2.2. Let $T_{H}$ be the set obtained by applying procedure RecursiveBTree $H$ times (lines

11-13) of Algorithm 10.1, and let $C_{L}>1$ be some sufficiently large absolute constant. With probability $1-H \cdot 2^{-R / 6+1}$ we have that:

- $\left|T_{H}\right| \leq C_{L} \cdot k / \epsilon$,
- The running time of BTreeSparseRecovery is

$$
O\left(\epsilon^{-1} k \cdot \log (\epsilon n / k) \cdot D\right)
$$

Proof. Let $C_{L}=2\left(C_{0}+1 / \zeta\right)$.
First, it is easy to see that $\left|T_{0}\right|$ is bounded by

$$
\left|T_{0}\right|=\tau=k / \epsilon<C_{L} k / \epsilon
$$

We claim that if we condition on the event that $\left|T_{\ell-1}\right| \leq C_{L} k / \epsilon$, then with probability $1-2^{-R / 6+1},\left|T_{\ell}\right| \leq C_{L} k / \epsilon$. The proof of both bullets will then follow by a union-bound over all $H$ levels. Indeed, consider the set $Q_{\ell}$ containing the $\left|T_{\ell-1}\right| D \leq C_{L} \cdot(k / \epsilon) \cdot D$ coordinates $j$ that are children of some $j^{\prime} \in T_{\ell-1}$. Define

$$
B_{\ell}=\left\{j \in Q_{\ell} \left\lvert\,\left\|x_{I_{\ell, j}}\right\|_{2}^{2} \leq \zeta \frac{\epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2}\right.\right\} .
$$

By definition of $B_{\ell}$ and $Q_{\ell}$, we have

$$
\left|B_{\ell}\right| \leq\left|Q_{\ell}\right| \leq C_{L} \cdot(k / \epsilon) \cdot D .
$$

Moreover, Lemma 10.2.3 gives

$$
\forall j \in B_{\ell}, \operatorname{Pr}\left[z_{j} \geq \eta V\right] \leq 2^{-R / 3}
$$

Define random variables $W_{j}$ to be 1 if $z_{j} \geq \eta V$, and 0 otherwise. Then

$$
\mathbb{E}\left[\sum_{j \in B_{\ell}} W_{j}\right] \leq \frac{C_{L} k}{\epsilon} D \cdot 2^{-R / 3}
$$

An application of Markov's inequality gives

$$
\operatorname{Pr}\left[\sum_{j \in B_{\ell}} W_{j} \geq \frac{C_{L} k}{2 \epsilon} D \cdot 2^{-R / 6}\right] \leq 2^{-R / 6+1} .
$$

Conditioning on $\sum_{j \in B_{\ell}} W_{j} \leq \frac{C_{L} k}{2 \epsilon} D \cdot 2^{-R / 6}$ we will upper bound the size of $T_{\ell}$.
First, observe that there exist at most $\left(C_{0} k+k /(\zeta \epsilon)\right) j \in \mathcal{J}_{\ell}$ for which $\left\|x_{I_{\ell, j}}\right\|_{2}^{2}>$ $\zeta \frac{\epsilon}{k}\left\|x_{-C_{0} k}\right\|_{2}^{2}$. This gives

$$
\begin{equation*}
\left|T_{\ell}\right| \leq\left(C_{0} k+\frac{k}{\zeta \epsilon}\right)+\frac{C_{L} k}{2 \epsilon} D 2^{-R / 6} \tag{10.2}
\end{equation*}
$$

If $C_{L} \geq 2\left(C_{0}+1 / \zeta\right)$, then we can upper bound the first term in Eq. (10.2),

$$
C_{0} k+\frac{k}{\zeta \epsilon} \leq\left(C_{0}+\frac{1}{\zeta}\right) \frac{k}{\epsilon} \leq \frac{1}{2} \frac{C_{L} k}{\epsilon} .
$$

For the second term in Eq. (10.2), we can show that

$$
\frac{C_{L} k}{2 \epsilon} \cdot D 2^{-R / 6} \leq \frac{1}{2} \frac{C_{L} k}{\epsilon}
$$

or equivalently $D \leq 2^{R / 6}$, which holds by Lemma 10.2.4.
We have $D$ levels, and at each level $\ell$ we have $\left|T_{\ell}\right|=O(k / \epsilon)$, conditioned on the aforementioned events happening. The children of $T_{\ell}$ is then $O(k / \epsilon \cdot D)$. Since we have $R$ repetitions the total running time per level is $O((k / \epsilon) \cdot D \cdot R)$, and the total running time is

$$
O((k / \epsilon) \cdot D \cdot R \cdot H)=O\left((k / \epsilon) \cdot D \cdot \log \log q \cdot \frac{\log q}{\log \log q}\right)=O((k / \epsilon) \cdot D \cdot \log (\epsilon n / k))
$$

where the first step follows from definition of $R$ and $H$, and the last step follows from definition of $q$.

Therefore, it gives the desired result.

### 10.2.4 Guarantees of the algorithm

Lemma 10.2.6 (guarantees). Let $L=T_{H}$ be the set obtained by applying procedure RECURSiveBTree $R$ times (lines 11-13) of Algorithm 10.1, we have that, with probability 9/10, there exist $T^{\prime} \subseteq L$ of size at most $k$, such that

$$
\left\|x-x_{T^{\prime}}\right\|_{2}^{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}^{2}
$$

Proof. Define

$$
\mathcal{H}=\left\{j \in H(x, k)\left|\exists C_{j} \geq 2,\left|x_{j}\right|^{2} \geq C_{j} \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}\right\} .\right.
$$

Moreover, associate every $j \in \mathcal{H}$ with its corresponding $C_{j}=\frac{\left|x_{j}\right|^{2}}{\frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}}$.
Pick $j \in \mathcal{H}$. Let also $j_{1}, j_{2}, \ldots, j_{H}$, be numbers such that

$$
j \in I_{1, j_{1}}, j \in I_{2, j_{2}}, \ldots, j \in I_{R, j_{H}}
$$

For any $t \in\{1, \ldots, H-1\}$, if $I_{t, j_{t}} \in T_{t}$, then $I_{t+1, j_{t+1}} \in T_{t+1}$ with probability $1-C_{j}^{-R / 6}$, by Lemma 10.2.2. Since $C_{j} \geq 2$, this allows us to take a union bound over all $H$ levels and claim that with probablity $1-H C_{j}^{-R / 6}, j \in T_{R}$. For $j \in \mathcal{H}$ define random variable to $\delta_{j}$ to
be 1 if $j \notin T_{H}$.

$$
\begin{aligned}
\mathbb{E}\left[\delta_{j} x_{j}^{2}\right] & \leq H \cdot C_{j}^{-R / 6} x_{j}^{2} \\
& \leq H \cdot C_{j}^{-R / 6} C_{j} \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2} \\
& =H \cdot C_{j}^{-R / 6+1} \frac{\epsilon}{k}\left\|x_{-k}\right\|_{2}^{2} \\
& \leq \frac{\epsilon}{80 k}\left\|x_{-k}\right\|_{2}^{2},
\end{aligned}
$$

where the first step follows by definition of $\delta_{j}$, the second step follows by the fact that $j \in \mathcal{H}$, and the last step follows by Lemma 10.2.4. Since $|\mathcal{H}| \leq k$, we have that

$$
\mathbb{E}\left[\sum_{j \in \mathcal{H}} \delta_{j} x_{j}^{2}\right] \leq|\mathcal{H}| \cdot \frac{\epsilon}{80 k}\left\|x_{-k}\right\|_{2}^{2} \leq \frac{\epsilon}{80}\left\|x_{-k}\right\|_{2}^{2}
$$

Then applying Markov's inequality, we have

$$
\operatorname{Pr}\left[\sum_{j \in \mathcal{H}} \delta_{j} x_{j}^{2}>\frac{\epsilon}{2}\left\|x_{-k}\right\|_{2}^{2}\right] \leq \frac{1}{40} .
$$

We condition on the event $\sum_{j \in \mathcal{H}} \delta_{j} x_{j}^{2} \leq \frac{\epsilon}{2}\left\|x_{-k}\right\|_{2}^{2}$. Setting $T^{\prime}=\mathcal{H} \cap T_{H}$ we observe that

$$
\begin{aligned}
\left\|x-x_{T^{\prime}}\right\|_{2}^{2} & =\sum_{j \in \mathcal{H} \cap H(x, k)} \delta_{j} x_{j}^{2}+\left\|x_{H(x, k) \backslash \mathcal{H}}\right\|_{2}^{2}+\left\|x_{[n \backslash \backslash H(x, k)}\right\|_{2}^{2} \\
& \leq \frac{\epsilon}{2}\left\|x_{-k}\right\|_{2}^{2}+k \cdot \frac{2 \epsilon}{k}\left\|x_{-k}\right\|_{2}^{2}+\left\|x_{-k}\right\|_{2}^{2} \\
& \leq(1+3 \epsilon)\left\|x_{-k}\right\|_{2}^{2} .
\end{aligned}
$$

where the second step follows by the bound on $\sum_{j \in T} \delta_{j} x_{j}^{2}$ and the fact that every $j \notin T$ satisfies $\left|x_{j}\right|^{2} \leq(2 \epsilon / k)\left\|x_{-k}\right\|_{2}^{2}$.

Rescaling for $\epsilon$ we get the desired result.

### 10.2.5 Bounding the number of measurements

In this subsection, we prove that

Claim 10.2.7 (\#measurements). The number of measurements is $O\left(\epsilon^{-1} k \cdot \log (\epsilon n / k)\right)$.

Proof. Recall the definition of $\tau$ and $q$,

$$
\tau=k / \epsilon, \quad q=n / \tau .
$$

We thus have the following bound on the number of measurements:
$B \cdot H \cdot R=C_{B}(k / \epsilon) \cdot C_{H} \frac{\log (\epsilon n / k)}{\log \log (\epsilon n / k)} \cdot C_{R} \log \log (\epsilon n / k)=O((k / \epsilon) \log (\epsilon n / k))$.

### 10.3 The Pruning Linear Sketch

The goal of this section is to prove Theorem 10.3.1.
Theorem 10.3.1 (Restatement of Lemma 10.1.5). Let $C_{L}, \alpha, \beta>1$ be three fixed constants. There exists a randomized construction of a matrix $\Phi \in \mathbb{R}^{m \times n}$, with $m=O((k / \epsilon) \cdot \log (1 / \epsilon))$, with column sparsity $O(\log (1 / \epsilon))$ such that the following holds :

Suppose that one is given a set $L \subseteq[n]$ such that

$$
|L|=C_{L} \cdot k / \epsilon, \quad \exists T \subset L,|T| \leq k:\left\|x-x_{T}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}
$$

Then procedure Prune (Algorithm 10.2) can find a set $S$ of size $\beta \cdot k$ in time $O(m)$, such that

$$
\left\|x-x_{S}\right\|_{2} \leq(1+\alpha \cdot \epsilon)\left\|x_{-k}\right\|_{2}
$$

holds with probability 9/10.

In Section 10.3.1, we provide some basic definitions and description of our algorithm. We analyze the coordinates from several perspectives in Section 10.3.2. We prove the correctness of our algorithm in Section 10.3.3 and analyze time, number of measurements column sparsity, success probability of algorithm in Section 10.3.4.

### 10.3.1 Design of the sketching matrix, and helpful definitions

Definition 10.3.1 (sketching matrix $\Phi$ ). Let $C_{R}, C_{B}>1$ be absolute constants. Let $R=$ $C_{R} \log (1 / \epsilon)$. Let $B=C_{B} k / \epsilon$. For $r \in[R]$, we pick 2-wise independent hash function $h_{r}:[n] \rightarrow[B]$, as well as normal random variables $\left\{g_{i, r}\right\}_{i \in[n], r \in[R]}$ and take measurements

$$
y_{r, b}=\sum_{i \in h_{r}^{-1}(b)} x_{i} g_{i, r} .
$$

| Notation | Choice | Statement | Parameter |
| :--- | :--- | :--- | :--- |
| $C_{R}$ | $10^{4}+500 C_{L}$ | Definition 10.3.1 | $R$ |
| $C_{B}$ | $5 \times 10^{5}$ | Definition 10.3.1 | $B$ |
| $C_{g}$ | $4 / 5$ | Fact 10.3.2 | Gaussian variable |
| $C_{L}$ | $10^{4}$ | Theorem 10.3.1 | $L$ |
| $\alpha$ | 5 | Theorem 10.3.1 | Blow up on $\epsilon$ |
| $\beta$ | 100 | Theorem 10.3.1 | Blow up on $k$ |

Table 10.3: Summary of constants in Section 10.3, the column "Parameter" indicates which parameter is depending on that constant. Note that set $L$ is the input of the algorithm in Section 10.3 and the output of the algorithm in Section 10.2.

Given the set $L$, for every $i \in L$ we calculate

$$
z_{i}=\underset{r \in[R]}{\operatorname{median}}\left|y_{r, h_{r}(i)}\right|,
$$

and keep the indices $i$ with the $\beta k$ largest $z_{i}$ values to form a set $S$ of indices, for some absolute constant $\beta$ sufficiently large. We describe this pruning step in Algorithm 10.2. For the analysis, we define the threshold

$$
\begin{equation*}
\tau=\left\|x_{-k}\right\|_{2} / \sqrt{k} \tag{10.3}
\end{equation*}
$$

We will need the following standard fact about the Gaussian distribution. Then we proceed with a series of definitions and lemmata.

Fact 10.3 .2 (property of Gaussian). Suppose $x \sim \mathcal{N}\left(0, \sigma^{2}\right)$ is a Gaussian random variable. For any $t \in(0, \sigma]$ we have

$$
\operatorname{Pr}[x \geq t] \in\left[\frac{1}{2}\left(1-\frac{4}{5} \frac{t}{\sigma}\right), \frac{1}{2}\left(1-\frac{2}{3} \frac{t}{\sigma}\right)\right] .
$$

Similarly, if $x \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$, for any $t \in(0, \sigma]$, we have

$$
\operatorname{Pr}[|x| \geq t] \in\left[1-\frac{4}{5} \frac{t}{\sigma}, 1-\frac{2}{3} \frac{t}{\sigma}\right] .
$$

```
Algorithm 10.2 The Prune Procedure
    procedure \(\operatorname{Prune}(x, n, k, \epsilon, L)\)
                                    \(\triangleright\) Theorem 10.3.1
        \(R \leftarrow C_{R} \log (1 / \epsilon)\)
        \(B \leftarrow C_{B} k / \epsilon\)
        for \(r=1 \rightarrow R\) do
            Sample \(h_{r}:[n] \rightarrow[B] \sim 2\)-wise independent family
            for \(i=1 \rightarrow n\) do
                Sample \(g_{i, r} \sim \mathcal{N}(0,1)\)
            end for
        end for
        for \(r=1 \rightarrow R\) do
            for \(b=1 \rightarrow B\) do
                \(y_{r, b} \leftarrow \sum_{i \in h_{r}^{-1}(b)} x_{i} g_{i, r}\)
            end for
        end for
        for \(i \in L\) do
            \(z_{i} \leftarrow \operatorname{median}_{r \in[R]}\left|y_{r, h_{r}(i)}\right|\)
        end for
        \(S \leftarrow\left\{i \in L: z_{i}\right.\) is in the top \(\beta k\) largest coordinates in vector \(\left.z\right\}\)
        return \(S\)
    end procedure
```

The form we will need is the following:

$$
\underset{g \sim \mathcal{N}(0,1)}{\operatorname{Pr}}[|g| \leq t] \leq \frac{4}{5} t
$$

Thought the analysis, for convenience we will set $C_{g}=4 / 5$. Another form we will need is:

$$
\operatorname{Pr}_{g \sim \mathcal{N}(0,1)}\left[|g| \in\left[\frac{1}{3 C_{g}}, 2\right]\right] \geq 0.63
$$

Proof. The first form is true by simple calculation. The second form is holding due to
numerical values of cdf for normal distribution, $\operatorname{Pr}\left[\left|g_{i, r}\right| \in\left[\frac{1}{3 C_{g}}, 2\right]\right]=2\left(f(2)-f\left(1 / 3 C_{g}\right)\right)=2(f(2)-f(5 / 12)) \geq 2(0.977-0.662)=0.63$, where $f(x)=\int_{-\infty}^{x} \frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}} d x$ is the cdf of normal distribution.

Stochastic dominance is a partial order between random variables and it is a classical concept in decision theory and decision analysis [HR69, Baw75]. We give the simplest definition below and it is sufficient for our application.

Definition 10.3.2 (stochastic domination of Gaussian random variables). Let $\sigma_{1}<\sigma_{2}$ and random variables $X \sim \mathcal{N}\left(0, \sigma_{1}^{2}\right), Y \sim \mathcal{N}\left(0, \sigma_{2}^{2}\right)$. Then we say that $|Y|$ stochastically dominates $|X|$, and it holds that

$$
\operatorname{Pr}[|Y| \geq \lambda] \geq \operatorname{Pr}[|X| \geq \lambda], \quad \forall \lambda \geq 0
$$

We formally define the set $L$ as follows:

Definition 10.3.3 (set $L$, input of the algorithm). Let $C_{L}>1$ be a fixed constant, and let set $L \subseteq[n]$ be defined as:

$$
|L|=C_{L} \cdot k / \epsilon, \quad \exists T \subset|T| \leq k:\left\|x-x_{T}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}
$$

We provide a definition called "badly-estimated coordinate",
Definition 10.3.4 (badly-estimated coordinate). We will say a coordinate $i \in[n]$ is badlyestimated if

$$
z_{i} \notin\left[\frac{1}{3 C_{g}}\left|x_{i}\right|-\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\left\|x_{-k}\right\|_{2}, 2\left|x_{i}\right|+\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\left\|x_{-k}\right\|_{2}\right],
$$

Then, we can define "badly-estimated set",

Definition 10.3.5 (badly-estimated set $\mathcal{B}$ ). Let set $L$ be defined as Definition 10.3.3. We say $\mathcal{B} \subseteq L$ is a badly-estimated set if for all $i \in \mathcal{B}, z_{i}$ is a badly estimated coordinate (see Definition 10.3.4).

We define a set of large coordinates in head,

Definition 10.3.6 (large coordinates in head). Let $\tau$ be defined in (10.3). Let $L$ be defined in Definition 10.3.3. Let $C_{g}$ be the constant from Fact 10.3.2. Define set

$$
\mathcal{M}=\left\{i \in L \cap H(x, k):\left|x_{i}\right| \geq 3 C_{g} \tau\right\},
$$

which contains the head coordinates of $x$ that are in $L$ and are larger in magnitude than $3 C_{g} \tau$.

### 10.3.2 Analyzing head and badly-estimated coordinates

Lemma 10.3.3 (expected error from coordinates above $\tau$ ). We have that

$$
\mathbb{E}\left[\sum_{i \in \mathcal{M}} x_{i}^{2} \cdot \mathbb{1}_{z_{i}<\tau}\right] \leq \frac{\epsilon}{100}\left\|x_{-k}\right\|_{2}^{2}
$$

Proof. Fix $i \in \mathcal{M}$. Observe that for $r \in[R]$

$$
\left|y_{r, h_{r}(i)}^{\prime}\right| \sim\left\|x_{h_{r}^{-1}(i)}\right\|_{2}|\mathcal{N}(0,1)| .
$$

Since

$$
\left\|x_{h_{r}^{-1}(i)}\right\|_{2} \geq\left|x_{i}\right|
$$

we have that the random variable $\left|y_{r, h_{r}(i)}^{\prime}\right|$ stochastically dominates the random variable $\left|x_{i}\right| \cdot|\mathcal{N}(0,1)|$.

By Fact 10.3.2, we have that

$$
\operatorname{Pr}\left[\left|y_{r, h_{r}(i)}^{\prime}\right| \leq \tau\right] \leq C_{g} \frac{\tau}{\left|x_{i}\right|}
$$

Because of the $R=C_{R} \log (1 / \epsilon)$ repetitions, a standard argument gives that

$$
\operatorname{Pr}\left[\mathbb{1}_{z_{i}<\tau}=1\right] \leq\left(C_{g} \frac{\tau}{\left|x_{i}\right|}\right)^{C^{\prime} \log (1 / \epsilon)}
$$

for some absolute constant $C^{\prime}>C_{R} / 3$.
We now bound

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i \in \mathcal{M}} x_{i}^{2} \cdot \mathbb{1}_{z_{i}<\tau}\right] & \leq \sum_{i \in \mathcal{M}} x_{i}^{2}\left(C_{g} \frac{\tau}{\left|x_{i}\right|}\right)^{C^{\prime} \log (1 / \epsilon)} \\
& =\sum_{i \in \mathcal{M}} C_{g}^{2} \tau^{2}\left(C_{g} \frac{\tau}{\left|x_{i}\right|}\right)^{C^{\prime} \log (1 / \epsilon)-2} \\
& \leq k \cdot \tau^{2} \cdot \frac{\epsilon}{100} \\
& =\frac{\epsilon}{100}\left\|x_{-k}\right\|_{2}^{2}
\end{aligned}
$$

where the first step follows by the bound on $\mathbb{E}\left[\mathbb{1}_{z_{i}<\tau}\right]=\operatorname{Pr}\left[\mathbb{1}_{z_{i}<\tau}=1\right]$, and the third step by choosing by choosing $C_{R}>1$ to be some sufficiently large constant and the facts $C^{\prime}>C_{R} / 3$ and $\left(C_{g} \tau\right) /\left|x_{i}\right| \leq 1 / 3$.

Lemma 10.3.4 (probability of a fixed coordinate is badly-estimated). A coordinate $i$ is badly-estimated (as in Definition 10.3.4) probability at most

$$
\frac{\epsilon^{3}}{100^{2} C_{L}}
$$

Proof. Fix $r$ and set set $b=h_{r}(i)$. Recall the definition of $y_{r, b}=\sum_{i \in h_{r}^{-1}(b)} x_{i} g_{i, r}$ in Definition 10.3.1. We have that

$$
\left|\left|g_{i, r} x_{i}\right|-\left|\sum_{j \in h_{r}^{-1}(b) \backslash\{i\}} g_{j, r} x_{j}\right|\right| \leq\left|y_{r, b}\right| \leq\left|g_{i, r} x_{i}\right|+\left|\sum_{j \in h_{r}^{-1}(b) \backslash\{i\}} g_{j, r} x_{j}\right|
$$

Now, $\left|g_{i, r} x_{i}\right|$ will be at in $\left[\left(1 / 3 C_{g}\right)\left|x_{i}\right|, 2\left|x_{i}\right|\right]$ with probability at least 0.63 (due to Fact 10.3.2).
Moreover, for any $j \in H(x, k) \backslash\{i\}, h_{r}(j) \neq b$ with probability $1-1 / B=1-$ $\epsilon /\left(C_{B} k\right) \geq 1-1 /\left(C_{B} k\right)$. By a union bound, we get with probability at least $1-1 / C_{B}$, for all $j \in H(x, k) \backslash\{i\}, h_{r}(j) \neq b$. Conditioning on this event, we have,

$$
\mathbb{E}\left[\left(\sum_{j \in h_{r}^{-1}(b) \backslash\{i\}} g_{j, r} x_{j}\right)^{2}\right]=\frac{\epsilon}{C_{B} k}\left\|x_{-k}\right\|_{2}^{2}
$$

We then apply Markov's inequality to get that with probability at least $1-10^{4} / C_{B}$,

$$
\left(\sum_{j \in h_{r}^{-1}(b) \backslash\{i\}} g_{j, r} x_{j}\right)^{2} \leq \frac{\epsilon}{10^{4} k}\left\|x_{-k}\right\|_{2}^{2}
$$

Therefore, by a union bound,

$$
\begin{aligned}
\operatorname{Pr}\left[\left|y_{r, b}\right| \in\left[\frac{1}{3 C_{g}}\left|x_{i}\right|-\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}, 2\left|x_{i}\right|+\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\right]\right] & \geq 0.63-\frac{1}{C_{B}}-\frac{10^{4}}{C_{B}} \\
& \geq 0.6
\end{aligned}
$$

where the last step follows by $C_{B} \geq 5 \times 10^{5}$.
Note that $z_{i}$ is obtained by taking median of $R$ copies of i.i.d. $\left|y_{r, b}\right|$. For each $r \in[R]$, we define $Z_{r}=1$ if $\left|y_{r, b}\right|$ falls into that region, and 0 otherwise. We have $\mathbb{E}\left[\sum_{r=1}^{R} Z_{r}\right] \geq 0.6 R$. Using Chernoff bound, we have

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{r=1}^{R} Z_{r}<0.9 \cdot 0.6 R\right] & \leq \operatorname{Pr}\left[\sum_{r=1}^{R} Z_{r}<0.9 \mathbb{E}\left[\sum_{r=1}^{R} Z_{r}\right]\right] \\
& \leq e^{-\frac{1}{3} 0.1^{2} \mathbb{E}\left[\sum_{r=1}^{R} Z_{r}\right]} \\
& \leq e^{-\frac{1}{3} 0.1^{2} \cdot 0.6 R}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\operatorname{Pr}\left[z_{i} \notin\left[\frac{1}{3 C_{g}}\left|x_{i}\right|-\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}, 2\left|x_{i}\right|+\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\right]\right] & \leq e^{-\frac{1}{3} 0.1^{2} \cdot 0.6 R} \\
& \leq 2^{-0.002 R} \\
& =2^{-0.002 C_{R} \log (1 / \epsilon)} \\
& \leq 2^{-0.002\left(10000+500 C_{L}\right) \log (1 / \epsilon)} \\
& \leq \frac{\epsilon^{3}}{100^{2} C_{L}},
\end{aligned}
$$

where the third step follows from choice of $C_{R}$.

### 10.3.3 Guarantees of the algorithm

We now proceed with the proof of Theorem 10.3.1.

Proof. By Lemma 10.3.3 and an application of Markov's inequality we have that

$$
\sum_{i \in \mathcal{M}} x_{i}^{2} \cdot \mathbb{1}_{z_{i}<\tau} \leq \epsilon\left\|x_{-k}\right\|_{2}^{2}
$$

with probability $99 / 100$. Let this event be $\mathcal{E}_{1}$.
Moreover, by Lemma 10.3.4,

$$
\mathbb{E}[|\mathcal{B}|] \leq \frac{\epsilon^{3}|L|}{100^{2} C_{L}},
$$

so, by Markov's inequality, we have

$$
\operatorname{Pr}\left[|\mathcal{B}| \leq \frac{\epsilon^{2}|L|}{100 C_{L}}\right] \geq 1-\epsilon / 100 \geq 99 / 100
$$

Let this event be $\mathcal{E}_{2}$.
By taking a union bound, $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ both hold with probability $98 / 100$. Plugging size of $|L|\left(\leq C_{L} \cdot k / \epsilon\right)$ into equation of event $\mathcal{E}_{2}$, we get

$$
\begin{equation*}
|\mathcal{B}| \leq \frac{\epsilon^{2}|L|}{100 C_{L}} \leq \frac{\epsilon k}{100} . \tag{10.4}
\end{equation*}
$$

It means there are at most $\epsilon k / 100$ coordinates that badly-estimated.
We remind that our goal is to bound

$$
\begin{aligned}
\left\|x-x_{S}\right\|_{2}^{2} & =\left\|x_{\bar{S}}\right\|_{2}^{2} \\
& =\left\|x_{\bar{S} \cap \mathcal{M}}\right\|_{2}^{2}+\left\|x_{\bar{S} \backslash \mathfrak{\mathcal { M }}}\right\|_{2}^{2} \\
& =\left\|x_{\bar{S} \cap \mathcal{M}}\right\|_{2}^{2}+\left\|x_{(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}}\right\|_{2}^{2}+\left\|x_{(\bar{S} \backslash \mathcal{M}) \backslash \mathcal{B}}\right\|_{2}^{2}
\end{aligned}
$$

1. Bounding $\left\|x_{\mathcal{M} \cap \bar{S}}\right\|_{2}^{2}$. Consider the set

$$
I=\left\{i \in L \backslash \mathcal{M}:\left|x_{i}\right| \geq \tau / 3\right\}
$$

which contains the coordinates in $L$ with magnitude in the range $\left[\frac{1}{3} \tau, 3 C_{g} \tau\right)$. By the definition of $\tau$, clearly, $|I| \leq 3 k+k=4 k$, because we can have at most $k$ such elements in $H(x, k)$,
and at most $3 k$ such elements in the tail $[n] \backslash H(x, k)$. Since the number of badly estimated coordinates is at most $\epsilon k / 100$ and the size of $S$ is $\beta k$ for sufficiently large $\beta$, we can have at most $4 k+\epsilon k / 100<\beta k$ coordinates $i \in L$ which are not in $\mathcal{M}$ and are larger than $\tau$. This means that all coordinates in $\mathcal{M}$ with estimate $z_{i} \geq \tau$ will belong to $S$. This implies that

$$
\mathcal{M} \cap \bar{S}=\left\{i \in \mathcal{M}: z_{i}<\tau\right\},
$$

and hence

$$
\left\|x_{\mathcal{M} \cap \bar{S}}\right\|_{2}^{2}=\sum_{i \in \mathcal{M}} x_{i}^{2} \cdot \mathbb{1}_{z_{i}<\tau} \leq \epsilon\left\|x_{-k}\right\|_{2}^{2}
$$

since we conditioned on event $\mathcal{E}_{1}$.
2. Bounding $\left\|x_{(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}}\right\|_{2}^{2}$. For every $\left.i \in(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}\right)$ we have the trivial bound $\left|x_{i}\right| \leq \tau$. Since $(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}) \subseteq \mathcal{B}$, because the event $\mathcal{E}_{2}$ we get that

$$
\left\|x_{(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}}\right\|_{2}^{2} \leq|\mathcal{B}| \cdot \tau^{2} \leq \frac{\epsilon k}{100} \cdot \frac{\left\|x_{-k}\right\|_{2}^{2}}{k}=\frac{\epsilon}{100}\left\|x_{-k}\right\|_{2}^{2},
$$

where the second step follows from (10.4) and (10.3).
3. Bounding $\left\|x_{(\bar{S} \backslash \mathcal{M}) \backslash \mathcal{B}}\right\|_{2}^{2}$. Observe that set $(\bar{S} \backslash \mathcal{M}) \backslash \mathcal{B}$ consists of well-estimated coordinates that are less than $\tau$ in magnitude, and their estimates do not belong to the largest $\beta k$ estimates. For convenience, set $Q=(\bar{S} \backslash \mathcal{M}) \backslash \mathcal{B}$, then it is obvious that $Q=\bar{S} \backslash(\mathcal{M} \cup \mathcal{B})$.

We define three sets $H_{1}, H_{2}, H_{3}$ as follows,

$$
H_{1}=Q \cap T, \quad H_{2}=Q \cap \bar{T}, \quad \text { and } \quad H_{3}=(\bar{T} \backslash(\mathcal{M} \cup \mathcal{B})) \backslash \bar{S} .
$$

Using the definition of $Q$, we can rewrite $H_{1}, H_{2}$, and $H_{3}$ as follows

$$
\begin{aligned}
& H_{1}=(\bar{S} \backslash(\mathcal{M} \cup \mathcal{B})) \cap T=\bar{S} \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap T, \\
& H_{2}=(\bar{S} \backslash(\mathcal{M} \cup \mathcal{B})) \cap \bar{T}=\bar{S} \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T}, \\
& H_{3}=(\bar{T} \backslash(\mathcal{M} \cup \mathcal{B})) \backslash \bar{S}=S \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T} .
\end{aligned}
$$

We can show that

$$
\begin{align*}
H_{2} \cap H_{3} & =(\bar{S} \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T}) \cup(S \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T}) \\
& =\emptyset \tag{10.5}
\end{align*}
$$

and

$$
\begin{align*}
H_{2} \cup H_{3} & =(\bar{S} \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T}) \cap(S \cap \overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T}) \\
& =\overline{\mathcal{M} \cup \mathcal{B}} \cap \bar{T} \\
& =\bar{T} \backslash(\mathcal{M} \cup \mathcal{B}) . \tag{10.6}
\end{align*}
$$

Then,

$$
\begin{aligned}
\left\|x_{Q}\right\|_{2}^{2} & =\left\|x_{H_{1}}\right\|_{2}^{2}+\left\|x_{H_{2}}\right\|_{2}^{2} \\
& =\left\|x_{H_{1}}\right\|_{2}^{2}+\left(\left\|x_{\bar{T} \backslash(\mathcal{M \cup B})}\right\|_{2}^{2}-\left\|x_{H_{3}}\right\|_{2}^{2}\right) \\
& \leq\left\|x_{H_{1}}\right\|_{2}^{2}+\left\|x_{\bar{T}}\right\|_{2}^{2}-\left\|x_{H_{3}}\right\|_{2}^{2} \\
& \leq\left\|x_{H_{1}}\right\|_{2}^{2}+(1+\epsilon)\left\|x_{-k}\right\|_{2}^{2}-\left\|x_{H_{3}}\right\|_{2}^{2}
\end{aligned}
$$

where first step follows from $H_{1} \cap H_{2}=\emptyset$ and $H_{1} \cup H_{2}=Q$, the second step follows from Eq. (10.5) and (10.6), the third step follows from $\left\|x_{\bar{T} \backslash(\mathcal{M \cup B})}\right\|_{2}^{2} \leq\left\|x_{\bar{T}}\right\|_{2}^{2}$ and the last step follows from $\left\|x_{\bar{T}}\right\|_{2}^{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}^{2}$.

We define $d, E, a, b$ as follows
$d=\left|H_{1}\right|, \quad E=\frac{1}{4} \sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2}, \quad a=\max _{i \in H_{1}}\left|x_{i}\right|, \quad b=\min _{i \in H_{3}}\left|x_{i}\right|$.
Let $i^{*}$ and $j^{*}$ be defined as follows:

$$
\begin{equation*}
i^{*}=\arg \max _{i \in H_{1}}\left|x_{i}\right|, \quad \text { and } \quad j^{*}=\arg \min _{j \in H_{3}}\left|x_{j}\right| . \tag{10.8}
\end{equation*}
$$

Recall the definitions of $H_{1}$ and $H_{3}$, we know $H_{3}$ is a subset of $S$ and $H_{1}$ is a subset of $\bar{S}$. Since the set $S$ contains the largest $\beta k$ coordinates, thus we have

$$
z_{j} \geq z_{i}, \forall i \in H_{1}, j \in H_{3}
$$

It further implies $z_{j^{*}} \geq z_{i^{*}}$.
By Definition 10.3.4, we have

$$
\begin{equation*}
z_{i^{*}} \geq \frac{1}{3 C_{g}}\left|x_{i^{*}}\right|-\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\left\|x_{-k}\right\|_{2}, \tag{10.9}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{j^{*}} \leq 2\left|x_{j^{*}}\right|+\frac{1}{100} \frac{\sqrt{\epsilon}}{\sqrt{k}}\left\|x_{-k}\right\|_{2} \tag{10.10}
\end{equation*}
$$

Then, we can show that $a \leq 6 C_{g} b+E$ in the following sense:

$$
\begin{array}{rlr}
a & =\left|x_{i^{*}}\right| & \text { by def. of } i^{*}, a,(10.8),(10.7) \\
& \leq 3 C_{g} z_{i^{*}}+\frac{3 C_{g}}{100} \sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2} & \text { by }(10.9) \\
& \leq 3 C_{g} z_{j^{*}}+\frac{3 C_{g}}{200} \sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2} & \text { by } z_{i^{*}} \leq z_{j^{*}} \\
& \leq 6 C_{g}\left|x_{j^{*}}\right|+\frac{6 C_{g}}{200} \sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2} & \text { by }(10.10)  \tag{10.10}\\
& =6 C_{g} b+\frac{6 C_{g}}{200} \sqrt{\epsilon / k}\left\|x_{-k}\right\|_{2} & \text { by def. of } j^{*}, b,(10.8),(10.7) \\
& \leq 6 C_{g} b+E & \text { by def. of } E,(10.7)
\end{array}
$$

Note that $H_{3}=(\bar{T} \backslash(\mathcal{M} \cup \mathcal{B})) \backslash \bar{S}=S \backslash(T \cup \mathcal{M} \cup \mathcal{B})$. Therefore,

$$
\begin{aligned}
\left|H_{3}\right| & \geq|S|-|T|-|\mathcal{M}|-|\mathcal{B}| \\
& \geq \beta k-k-k-k \\
& =(\beta-3) k .
\end{aligned}
$$

Finally, we can have

$$
\begin{array}{rlr}
\left\|x_{H_{1}}\right\|_{2}^{2}-\left\|x_{H_{3}}\right\|_{2}^{2} & \leq d a^{2}-(\beta-3) k b^{2} & \\
& \leq d\left(6 C_{g} b+E\right)^{2}-(\beta-3) k b^{2} & \text { by } a \leq 6 C_{g} b+E \\
& =\left(36 C_{g}^{2} d-(\beta-3) k\right) b^{2}+12 C_{g} b d E+d E^{2} & \\
& \leq\left(36 C_{g}^{2} k-(\beta-3) k\right) b^{2}+12 C_{g} b k E+k E^{2} & \text { by } d \leq k \\
& \leq\left(36 C_{g}^{2} k-\left(\beta-5 C_{g}^{2}\right) k\right) b^{2}+12 C_{g} b k E+k E^{2} & \text { by } C_{g} \geq 4 / 5 \\
& \leq-36 k C_{g}^{2} b^{2}+12 C_{g} b k E+k E^{2} & \text { by } \beta \geq 77 C_{g}^{2} \\
& =-k\left(6 C_{g} b-E\right)^{2}+2 k E^{2} & \\
& \leq 2 k E^{2} & \\
& \leq \epsilon\left\|x_{-k}\right\|_{2}^{2} &
\end{array}
$$

where the last step follows from definition of $E$.
Thus, we have

$$
\left\|x_{Q}\right\|_{2}^{2} \leq(1+2 \epsilon)\left\|x_{-k}\right\|_{2}^{2}
$$

Putting it all together. We have

$$
\begin{aligned}
\left\|x-x_{S}\right\|_{2}^{2} & =\left\|x_{\bar{S} \cap \mathcal{M}}\right\|_{2}^{2}+\left\|x_{(\bar{S} \backslash \mathcal{M}) \cap \mathcal{B}}\right\|_{2}^{2}+\left\|x_{(\bar{S} \backslash \mathcal{M}) \backslash \mathcal{B}}\right\|_{2}^{2} \\
& \leq \epsilon\left\|x_{-k}\right\|_{2}^{2}+\frac{\epsilon}{100}\left\|x_{-k}\right\|_{2}^{2}+(1+2 \epsilon)\left\|x_{-k}\right\|_{2}^{2} \\
& \leq(1+4 \epsilon)\left\|x_{-k}\right\|_{2}^{2}
\end{aligned}
$$

Finally, we can conclude $\alpha=5$ and $\beta=100$.

### 10.3.4 Time, measurements, column sparsity, and probability

In this section, we will bound the decoding time, the number of measurements, column sparsity and success probability of algorithm.

Decoding time. For each $i \in L$, we compute $z_{i}$ to be the median of $R$ values. For this part, we spend $O(|L| \cdot R)=O((k / \epsilon) \cdot \log (1 / \epsilon))$ time. Moreover, calculating the top $\beta k$ estimates in $L$ only takes $O(|L|)$ time. Therefore, the decoding time is $O((k / \epsilon) \cdot \log (1 / \epsilon))$.

The number of measurements. The number of measurements is the bucket size $B$ times the number of repetitions $R$, which is $O(B R)=O((k / \epsilon) \cdot \log (1 / \epsilon))$.

Column sparsity. Each $i \in[n]$ goes to one bucket for each hash function, and we repeat $R$ times, so the column sparsity is $O(R)=O(\log (1 / \epsilon))$.

Success probability. By analysis in Section 10.3.3, the success probability is at least 0.98.

### 10.4 Tail Estimation

In Section 10.4.1, we present a standard result on random walks. In Section 10.4.2, we present some results on $p$-stable distribution. In what follows we asssume that $0<p \leq 2$. We show an algorithm for $\ell_{p}$ tail estimation in Section 10.4.3.

### 10.4.1 Random walks

Theorem 10.4.1. We consider the following random walk. We go right if $B_{i}=1$ and we go left if $B_{i}=0$. The probability of $B_{i}=1$ is at least $9 / 10$ and the probability of $B_{i}=0$ is at most $1 / 10$. With at least some constant probability bounded away from $\frac{1}{2}$, for all the possible length of the random walk, it will never return to the origin.

This is a standard claim, that can be proved in numerous ways, such as martingales etc. For the completeness, we still provide a folklore proof here.

Proof. Let $p>1 / 2$ be the probability of stepping to the right, and let $q=1-p$. For integer $m \geq 1$, let $P_{m}$ be the probability of first hitting 0 in exactly $m$ steps. It is obvious that $P_{m}=0$ if $n$ is even, and $P_{1}=q$. In order to hit 0 for the first time on the third step you must Right-Left-Left, so $P_{3}=p q^{2}$. To hit 0 for the first time in exactly $2 k+1$ steps, you must go right $k$ times and left $k+1$ times, your last step must be to the left, and through the first $2 k$ steps you must always have made at least many right steps as left steps. It is well known that the number o such path is $C_{k}$, which is the $k$-th Catalan number. Thus,

$$
P_{2 k+1}=C_{k} q^{k} q^{k+1}=C_{k} \cdot q(p q)^{k}=\frac{q(p q)^{k}}{k+1}\binom{2 k}{k}
$$

since

$$
C_{k}=\frac{1}{k+1}\binom{2 k}{k}
$$

By [Wil05], the generating function for the Catalan numbers is

$$
c(x)=\sum_{k \geq 0} C_{k} x^{k}=\frac{1-\sqrt{1-4 x}}{2 x}
$$

so the probability that the random walk will hit 0 is

$$
\begin{aligned}
\sum_{k \geq 0} P_{2 k+1} & =q \sum_{k \geq 0} C_{k}(p q)^{k} \\
& =q \cdot c(p q) \\
& =q \cdot \frac{1-\sqrt{1-4 p q}}{2 p q} \\
& =\frac{1-\sqrt{1-4 q(1-q)}}{2 p} \\
& =\frac{1-\sqrt{1-4 q+4 q^{2}}}{2 p} \\
& =\frac{1-(1-2 q)}{2 p} \\
& =q / p \\
& \leq 1 / 9
\end{aligned}
$$

Thus, we complete the proof.

### 10.4.2 $p$-stable distributions

We first provide the definition of $p$-stable distribution. For the more details, we refer the readers to [Ind06].


Figure 10.1: This is a visualization of part of the proof in Claim 10.4.7. We consider an example where there are $l=10$ blocks, $B_{1}=1, B_{2}=1, B_{1}=1, B_{3}=0, B_{4}=0$, $B_{5}=1, B_{6}=1, B_{7}=0, B_{8}=0, B_{9}=1$ and $B_{10}=0$. Recall the two important conditions in the proof of Claim 10.4.7, the first one is $B_{1}=1$ and the second one is, for all $j \in[l], \sum_{j^{\prime}=2}^{j} B_{j^{\prime}}>(j-1) / 2$. The number on the green arrow is $\sum_{j^{\prime}=2}^{j} B_{j^{\prime}}$. It is to see that the example we provided here is satisfying those two conditions. Recall the definition of set $S_{1}$ and $S_{0}$. Here $S_{1}=\{2,3,5,6,9\}$ and $S_{0}=\{4,7,8,10\}$. Then $S_{1}^{\prime}=\{2,3,5,6\}$. The mapping $\pi$ satisfies that $\pi(4)=2, \pi(7)=3, \pi(8)=5$ and $\pi(10)=6$.

Definition 10.4.1 ( $p$-stable distribution). A distribution $\mathcal{D}$ over $\mathbb{R}$ is called $p$-stable, if there exists $p \geq 0$ such that for any $n$ real numbers $a_{1}, a_{2}, \cdots, a_{n}$ and i.i.d. variables $x_{1}, x_{2}, \cdots, x_{n}$ from distribution $\mathcal{D}$, the random variable $\sum_{i=1}^{n} a_{i} x_{i}$ has the same distribution as the variable $\|a\|_{p} y$, where $y$ is a random variable from distribution $\mathcal{D}$.

Theorem 10.4.2 ([Zol86]). For any $p \in(0,2]$, there exists a $p$-stable distribution.

Gaussian distribution defined by the density function $f(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}$, is 2 -stable. Cauchy distribution defined by density function $f(x)=\frac{1}{\pi} \frac{1}{1+x^{2}}$ is 1 -stable. Let $\mathcal{D}_{p}$ denote the
$p$-stable distribution. For $p=2, \mathcal{D}_{p}$ is $\mathcal{N}(0,1)$ and for $p=1, \mathcal{D}_{p}$ is $\mathcal{C}(0,1)$.

### 10.4.3 $\quad \ell_{p}$-tail estimation algorithm

The goal of this Section is prove Lemma 10.4.3.

```
Algorithm \(10.3 \ell_{p}\)-tail Estimation Algorithm
    procedure LpLpTailEstimation \(\left(x, k, p, C_{0}, \delta\right) \quad \triangleright\) Lemma 10.4.3
    \(\triangleright\) Requires \(C_{0} \geq 1000\)
        \(m \leftarrow O(\log (1 / \delta))\)
        Choose \(g_{i, t}\) to be random variable that sampled i.i.d. from distribution \(\mathcal{D}_{p}, \forall i, t \in\)
    \([n] \times[m]\)
        Choose \(\delta_{i, t}\) to be Bernoulli random variable with \(\mathbb{E}\left[\delta_{i, t}\right]=1 /(100 k), \forall i, t \in[n] \times[m]\)
                            \(\triangleright\) Matrix \(A\) is implicitly constructed based on \(g_{i, t}\) and \(\delta_{i, t}\)
        for \(t \in[m]\) do
            \(y_{t} \leftarrow \sum_{i=1}^{n} \delta_{i, t} \cdot g_{i, t} \cdot x_{i}\)
        end for
        \(V \leftarrow \operatorname{median}_{t \in[m]}\left|y_{t}\right|^{2}\)
        return \(V\)
    end procedure
```

One can try to prove such a claim for $p=2$ with random signs, instead of Gaussians, by applying the Paley-Zygmund inequality to obtain the lower bound. A straightforward calculation indicates that this approach does not give the desired result, hence we need a new argument to deal with the lower bound.

Lemma 10.4.3 (Restatement of Lemma 10.1.3). Let $C_{0} \geq 1000$ denote some fixed constant. There is an oblivious construction of matrix $A \in \mathbb{R}^{m \times n}$ with $m=O(\log (1 / \delta))$ along with a decoding procedure LpLpTailEstimation $\left(x, k, p, C_{0}, \delta\right)$ (Algorithm 10.3) such that, given $A x$, it is possible to output a value $V$ in time $O(m)$ such that

$$
\frac{1}{10 k}\left\|x_{-C_{0} k}\right\|_{p}^{p} \leq V \leq \frac{1}{k}\left\|x_{-k}\right\|_{p}^{p}
$$

holds with probability $1-\delta$.

Proof. Let $m=O(\log (1 / \delta))$. For each $i \in[n], t \in[m]$, we use $g_{i, t}$ to denote a random variable that sample from distribution $\mathcal{D}_{p}$.

For each $i \in[n], t \in[m]$, we use $\delta_{i, t}$ to denote a Bernoulli random variable such that

$$
\delta_{i, t}= \begin{cases}1, & \text { with prob. } \frac{1}{100 k} \\ 0, & \text { otherwise }\end{cases}
$$

Then we have

$$
\mathbb{E}\left[\delta_{i, t}\right]=\frac{1}{100 k} .
$$

For each $t \in[m]$, we define $y_{t}$ as follows

$$
\begin{equation*}
y_{t}=\sum_{i=1}^{n} \delta_{i, t} g_{i, t} x_{i} . \tag{10.11}
\end{equation*}
$$

For each $t \in[m]$, we define $\Delta_{t}$ as follows

$$
\begin{equation*}
\Delta_{t}=\left(\sum_{i=1}^{n} \delta_{i, t}^{p} x_{i}^{p}\right)^{1 / p} \tag{10.12}
\end{equation*}
$$

Using Claim 10.4.4 and Claim 10.4.7

$$
\underset{g, \delta}{\operatorname{Pr}}\left[\left|y_{t}\right|<\alpha \frac{1}{\left(2 C_{0} k\right)^{1 / p}}\left\|x_{-C_{0} k}\right\|_{p}\right] \leq 1 / 5 .
$$

Using Claim 10.4.5 and Claim 10.4.6

$$
\underset{g, \delta}{\operatorname{Pr}}\left[\left|y_{t}\right|>\beta \frac{1}{k^{1 / p}}\left\|x_{-k}\right\|_{p}\right] \leq 1 / 5 .
$$

Finally, we just take the median over $m$ different independent repeats. Since $m=$ $O(\log (1 / \delta))$, thus, we can boost the failure probability to $\delta$.

It is a standard fact, due to $p$-stability, that $y_{t}$ follows the $p$-stable distribution : $\Delta_{t} \cdot \mathcal{D}_{p}$. Since $p$-stable distributions are continuous functions, we have the following two Claims:

Claim 10.4.4 (upper bound on $\left.\left|y_{t}\right|\right)$. Let $y_{t}$ be defined in Eq. (10.11), let $\Delta_{t}$ be defined in Eq. (10.12). There is some sufficiently small constant $\alpha \in(0,1)$ such that

$$
\underset{g}{\operatorname{Pr}}\left[\left|y_{t}\right|<\alpha \cdot \Delta_{t}\right] \leq 1 / 10
$$

Claim 10.4.5 (lower bound on $\left.\left|y_{t}\right|\right)$. Let $y_{t}$ be defined in Eq. (10.11), let $\Delta_{t}$ be defined in Eq. (10.12). There is some sufficiently large constant $\beta>1$ such that

$$
\underset{g}{\operatorname{Pr}}\left[\left|y_{t}\right|>\beta \cdot \Delta_{t}\right] \leq 1 / 10
$$

It remains to prove Claim 10.4.6 and Claim 10.4.7.

Claim 10.4.6 (lower bound on $\Delta_{t}$ ). Let $\Delta_{t}$ be defined in Eq. (10.12). Then we have

$$
\operatorname{Pr}_{\delta}\left[\Delta_{t}>\frac{1}{k^{1 / p}}\left\|x_{-k}\right\|_{p}\right] \leq 1 / 10
$$

Proof. The proof mainly includes three steps,
First, for a fixed coordinate $i \in[n]$, with probability at most $1 /(100 k)$, it got sampled. Taking a union bound over all $k$ largest coordinates. We can show that with probability at least $1-1 / 100$, none of $k$ largest coordinates is sampled. Let $\xi$ be that event.

Second, conditioning on event $\xi$, we can show that

$$
\mathbb{E}\left[\Delta_{t}\right] \leq \frac{1}{(100 k)^{1 / p}}\left\|x_{-k}\right\|_{p}
$$

Third, applying Markov's inequality, we have

$$
\operatorname{Pr}\left[\Delta_{t} \geq a\right] \leq \mathbb{E}\left[\Delta_{t}\right] / a
$$

Choosing $a=\frac{1}{k^{1 / p}}\left\|x_{-k}\right\|_{p}$, we have

$$
\operatorname{Pr}\left[\Delta_{t} \geq \frac{1}{k^{1 / p}}\left\|x_{-k}\right\|_{p}\right] \leq 1 / 10
$$

Claim 10.4.7 (upper bound on $\Delta_{t}$ ). Let $\Delta_{t}$ be defined in Eq. (10.12). For any $C_{0} \geq 1000$, we have

$$
\operatorname{Pr}_{\delta}\left[\Delta_{t}<\frac{1}{\left(2 C_{0} k\right)^{1 / p}}\left\|x_{-C_{0} k}\right\|_{p}\right] \leq 1 / 10
$$

Proof. Without loss of generality, we can assume that all coordinates of $x_{i}$ are sorted, i.e. $x_{1} \geq x_{2} \geq \cdots \geq x_{n}$. Then we split length $n$ vector into $l$ blocks where each block has length $s=C_{0} k$. Note that it is obvious $l \cdot s=n$.

For each $j \in[l]$, we use boolean variable $B_{j}$ to denote that if at least one coordinate in $j$-th block has been sampled. For a fixed block $j \in[l]$, the probability of sampling at least one coordinate from that block is at least

$$
1-\left(1-\frac{1}{100 k}\right)^{s}=1-\left(1-\frac{1}{100 k}\right)^{C_{0} k} \geq 9 / 10
$$

Thus, we know $1 \geq \mathbb{E}\left[B_{j}\right] \geq 9 / 10$.
Warm-up. Note the probability is not allowed to take a union over all the blocks. However, if we conditioned on that each block has been sampled at least one coordinate,
then we have

$$
\begin{aligned}
\Delta_{t}^{p} & =\sum_{i=1}^{n} \delta_{i, t} x_{i}^{p} \\
& \geq \sum_{j=1}^{l-1} x_{j s}^{p} \\
& \geq \sum_{j=1}^{l-1} \frac{1}{s}\left(x_{j s+1}^{p}+x_{j s+2}^{p}+\cdots+x_{j s+s}^{p}\right) \\
& =\frac{1}{s}\left\|x_{s}\right\|_{p}^{p} .
\end{aligned}
$$

Fixed. For simplicity, for each $j \in[l]$, we use set $T_{j}$ to denote $\{(j-1) s+1,(j-$ 1) $s+2, \cdots,(j-1) s+s\}$.

Using random walk Lemma 10.4.1, with probability at least 99/100, we have : for all $j \in\{2, \cdots, l\}$,

$$
\sum_{j^{\prime}=2}^{j} B_{j^{\prime}}>(j-1) / 2 .
$$

We know that with probability at least $99 / 100, B_{1}=1$. Then with probability at least 99/100, we have

$$
B_{1}=1, \text { and } \sum_{j^{\prime}=2}^{j} B_{j^{\prime}}>(j-1) / 2, \forall j \in[l] .
$$

We conditioned on the above event holds. Let set $S_{1} \subset[n]$ denote the set of indices $j$ such that $B_{j}=1$, i.e.,

$$
S_{1}=\left\{j \mid B_{j}=1, j \in[n] \backslash\{1\}\right\} .
$$

Let set $S_{0} \subset[n]$ denote the set of indices $j$ such that $B_{j}=0$, i.e.,

$$
S_{0}=\left\{j \mid B_{j}=0, j \in[n] \backslash\{1\}\right\} .
$$

Due to $\sum_{j^{\prime}=2}^{j} B_{j^{\prime}}>(j-1) / 2, \forall j \in[l]$, then it is easy to see $S_{1}>S_{0}$ and there exists a one-to-one mapping $\pi: S_{0} \rightarrow S_{1}^{\prime}$ where $S_{1}^{\prime} \subseteq S_{1}$ such that for each coordinate $j \in S_{0}$, $\pi(j)<j$. Since we are the coordinates are being sorted already, thus

$$
\begin{aligned}
\sum_{j \in S_{1}}\left\|x_{T_{j}}\right\|_{p}^{p} & =\sum_{j \in S_{1}^{\prime}}\left\|x_{T_{j}}\right\|_{p}^{p} \\
& =\sum_{j \in S_{1}^{\prime}}\left\|x_{T_{\pi-1}(j)}\right\|_{p}^{p} \\
& \geq \sum_{j \in S_{0}}\left\|x_{T_{j}}\right\|_{p}^{p}
\end{aligned}
$$

which implies that

$$
\Delta_{t}^{p}=\sum_{i=1}^{n} \delta_{i}^{p} x_{i}^{p}=\sum_{j \in S_{1}}\left\|x_{T_{j}}\right\|_{p}^{p} \geq \frac{1}{2 s}\left\|x_{-s}\right\|_{p}^{p}
$$

Thus, with probability at least $9 / 10$, we have

$$
\Delta_{t} \geq \frac{1}{(2 s)^{1 / p}}\left\|x_{-s}\right\|_{p}
$$

### 10.5 Putting It All Together

Our full algorithm first applies interval forest sparse recovery algorithm in Algorithm 10.1 with precision parameter $\frac{\epsilon}{10}$ to obtain a set $L$ of size $O(k / \epsilon)$. By Theorem 10.2.1, with probability $\frac{9}{10}, L$ contains a subset $T$ of size at most $k$ so that $\left\|x-x_{T}\right\|_{2} \leq\left(1+\frac{\epsilon}{10}\right)\left\|x_{-k}\right\|_{2}$. Then the algorithm feeds $L$ into the pruning procedure in Algorithm 10.2 also with precision parameter $\frac{\epsilon}{10}$ to get $S$. By Theorem 10.3.1, with probability $\frac{9}{10},|S|=O(k)$ and $\left\|x-x_{S}\right\|_{2} \leq$ $\left(1+\frac{\epsilon}{2}\right)\left\|x-x_{-k}\right\|_{2}$. Finally, the algorithm uses set query data structure in Lemma 10.1.6 to give $\widehat{x}_{S}$ as approximation to $x_{S}$. With probability at least $1-1 / \operatorname{poly}(k),\left\|\widehat{x}_{S}-x_{S}\right\|_{2}^{2} \leq \frac{\epsilon}{2}\left\|x-x_{S}\right\|_{2}^{2}$. Therefore, $\left\|x-\widehat{x}_{S}\right\|_{2}^{2}=\left\|x-x_{S}\right\|_{2}^{2}+\left\|x_{S}-\widehat{x}_{S}\right\|_{2}^{2} \leq\left(1+\frac{\epsilon}{4}\right)\left(1+\frac{\epsilon}{2}\right)^{2}\left\|x-x_{-k}\right\|_{2}^{2} \leq(1+\epsilon)^{2}\left\|x-x_{-k}\right\|_{2}^{2}$. By union bound, the overall failure probability is at most $1 / 4$.

```
Algorithm 10.4 Stronger \(\ell_{2} / \ell_{2}\) Algorithm
    procedure \(\operatorname{Main}(x, n, k, \epsilon) \quad \triangleright\) Theorem 10.1.2
        \(L \leftarrow \operatorname{IntervalForestSparseRecovery}\left(x, n, k, \frac{\epsilon}{10}\right) \quad \triangleright\) Algorithm 10.1
        \(S \leftarrow \operatorname{Prune}\left(x, n, k, \frac{\epsilon}{10}, L\right) \quad \triangleright\) Algorithm 10.2
        \(\widehat{x}_{S} \leftarrow \operatorname{SetQuery}\left(x, n, \frac{\epsilon}{4}, S\right) \quad \triangleright\) Lemma 10.1.6
        return \(\widehat{x}_{S}\)
    end procedure
```


## Chapter 11

## Continuous Fourier Transform I

In recent years, a number of works have studied methods for computing the Fourier transform in sublinear time if the output is sparse. Most of these have focused on the discrete setting, even though in many applications the input signal is continuous and naive discretization significantly worsens the sparsity level.

We present an algorithm for robustly computing sparse Fourier transforms in the continuous setting. Let $x(t)=x^{*}(t)+g(t)$, where $x^{*}$ has a $k$-sparse Fourier transform and $g$ is an arbitrary noise term. Given sample access to $x(t)$ for some duration $T$, we show how to find a $k$-Fourier-sparse reconstruction $x^{\prime}(t)$ with

$$
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

The sample complexity is linear in $k$ and logarithmic in the signal-to-noise ratio and the frequency resolution. Previous results with similar sample complexities could not tolerate an infinitesimal amount of i.i.d. Gaussian noise, and even algorithms with higher sample complexities increased the noise by a polynomial factor. We also give new results for how precisely the individual frequencies of $x^{*}$ can be recovered.

### 11.1 Introduction

The Fourier transform is ubiquitous in digital signal processing of a diverse set of signals, including sound, image, and video. Much of this is enabled by the Fast Fourier Transform (FFT) [CT65], which computes the $n$-point discrete Fourier transform in $O(n \log n)$ time. But can we do better?

In many situations, much of the reason for using Fourier transforms is because the transformed signal is sparse - i.e., the energy is concentrated in a small set of $k$ locations. In such situations, one could hope for a dependency that depends nearly linearly on $k$ rather than $n$. Moreover, one may be able to find these frequencies while only sampling the signal for some period of time. This idea has led to a number of results on sparse Fourier transforms, including [GGI ${ }^{+} 02$, GMS05, HIKP12a, IK14], that can achieve $O(k \log (n / k) \log n)$ running time and $O(k \log (n / k))$ sample complexity (although not quite both at the same time) in a robust setting.

These works apply to the discrete Fourier transform, but lots of signals including audio or radio originally come from a continuous domain. The standard way to convert a continuous Fourier transform into a discrete one is to apply a window function then subsample. Unfortunately, doing so "smears out" the frequencies, blowing up the sparsity. Thus, one can hope for significant efficiency gains by directly solving the sparse Fourier transform problem in the continuous setting. This has led researchers to adapt techniques from the discrete setting to the continuous both in theory $\left[\mathrm{BCG}^{+} 12\right.$, TBSR13, CF14, DB13] and in practice $\left[\mathrm{SAH}^{+} 13\right]$. However, these results are not robust to noise: if the signal is sampled with a tiny amount of Gaussian noise or decays very slightly over time, no method has been known for computing a sparse Fourier transform in the continuous setting with sample
complexity linear in $k$ and logarithmic in other factors. That is what we present in this paper.

Formally, a vector $x^{*}(t)$ has a $k$-sparse Fourier transform if it can be written as

$$
x^{*}(t)=\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i} t}
$$

for some tones $\left\{\left(v_{i}, f_{i}\right)\right\}$. We consider the problem where we can sample some signal

$$
x(t)=x^{*}(t)+g(t)
$$

at any $t$ we choose in some interval $[0, T]$, where $x^{*}(t)$ has a $k$-sparse Fourier transform and $g(t)$ is arbitrary noise. As long as $g$ is "small enough," one would like to recover a good approximation to $x$ (or to $x^{*}$, or to $\left\{\left(v_{i}, f_{i}\right)\right\}$ ) using relatively few samples $t \in[0, T]$ and fast running time. Our algorithm achieves several results of this form, but a simple one is an $\ell_{2} / \ell_{2}$ guarantee: we reconstruct an $x^{\prime}(t)$ with $k$-sparse Fourier transform such that

$$
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

using a number of samples that is $k$ times logarithmic factors ${ }^{1}$. To the best of our knowledge, this is the first algorithm achieving such a constant factor approximation with a sample complexity sublinear in $T$ and the signal-to-noise ratio.

Our algorithm also gives fairly precise estimates of the individual tones $\left(v_{i}, f_{i}\right)$ of the signal $x^{*}$. To demonstrate what factors are important, it is helpful to think about a concrete setting. Let us consider sound from a simplified model of a piano.

[^58]Thought experiment: piano tuning In a simplified model of a piano, we have keys corresponding to frequencies over some range $[-F, F]$. The noise $g(t)$ comes from ambient noise and the signals not being pure tones (because, for example, the notes might decay slowly over time). For concrete numbers, a modern piano has 88 keys spaced from about 27.5 Hz to $F=4200 \mathrm{~Hz}$. The space between keys ranges from a few Hz to a few hundred Hz , but most chords will have an $\eta=30 \mathrm{~Hz}$ or more gap between the frequencies being played. One typically would like to tune the keys to within about $\pm \nu=1 \mathrm{~Hz}$. And piano music typically has $k$ around 5 .

Now, suppose you would like to build a piano tuner that can listen to a chord and tell you what notes are played and how they are tuned. For such a system, how long must we wait for the tuner to identify the frequencies? How many samples must the tuner take? And how robust is it to the noise?

If you have a constant signal-to-noise ratio, you need to sample for a time $T$ of at least order $1 / \nu=1$ second in order to get 1 Hz precision-frequencies within 1 Hz of each other will behave very similarly over small fractions of a second, which noise can make indistinguishable. You also need at least $\Omega\left(k \log \frac{F}{k \nu}\right) \approx 50$ samples, because the support of the signal contains that many bits of information and you only get a constant number per measurement (at constant SNR). At higher signal-to-noise ratios $\rho$, these results extend to $\Omega\left(\frac{1}{\nu \rho}\right)$ duration and $\Omega\left(k \log _{\rho} \frac{F}{k \nu}\right)$ samples. But as the signal-to-noise ratio gets very high, there is another constraint on the duration: for $T<\frac{1}{\eta} \approx 33$ milliseconds the different frequencies start becoming hard to distinguish, which causes the robustness to degrade exponentially in $k$ [Moi15] (though the lower bound there only directly applies to a somewhat restricted version of our setting).

This suggests the form of a result: with a duration $T>\frac{1}{\eta}$, one can hope to recover the frequencies to within $\frac{1}{\rho T}$ using $O\left(k \log _{\rho} \frac{F T}{k}\right)$ samples. We give an algorithm that is within logarithmic factors of this ideal: with a duration $T>\frac{O(\log (k / \delta))}{\eta}$, we recover the frequencies to within $O\left(\frac{1}{\rho T}\right)$ using $O\left(k \log _{\rho}(F T) \cdot \log (k / \delta) \log k\right)$ samples, where $\rho$ and $1 / \delta$ are (roughly speaking) the minimum and maximum signal-to-noise ratios that you can tolerate, respectively.

Instead of trying to tune the piano by recovering the frequencies precisely, one may simply wish to record the sound for future playback with relatively few samples. Our algorithm works for this as well: the combination $x^{\prime}(t)$ of our recovered frequencies satisfies

$$
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

Let us now state our main theorems. The first shows how well we can estimate the frequencies $f_{i}$ and their weights $v_{i}$; we refer to this $\left(v_{i}, f_{i}\right)$ pair as a tone.

Theorem 11.1.1 (Tone estimation). Consider any signal $x(t):[0, T] \rightarrow \mathbb{C}$ of the form

$$
x(t)=x^{*}(t)+g(t),
$$

for arbitrary "noise" $g(t)$ and an exactly $k$-sparse $x^{*}=\sum_{i \in[k]} v_{i} e^{2 \pi \mathbf{i} f_{i} t}$ with frequencies $f_{i} \in$ $[-F, F]$ and frequency separation $\eta=\min _{i \neq j}\left|f_{i}-f_{j}\right|$. For some parameter $\delta>0$, define the "noise level"

$$
\mathcal{N}^{2}:=\frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t+\delta \sum_{i=1}^{k}\left|v_{i}\right|^{2}
$$

We give an algorithm that takes samples from $x(t)$ over any duration $T>O\left(\frac{\log (k / \delta)}{\eta}\right)$ and returns a set of $k$ tones $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ that approximates $x^{*}$ with error proportional to $\mathcal{N}$. In
particular, every large tone is recovered: for any $v_{i}$ with $\left|v_{i}\right| \gtrsim \mathcal{N}$, we have for an appropriate permutation of the indices that

$$
\begin{equation*}
\left|f_{i}^{\prime}-f_{i}\right| \lesssim \frac{\mathcal{N}}{T\left|v_{i}\right|} \quad \text { and } \quad\left|v_{i}^{\prime}-v_{i}\right| \lesssim \mathcal{N} \tag{11.1}
\end{equation*}
$$

In fact, we satisfy a stronger guarantee that the total error is bounded:

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi \mathrm{i} \mathrm{f}_{i}^{\prime} t}-v_{i} e^{2 \pi \mathrm{i} \mathrm{f}_{i} t}\right|^{2} \mathrm{~d} t \lesssim \mathcal{N}^{2} \tag{11.2}
\end{equation*}
$$

The algorithm takes $O\left(k \log (F T) \log \left(\frac{k}{\delta}\right) \log (k)\right)$ samples and $O\left(k \log (F T) \log \left(\frac{F T}{\delta}\right) \log (k)\right)$ running time, and succeeds with probability at least $1-1 / k^{c}$ for an arbitrarily large constant c.

We then show that the above approximation of the individual tones is good enough to estimate the overall signal $x(t)$ to within constant factors:

Theorem 11.1.2 (Signal estimation). In the same setting as Theorem 11.1.1, if the duration is slightly longer at $T>O\left(\frac{\log (1 / \delta)+\log ^{2} k}{\eta}\right)$, the reconstructed signal $x^{\prime}(t)=\sum_{i=1}^{k} v_{i}^{\prime} e^{2 \pi \mathrm{i} \mathrm{f}_{i}^{\prime} t}$ achieves a constant factor approximation to the complete signal $x$ :

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim \mathcal{N}^{2} \tag{11.3}
\end{equation*}
$$

The algorithm takes $O\left(k \log (F T) \log \left(\frac{k}{\delta}\right) \log (k)\right)$ samples and $O\left(k \log (F T) \log \left(\frac{F T}{\delta}\right) \log (k)\right)$ running time, and succeeds with probability at least $1-1 / k^{c}$ for an arbitrarily large constant c.

The above theorems give three different error guarantees, which are all in terms of a "noise level" $\mathcal{N}^{2}$ that is the variance of the noise $g(t)$ plus $\delta$ times the energy of the signal. The algorithm depends logarithmically on $\delta$, so one should think of $\mathcal{N}^{2}$ as being the variance of the noise, e.g. $\sigma^{2}$ if samples have error $N\left(0, \sigma^{2}\right)$.

Error guarantees. Our algorithm does a good job of estimating the signal, but how exactly should we quantify this? Because very few previous results have shown robust recovery in the continuous setting, there is no standard error measure to use. We therefore bound the error in three different ways: the maximum error in the estimation of any tone; the weighted total error in the estimation of all tones; and the difference between the reconstructed signal and the true signal over the sampled interval. The first measure has been studied before, while the other two are to the best of our knowledge new but useful to fully explain the robustness we achieve.

The error guarantee (11.1) says that we achieve good recovery of any tones with magnitude larger than $C \mathcal{N}$ for some constant $C$. Note that such a requirement is necessary: for tones with $\left|v_{i}\right| \leq \mathcal{N}$, one could have $g(t)=-v_{i} e^{2 \pi \mathrm{i} f_{i} t}$, completely removing the tone $\left(v_{i}, f_{i}\right)$ from the observed $x(t)$ and making it impossible to find. For the tones of sufficiently large magnitude, we find them to within $\frac{\mathcal{N}}{T\left|v_{i}\right|}$. This is always less than $1 / T$, and converges to 0 as the noise level decreases. This is known as superresolution-one can achieve very high frequency resolution in sparse, nearly noiseless settings. Moreover, by Lemma 11.3.15 our "superresolution" precision $\left|f_{i}^{\prime}-f_{i}\right| \lesssim \frac{\mathcal{N}}{T\left|v_{i}\right|}$ is optimal.

While the guarantee of (11.1) is simple and optimal given its form, it is somewhat unsatisfying. It shows that the maximum error over all $k$ tones is $\mathcal{N}$, while one can hope to bound the total error over all $k$ tones by $\mathcal{N}$. This is precisely what Equation (11.2) does. The guarantee (11.1) is the precision necessary to recover the tone to within $O(\mathcal{N})$ average error in time, that is (11.1) is equivalent to

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi \mathrm{i} f_{i}^{\prime} t}-v_{i} e^{2 \pi \mathrm{i} f_{i} t}\right|^{2} \mathrm{~d} t \lesssim \mathcal{N}^{2} \quad \forall i \in[k]
$$

In (11.2), we show that this bound holds even if we sum the left hand side over all $i \in[k]$, so the average error is a factor $k$ better than would be implied by (11.1). It also means that the total mass of all tones that are not recovered to within $\pm 1 / T$ is $O(\mathcal{N})$, not just that every tone larger than $O(\mathcal{N})$ is recovered to within $\pm 1 / T$.

The stronger bound (11.2) can be converted to the guarantee (11.3), which is analogous to the $\ell_{2} / \ell_{2}$ recovery guarantee standard in compressive sensing. It bounds the error of our estimate in terms of the input noise, on average over the sampled duration. The standard form of the $\ell_{2} / \ell_{2}$ guarantee in the discrete sparse Fourier transform setting [GGI+ 02 , GMS05, HIKP12a, IKP14, IK14] compares the energy in frequency domain rather than time domain. This cannot be achieved directly in the continuous setting, since frequencies infinitesimally close to each other are indistinguishable over a bounded time interval $T$. But if the signal is periodic with period $T$ (the case where a discrete sparse Fourier transform applies directly), then (11.3) is equivalent to the standard guarantee by Parseval's identity. So (11.3) seems like the right generalization of $\ell_{2} / \ell_{2}$ recovery to our setting.

Other factors. Our algorithm succeeds with high probability in $k$, which could of course be amplified by repetition (but increasing the sample complexity and running time). Our running time, at $O(k \log (F T) \log (F T / \delta) \log k)$, is (after translating between the discrete and continuous setting) basically a $\log k$ factor larger than the fastest known algorithm for discrete sparse Fourier transforms ([HIKP12a]). But since that result only succeeds with constant probability, and repetition would also increase that by a $\log k$ factor, our running time is actually equivalent to the fastest known results that succeed with high probability in $k$.

Our sample complexity is $O(\log (k / \delta) \log k)$ worse than the presumptive optimal, which is known to be achievable in the discrete setting ([IK14]). However, the techniques that [IK14] uses to avoid the $\log (k / \delta)$ factor seem hard to adapt to the continuous setting without losing some of the robustness/precision guarantees.

Another useful property of our method, not explicitly stated in the theorem, is that the sampling method is relatively simple: it chooses $O(\log (F T) \log k)$ different random arithmetic sequences of points, where each sequence has $O(k \log (k / \delta))$ points spread out over a constant fraction of the time domain $T$. Thus one could implement this in hardware using a relatively small number of samplers, each of which performs regular sampling at a rate of $\frac{k \log (k / \delta)}{T}$. This is in contrast to the Nyquist rate for non-sparse signals of $2 F-$ in the piano example, each sampler has a rate on the order of 50 Hz rather than 8000 Hz .

The superresolution frequency is optimal because two signals of magnitude $v_{i}$ and frequency separation $\nu<1 / T$ will differ by $O\left(\nu^{2} T^{2}\left|v_{i}\right|^{2}\right)$ over the duration $T$, so for $\nu$ below our threshold the difference is just $\mathcal{N}^{2}$. Hence if the observed signal $x(t)$ looks identical to $\left(v_{i}, f_{i}\right)$, it might actually be $\left(v_{i}, f_{i}^{\prime}\right)$ with noise equaling the difference between the two.

The only previous result known in the form of (11.1) was [Moi15], which lost a $\operatorname{poly}\left(k, \frac{\max \left|v_{i}\right|}{\min \left|v_{i}\right|}, \eta\right)$ factor in noise tolerance and also did not optimize for sample complexity.

### 11.1.1 Comparison to Naive Methods

This section compares our result to some naive ways one could try to solve this problem by applying algorithms not designed for a continuous, sparse Fourier transform setting. The next section will compare our result to algorithms that are designed for such a setting.

Nyquist Sampling. The traditional theory of band-limited signals from discrete samples says that, from samples taken at the Nyquist rate $2 F$, one can reconstruct an $F$-band-limited signal exactly. The Whittaker-Shannon interpolation formula then says that

$$
\begin{equation*}
x^{*}(t)=\sum_{i=-\infty}^{\infty} x^{*}(2 F i) \operatorname{sinc}(2 F t-i) \tag{11.4}
\end{equation*}
$$

where $\operatorname{sinc}(t)$ is the normalized sinc function $\frac{\sin (\pi t)}{\pi t}$. This is for the band-limited "pure" signal $x^{*}$, but one could then get a relationship for samples of the actual signal $x(t)$. This has no direct implications for learning the tones (e.g. our (11.1) or (11.2)), but for learning the signal (our (11.3)) there is also an issue. Even in the absence of noise and for $k=1$, this method will have error polynomially rather than exponentially small in the number of samples.

That is, if there is no noise the method has zero error given infinitely many samples. But we only receive samples over the interval $[0, T]$, leading to error. Consider the trivial setting of $x(t)=1$. The partial sum of (11.4) at a given $t$ will be missing terms for $i>2 F t$ and $i<0$, which (for a random $t$ in $[0, T / 2]$ ) have magnitude at most $1 /(F t)$. The terms alternate in sign, so the sum has error approximately $1 /(F t)^{2}$. This means that the error over the first $1 / F$ time is a constant, leading to average error of $\frac{1}{F T}$. This is with an algorithm that uses FT samples and time. By contrast, our algorithm in the noiseless setting has error exponentially small in the samples and running time.

Discrete Sparse Fourier Transforms. An option related to the previous would be to discretize very finely, then apply a discrete sparse Fourier transform algorithm to keep the sample complexity and runtime small. The trouble here is that sparse Fourier transforms
require sparsity, and this process decreases the sparsity. In particular, this process supposes that the signal is periodic with period $T$, so one can analyze this process as first converting the signal to one, equivalent over $[0, T]$, but with frequency spectrum only containing integer multiples of $1 / T$. This is done by convolving each frequency $f_{i}$ with a sinc function (corresponding to windowing to $[0, T]$ ) then restricting to multiples of $1 / T$ (corresponding to aliasing). The result is that a one-sparse signal $e^{2 \pi \mathbf{i} f_{i} t}$ is viewed as having Fourier spectrum

$$
\widehat{x^{\prime \prime}}[j]=\operatorname{sinc}\left(f_{i} T-j\right)
$$

for $j \in \mathbb{Z}$. When $f_{i}$ is not a multiple of $1 / T$, this means the signal is not a perfectly sparse signal. And this is true regardless of the discretization level, which only affects the subsequent error from aliasing $j \in \mathbb{Z}$ down to $\mathbb{Z}_{n}$. To have error proportional to $\delta\left\|\widehat{x}^{*}\right\|_{2}$, one would need to run such methods for a sparsity level of $k / \delta$. Thus, as with Nyquist sampling, the sample and runtime will be polynomial, rather than logarithmic, in $\delta$.

The above discussion refers to methods for learning the signal (our (11.3)). In terms of learning the tones, one could run the algorithm for sparsity $O(k)$ so that $\delta$ is a small constant, which would let one learn roughly where the peaks are and get most of the frequencies to the nearest $1 / T$. This would give a similar bound to our (11.1), but without the superresolution effect as the noise becomes small. On the plus side, the duration could be just $O(1 / \eta)$ which is sufficient for the different peaks to be distinguishable - rather than $O\left(\frac{\log k}{\eta}\right)$ as our method would require, and the time and sample complexities could save a $\log k$ factor (if one did not want to recover all the tones, just most of them).

Essentially, this algorithm tries to round each frequency to the nearest multiple of $1 / T$, which introduces noise that is a constant fraction of the signal. If the signal-to-noise
ratio is already low, this does not increase the noise level by that much so such an algorithm will work reasonably well. If the signal-to-noise ratio is fairly high, however, then the added noise leads to much worse performance. Getting a constant factor approximation to the whole signal is only nontrivial for high SNR, so such a method does badly in that setting. For approximating the tones, it is comparable to our method in the low SNR setting but does not improve much as SNR increases.

### 11.1.2 Previous Work In Similar Settings

There have been several works that recover continuous frequencies from samples in the time domain. Some of these are in our setting where the samples can be taken at arbitrary positions over $[0, T]$ and others are in the discrete-time (DTFT) setting where the samples must be taken at multiples of the Nyquist frequency $\frac{1}{2 F}$.

The results of [TBSR13, CF14, YX15, DB13] show that a convex program can solve the problem in the DTFT setting using $O(k \log k \log (F T))$ samples if the duration is $T>$ $O\left(\frac{1}{\eta}\right)$, in the setting where $g(t)=0$ and the coefficients of $x^{*}$ have random phases. The sample complexity can be one log factor better than ours, which one would expect for the noiseless setting. None of these results show robustness to noise, and some additionally require a running time polynomial in $F T$ rather than $k$.

The result of $\left[\mathrm{BCG}^{+} 12\right]$ is in a similar setting to our paper, using techniques of the same lineage. It achieves very similar sample complexity and running time to our algorithm, and a guarantee similar in spirit to (11.1) with some notion of robustness. However, the robustness is weaker than ours in significant ways. They consider the noise $g(t)$ in frequency space (i.e. $\widehat{g}(f)$ ), then require that $\widehat{g}(f)$ is zero at any frequency within $\eta$ of the signal
frequencies $f_{i}$, and bound the error in terms of $\mathcal{N}^{\prime}=\|\widehat{g}\|_{1} / k$ instead of $\|g\|_{2}$. This fails to cover simple examples of noise, including i.i.d. Gaussian noise $g(t) \sim N\left(0, \sigma^{2}\right)$ and the noise one would get from slow decay of the signal over time (e.g. $x(t)=x^{*}(t) e^{-\frac{t}{100 T}}$.). Both types of noise violate both assumptions on the noise: $\widehat{g}(f)$ will be nonzero arbitrarily close to each $f_{i}$ and $\|\widehat{g}\|_{1}$ will be unbounded. Their result also requires a longer duration than our algorithm and has worse precision for any fixed duration.

The result of [Moi15] studies noise tolerance in the DTFT setting, ignoring sample complexity and running time. It shows that the matrix pencil method [HS90], using $F T$ samples, achieves a guarantee of the form (11.1), except that the bounds are an additional $\operatorname{poly}(F T, k, \delta)$ factor larger. Furthermore, it shows a sharp characterization of the minimal $T$ for which this is possible by any algorithm: $T=(1 \pm o(1)) \frac{2}{\eta}$ is necessary and sufficient. It is an interesting question whether the lower bound generalizes to our non-DTFT setting, where the samples are not necessarily taken from an even grid.

Lastly, $\left[\mathrm{SAH}^{+} 13\right]$ tries to apply sparse Fourier transforms to a domain with continuous signals. They first apply a discrete sparse Fourier transform then use hill-climbing to optimize their solution into a decent set of continuous frequencies. They have interesting empirical results but no theoretical ones.

### 11.2 Algorithm Overview

At a high level, our algorithm is an adaptation of the framework used by [HIKP12a] to the continuous setting. However, getting our result requires a number of subtle changes to the algorithm. This section will describe the most significant ones. We assume some familiarity with previous work in the area [GGI+ 02 , CCF02, GMS05, GLPS10, HIKP12a].

First we describe a high-level overview of the structure. The algorithm proceeds in $\log k$ stages, where each stage attempts to recover each tone with a large constant probability (e.g. 9/10). In each stage, we choose a parameter $\sigma \approx \frac{T}{k \log (k / \delta)}$ that we think of as "hashing" the frequencies into random positions. For this $\sigma$, we will choose about $\log (F T)$ different random "start times" $t_{0}$ and sample an arithmetic sequence starting at $t_{0}$, i.e. observe

$$
x\left(t_{0}\right), x\left(t_{0}+\sigma\right), x\left(t_{0}+2 \sigma\right), \ldots, x\left(t_{0}+(k \log (k / \delta)) \sigma\right)
$$

We then scale these observations by a "window function," which has specific properties but among other things scales down the values near the ends of the sequence, giving a smoother transition between the time before and after we start/end sampling. We alias this down to $B=O(k)$ terms (i.e. add together terms $1, B+1,2 B+1, \ldots$ to get a $B$-dimensional vector) and take the $B$-dimensional DFT. This gives a set of $B$ values $\widehat{u}_{i}$. The observation made in previous papers is that $\widehat{u}$ is effectively a hashing of the tones of $\widehat{x}$ into $B$ buckets, where $\sigma$ defines a permutation on the frequencies that affects whether two different tones land in the same bucket, and $\widehat{u}_{j}$ approximately equals the sum of all the tones that land in bucket $j$, each scaled by a phase shift depending on $t_{0}$.

Because of this phase shift, for each choice of $t_{0}$ the value of $\widehat{u}_{j}$ is effectively a sample from the Fourier transform of a signal that contains only the tones of $\widehat{x}^{*}$ that land in bucket
$j$, with zeros elsewhere. And since there are $k$ tones and $O(k)$ buckets, most tones are alone in their bucket. Therefore this sampling strategy reduces the original problem of $k$-sparse recovery to one of 1-sparse recovery - we simply choose $t_{0}$ according to some strategy that lets us achieve 1 -sparse recovery, and recover a tone for each bin.

One-sparse recovery. The algorithm for one-sparse recovery in [HIKP12a] is a good choice for adaptation to the continuous setting. It narrows down to the frequency in a locality-aware way, maintaining an interval of frequencies that decreases in size at each stage (in contrast to the method in [GMS05], which starts from the least significant bit rather than most significant bit).

If a frequency is perturbed slightly in time (e.g., by multiplying by a very slow decay over time) this will blur the frequency slightly into a narrow band. The one-sparse recovery algorithm of [HIKP12a] will proceed normally until it gets to the narrow scale, at which point it will behave semi-arbitrarily and return something near that band. This gives a desired level of robustness - the error in the recovered frequency will be proportional to the perturbation.

Still, to achieve our result we need a few changes to the one-sparse algorithm. One is related to the duration $T$ : in the very last stage of the algorithm, when the interval is stretched at the maximal amount, we can only afford one "fold" rather than the typical $O(\log n)$. The only cost to this is in failure probability, and doing it for one stage is fine - but showing this requires a different proof. Another difference is that we need the final interval to have precision $\frac{1}{T \rho}$ if the signal-to-noise ratio is $\rho$ - the previous analysis showed $\frac{1}{T \sqrt{\rho}}$ and needed to be told $\rho$, but (as we shall see) to achieve an $\ell_{2} / \ell_{2}$ guarantee we need the optimal
$\rho$-dependence and for the algorithm to be oblivious to the value of $\rho$. Doing so requires a modification to the algorithm and slightly more clever analysis.
$k$-sparse recovery. The changes to the $k$-sparse recovery structure are broader. First, to make the algorithm simpler we drop the [GLPS10]-style recursion with smaller $k$, and just repeat an $O(k)$-size hashing $O(\log k)$ times. This loses a $\log k$ factor in time and sample complexity, but because of the other changes it is not easy to avoid, and at the same time improves our success probability.

The most significant changes come because we can no longer measure the noise in frequency space or rely on the hash function to randomize the energy that collides with a given heavy hitter. Because we only look at a bounded time window $T$, Parseval's identity does not hold and the energy of the noise in frequency space may be unrelated to its observed energy. Moreover, if the noise consists of frequencies infinitesimally close to a true frequency, then because $\sigma$ is bounded the true frequency will always hash to the same bin as the noise. These two issues are what drive the restrictions on noise in the previous work $\left[\mathrm{BCG}^{+} 12\right]$ - assuming the noise is bounded in $\ell_{1}$ norm in frequency domain and is zero in a neighborhood of the true frequencies fixes both issues. But we want a guarantee in terms of the average $\ell_{2}$ noise level $\mathcal{N}^{2}$ in time domain over the observed duration. If the noise level is $\mathcal{N}^{2}$, because we cannot hash the noise independently of the signal, we can only hope to guarantee reliable recovery of tones with magnitude larger than $\mathcal{N}^{2}$. This is in contrast to the $\mathcal{N}^{2} / k$ that is possible in the discrete setting, and would naively lose a factor of $k$ in the $\ell_{2} / \ell_{2}$ approximation.

The insight here is that, even though the noise is not distributed randomly across bins, the total amount of noise is still bounded. If a heavy hitter of magnitude $v^{2}$ is not
recovered due to noise, that requires $\Omega\left(v^{2}\right)$ noise mass in the bin that is not in any other bin. Thus the total amount of signal mass not recovered due to noise is $O\left(\mathcal{N}^{2}\right)$, which allows for $\ell_{2} / \ell_{2}$ recovery.

This difference is why our algorithm only gets a constant factor approximation rather than the $1+\epsilon$ guarantee that hashing techniques for sparse recovery can achieve in other settings. These techniques hash into $B=O(k / \epsilon)$ bins so the average noise per bin is $O\left(\frac{\epsilon}{k} \mathcal{N}^{2}\right)$. In our setting, where the noise is not hashed independently of the signal, this would give no benefit.

Another difference arises in the choice of the parameter $\sigma$, which is the separation between samples in the arithmetic sequence used for a single hashing, and gives the permutation during hashing. In the discrete setting, one chooses $\sigma$ uniformly over $n$, which in our setting would correspond to a scale of $\sigma \approx \frac{1}{\eta}$. Since the arithmetic sequences have $O(k \log (k / \delta))$ samples, the duration would then become at least $\frac{k \log (k / \delta)}{\eta}$ (which is why $\left[\mathrm{BCG}^{+} 12\right]$ has this duration). What we observe is that $\sigma$ can actually be chosen at the scale of $\frac{1}{k \eta}$, giving the desired $O\left(\frac{\log (k / \delta)}{\eta}\right)$ duration. This causes frequencies at the minimum separation $\eta$ to always land in bins that are a constant separation apart. This is sufficient because we use [HIKP12a]-style window functions with strong isolation properties (and, in fact, [HIKP12a] could have chosen $\sigma \approx n / B)$; it would be an issue if we were using the window functions of [GMS05, IK14] that have smaller supports but less isolation.

Getting an $\ell_{2}$ bound Lastly, converting the guarantee (11.2) into (11.3) is a nontrivial task that is trivial in the discrete setting. In the discrete setting, it follows immediately from the different frequencies being orthogonal to each other. In our setting, we use that
the recovered frequencies should themselves have $\Omega(\eta)$ separation, and that well-separated frequencies are nearly orthogonal over long enough time scales $T \gg 1 / \eta$.

This bears some similarity to issues that arise in sparse recovery with overcomplete dictionaries. It would be interesting to see whether further connections can be made between the problems.

### 11.3 Proof outline

In this section we present the key lemmas along the path to producing the algorithm. The full proof are presented later.

Notation. First we define the notation necessary to understand the lemmas. The full notation as used in the proofs appears in Section 11.4.

The algorithm proceeds in stages, each of which hashes the frequencies to $B$ bins. The hash function depends on two parameters $\sigma$ and $b$, and so we define it as $h_{\sigma, b}(f):[-F, F] \rightarrow$ $[B]$.

A tone with a given frequency $f$ can have two "bad events" $E_{\text {coll }}(f)$ or $E_{\text {off }}(f)$ hold for a given hashing. These correspond to colliding with another frequency of $x^{*}$ or landing within an $\alpha$ fraction of the edge, respectively; they each will occur with small constant probability.

For a given hashing, we will choose a number of different offsets $a$ that let us perform recovery of the tones that have neither bad event in this stage.

We use $f \lesssim g$ to denote that there exists a constant $C$ such that $f \leq C g$, and $f \approx g$ to denote $f \lesssim g \lesssim f$.

Key Lemmas First, we need to be able to compare the distance between two pure tone signals in time domain to their differences in parameters. The relation is as follows:

Lemma 11.3.1. Let $(v, f)$ and $\left(v^{\prime}, f^{\prime}\right)$ denote any two tones, i.e., (magnitude, frequency)
pairs. Then for

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right)^{2}:=\frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t \mathbf{i}}-v^{\prime} e^{2 \pi f^{\prime} t \mathbf{i}}\right|^{2} \mathrm{~d} t
$$

we have

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right)^{2} \bar{\sim}\left(|v|^{2}+\left|v^{\prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f-f^{\prime}\right|^{2}\right)+\left|v-v^{\prime}\right|^{2}
$$

and

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right) \approx|v| \cdot \min \left(1, T\left|f-f^{\prime}\right|\right)+\left|v-v^{\prime}\right|
$$

The basic building block for our algorithm is a function HashToBins, which is very similar to one of the same name in [HIKP12a].

The key property of HAshToBins is that, if neither "bad" event holds for a frequency $f$ (i.e. it does not collide or land near the boundary of the bin), then for the bin $j=h_{\sigma, b}(f)$ we have that $\left|\widehat{u}_{j}\right| \approx\left|\widehat{x^{*}}(f)\right|$ with a phase depending on $a$.

How good is the approximation? In the discrete setting, one can show that each tone has error about $\mathcal{N}^{2} / B$ in expectation. Here, because the hash function cannot randomize the noise, we instead show that the total error over all tones is about $\mathcal{N}^{2}$ :

Lemma 11.3.2. Let $\sigma \in\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$ uniformly at random, then $b \in\left[0, \frac{[F / \eta\rceil}{\sigma B}\right], a \in\left[0, \frac{c T}{\sigma}\right]$ be sampled uniformly at random for some constant $c>0$. Let the other parameters be arbitrary in $\widehat{u}=\operatorname{HashToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right)$, and consider

$$
H=\left\{f \in \operatorname{supp}\left(\widehat{x}^{*}\right) \mid \text { neither } E_{\text {coll }}(f) \text { nor } E_{\text {off }}(f) \text { holds }\right\}
$$

and $I=[B] \backslash h_{\sigma, b}\left(\operatorname{supp}\left(\widehat{x}^{*}\right)\right)$ to be the bins that have no frequencies hashed to them. Then

$$
\underset{\sigma, b, a}{\mathbb{E}}\left[\sum_{f \in H}\left|\widehat{u}_{h_{\sigma, b}(f)}-\widehat{x}^{*}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}+\sum_{j \in I} \widehat{u}_{j}^{2}\right] \lesssim \mathcal{N}^{2}
$$

We prove Lemma 11.3.2 by considering the cases of $x^{*}=0$ and $g=0$ separately; linearity then gives the result. Both follow from properties of our window functions.

Lemma 11.3.3. If $x^{*}(t)=0, \forall t \in[0, T]$, then

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|\widehat{u}_{j}\right|^{2}\right] \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

Lemma 11.3.4. If $g(t)=0, \forall t \in[0, T]$. Let $H$ denote a set of frequencies, $H=\{f \in$ $\operatorname{supp}\left(\widehat{x}^{*}\right) \mid$ neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ holds $\}$. Then,

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{f \in H}\left|\widehat{u}_{h_{\sigma, b}(f)}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right] \leq \delta\left\|\widehat{x^{*}}\right\|_{1}^{2}
$$

Lemma 11.3.2 is essentially what we need for 1 -sparse recovery. We first show a lemma about the inner call, which narrows the frequency from a range of size $\Delta l$ to one of size $\frac{\Delta l}{\rho s t}$ for some parameters $\rho s t$. This gives improved performance (superresolution) when the signal-to-noise ratio $\rho$ within the bucket is high. The parameter $s$ and $t$ provide a tradeoff between success probability, performance, running time, and duration.

Lemma 11.3.5. Consider any $B, \delta, \alpha$. Algorithm HashToBins takes $O(B \log (k / \delta))$ samples and runs in $O\left(\frac{B}{\alpha} \log (k / \delta)+B \log B\right)$ time.

Lemma 11.3.6. Given $\sigma$ and $b$, consider any frequency $f$ for which neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ holds, and let $j=h_{\sigma, b}(f)$. Let $\mu^{2}(f)=\mathbb{E}_{a}\left[\left|\widehat{u_{j}}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right]$ and $\rho^{2}=\left|\widehat{x^{*}}(f)\right|^{2} / \mu^{2}(f)$. For sufficiently large $\rho$, and $\forall 0<s<1, t \geq 4$, consider any run of LOcATEInNER with $f \in\left[l_{j}-\frac{\Delta l}{2}, l_{j}+\frac{\Delta l}{2}\right]$. It takes $O\left(R_{l o c}\right)$ random $(\gamma, \beta) \in\left[\frac{1}{2}, 1\right] \times\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$ samples over duration $\beta \sigma=\Theta\left(\frac{s t}{\Delta l}\right)$, runs in $O\left(s t R_{l o c}\right)$ time, to learn $f$ within a region that has length $\Theta\left(\frac{\Delta l}{t}\right)$ with failure probability at most $\left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}$.

By repeating this inner loop, we can recover the tones in almost every bin that does not have the "bad" events happen, so we recover a large fraction of the heavy hitters in each stage.

Lemma 11.3.7. Algorithm LOCATEKSignal takes $O\left(k \log _{C}(F T) \log (k / \delta)\right)$ samples over $O\left(\frac{\log (k / \delta)}{\eta}\right)$ duration, runs in $O\left(k \log _{C}(F T) \log (F T / \delta)\right)$ time, and outputs a set $L \subset[-F, F]$ of $O(k)$ frequencies with minimum separation $\Omega(\eta)$.

Given $\sigma$ and $b$, consider any frequency $f$ for which neither of $E_{\text {coll }}(f)$ or $E_{\text {off }}(f)$ hold. Let $j=h_{\sigma, b}(f), \mu^{2}(f)=\mathbb{E}_{a}\left[\left|\widehat{u}_{j}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right]$, and $\rho^{2}=\left|\widehat{x^{*}}(f)\right|^{2} / \mu^{2}(f)$. If $\rho>C$, then with an arbitrarily large constant probability there exists an $f^{\prime} \in L$ with

$$
\left|f-f^{\prime}\right| \lesssim \frac{1}{T \rho}
$$

Combining this with estimation of the magnitudes of recovered frequencies, we can show that the total error over all bins without "bad" events - that is, bins with either one well placed frequency or zero frequencies - is small. At this point we give no guarantee for the (relatively few) bins with bad events; the recovered values there may be arbitrarily large. Lemma 11.3.8. Algorithm OneStage takes $O\left(k \log _{C}(F T) \log (k / \delta)\right)$ samples over $O\left(\frac{\log (k / \delta)}{\eta}\right)$ duration, runs in $O\left(k\left(\log _{C}(F T) \log (F T / \delta)\right)\right)$ time, and outputs a set of $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $O(k)$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$. Moreover, one can imagine a subset $S \subseteq[k]$ of "successful" recoveries, where $\operatorname{Pr}[i \in S] \geq \frac{9}{10} \forall i \in[k]$ and for which there exists an injective function $\pi:[k] \rightarrow[O(k)]$ so that

$$
\underset{\sigma, b}{\mathbb{E}}\left[\sum_{i \in S} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t i}}\right|^{2} \mathrm{~d} t\right] \lesssim C^{2} \mathcal{N}^{2}
$$

with $1-1 / k^{c}$ probability for an arbitrarily large constant $c$.

We can repeat the procedure for $O(\log k)$ stages and merge the results, getting a list of $O(k)$ tones that includes $k$ tones that match up well to the true tones. However, we give no guarantee for the rest of the recovered tones at this point - as far as the analysis is concerned, mistakes from bins with collisions may cause arbitrarily large spurious tones.

Lemma 11.3.9. Repeating algorithm OneStage $O(\log k)$ times, MergedStages returns a set $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $O(k)$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ that can be indexed by $\pi$ such that

$$
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim C^{2} \mathcal{N}^{2}
$$

with probability $1-1 / k^{c}$ for an arbitrarily large constant $c$.
To address the issue of spurious tones, we run the above algorithm twice and only take the tones that are recovered in both stages. We show that the resulting $O(k)$ tones are together a good approximation to the vector.

Lemma 11.3.10. If we run Mergedstages twice and take the tones $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ from the first result that have $f_{i}^{\prime}$ within $c \eta$ for small $c$ of some frequency in the second result, we get a set of $k^{\prime \prime}=O(k)$ tones that can be indexed by some permutation $\pi$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t+\sum_{i=k+1}^{k^{\prime \prime}}\left|v_{i}^{\prime}\right|^{2} \lesssim C^{2} \mathcal{N}^{2} \tag{11.5}
\end{equation*}
$$

Simply picking out the largest $k$ recovered tones then gives the result (11.2).
Theorem 11.3.11. Algorithm ContinuousFourierSparseRecovery returns a set $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $k$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ for which

$$
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{i} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim C^{2} \mathcal{N}^{2}
$$

with probability $1-1 / k^{c}$ for an arbitrarily large constant $c$.

By only considering the term in the sum corresponding to tone $i$ and applying Lemma 11.3.1, we get result (11.1):

Corollary 11.3.12. With probability $1-1 / k^{c}$ for an arbitrarily large constant $c$, we recover a set of tones $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ such that, for any $v_{i}$ with $\left|v_{i}\right| \gtrsim \mathcal{N}$, we have for an appropriate permutation of the indices that

$$
\begin{equation*}
\left|f_{i}^{\prime}-f_{i}\right| \lesssim \frac{\mathcal{N}}{T\left|v_{i}\right|} \quad \text { and } \quad\left|v_{i}^{\prime}-v_{i}\right| \lesssim \mathcal{N} \tag{11.6}
\end{equation*}
$$

We then show that (11.2) implies (11.3) for sufficiently long durations $T$. A long duration helps because it decreases the correlation between $\eta$-separated frequencies.

Lemma 11.3.13. Let $\left\{\left(v_{i}, f_{i}\right)\right\}$ and $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ be two sets of $k$ tones for which $\min _{i \neq j}\left|f_{i}-f_{j}\right| \geq$ $\eta$ and $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ for some $\eta>0$. Suppose that $T>O\left(\frac{\log ^{2} k}{\eta}\right)$. Then these sets can be indexed such that

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|\sum_{i=1}^{k}\left(v_{i}^{\prime} e^{2 \pi \mathbf{i} f_{i}^{\prime} t}-v_{i} e^{2 \pi \mathbf{i} f_{i} t}\right)\right|^{2} \mathrm{~d} t \lesssim \sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi \mathbf{i} f_{i}^{\prime} t}-v_{i} e^{2 \pi \mathrm{i} \mathrm{f}_{i} t}\right|^{2} \mathrm{~d} t \tag{11.7}
\end{equation*}
$$

Combining Theorem 11.3.11 and Lemma 11.3.13 immediately implies
Theorem 11.3.14. Suppose we sample for a duration $T>O\left(\frac{\log (1 / \delta)+\log ^{2} k}{\eta}\right)$. Then the reconstructed signal $x^{\prime}(t)=\sum_{i=1}^{k} v_{i}^{\prime} e^{2 \pi \mathrm{i} f_{i}^{\prime} t}$ achieves a constant factor approximation to the complete signal $x$ :

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)-x(t)\right|^{2} \mathrm{~d} t \lesssim C^{2} \mathcal{N}^{2} \tag{11.8}
\end{equation*}
$$

The algorithm takes $O\left(k \log \frac{F}{\eta} \log \left(\frac{k}{\delta}\right) \log (k)\right)$ samples, runs in $O\left(k \log \frac{F}{\eta} \log \left(\frac{F T}{\delta}\right) \log (k)\right)$ time, and succeeds with probability at least $1-1 / k^{c}$ for an arbitrarily large constant $c$.

That finishes the proof of our main theorem. We also show that our "superresolution" precision from (11.1) is optimal, which is a simple corollary of Lemma 11.3.1.

Lemma 11.3.15. There exists a constant $c>0$ such that, for a given sample duration $T$, one cannot recover the frequency $f$ to within

$$
c \frac{\mathcal{N}}{T\left|\widehat{x}^{*}(f)\right|}
$$

with $3 / 4$ probability, for all $\delta>0$, even if $k=1$.

### 11.4 Notation and Definitions: Permutation, Hashing, Filters

This section gives definitions about the permutation, hashing, and filters that are used throughout the proofs. Let $[n]$ denote the set $\{1,2, \cdots, n-1, n\}$. $\mathbb{R}$ denotes the real numbers, $\mathbb{Z}$ denotes the integer numbers and $\mathbb{C}$ denotes the complex numbers. The convolution of two continuous functions $f$ and $g$ is written as $f * g$,

$$
(f * g)(t):=\int_{-\infty}^{+\infty} f(\tau) g(t-\tau) \mathrm{d} \tau
$$

and the discrete convolution of $f$ and $g$ is given by,

$$
(f * g)[n]:=\sum_{m=-\infty}^{+\infty} f[m] g[n-m]
$$

Let $\mathbf{i}$ denote $\sqrt{-1}$, and $e^{\mathbf{i} \theta}=\cos (\theta)+\mathbf{i} \sin (\theta)$. For any complex number $z \in \mathbb{C}$, we have $z=a+\mathbf{i} b$, where $a, b \in \mathbb{R}$. Define $\bar{z}=a-\mathbf{i} b,|z|^{2}=z \bar{z}=a^{2}+b^{2}$ and let $\phi(z)$ be the phase of $z$. Let $\operatorname{supp}(f)$ denote the support of function/vector $f$, and $\|f\|_{0}=|\operatorname{supp}(f)|$. For any $p \in[1, \infty]$, the $\ell_{p}$ norm of a vector of $x$ is $\|x\|_{p}=\left(\sum_{i}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}$, defined to be $\max _{i}\left|x_{i}\right|$ for $p=\infty$. Let $k$ denote the sparsity of frequency domain. All the frequencies $\left\{f_{1}, f_{2}, \cdots, f_{k}\right\}$ are from $[-F, F]$. Let $B=O(k)$ denote the number of hash bins in our algorithm.

We translate the "permutation" $P_{\sigma, a, b}$ of [HIKP12a] from the DFT setting to the DTFT setting.

Definition 11.4.1. $\left(P_{\sigma, a, b} x^{*}\right)(t)=x^{*}(\sigma(t-a)) e^{-2 \pi \mathbf{i} \sigma b t}$.
Lemma 11.4.1. $\widehat{P_{\sigma, a, b} x^{*}}(\sigma(f-b))=e^{-2 \pi f \sigma a \mathrm{i}} \widehat{x}^{*}(f)$

Proof. The time domain representation of the given Fourier definition would be

$$
\begin{aligned}
x^{\prime}(t) & =\sum_{f \in \operatorname{supp}\left(\widehat{x}^{*}\right)} e^{-2 \pi \mathbf{i} \sigma a f} \widehat{x}^{*}(f) e^{2 \pi \mathbf{i} \sigma(f-b) t} \\
& =\sum_{f \in \operatorname{supp}\left(\widehat{x}^{*}\right)} e^{-2 \pi \mathbf{i} \sigma b t} \widehat{x}^{*}(f) e^{2 \pi \mathbf{i} \sigma(t-a) f} \\
& =e^{-2 \pi \mathbf{i} \sigma b t} x^{*}(\sigma(t-a))
\end{aligned}
$$

which matches, so the formula is right.

We also extend the flat window function for the DFT setting [HIKP12a], [HIKP12b] to the DTFT setting:

Definition 11.4.2. Let $M=O\left(B \log \frac{k}{\delta}\right)$. We say that $\left(G, \widehat{G^{\prime}}\right)=\left(G_{B, \delta, \alpha},{\widehat{G^{\prime}}}_{B, \delta, \alpha}\right) \in \mathbb{R}^{M} \times$ $\mathbb{R}^{[-F, F]}$ is a flat window function with parameters $B \geq 1, \delta>0$, and $\alpha>0$. For simplicity, let's say $B$ is a function of $\alpha$. Define $|\operatorname{supp}(G)|=M$ and $\widehat{G^{\prime}}$ satisfies

- $G_{i}=\frac{\sin \left(i \frac{1}{B}\right)}{i} \cdot e^{-\frac{i^{2}}{2 \sigma^{2}}}$, where $\sigma=\Theta(B \sqrt{\log (k / \delta)})$.
- $\widehat{G}(f)=\sum_{i=1}^{M} G_{i} e^{f \cdot \frac{i}{M} 2 \pi \mathrm{i}}$.
- $\operatorname{supp}\left(\widehat{G^{\prime}}\right) \subset\left[-\frac{2 \pi}{2 B}, \frac{2 \pi}{2 B}\right]$.
- $\widehat{G^{\prime}}(f)=1$ for all $f \in\left[-\frac{(1-\alpha) 2 \pi}{2 B}, \frac{(1-\alpha) 2 \pi}{2 B}\right]$.
- $\widehat{G^{\prime}}(f)=0$ for all $|f| \geq \frac{2 \pi}{2 B}$.
- $\widehat{G^{\prime}}(f) \in[0,1]$ for all $f$.
- $\left\|\widehat{G^{\prime}}-\widehat{G}\right\|_{\infty}^{2}<\delta / k$.

Claim 11.4.2. $\sum_{i=1}^{M} G_{i}^{2} \approx \frac{1}{B}$, where $M=O(B \log k / \delta)$.
Proof. By definition of $G_{i}$, we have

$$
\sum_{i=1}^{M} G_{i}^{2}=2 \sum_{i=1}^{M / 2} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}}\left(e^{-\frac{(i)^{2}}{2 \sigma^{2}}}\right)^{2}
$$

There exists some constant $c \in[0,2 \pi)$, such that $\frac{\sin (i / B)}{i} \approx \frac{1}{B}$ if $i / B<c \pi$.

$$
\begin{aligned}
\sum_{i=1}^{M} G_{i}^{2} & =2 \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}}\left(e^{\left.-\frac{(i)^{2}}{2 \sigma^{2}}\right)^{2}+2 \sum_{i=\lceil B c \pi\rceil}^{M / 2} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}}\left(e^{-\frac{(i)^{2}}{2 \sigma^{2}}}\right)^{2}}\right. \\
& \leq 2 \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}} \cdot 1+2 \sum_{i=\lceil B c \pi\rceil}^{M / 2} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}} \cdot 1 \\
& \lesssim \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{1}{B^{2}}+\sum_{i=\lceil B c \pi\rceil}^{M / 2} \frac{1}{i^{2}} \\
& \lesssim \frac{1}{B} .
\end{aligned}
$$

Thus, we show an upper bound. It remains to prove the lower bound.

$$
\begin{aligned}
\sum_{i=1}^{M} G_{i}^{2} & \geq 2 \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}}\left(e^{\left.-\frac{(i)^{2}}{2 \sigma^{2}}\right)^{2}}\right. \\
& \geq 2 \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{\sin ^{2}\left(i \frac{1}{B}\right)}{(i)^{2}}\left(e^{-\frac{(B c \pi)^{2}}{2 \sigma^{2}}}\right)^{2} \\
& \gtrsim 2 \sum_{i=1}^{\lfloor B c \pi\rfloor} \frac{1}{B^{2}}\left(e^{-\frac{(B c \pi)^{2}}{2 \sigma^{2}}}\right)^{2} \\
& \gtrsim \frac{1}{B}\left(e^{-\frac{(B c \pi)^{2}}{2 \sigma^{2}}}\right)^{2} \\
& \gtrsim \frac{1}{B}\left(e^{-c_{0}}\right)^{2}
\end{aligned}
$$

The last inequality follows by there exists some universal constant $c_{0}>0$ such that $-\frac{1}{\log (k / \delta)} \gtrsim$ $-c_{0}$. Thus, we show $\sum_{i=1}^{M} G_{i}^{2} \gtrsim \frac{1}{B}$.


Figure 11.1: Filter $\widehat{G^{\prime}}(f)$

To analyze the details of our algorithm, we explain some lower-level definitions and claims first. Here we give the definition of three notations that related to hash function.

Definition 11.4.3. $\pi_{\sigma, b}(f)=2 \pi \sigma(f-b)(\bmod 2 \pi)$. We maps frequency to a circle $[0,2 \pi)$, since our observation of sample is the phase of some complex number, which also belongs to $[0,2 \pi)$.

Definition 11.4.4. $h_{\sigma, b}(f)=\operatorname{round}\left(\pi_{\sigma, b}(f) \cdot \frac{B}{2 \pi}\right) . h_{\sigma, b}(f)$ is a "hash function" that hashes frequency $f$ into one of the $B$ bins. The motivation is, it is very likely that each bin only has 1 heavy hitters if we choose large enough $B$. Then, for each bin, we can run a 1 -sparse algorithm to recover the frequency.

Definition 11.4.5. $o_{\sigma, b}(f)=\pi_{\sigma, b}(f)-\frac{2 \pi}{B} \cdot h_{\sigma, b}(f)$. Offset $o_{\sigma, b}(f)$ denotes the distance from $\pi_{\sigma, b}(f)$ to the center of the corresponding bin that frequency $f$ was hashed into.

Then we define some events that might happen after applying hash function to the entire frequency domain.

Definition 11.4.6. "Collision" event $E_{\text {coll }}(f)$ : holds iff $h_{\sigma, b}(f) \in h_{\sigma, b}\left(\operatorname{supp}\left(\widehat{x^{*}}\right) \backslash\{f\}\right)$. The "collision" event happening means there exists some other frequency $f^{\prime}$ such that both $f$ and $f^{\prime}$ are hashed into the same bin. Once two frequencies are colliding in one bin, the algorithm will not be able to recover them.

Definition 11.4.7. "Large offset" event $E_{\text {off }}(f)$ : holds iff $\left|o_{\sigma, b}(f)\right| \geq(1-\alpha) \frac{2 \pi}{2 B}$. The event holds if frequency $f$ is not within factor $1-\alpha$ of the radius close to the center of that hash bin. It causes the frequency to be in the intermediate regime of filter and not recoverable, see Figure 11.1.

Definition 11.4.8. We sample $\sigma$ uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$. Conditioning on $\sigma$ is chosen first, we sample $b$ uniformly at random from $\left[0, \frac{[F / \eta]}{B \sigma}\right]$. Then we sample $\gamma$ uniformly at random from $\left[\frac{1}{2}, 1\right]$ and $\beta$ uniformly at random from $[\widehat{\beta}, 2 \widehat{\beta}]$, where $\widehat{\beta}$ is dynamically changing during our algorithm(The details of setting $\widehat{\beta}$ are explained in Lemma 11.3.6). For $P_{\sigma, \gamma, b}$ and $P_{\sigma, \gamma+\beta, b}$, we take the following two sets of samples over time domain,

$$
\begin{aligned}
& x(\sigma(1-\gamma)), x(\sigma(2-\gamma)), x(\sigma(3-\gamma)), \cdots, x(\sigma(B \log (k / \delta)-\gamma)) \\
& x(\sigma(1-\gamma-\beta)), x(\sigma(2-\gamma-\beta)), x(\sigma(3-\gamma-\beta)), \cdots, x(\sigma(B \log (k / \delta)-\gamma-\beta))
\end{aligned}
$$

Conditioning on drawing $\sigma, b$ from some distribution, we are able to show that the probability of "Collision" and "Large offset" event holding are small.

Lemma 11.4.3. For any $\widetilde{T}$, and $0 \leq \widetilde{\epsilon}, \widetilde{\delta} \leq \widetilde{T}$, if we sample $\widetilde{\sigma}$ uniformly at random from $[A, 2 A]$, then

$$
\begin{equation*}
\frac{2 \widetilde{\epsilon}}{\widetilde{T}}-\frac{2 \widetilde{\epsilon}}{A} \leq \operatorname{Pr}[\widetilde{\sigma} \quad(\bmod \widetilde{T}) \in[\widetilde{\delta}-\widetilde{\epsilon}, \widetilde{\delta}+\widetilde{\epsilon}]] \leq \frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A} \tag{11.9}
\end{equation*}
$$

Proof. Since we sample $\widetilde{\sigma}$ uniformly at random from $[A, 2 A]$, let $I$ denote a set of candidate integers, then the smallest one is $\lfloor A\rfloor$ and the largest one is $\lceil 2 A\rceil$. Thus, the original probability equation is equivalent to

$$
\begin{equation*}
\operatorname{Pr}[\widetilde{\sigma} \in[s \cdot \widetilde{T}+\widetilde{\delta}-\widetilde{\epsilon}, s \cdot \widetilde{T}+\widetilde{\delta}+\widetilde{\epsilon}] \exists s \in I] \tag{11.10}
\end{equation*}
$$

where $I=\{\lfloor A / \widetilde{T}\rfloor, \cdots,\lceil 2 A / \widetilde{T}\rceil\}$.
Consider any $s \in I$, the probability of $\widetilde{\sigma}$ belonging to the interval $[s \cdot \widetilde{T}+\widetilde{\delta}-\widetilde{\epsilon}, s \cdot \widetilde{T}+\widetilde{\delta}+\widetilde{\epsilon}]$ is

$$
\operatorname{Pr}[\widetilde{\sigma} \in[s \cdot \widetilde{T}+\widetilde{\delta}-\widetilde{\epsilon}, s \cdot \widetilde{T}+\widetilde{\delta}+\widetilde{\epsilon}]]=\frac{2 \widetilde{\epsilon}}{A}
$$

Taking the summation over all $s \in I$, we obtain

$$
\begin{aligned}
& \operatorname{Pr}[\widetilde{\sigma} \in[s \cdot \widetilde{T}+\widetilde{\delta}-\widetilde{\epsilon}, s \cdot \widetilde{T}+\widetilde{\delta}+\widetilde{\epsilon}] \exists s \in I] \\
= & \sum_{s \in I} \operatorname{Pr}[\widetilde{\sigma} \in[s \cdot \widetilde{T}+\widetilde{\delta}-\widetilde{\epsilon}, s \cdot \widetilde{T}+\widetilde{\delta}+\widetilde{\epsilon}]] \\
= & \sum_{s \in I} \frac{2 \widetilde{\epsilon}}{A} \\
= & \frac{2 \widetilde{\epsilon}|I|}{A}
\end{aligned}
$$

It remains to bound $\frac{2 \widetilde{\mid} I \mid}{A}$. Since $|I|=\lceil 2 A / \widetilde{T}\rceil-\lfloor A / \widetilde{T}\rfloor+1$, then we have an upper bound for $I$,

$$
|I| \leq A / \widetilde{T}+2
$$

On the other side, we have an lower bound,

$$
|I| \geq A / \widetilde{T}-1
$$

Plugging upper bound of $I$ into $\frac{2 \widetilde{\epsilon}|I|}{A}$,

$$
\frac{2 \widetilde{\epsilon}|I|}{A} \leq \frac{2 \widetilde{\epsilon}}{A}(A / \widetilde{T}+2)=\frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A}
$$

Using the lower bound of $|I|$, we have

$$
\frac{2 \widetilde{\epsilon}|I|}{A} \geq \frac{2 \widetilde{\epsilon}}{A}(A / \widetilde{T}-1)=\frac{2 \widetilde{\epsilon}}{\widetilde{T}}-\frac{2 \widetilde{\epsilon}}{A}
$$

Thus, we complete the proof.

The following corollary will be used many times in this paper. The proof directly follows by Lemma 11.4.3.

Corollary 11.4.4. For any $\widetilde{T}, \Delta f$, and $0 \leq \widetilde{\epsilon}, \widetilde{\delta} \leq \widetilde{T}$, if we sample $\widetilde{\sigma}$ uniformly at random from $[A, 2 A]$, then

$$
\begin{equation*}
\frac{2 \widetilde{\epsilon}}{\widetilde{T}}-\frac{2 \widetilde{\epsilon}}{A \Delta f} \leq \operatorname{Pr}[\widetilde{\sigma} \Delta f \quad(\bmod \widetilde{T}) \in[\widetilde{\delta}-\widetilde{\epsilon}, \widetilde{\delta}+\widetilde{\epsilon}]] \leq \frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A \Delta f} \tag{11.11}
\end{equation*}
$$

Proof. Since $\widetilde{\sigma}$ is sampled uniformly at random from $[A, 2 A]$, then $\widetilde{\sigma} \Delta f$ is sampled uniformly at random from $[A \Delta f, 2 A \Delta f]$. Now applying Lemma 11.4.3 by only replacing $A \Delta f$ by $A$.

Claim 11.4.5. Let $\sigma$ be sampled uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$ and $\min _{i \neq j}\left|f_{i}-f_{j}\right|>\eta$. $\forall i, j \in[k]$, if $i \neq j$, then $\operatorname{Pr}\left[h_{\sigma, b}\left(f_{i}\right)=h_{\sigma, b}\left(f_{j}\right)\right] \lesssim \frac{1}{B}$.

Proof. To simplify the proof, define $\Delta f=\left|f_{i}-f_{j}\right|$. We consider two cases: (I) $\eta \leq\left|f_{i}-f_{j}\right|<$ $\frac{(B-1) \eta}{2}$, (II) $\frac{(B-1) \eta}{2} \leq\left|f_{i}-f_{j}\right|$.
(I) If $\Delta f=\eta$, then $2 \pi \sigma \Delta f$ is at least $\frac{2 \pi}{\eta B} \cdot \eta=\frac{2 \pi}{B}$, which means two frequencies have to go to different bins after hashing. If $\Delta f=\frac{(B-1) \eta}{2}$, then $2 \pi \sigma \Delta f$ is at most $\frac{4 \pi}{B \eta} \cdot \frac{(B-1) \eta}{2}=$
$(1-1 / B) 2 \pi$. In order to make two frequencies collide, $2 \pi \sigma \Delta f$ should belong to [(1$1 / B) 2 \pi,(1+1 / B) 2 \pi)$. Since for any $\Delta f \in\left[\eta, \frac{(B-1) \eta}{2}\right)$, we have $2 \pi \sigma \Delta f \in\left[\frac{1}{B} 2 \pi,(1-1 / B) 2 \pi\right)$, which does not intersect interval $[(1-1 / B) 2 \pi,(1+1 / B) 2 \pi)$. Thus,

$$
\underset{\sigma, b}{\operatorname{Pr}}\left[h_{\sigma, b}\left(f_{i}\right)=h_{\sigma, b}\left(f_{j}\right)\right]=0 .
$$

(II) We apply Corollary 11.4 .4 by setting $\widetilde{T}=2 \pi, \widetilde{\sigma}=2 \pi \sigma, \widetilde{\delta}=0, \widetilde{\epsilon}=\frac{2 \pi}{2 B}, A=2 \pi \frac{1}{B \eta}$. Then we have

$$
\underset{\sigma, b}{\operatorname{Pr}}\left[h_{\sigma, b}\left(f_{i}\right)=h_{\sigma, b}\left(f_{j}\right)\right]=\underset{\sigma, b}{\operatorname{Pr}}\left[2 \pi \sigma \Delta f \in\left[s \cdot 2 \pi-\frac{2 \pi}{2 B}, s \cdot 2 \pi+\frac{2 \pi}{2 B}\right] \exists s \in I\right]
$$

where

$$
I=\left\{\left\lfloor\frac{1}{B \eta} \Delta f\right\rfloor, \cdots,\left\lceil\frac{2}{B \eta} \Delta f\right\rceil\right\}
$$

By upper bound of Corollary 11.4.4, Equation (11.12) is at most

$$
\frac{1}{\frac{2 \pi}{B \eta} \Delta f} \cdot \frac{2 \pi}{B} \cdot\left(\frac{1}{B \eta} \Delta f+2\right)=\frac{1}{B}+\frac{2 \eta}{\Delta f} \leq \frac{1}{B}+\frac{4}{B-1} \lesssim \frac{1}{B},
$$

where the first inequality follows by $\frac{(B-1) \eta}{2} \leq\left|f_{i}-f_{j}\right|$ which is the assumption of part (II).

Claim 11.4.6. $\forall f, \forall 0<\alpha<1, \underset{\sigma, b}{\operatorname{Pr}}\left[\left|o_{\sigma, b}(f)\right| \leq(1-\alpha) \frac{2 \pi}{2 B}\right] \geq 1-O(\alpha)$.

Proof. Since we draw $\sigma$ uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$, then $2 \pi \sigma(f-b) \in\left[\frac{2 \pi}{B \eta}(f-\right.$ $\left.b), \frac{4 \pi}{B \eta}(f-b)\right]$ uniformly at random. The probability is equal to

$$
\underset{\sigma, b}{\operatorname{Pr}}\left[2 \pi \sigma(f-b) \in\left[s \cdot \frac{2 \pi}{B}-(1-\alpha) \frac{2 \pi}{2 B}, s \cdot \frac{2 \pi}{B}+(1-\alpha) \frac{2 \pi}{2 B}\right] \exists s \in I\right],
$$

where

$$
I=\left\{\left\lfloor\frac{2 \pi}{B \eta}(f-b) \frac{B}{2 \pi}-\frac{1-\alpha}{2}\right\rfloor, \cdots,\left\lceil\frac{4 \pi}{B \eta}(f-b) \frac{B}{2 \pi}+\frac{1-\alpha}{2}\right\rceil\right\} .
$$

We apply Corollary 11.4 .4 by setting $\widetilde{T}=\frac{2 \pi}{B}, \widetilde{\sigma}=2 \pi \sigma, \widetilde{\delta}=0, \widetilde{\epsilon}=(1-\alpha) \frac{2 \pi}{2 B}, A=2 \pi \frac{1}{B \eta}$, $\Delta f=|f-b|$.

By lower bound of Corollary 11.4.4, we have

$$
\operatorname{Pr}\left[\left|o_{\sigma, b}(f)\right| \leq(1-\alpha) \frac{2 \pi}{2 B}\right] \geq(1-\alpha)-(1-\alpha) \cdot \frac{\eta}{|f-b|}
$$

Since $\alpha \cdot \frac{\eta}{|f-b|}>0$, then

$$
\operatorname{Pr}\left[\left|o_{\sigma, b}(f)\right| \leq(1-\alpha) \frac{2 \pi}{2 B}\right] \geq(1-\alpha)-\frac{\eta}{|f-b|}
$$

Recall that we sample $\sigma$ uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$ and sample $b$ uniformly at random from $\left[0, \frac{[F / \eta\rceil}{B \sigma}\right]$. Since $f \in[-F, F]$ and $b$ is uniformly chosen from range $\left(0, \frac{[F / \eta\rceil}{B \sigma}\right]$, thus for any $C>0, \underset{b}{\operatorname{Pr}}[|f-b| \leq C \eta] \lesssim \frac{C \eta}{F}$. Replacing $C$ by $1 / \alpha$, we have $\operatorname{Pr}\left[\frac{\eta}{|f-b|} \leq \alpha\right] \geq$ $1-\Theta\left(\frac{\eta}{\alpha F}\right)$. Compared to $\frac{\eta}{F}, \alpha$ is just a constant. Thus, we finish the proof.

### 11.5 Proofs of basic hashing-related lemmas

Lemma 11.3.1. Let $(v, f)$ and $\left(v^{\prime}, f^{\prime}\right)$ denote any two tones, i.e., (magnitude, frequency) pairs. Then for

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right)^{2}:=\frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t \mathrm{i}}-v^{\prime} e^{2 \pi f^{\prime} t i}\right|^{2} \mathrm{~d} t
$$

we have

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right)^{2} \approx\left(|v|^{2}+\left|v^{\prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f-f^{\prime}\right|^{2}\right)+\left|v-v^{\prime}\right|^{2}
$$

and

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right) \bar{\sim}|v| \cdot \min \left(1, T\left|f-f^{\prime}\right|\right)+\left|v-v^{\prime}\right| .
$$

Proof. Define $\nu=\left|f-f^{\prime}\right|$. First, let's show the first upper bound. We have that

$$
\begin{aligned}
\text { LHS } & =\frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t i}-v^{\prime} e^{2 \pi f^{\prime} t \mathrm{i}}\right|^{2} \mathrm{~d} t \\
& \leq 2 \cdot \frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t \mathrm{i}}-v e^{2 \pi f^{\prime} t \mathrm{t}}\right|^{2}+\left|v e^{2 \pi f^{\prime} t \mathrm{i}}-v^{\prime} e^{2 \pi f^{\prime} t \mathrm{i}}\right|^{2} \mathrm{~d} t \\
& =2|v|^{2} \cdot \frac{1}{T} \int_{0}^{T}\left|e^{2 \pi \nu t \mathrm{i}}-1\right|^{2} \mathrm{~d} t+2\left|v-v^{\prime}\right|^{2} \\
& \leq 2|v|^{2} \cdot \frac{1}{T} \int_{0}^{T} \min (2,2 \pi \nu t)^{2} \mathrm{~d} t+2\left|v-v^{\prime}\right|^{2} \\
& \leq 2|v|^{2} \cdot \min \left(4, \frac{4 \pi^{2}}{3} \nu^{2} T^{2}\right)+2\left|v-v^{\prime}\right|^{2},
\end{aligned}
$$

as desired.
Now consider the lower bound. First we show this in the setting where $|v|=\left|v^{\prime}\right|$.

Suppose $v^{\prime}=v e^{-\theta \mathbf{i}}$. Then we want to bound

$$
\begin{aligned}
\mathrm{LHS} & =\frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t \mathbf{i}}-v e^{\left(2 \pi f^{\prime} t-\theta\right) \mathbf{i}}\right|^{2} \mathrm{~d} t \\
& =|v|^{2} \frac{1}{T} \int_{0}^{T}\left|e^{(2 \pi \nu t+\theta) \mathbf{i}}-1\right|^{2} \mathrm{~d} t,
\end{aligned}
$$

as being at least $\Omega\left(|v|^{2}\left(\min \left(1, \nu^{2} T^{2}\right)+\theta^{2}\right)\right)$. In the case that $\nu T<1 / 10$, then

$$
\left|e^{(2 \pi \nu t+\theta) \mathbf{i}}-1\right| \gtrsim|2 \pi \nu t+\theta|,
$$

and

$$
\underset{t}{\mathbb{E}}\left[(2 \pi \nu t+\theta)^{2}\right] \geq\left(\theta-\frac{2 \pi \nu T}{2}\right)^{2}+\mathbb{E}\left[(2 \pi \nu(t-T / 2))^{2}\right] \gtrsim \nu^{2} T^{2}+\left(\theta-\frac{2 \pi \nu T}{2}\right)^{2} \gtrsim \nu^{2} T^{2}+\theta^{2}
$$

On the other hand, if $\nu T>1 / 10$, then $2 \pi \nu t-\theta$ is $\Omega(1)$ for at least a constant fraction of the $t$, giving that

$$
\left|e^{(2 \pi \nu t+\theta) \mathbf{i}}-1\right| \gtrsim 1
$$

Hence the lower bound holds whenever $|v|=\left|v^{\prime}\right|$.
Finally, consider the lower bound for $|v| \neq\left|v^{\prime}\right|$. Without loss of generality assume $\left|v^{\prime}\right| \geq|v|$, and define $v^{*}=\frac{|v|}{\left|v^{\prime}\right|} v^{\prime \prime}$. For any two angles $\theta, \theta^{\prime}$ we have that

$$
\left|v e^{\theta \mathbf{i}}-v^{\prime} e^{\theta^{\prime} \mathbf{i}}\right|^{2} \geq\left|v e^{\theta \mathbf{i}}-v^{*} e^{\theta^{\prime} \mathbf{i}}\right|^{2}+\left|v^{*}-v^{\prime}\right|^{2}
$$

because the angle $\angle v v^{*} v^{\prime}$ is obtuse. Therefore

$$
\begin{aligned}
\text { LHS } & \geq \frac{1}{T} \int_{0}^{T}\left|v e^{2 \pi f t \mathbf{i}}-v^{*} e^{2 \pi f^{\prime} \mathbf{t}}\right|^{2}+\left|v^{*}-v^{\prime}\right|^{2} \mathrm{~d} t \\
& \gtrsim|v|^{2} \min \left(1, \nu^{2} T^{2}\right)+\left|v-v^{*}\right|^{2}+\left|v^{*}-v^{\prime}\right|^{2} \\
& \gtrsim|v|^{2} \min \left(1, \nu^{2} T^{2}\right)+\left|v-v^{\prime}\right|^{2} .
\end{aligned}
$$

Now, if $\left|v^{\prime}\right|^{2} \leq 2|v|^{2}$, this gives the desired bound. But otherwise, it also gives the desired bound because $\left|v-v^{\prime}\right|^{2} \gtrsim\left|v^{\prime}\right|^{2}$. So we get the bound in all settings.

The second equation follows from the first, using that $(a+b)^{2} \sim a^{2}+b^{2}$ for positive $a, b$ to show

$$
\operatorname{dist}\left((v, f),\left(v^{\prime}, f^{\prime}\right)\right) \approx\left(|v|+\left|v^{\prime}\right|\right) \cdot \min \left(1, T\left|f-f^{\prime}\right|\right)+\left|v-v^{\prime}\right|
$$

We can then replace $|v|+\left|v^{\prime}\right|$ with $|v|$ because either they are equivalent up to constants or $\left|v-v^{\prime}\right|$ is within a constant factor of $|v|+\left|v^{\prime}\right|$.

Lemma 11.3.3. If $x^{*}(t)=0, \forall t \in[0, T]$, then

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|\widehat{u}_{j}\right|^{2}\right] \lesssim \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

Proof. Since $\widehat{u}_{j}=\operatorname{FFT}\left(u_{j}\right)$, then $\sum_{j=1}^{B}\left|\widehat{u}_{j}\right|^{2}=B \sum_{j=1}^{B}\left|u_{j}\right|^{2}$. Recall that $\left(P_{\sigma, a, b} x\right)(t)=$ $x(\sigma(t-a)) e^{2 \pi \sigma b t \mathbf{i}}, u_{j}=\sum_{i=1}^{\log (k / \delta)} y_{j+B i}$ and $y_{j}=G_{j} \cdot\left(P_{\sigma, a, b} g\right)_{j}=G_{j} \cdot g(\sigma(j-a)) e^{2 \pi \mathbf{i} \sigma b j}$. Then

$$
\begin{aligned}
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|u_{j}\right|^{2}\right] & =\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|\sum_{i=1}^{\log (k / \delta)} y_{j+B i}\right|^{2}\right] \\
& =\underset{\sigma, a}{\mathbb{E}}\left[\sum_{j=1}^{B} \underset{b}{\mathbb{E}}\left[\left.\sum_{i=1}^{\log (k / \delta)} y_{j+B i}\right|^{2}\right]\right. \\
& =\underset{\sigma, a}{\mathbb{E}}\left[\sum_{j=1}^{B} \underset{b}{\mathbb{E}}\left[\left(\sum_{i=1}^{\log (k / \delta)} y_{j+B i}\right)\left(\sum_{i^{\prime}=1}^{\log (k / \delta)} \overline{y_{j+B i^{\prime}}}\right)\right]\right] \\
& =\underset{\sigma, a}{\mathbb{E}}\left[\sum_{j=1}^{B} \underset{b}{\mathbb{E}}\left[\sum_{i=1}^{\log (k / \delta)} y_{j+B i} \overline{y_{j+B i}}+\sum_{i \neq i^{\prime}}^{\log (k / \delta)} y_{j+B i} \overline{y_{j+B i^{\prime}}}\right]\right] .
\end{aligned}
$$

For any $(i, j) \in[\log (k / \delta)] \times[B]$, let $S_{i, j}=G_{j+B i} g(\sigma(j+B i-a))=y_{j+B i} e^{-2 \pi \mathrm{i} \sigma b(j+B i)}$, then

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|u_{j}\right|^{2}\right]=\underset{\sigma, a}{\mathbb{E}}[\sum_{j=1}^{B} \underset{b}{\mathbb{E}}[\underbrace{\sum_{i=1}^{\log (k / \delta)}\left|S_{i, j}\right|^{2}}_{C_{1}}+\underbrace{\sum_{i \neq i^{\prime}}^{\log (k / \delta)} S_{i, j} \overline{S_{i^{\prime}, j}} e^{2 \pi \mathbf{i} \sigma b B\left(i-i^{\prime}\right)}}_{C_{2}}]] .
$$

Consider the expectation of $C_{2}$ :

$$
\begin{array}{rlr}
\underset{b}{\mathbb{E}}\left[C_{2}\right] & =\underset{b}{\mathbb{E}}\left[\sum_{i \neq i^{\prime}}^{\log (k / \delta)} S_{i, j} \overline{S_{i^{\prime}, j}} e^{2 \pi \mathbf{i} \sigma b B\left(i-i^{\prime}\right)}\right] \\
& =\sum_{i \neq i^{\prime}}^{\log (k / \delta)} S_{i, j} \overline{S_{i^{\prime}, j}} \frac{\mathbb{E}}{b}\left[e^{2 \pi \mathbf{i} \sigma b B\left(i-i^{\prime}\right)}\right] & \\
& =0 & \text { by Definition 11.4.8 }
\end{array}
$$

Note that term $C_{1}$ is independent of $b$ which means $\underset{b}{\mathbb{E}} C_{1}=C_{1}$. Thus, we can remove the expectation over $b$. Then,

$$
\begin{aligned}
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{j=1}^{B}\left|u_{j}\right|^{2}\right] & =\underset{\sigma, a}{\mathbb{E}}\left[\sum_{j=1}^{B} \sum_{i=1}^{\log (k / \delta)}\left|G_{j+B i}\right|^{2} \cdot|g(\sigma(j+B i-a))|^{2}\right] \\
& =\underset{\sigma, a}{\mathbb{E}}\left[\sum_{i=1}^{B \log (k / \delta)}\left|G_{i}\right|^{2} \cdot|g(\sigma(i-a))|^{2}\right]
\end{aligned}
$$

Now, the idea is to replace the expectation term $\mathbb{E}_{a}$ by an integral term $\int_{a \in A}(*) \mathrm{d} a$. Then, replace it by another integral term $\int_{0}^{T}(\star) \mathrm{d} t$. Let $A$ denote a set of intervals that we will sample $a$ from. It is easy to verify that $|A| \lesssim T / \sigma$, since $(\sigma(i-a))$ is sampled from $[0, T]$. If we choose $T$ to be a constant factor larger than $\sigma|\operatorname{supp}(G)|$, then we also have $|A| \gtrsim T / \sigma$.

$$
\begin{aligned}
\underset{\sigma}{\mathbb{E}}\left[\underset{a}{\mathbb{E}}\left[\sum_{i=1}^{B \log (k / \delta)}\left|G_{i}\right|^{2} \cdot|g(\sigma(i-a))|^{2}\right]\right] & =\underset{\sigma}{\mathbb{E}}\left[\frac{1}{|A|} \int_{a \in A} \sum_{i=1}^{B \log (k / \delta)}\left|G_{i}\right|^{2} \cdot|g(\sigma(i-a))|^{2} \mathrm{~d} a\right] \\
& =\underset{\sigma}{\mathbb{E}}\left[\sum_{i=1}^{B \log (k / \delta)}\left|G_{i}\right|^{2} \cdot \frac{1}{|A|} \int_{a \in A}|g(\sigma(i-a))|^{2} \mathrm{~d} a\right] \\
& =\underset{\sigma}{\mathbb{E}}\left[\sum_{i=1}^{B \log (k / \delta)}\left|G_{i}\right|^{2} \cdot \frac{1}{\sigma|A|} \int_{a \in A}|g(\sigma(i-a))|^{2} \mathrm{~d} \sigma a\right] \\
& \lesssim \underset{\sigma}{\mathbb{E}}\left[\|G\|_{2}^{2} \cdot \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t\right] .
\end{aligned}
$$

By Claim 11.4.2, we know that $\|G\|_{2}^{2} \approx \frac{1}{B}$. Combining $\sum_{j=1}^{B}\left|\widehat{u}_{j}\right|^{2}=B \sum_{j=1}^{B}\left|u_{j}\right|^{2}$ and $\|G\|_{2}^{2} \approx \frac{1}{B}$ gives the desired result.

Lemma 11.3.4. If $g(t)=0, \forall t \in[0, T]$. Let $H$ denote a set of frequencies, $H=\{f \in$ $\operatorname{supp}\left(\widehat{x}^{*}\right) \mid$ neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ holds $\}$. Then,

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{f \in H}\left|\widehat{u}_{h_{\sigma, b}(f)}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right] \leq \delta\left\|\widehat{x^{*}}\right\|_{1}^{2}
$$

Proof. For simplicity, let $G=G_{B, \delta, \alpha}$ and $\widehat{G^{\prime}}=\widehat{G^{\prime}}{ }_{B, \delta, \alpha}$. we have

$$
\begin{aligned}
\widehat{y} & =G \widehat{G \cdot \widehat{P_{\sigma, a, b}} x} \\
& =\widehat{G} * \widehat{P_{\sigma, a, b} x} \\
& =\widehat{G^{\prime}} * \widehat{P_{\sigma, a, b} x}+\left(\widehat{G}-\widehat{G^{\prime}}\right) * \widehat{P_{\sigma, a, b} x}
\end{aligned}
$$

The $\ell_{\infty}$ norm of second term can be bounded :

$$
\left\|\left(\widehat{G}-\widehat{G^{\prime}}\right) * \widehat{P_{\sigma, a, b} x}\right\|_{\infty} \leq\left\|\widehat{G}-\widehat{G^{\prime}}\right\|_{\infty}\left\|\widehat{P_{\sigma, a, b} x}\right\|_{1} \leq \sqrt{\delta / k}\left\|\widehat{x^{*}}\right\|_{1}
$$

Thus, consider the $j$ th term of $\widehat{u}$,

$$
\begin{aligned}
\widehat{u}_{j} & =\widehat{y}_{j F / B} \\
& =\sum_{|l|<F /(2 B)} \widehat{G^{\prime}}{ }_{-l}\left(\widehat{P_{\sigma, a, b} x}\right)_{j F / B+l} \pm \sqrt{\delta / k}\left\|\widehat{x^{*}}\right\|_{1} \\
& =\sum_{\left|\pi_{\sigma, b}(f)-j F / B\right|<F /(2 B)} \widehat{G_{j}^{\prime}}{ }_{j F / B-\pi_{\sigma, b}(f)} \widehat{P_{\sigma, a, b} x} \pi_{\pi_{\sigma, b}(f)} \pm \sqrt{\delta / k}\left\|\widehat{x^{*}}\right\|_{1} \\
& =\sum_{h_{\sigma, b}(f)=j} \widehat{G^{\prime}}{ }_{-o_{\sigma, b}(f)} \widehat{x^{*}}(f) e^{2 \pi f \sigma a \mathbf{i}} \pm \sqrt{\delta / k}\left\|\widehat{x^{*}}\right\|_{1} .
\end{aligned}
$$

If neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ happens, then we know that frequency $f$ is the only heavy hitter hashed into bin $j$ and $\widehat{G^{\prime}}-o_{\sigma, b}(f)=1$ for frequency $f$. Thus,

$$
\underset{\sigma, a, b}{\mathbb{E}}\left[\left|\widehat{u}_{h_{\sigma, b}(f)}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right] \leq \delta / k\left\|\widehat{x^{*}}\right\|_{1}^{2} .
$$

Since the above equation holds for all $f \in H$, we get

$$
\sum_{f \in H} \underset{\sigma, a, b}{\mathbb{E}}\left[\left|\widehat{u}_{h_{\sigma, b}(f)}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right] \leq k \delta / k\left\|\widehat{x^{*}}\right\|_{1}^{2}=\delta\left\|\widehat{x^{*}}\right\|_{1}^{2}
$$

### 11.6 Proofs for one stage of recovery

Binary search of one-sparse algorithm We first explain a simple, clean, but not optimal one-sparse algorithm, then we try to optimize the algorithm step by step. Let "heavy" frequency $f \in[-F, F]$, we can split the frequency interval into two regions: left region $[-F, 0)$ and right region $[0, F]$. We can observe $\theta \equiv 2 \pi \beta f(\bmod 2 \pi)$ by checking the phase difference between using $P_{1, a, b}$ and $P_{1, a+\beta, b}$, where $\beta$ is uniformly at random sampled from some suitable range $[\widehat{\beta}, 2 \widehat{\beta}]$. For each observation $\theta$, we can guess $m$ different possibilities for $f$, say $\theta_{1}, \theta_{2}, \cdots, \theta_{m}$, if $\theta_{i}$ belong to the left region, we add a vote to that, otherwise we add a vote to the right region. After taking enough samples, we choose the region that has the largest vote. This decision will let us narrow down the searching range of the true frequency by half with some good probability. Suppose we decide to choose the right region $[0, F]$, then we can just repeat the above binary search over $[0, F]$ again to get into a region that has size $F / 2$. Repeating it $D$ times, we can learn the frequency with a region that has size at most $2 F / 2^{D}$. But the binary search is not the best approach, actually, we can do much better with using $t$-ary search.
$k$-sparse To locate those $k$ heavy signals in the frequency domain, we need to consider the "bins" computed by HashToBins with $P_{\sigma, a, b}$. One of the main difference from previous work [HIKP12a] is, instead of permuting the discrete coordinates according to $P_{\sigma, a, b}$ and partitioning the coordinates into $B=O(k)$ bins, we permute the continuous frequency domain and partition the frequency domain into $B=O(k)$ bins. With a large constant probability, we can obtain for each heavy signal $f$ that neither $E_{\text {coll }}$ nor $E_{\text {off }}$ happens. After splitting those $k$ frequencies into different bins, then we can run the one-sparse algorithm
for all the bins simultaneously.
$t$-ary search To argue the final succeed probability of our algorithm, we need to take the union bound for each array/region in each round and also take the union bound over each round. There are several benefits of changing binary search to $t$-ary search, (1) to reach the same accuracy, the number of rounds $D$ for $t$-ary search is smaller than the number of rounds for binary search; (2) our searching procedure is a "noisy" searching problem, for the noiseless version of the searching problem, we do not need to take care of the union bound argument. Having a parameter for the number of arrays/regions is important to optimize the entire procedure.

Recall the traditional binary search problem(noiseless version), given a list of sorted numbers $a[1,2 \cdots, n]$ in increasing order. We want to determine if some number $x$ belongs to $a[1,2, \cdots, n]$. When we compare some $a[i]$ with $x$, we will know the true answer.

But the noisy binary search problem is slightly harder. $a[1,2, \cdots, n]$ is still a list of sorted numbers in increasing order, we want to determine if some number $x$ belongs to $a[1,2, \cdots, n]$. But when we compare the $a[i]$ with $x$, we will know the true answer with $9 / 10$ probability, and get the false answer with $1 / 10$ probability. In this case, we can not finish the task by following the procedure of traditional binary search algorithm, e.g. making the decision by just comparing $a[i]$ with $x$ once. The reason is after taking the union bound of $\log n$ rounds, the failure probability can be arbitrarily large. One idea to fix this issue is independently comparing $a[i]$ with $x$ multiple times, e.g. $\log \log n$ times. Then we can amplify the succeed probability of each round from $9 / 10$ to $1-\frac{1}{\operatorname{poly}(\log n)}$, after taking the union bound over $\log n$ rounds, we still have $1-\frac{1}{\operatorname{poly}(\log n)}$ succeed probability.

Our problem is still more complicated than the above noisy binary search problem. In each round of algorithm LOCATEINNER, we do a $t$-array search by splitting the candidate frequency region( that has length $\Delta l$ ) into $t$ consecutive regions, $Q_{1}, Q_{2}, \cdots, Q_{t}$, each of them has the equal size $\frac{\Delta l}{t}$. By using the hash values of $P_{\sigma, a, b}$ and $P_{\sigma, a+\beta, b}$ (Line 26-27 in Algorithm 11.2), we can have an observation over $[0,2 \pi)$. For each such observation over $[0,2 \pi)$, it was in fact scaled by $2 \pi \sigma \beta$ and rounded over $[0,2 \pi)$. Thus the corresponding frequency location of this observation might belong to $m=\Theta(\sigma \beta \Delta l)$ different possible regions. Since we do not know which one, we just add a vote to all of the possible regions. To understand $t$-ary search, let's consider this example. Suppose we split the frequency into 20 regions, the true frequency belongs to region 9 and each observation is correct with probability $4 / 5$. For each observation, we will add a vote to a batch of roughly evenly spaced regions.

1. For the observation 1 , we add a vote to region $1,5,9,13,17$.
2. For the observation 2, we add a vote to region 3, 9, 15 .
3. For the observation 3, we add a vote to region 2, 9, 16 .
4. For the observation 4 , we add a vote to region $4,9,14,19$.
5. For the observation 5, we add a vote to region 2, 6, 10, 14, 20.
where the first four observations are the correct observations and the last one is wrong. Then the true region will have more than half of the $R_{l o c}=5$ votes with some good probability.

Details of adding vote In previous description, to let people have a better understanding of $t$-ary search, we simplify the step of adding vote. In fact, adding a vote to each of the $m$
candidate region is not enough. The right thing to do is, not only adding a vote to those $m$ regions, but also adding a vote to a constant number $c_{n}$ of neighbors of each possible region (e.g. two neighbors nearby that region, line 33 in Algorithm 11.2). The reason for doing this is, if the frequency $f$ is located very close to the boundary of two regions, then neither of them will get more than $R_{\text {loc }} / 2$ votes. After we already have $R_{\text {loc }}$ independent observations, we just choose any region that contains more than $R_{\text {loc }} / 2$ votes and enlarge it by the same constant factor $c_{n}$ to be the next candidate frequency region for $t$-array search, and plugging the new parameters into algorithm LOCATEINNER and running it again.

The slightly different last round Recall that, in the previous description of each round of $t$-ary search, we're able to decrease the searching range of frequency geometrically. To achieve this progress, we have to increase the sample duration of $\beta$ is geometrically. At some point, the sample duration will reach $T$. Suppose the sample duration of $\beta$ is geometrically increasing during the first $D-1$ rounds (Line 13-15 in Algorithm 11.2) and it becomes $T$ after $D-1$ rounds. If we want to use the same duration $T$ to perform one more round again, can we get some benefit for learning the frequency by doing some tricks? (1) Suppose in all the first $D-1$ rounds, we use $R_{l o c}(D-1)$ samples. Then we can use $R_{l o c}(D-1)$ for the last round, since it does not increase the sample complexity. This way allows us to learn frequency within $\frac{1}{C T}$. But can we do better than that? (2) Using more samples is a nice observation, another right thing to do is changing the algorithm from reporting region to reporting frequency. In the previous $D-1$ rounds, as the description of $t$-ary search, we just report the region that has more than $R_{\text {loc }} / 2$ votes. But, we can take the median over all the values that were assigned to any region that has votes more than $R_{\text {loc }} / 2$. This way
can actually allow us to learn frequency location more accurately ( $\sim \frac{1}{\rho T}$ ) without increasing the resolution for $\beta$ ! Another question people might ask is, if we take median in the last round, why not just do it in every round? The answer is, in the first $D-1$ rounds, our goal is just narrowing down the search range of frequency location and we do not need to report a frequency location. Another reason is reporting a candidate region needs less samples and has higher succeed probability, but taking the median is more expensive than reporting a candidate region. We cannot pay for taking the median in every round.

To prove main Lemma 11.3.6 for one stage recovery, we introduce Lemma 11.6.1. Before explaining the proof, we give some definitions. Consider a frequency $f$, and define $j=h_{\sigma, b}(f)$ to be the bin that frequency $f$ was hashed into. Define $\theta=f-b(\bmod F)$. Define

$$
\widehat{u}=\operatorname{HashToBins}\left(x, P_{\sigma, \gamma, b}, B, \delta, \alpha\right) \quad \text { and } \quad \widehat{u}^{\prime}=\operatorname{HashToBins}\left(x, P_{\sigma, \gamma+\beta, b}, B, \delta, \alpha\right) .
$$

Note that "bin" and "region" are representing different things in this paper. "bin" is related to hash function $h_{\sigma, b}(f)$. "region" is only used in the algorithm of one stage recovery in this section. Define "true" region to be the region that contains frequency $f$. Define "wrong" region to be the region that is not within a constant number $c_{n}$ of neighbors of the "true" region. Part (I) of Lemma 11.6.1 shows that for each observation generated by a batch of samples drawn from time domain, the counter $v_{j, q^{\prime}}$ corresponding to the true region will increase by one, with some "good" probability. On the other side, Part (II) of Lemma 11.6.1 shows that the counter $v_{j, q}$ corresponding to wrong region will not increase by one, with some "good" probability. Note that, [HIKP12a] proved the case when $c_{n}=6$ under discrete setting, we translate it into continuous setting, here.

Lemma 11.6.1. Given $\sigma$ and b. Assume $f \in \operatorname{region}\left(j, q^{\prime}\right)$ and $\underset{\gamma}{\mathbb{E}}\left[\left|\widehat{u}_{j}-e^{2 \pi \gamma \sigma \theta \mathrm{i}} \widehat{x}(\theta)\right|^{2}\right] \leq$ $\frac{1}{\rho^{2}}|\widehat{x}(\theta)|^{2}$. $\forall 0<s<1$, for each two samples $(\gamma, 0)$ and $(\gamma, \beta)$, where $\gamma$ is sampled from $\left[\frac{1}{2}, 1\right]$ uniformly at random and $\beta$ is sampled from $\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$ uniformly at random, we have
(I) for the $q^{\prime}$, with probability at least $1-\left(\frac{2}{\rho s}\right)^{2}, v_{j, q^{\prime}}$ will increase by one.
(II) for any $q$ such that $\left|q-q^{\prime}\right|>3$, with probability at least $1-15 s$, $v_{j, q}$ will not increase.

Proof. Part (I) of Lemma 11.6.1. We have,

$$
\underset{\gamma}{\mathbb{E}}\left[\left|\widehat{u}_{j}-e^{2 \pi \gamma \sigma \theta \mathrm{i}} \widehat{x}(\theta)\right|^{2}\right] \leq \frac{1}{\rho^{2}}|\widehat{x}(\theta)|^{2}
$$

By Chebyshev's Inequality, we have $\forall g>0$, with probability $1-g$ we have

$$
\begin{aligned}
\left|\widehat{u}_{j}-e^{2 \pi \gamma \sigma \theta} \widehat{x}(\theta)\right| & \leq \frac{1}{\rho} \sqrt{\frac{1}{g}}|\widehat{x}(\theta)| \\
\left\|\phi\left(\widehat{u}_{j}\right)-(\phi(\widehat{x}(\theta))-2 \pi \gamma \sigma \theta)\right\|_{\circ} & \leq \sin ^{-1}\left(\frac{1}{\rho} \sqrt{\frac{1}{g}}\right)
\end{aligned}
$$

where $\|x-y\|_{\bigcirc}=\min _{z \in \mathbb{Z}}|x-y+2 \pi z|$ denote the "circular distance" between $x$ and $y$. Similarly, replacing $\gamma$ by $\gamma+\beta$, with probability $1-g$, we also have that

$$
\left\|\phi\left(\widehat{u}_{j}^{\prime}\right)-(\phi(\widehat{x}(\theta))-2 \pi(\gamma+\beta) \sigma \theta)\right\|_{\circ} \leq \sin ^{-1}\left(\frac{1}{\rho} \sqrt{\frac{1}{g}}\right)
$$

Define $c_{j}=\phi\left(\widehat{u}_{j} / \widehat{u}_{j}^{\prime}\right)$. Combining the above two results, with probability $1-2 g$ we have

$$
\begin{aligned}
\left\|c_{j}-2 \pi \beta \sigma \theta\right\|_{\bigcirc} & =\left\|\phi\left(\widehat{u}_{j}\right)-\phi\left(\widehat{u}_{j}^{\prime}\right)-2 \pi \beta \sigma \theta\right\|_{\bigcirc} \\
& \left.\left.=\|\left(\phi\left(\widehat{u}_{j}\right)-(\phi(\widehat{x}(\theta))-2 \pi \gamma \sigma \theta)\right)\right)-\left(\phi\left(\widehat{u}_{j}^{\prime}\right)-(\phi(\widehat{x}(\theta))-2 \pi(\gamma+\beta) \sigma \theta)\right)\right) \|_{\bigcirc} \\
& \leq\left\|\phi\left(\widehat{u}_{j}\right)-(\phi(\widehat{x}(\theta))-2 \pi \gamma \sigma \theta)\right\|_{\bigcirc}+\left\|\phi\left(\widehat{u}_{j}^{\prime}\right)-(\phi(\widehat{x}(\theta))-2 \pi(\gamma+\beta) \sigma \theta)\right\|_{\bigcirc} \\
& \leq 2 \sin ^{-1}\left(\frac{1}{\rho} \sqrt{\frac{1}{g}}\right) .
\end{aligned}
$$

Here, we want to set $g=\left(\frac{4}{s \pi \rho}\right)^{2}$, thus, with probability at least $1-\left(\frac{2}{s \rho}\right)^{2}$

$$
\begin{equation*}
\left\|c_{j}-2 \pi \beta \sigma \theta\right\|_{\bigcirc}<s \pi / 2 \tag{11.14}
\end{equation*}
$$

The above equation shows that $c_{j}$ is a good estimate for $2 \pi \beta \sigma \theta$ with good probability. We will now show that this means the true region $Q_{q^{\prime}}$ gets a vote with large probability.

For each $q^{\prime}$ with $f \in\left[l_{j}-\frac{\Delta l}{2}+\frac{q^{\prime}-1}{t} \Delta l, l_{j}-\frac{\Delta l}{2}+\frac{q^{\prime}}{t} \Delta l\right] \subset[-F, F]$, we have that $m_{j, q^{\prime}}=l_{j}-\frac{\Delta l}{2}+\frac{q^{\prime}-0.5}{t} \Delta l$ and $\theta_{j, q^{\prime}}=m_{j, q^{\prime}}-b(\bmod F)$ satisfies

$$
\left|f-m_{j, q^{\prime}}\right| \leq \frac{\Delta l}{2 t} \text { and }\left|\theta-\theta_{j, q^{\prime}}\right| \leq \frac{\Delta l}{2 t}
$$

Since we sample $\beta$ uniformly at random from $\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$, then $\beta \leq \frac{s t}{2 \sigma \Delta l}$, which implies that $2 \pi \beta \sigma \frac{\Delta l}{2 t} \leq \frac{s \pi}{2}$. Thus, we can show the observation $c_{j}$ is close to the true region in the following sense,

$$
\begin{aligned}
& \left\|c_{j}-2 \pi \beta \sigma \theta_{j, q^{\prime}}\right\|_{\bigcirc} \\
\leq & \left\|c_{j}-2 \pi \beta \sigma \theta\right\|_{\bigcirc}+\left\|2 \pi \beta \sigma \theta-2 \pi \beta \sigma \theta_{j, q^{\prime}}\right\|_{\bigcirc} \text { by triangle inequality } \\
< & \frac{s \pi}{2}+2 \pi\left\|\beta \sigma \theta-\beta \sigma \theta_{j, q^{\prime}}\right\|_{\bigcirc} \text { by Equation (11.14) } \\
\leq & \frac{s \pi}{2}+2 \pi \beta \sigma \frac{\Delta l}{2 t} \\
= & \frac{s \pi}{2}+\frac{s \pi}{2} \\
\leq & s \pi
\end{aligned}
$$

Thus, $v_{j, q^{\prime}}$ will increase in each round with probability at least $1-\left(\frac{2}{\rho s}\right)^{2}$.

Proof. Part (II) of Lemma 11.6.1.
Consider $q$ with $\left|q-q^{\prime}\right|>3$. Then $\left|f-m_{j, q}\right| \geq \frac{7 \Delta l}{2 t}$, and (assuming $\beta \geq \frac{s t}{4 \sigma \Delta l}$ ) we have

$$
\begin{equation*}
2 \pi \beta \sigma\left|f-m_{j, q}\right| \geq 2 \pi \frac{s t}{4 \sigma \Delta l} \sigma\left|f-m_{j, q}\right|=\frac{s \pi t}{2 \Delta l}\left|f-m_{j, q}\right| \geq \frac{7 s \pi}{4}>\frac{3 s \pi}{2} \tag{11.15}
\end{equation*}
$$

There are two cases: $\left|f-m_{j, q}\right| \leq \frac{\Delta l}{s t}$ and $\left|f-m_{j, q}\right|>\frac{\Delta l}{s t}$.
First, if $\left|f-m_{j, q}\right| \leq \frac{\Delta l}{s t}$. In this case, from the definition of $\beta$ it follows that

$$
\begin{equation*}
2 \pi \beta \sigma\left|f-m_{j, q}\right| \leq \frac{s \pi t}{\sigma \Delta l} \sigma\left|f-m_{j, q}\right| \leq \pi \tag{11.16}
\end{equation*}
$$

Combining equations (11.15) and (11.16) implies that

$$
\operatorname{Pr}\left[2 \pi \beta \sigma\left(f-m_{j, q}\right) \quad \bmod 2 \pi \in\left[-\frac{3 s}{4} 2 \pi, \frac{3 s}{4} 2 \pi\right]\right]=0 .
$$

Second, if $\left|f-m_{j, q}\right|>\frac{\Delta l}{s t}$. We show this claim is true: $\operatorname{Pr}\left[2 \pi \beta \sigma\left(f-m_{j, q}\right)(\bmod 2 \pi) \in\right.$ $\left.\left[-\frac{3 s}{4} 2 \pi, \frac{3 s}{4} 2 \pi\right]\right] \lesssim s$. To prove it, we apply Corollary 11.4 . by setting $\widetilde{T}=2 \pi, \widetilde{\sigma}=2 \pi \sigma \beta$, $\widetilde{\delta}=0, \widetilde{\epsilon}=\frac{3 s}{4} 2 \pi, A=2 \pi \sigma \widehat{\beta}, \Delta f=\left|f-m_{j, q}\right|$. By upper bound of Corollary 11.4.4, the probability is at most

$$
\frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A \Delta f}=\frac{3 s}{2}+\frac{3 s}{\sigma \widehat{\beta} \Delta f} \leq \frac{3 s}{2}+\frac{3 s}{\sigma \frac{s t}{4 \sigma \Delta l} \frac{\Delta l}{s t}}<15 s
$$

Then in either case, with probability at least $1-15 \mathrm{~s}$, we have

$$
\left\|2 \pi \beta \sigma m_{j, q}-2 \pi \beta \sigma f\right\|_{\bigcirc}>\frac{3 s}{4} 2 \pi .
$$

which implies that $v_{j, q}$ will not increase.

Lemma 11.3.6. Given $\sigma$ and $b$, consider any frequency $f$ for which neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ holds, and let $j=h_{\sigma, b}(f)$. Let $\mu^{2}(f)=\mathbb{E}_{a}\left[\left|\widehat{u_{j}}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f i}\right|^{2}\right]$ and $\rho^{2}=\left|\widehat{x^{*}}(f)\right|^{2} / \mu^{2}(f)$. For sufficiently large $\rho$, and $\forall 0<s<1, t \geq 4$, consider any run of LocateInner with $f \in\left[l_{j}-\frac{\Delta l}{2}, l_{j}+\frac{\Delta l}{2}\right]$. It takes $O\left(R_{l o c}\right)$ random $(\gamma, \beta) \in\left[\frac{1}{2}, 1\right] \times\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$ samples over duration $\beta \sigma=\Theta\left(\frac{s t}{\Delta l}\right)$, runs in $O\left(s t R_{l o c}\right)$ time, to learn $f$ within a region that has length $\Theta\left(\frac{\Delta l}{t}\right)$ with failure probability at most $\left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{\text {loc }} / 2}$.


Figure 11.2: For an arbitrary frequency interval $\left[l_{j}-\frac{\Delta l}{2}, l_{j}+\frac{\Delta l}{2}\right]$, we scale it by $2 \pi \sigma \beta$ to get a longer interval $\left[2 \pi \sigma \beta\left(l_{j}+\frac{\Delta l}{2}\right), 2 \pi \sigma \beta\left(l_{j}-\frac{\Delta l}{2}\right)\right]$. Then, we wrap the longer interval on a circle $[0,2 \pi)$. The number of folds after wrapping is $\lceil\sigma \beta \Delta l\rceil$. For any random sample, the observation $c_{j}$ is close to the true answer within $1 / \rho$ with some "good" probability.

Proof. Let $t$ denote the number of regions, and $\left[l_{j}-\frac{\Delta l}{2}, l_{j}+\frac{\Delta l}{2}\right]$ be the interval that contains frequency $f$. Let $Q_{q}$ denote a region that is $\left[l_{j}-\frac{\Delta l}{2}+(q-1) \frac{\Delta l}{t}, l_{j}-\frac{\Delta l}{2}+q \frac{\Delta l}{t}\right]$. Let $\theta=f-b$ $(\bmod F)$. Recall that we sample $\sigma$ uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$. Then we sample $\gamma$ uniformly at random from $\left[\frac{1}{2}, 1\right]$ and sample $\beta$ uniformly at random from $\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$. Define $c_{j}=\phi\left(\widehat{u}_{j} / \widehat{u}_{j}^{\prime}\right)$. Let $m$ denote the number of folds, which is equal to $\lceil\sigma \beta \Delta l\rceil$. Let $v_{j, q}$ denote the vote of region $(j, q)$.

We hope to show that in any round $r$, each observed $c_{j}$ is close to $2 \pi \sigma \beta \theta$ with good probability. On the other hand, for each observed $c_{j}$, we need to assign it to some regions and increase the vote of the corresponding region. The straightforward way is just checking all possible $t$ regions, which takes $O(t)$ time. In fact, there are only $\Theta(m)$ regions close enough to the observation $c_{j}$, where $m=\Theta\left(\frac{2 \pi \sigma \beta \Delta l}{2 \pi}\right)=\Theta(s t)$. The reason is $2 \pi \sigma \beta$ will scale
the original length $\Delta l$ interval to a new interval that has length $2 \pi \sigma \beta \Delta l$. This new interval can only wrap around circle $[0,2 \pi)$ at most $\lceil\sigma \beta \Delta l\rceil$ times. The running time is $O\left(s t R_{l o c}\right)$, since we take $R_{l o c}$ independent observations.

For each observed $c_{j}$ : Part (I) of Lemma 11.6 .1 says, we assign it to the true region with some good probability; Part (II) of Lemma 11.6.1 says, we do not assign it to the wrong region with some good probability. Thus taking $R_{l o c}$ independent $c_{j}$, we can analyze the failure probability of this algorithm based on these three cases.
(I) What's the probability of true fold fails?

$$
\begin{aligned}
& \operatorname{Pr}[\text { True fold fails }] \\
= & \operatorname{Pr}\left[\text { True region fails } \geq R_{l o c} / 2 \text { times }\right] \\
\leq & 2 \cdot\binom{R_{l o c}}{R_{l o c} / 2} \cdot(\operatorname{Pr}[\text { True region fails once }])^{R_{l o c} / 2} \\
\leq & 2 \cdot\binom{R_{l o c}}{R_{l o c} / 2} \cdot\left(\frac{2}{s \rho}\right)^{2 R_{l o c} / 2} \quad \text { by Lemma 11.6.1 } \\
\leq & \left(\frac{4}{s \rho}\right)^{R_{l o c}}
\end{aligned}
$$

(II) What if the region that is "near"(within $c_{n}$ neighbors) true region becomes true?

Any of those region gets a vote only if true region also gets a vote. Since our algorithm choosing any region that has more than $R_{\text {loc }} / 2$ votes and enlarging the region size by containing $c_{n}$ nearby neighbors of that chosen region, then the new larger region must contain the "real" true region.
(III) What if the region that is "far away"(not within $c_{n}$ neighbors) from true region becomes true?

By Part (II) of Lemma 11.6.1, the probability of one such wrong region gets a vote is at most 15 s . Thus, one of the wrong region gets more than $R_{\text {loc }} / 2$ votes is at most $(60 s)^{R_{\text {loc }} / 2}$. By taking the union bound over all $t$ regions, we have the probability of existing one wrong region getting more than $R_{l o c} / 2$ vote is at most $t \cdot(60 s)^{R_{l o c} / 2}$.

Thus, if we first find any region $Q_{q}$ that has more than $R_{\text {loc }} / 2$ votes, and report a slightly larger region $\left[l_{j}-\frac{\Delta l}{2}+(q-1) \frac{\Delta l}{t}-\frac{c_{n}}{2} \frac{\Delta l}{t}, l_{j}-\frac{\Delta l}{2}+q \frac{\Delta l}{t}+\frac{c_{n}}{2} \frac{\Delta l}{t}\right]$, it is very likely this large region contains the frequency $f$. Finally, the failure probability of this algorithm is at $\operatorname{most} \Theta\left(\left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}\right)$.

Lemma 11.6.2. Taking the median of values belong to any region getting at least $\frac{1}{2} R_{\text {loc }}$ votes, then we can learn frequency $f$ within $\Theta\left(\frac{\Delta l}{\rho s t}\right)$ with probability $1-\exp \left(-\Omega\left(R_{\text {loc }}\right)\right)$.

Proof. Let region $\left(j, q^{\prime}\right)$ be the region that getting at least $\frac{1}{2} R_{\text {loc }}$ votes. Let $R=\left|\operatorname{region}\left(j, q^{\prime}\right)\right|$ denote the number of observations/votes assigned to region $\left(j, q^{\prime}\right)$. Since this region getting at least $\frac{1}{2} R_{\text {loc }}$ votes, then $\frac{1}{2} R_{\text {loc }} \leq R \leq R_{\text {loc }}$. Using Equation (11.14) in Lemma 11.6.1, $\forall g>0$, we have

$$
\left\|c_{j}-2 \pi \beta \sigma \theta\right\|_{\bigcirc} \leq 2 \cdot \sin ^{-1}\left(\frac{1}{\rho} \sqrt{\frac{1}{g}}\right)
$$

holds with probability $1-2 g$. Choosing $g=\Theta(1)$, we have with constant success probability $p>\frac{1}{2}$,

$$
\left\|c_{j}-2 \pi \beta \sigma \theta\right\|_{\circ} \lesssim \frac{1}{\rho}
$$

holds.
Taking the median over all the observations that belong to region $\left(j, q^{\prime}\right)$ gives

$$
\begin{align*}
& \operatorname{Pr}\left[\left|\operatorname{median}_{r \in \operatorname{region}\left(j, q^{\prime}\right)} c_{j}^{r}-2 \pi \beta^{r} \sigma \theta\right| \gtrsim \frac{1}{\rho}\right] \\
& <\sum_{i=R / 2}^{R_{\text {loc }}}\binom{R_{\text {loc }}}{i}(1-p)^{i} p^{R_{\text {loc }}-i} \\
& =\sum_{i=R_{\text {loc }} / 2}^{R_{\text {loc }}}\binom{R_{\text {loc }}}{i}(1-p)^{i} p^{R_{\text {loc }}-i}+\sum_{i=R / 2}^{R_{\text {loc }} / 2}\binom{R_{\text {loc }}}{i}(1-p)^{i} p^{R_{\text {loc }}-i} \\
& <\sum_{i=R_{l o c} / 2}^{R_{l o c}}\binom{R_{l o c}}{R_{l o c} / 2}(1-p)^{i}+\sum_{i=R / 2}^{R_{l o c} / 2}\binom{R_{l o c}}{R_{l o c} / 2}(1-p)^{i} \\
& <2\binom{R_{\text {loc }}}{R_{\text {loc }} / 2}(1-p)^{R / 2} \\
& \leq 2(2 e)^{R_{\text {loc }} / 2}(1-p)^{R_{\text {loc }} / 4} \\
& \leq e^{-c R_{l o c}}, \tag{11.17}
\end{align*}
$$

where the the second inequality follows by $\binom{R}{i} \leq\binom{ R}{R / 2}$ and $p^{R_{\text {loc }}-i}<1$, $\forall i$; the fourth inequality follows by $\binom{n}{k} \leq(n e / k)^{k}$; the last inequality follows by choosing some $p$ such that $\frac{1}{2} \log _{2 e} \frac{1}{1-p}-1>2 c$ where $c>0$ is some constant. Equation (11.17) implies that

$$
\operatorname{Pr}\left(\left|\operatorname{median}_{r \in \operatorname{region}\left(j, q^{\prime}\right)} \theta^{r}-\theta\right|<\frac{1}{\rho 2 \pi \sigma \widehat{\beta}}\right)>1-\exp \left(-\Omega\left(R_{l o c}\right)\right),
$$

where $\forall r \in\left[R_{l o c}\right], \beta^{r}$ is sampled uniformly at random from $[\widehat{\beta}, 2 \widehat{\beta}]=\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right]$. Thus, we can learn $f$ within $\Theta\left(\frac{1}{\rho 2 \pi \sigma \widehat{\beta}}\right)=\Theta\left(\frac{\Delta l}{\rho s t}\right)$.

Lemma 11.3.7. Algorithm LocateKSignal takes $O\left(k \log _{C}(F T) \log (k / \delta)\right)$ samples over $O\left(\frac{\log (k / \delta)}{\eta}\right)$ duration, runs in $O\left(k \log _{C}(F T) \log (F T / \delta)\right)$ time, and outputs a set $L \subset[-F, F]$ of $O(k)$ frequencies with minimum separation $\Omega(\eta)$.


Figure 11.3: The number of "blue" regions is equal to the number of folds $m$. The number of total regions is $t$. For each observed $c_{j}$, instead of checking all the $t$ regions, we only assign vote to the these "blue" regions. Since only these $m$ "blue" regions can be the candidate region that contains frequency $f$.

Given $\sigma$ and $b$, consider any frequency $f$ for which neither of $E_{\text {coll }}(f)$ or $E_{\text {off }}(f)$ hold. Let $j=h_{\sigma, b}(f), \mu^{2}(f)=\mathbb{E}_{a}\left[\left|\widehat{u}_{j}-\widehat{x^{*}}(f) e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right]$, and $\rho^{2}=\left|\widehat{x^{*}}(f)\right|^{2} / \mu^{2}(f)$. If $\rho>C$, then with an arbitrarily large constant probability there exists an $f^{\prime} \in L$ with

$$
\left|f-f^{\prime}\right| \lesssim \frac{1}{T \rho}
$$

Proof. Algorithm LocateKSignal rerun procedure LocateInner $D$ times. For the first $D-1$ rounds, the sampling range for $\beta$ is increased by $t$ every time. For the last round, the sampling range for $\beta$ is not increasing any more. On the other hand, the sampling range for $\beta$ for $D-1$ round and the last round are the same.

Recall that, we sample $\sigma$ uniformly at random from $\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]$. Then we sample $\gamma$ uniformly at random from $\left[\frac{1}{2}, 1\right]$ and $\beta$ uniformly at random from $\left[\frac{s t}{4 \sigma \Delta l}, \frac{s t}{2 \sigma \Delta l}\right] . c_{n}$ is some constant for the number of neighbor regions nearby "true" region. In the first $D-1$ rounds, we set $s=1 / \sqrt{C}, \Delta l=F /\left(t^{\prime}\right)_{0}^{i-1}, \forall i \in[D-1], t \approx \log (F T)$, and $t^{\prime}=\frac{t}{c_{n}+1}$. For the last round, we set $s \approx 1 / C, \Delta l \bar{\sim} s t / T$ and $t \bar{\sim} \log (F T) / s . C$ is known as "approximation" factor.

Finally, we need to choose depth $D=\log _{t^{\prime}}(F T / s t) \approx \log _{t^{\prime}}(F T)$ and set $R_{\text {loc }}=O\left(\log _{C}(t C)\right)$ for all the rounds. Define $D R=\sum_{i=1}^{D} R_{l o c}^{i}$, which is $(D-1) R_{l o c}+R_{l o c}^{D}=O\left(\log _{C}(F T)\right)$.

After setting all the parameters for the first $D-1$ rounds and the last round, we explain some intuitions and motivations for setting the last round in a different way of the first $D-1$ rounds. For the first $D-1$ rounds, it is not acceptable to have constant failure probability for each round, since we need to take the union bound over $D-1$ rounds. But, for the last round, it is acceptable to allow just constant failure probability, since it is just a single round. That's the reason for setting $C$ in a different way.

We have the following reason for choosing the number of regions $(=t)$ in the last round larger than that of first $D-1$ rounds. For the first $D-1$ rounds, we do not need to learn frequency within $\approx \frac{1}{T \rho}$. It is enough to know which region does frequency belong to, although the diameter of the region is large at the beginning. The algorithm is making progress round by round, since the diameter of each region is geometrically decreasing while $\widehat{\beta}$ is geometrically increasing. For the last round, by Lemma 11.6.2, we can learn $f$ within $\Theta\left(\frac{\Delta l}{\rho s t}\right)$. Since after the last round, we hope to learn frequency within $\frac{1}{T \rho}$, thus we need to choose some $s, t$ and $\Delta l$ such that $\frac{1}{T} \bar{\sim} \frac{\Delta l}{s t}$. To get more accuracy result in the last round, we'd like to choose a larger $t$. But there is no reason to increase $\widehat{\beta}$ again, since the $\widehat{\beta}$ of the ( $D-1$ )th rounds can tolerance the $t$ we choose at the last round.

To show the constant succeed probability of this Lemma, we separately consider about the failure probability of the first $D-1$ rounds and the last round. By the union bound,
the probability of existing one of the first $D-1$ rounds is failing is,

$$
\begin{aligned}
& (D-1)\left(\left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}\right) \\
\leq & D\left(\left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}\right) \\
\leq & D\left(\left(\frac{4}{s C}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}\right) \text { by } \rho>C>1 \\
= & D\left(\left(\frac{4}{\sqrt{C}}\right)^{R_{l o c}}+t \cdot\left(\frac{60}{\sqrt{C}}\right)^{R_{l o c} / 2}\right) \text { by setting } s \bar{\sim} 1 / \sqrt{C} \\
\leq & D \cdot \frac{1}{(C t)^{c}} \text { by setting } R_{l o c}=O\left(\log _{C}(t C)\right),
\end{aligned}
$$

where $c$ is some arbitrarily large constant. Using $t>D$, we can show that failure happening in any of the first $D-1$ rounds is small. Then, we still need to show that the probability of the last round is failing is also small,

$$
\begin{aligned}
& \left(\frac{4}{s \rho}\right)^{R_{l o c}}+t \cdot(60 s)^{R_{l o c} / 2}+e^{-\Theta\left(R_{l o c}\right)} \\
\leq & \left(\Theta\left(\frac{C}{\rho}\right)\right)^{R_{l o c}}+t \cdot\left(\Theta\left(\frac{1}{C}\right)\right)^{R_{l o c} / 2}+e^{-\Theta\left(R_{l o c}\right)} \text { by setting } s \bar{\sim} 1 / C \\
\leq & \frac{1}{c_{1}}+\frac{1}{(t C)^{c_{2}}}+e^{-\Theta\left(R_{l o c}\right)} \text { by setting } R_{l o c}=O\left(\log _{C}(t C)\right) \\
\leq & \frac{1}{c_{1}}+\frac{1}{(t C)^{c_{2}}}+\frac{1}{c_{3}}
\end{aligned}
$$

where in the first line, the first two terms are from Lemma 11.3.6 and the third term comes from Lemma 11.6.2; in the last line $c_{1}, c_{2}$ and $c_{3}$ are some arbitrarily large constants.

The expected running time includes the following part: Running HashtoBins algorithm $O(D R)$ times, each run takes $O\left(\frac{B}{\alpha} \log \frac{k}{\delta}+B \log B\right)$. Updating the counter $v$, which
takes $O(D R \cdot B t)$ time. The total running time should be

$$
\begin{aligned}
& O\left(D R\left(\frac{B}{\alpha} \log \frac{k}{\delta}+B \log B\right)+\left(D R_{l o c} B t\right)\right) \\
= & O(D R B \log (k / \delta \cdot B \cdot F T)) \\
= & O\left(B \log _{C}(F T) \log \left(\frac{k}{\delta} B F T\right)\right) \\
= & O\left(B \log _{C}(F T) \log (F T / \delta)\right) \quad \text { by } F T \gg F \frac{1}{\eta} \gg k .
\end{aligned}
$$

The total number of samples is

$$
O\left(D R \cdot B \log \left(\frac{k}{\delta}\right)\right)=O\left(B \log _{C}(F T) \log (k / \delta)\right)
$$

The sample duration of Algorithm LocateKSignal is $O\left(\frac{\log \frac{k}{\delta}}{\eta}\right)$.
In conclusion, we can show that for frequency where neither $E_{\text {coll }}$ nor $E_{\text {off }}$ holds, we recover an $f^{\prime}$ with $\left|f-f^{\prime}\right| \lesssim \frac{1}{T \rho}$ as long as $\rho>C$, with an arbitrarily large constant probability.

Lemma 11.3.8. Algorithm OneStage takes $O\left(k \log _{C}(F T) \log (k / \delta)\right)$ samples over $O\left(\frac{\log (k / \delta)}{\eta}\right)$ duration, runs in $O\left(k\left(\log _{C}(F T) \log (F T / \delta)\right)\right)$ time, and outputs a set of $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $O(k)$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$. Moreover, one can imagine a subset $S \subseteq[k]$ of "successful" recoveries, where $\operatorname{Pr}[i \in S] \geq \frac{9}{10} \forall i \in[k]$ and for which there exists an injective function $\pi:[k] \rightarrow[O(k)]$ so that

$$
\underset{\sigma, b}{\mathbb{E}}\left[\sum_{i \in S} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t i}}\right|^{2} \mathrm{~d} t\right] \lesssim C^{2} \mathcal{N}^{2}
$$

with $1-1 / k^{c}$ probability for an arbitrarily large constant $c$.

Proof. Let $H$ denote the set of frequencies $f$ for which neither $E_{\text {coll }}(f)$ nor $E_{\text {off }}(f)$ holds. For each such $f$, let $v=\widehat{x^{*}}(f)$ and denote

$$
\begin{equation*}
\mu^{2}(f)=\underset{a}{\mathbb{E}}\left[\left|\widehat{u}_{j}-v e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2}\right] \tag{11.18}
\end{equation*}
$$

and $\rho^{2}(f)=|v|^{2} / \mu^{2}(f)$, as in Lemma 11.3.7. We have that, if $\rho^{2}(f)>C^{2}$, then with an arbitrarily large constant probability one of the recovered $f^{\prime} \in L$ has $\left|f^{\prime}-f\right| \lesssim \frac{1}{T \rho}$. If this happens, then OnEStage will estimate $v$ using $v^{\prime}=\widehat{u}_{j} e^{-a \sigma 2 \pi f^{\prime} i}$. By triangle inequality,

$$
\begin{equation*}
\left|v^{\prime}-v\right|^{2} \lesssim|v|^{2}\left|e^{a 2 \pi \sigma\left(f^{\prime}-f\right) \mathbf{i}}-1\right|^{2}+\left|\widehat{u}_{j}-v e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2} \tag{11.19}
\end{equation*}
$$

Since $a \sigma \leq T$ and $\left|f^{\prime}-f\right| \lesssim \frac{1}{T \rho}$, then the first term of RHS of Equation (11.19) have

$$
|v|^{2}\left|e^{a 2 \pi \sigma\left(f^{\prime}-f\right) \mathbf{i}}-1\right|^{2} \lesssim|v|^{2}\left|a \sigma\left(f^{\prime}-f\right)\right|^{2}
$$

For the second term of RHS of Equation (11.19). Using Equation (11.18), we have

$$
\left|\widehat{u}_{j}-v e^{a \sigma 2 \pi f \mathbf{i}}\right|^{2} \lesssim \mu^{2}(f),
$$

with arbitrarily large constant probability. Combining the bounds for those two terms gives

$$
\left|v^{\prime}-v\right|^{2} \lesssim|v|^{2}\left|a \sigma\left(f^{\prime}-f\right)\right|^{2}+\mu^{2}(f)
$$

with arbitrarily large constant probability. Since $a \sigma \leq T$, the first term is $|v|^{2} / \rho^{2}=\mu^{2}$, for

$$
\left|v^{\prime}-v\right|^{2} \lesssim \mu^{2}(f)
$$

On the other hand, if $\rho^{2}(f)<C^{2}$, then $|v|=\rho(f) \mu(f) \lesssim C \mu(f)$ so regardless of the frequency $f^{\prime}$ recovered, the estimate $v^{\prime}$ will have

$$
\left|v^{\prime}-v\right|^{2} \lesssim C^{2} \mu^{2}(f)
$$

with arbitrarily large constant probability.
Combining with Lemma 11.3.1, we get for any $f \in H$ that the recovered $f^{\prime}, v^{\prime}$ will have

$$
\frac{1}{T} \int_{0}^{T}\left|v^{\prime} e^{2 \pi f^{\prime} t \mathbf{i}}-v e^{2 \pi f t \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim C^{2} \mu^{2}(f)
$$

with arbitrarily large constant probability. Let $S \subset H$ be the set of frequencies for which this happens. We can choose our permutation $\pi$ to match frequencies in $S$ to their nearest approximation. By Lemma 11.3.2, this means that

$$
\underset{\sigma, b}{\mathbb{E}}\left[\sum_{i \in S} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t\right] \lesssim C^{2} \mathcal{N}^{2}
$$

as desired.

### 11.7 Proofs for combining multiple stages

We first prove that the median of a bunch of estimates of a frequency has small error if most of the estimates have small error.

Lemma 11.7.1. Let $\left(v_{i}, f_{i}\right)$ be a set of tones for $i \in S$. Define $v^{\prime}$ and $f^{\prime}$ to be the (coordinatewise) median of the $\left(v_{i}, f_{i}\right)$. Then for any $\left(v^{*}, f^{*}\right)$ we have

$$
\frac{1}{T} \int_{0}^{T}\left|v^{*} e^{2 \pi f^{*} t \mathbf{i}}-v^{\prime} e^{2 \pi f^{\prime} t \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim \underset{i}{\operatorname{median}} \frac{1}{T} \int_{0}^{T}\left|v^{*} e^{2 \pi f^{*} t \mathbf{i}}-v_{i} e^{2 \pi f_{i} \mathbf{i} \mathbf{i}}\right|^{2} \mathrm{~d} t
$$

Proof. By Lemma 11.3.1 we have that

$$
\frac{1}{T} \int_{0}^{T}\left|v^{*} e^{2 \pi f^{*} t \mathbf{i}}-v^{\prime} e^{2 \pi f^{\prime} t \mathbf{i}}\right|^{2} \mathrm{~d} t \approx\left|v^{*}\right|^{2} \min \left(1, T^{2}\left|f^{*}-f^{\prime}\right|^{2}\right)+\left|v^{*}-v^{\prime}\right|^{2}
$$

Using that $v^{\prime}$ is taken as a two dimensional median, it suffices to show: if $x^{(1)}, x^{(2)}, \ldots \in \mathbb{R}^{3}$ then $x^{\prime}=\underset{i}{\operatorname{median}} x^{(i)}$ has

$$
\begin{equation*}
\left\|x^{\prime}\right\|_{2}^{2} \lesssim \underset{i}{\operatorname{median}}\left\|x^{(i)}\right\|_{2}^{2} . \tag{11.20}
\end{equation*}
$$

This follows because in each of the three coordinates $j$, we have

$$
\left(x_{j}^{\prime}\right)^{2}=\left(\underset{i}{\operatorname{median}} x_{j}^{(i)}\right)^{2} \leq \underset{i}{\operatorname{median}}\left(x_{j}^{(i)}\right)^{2} \leq \underset{i}{\operatorname{median}}\left\|x^{(i)}\right\|_{2}^{2} .
$$

so summing over the three coordinates gives (11.20), as desired.
Therefore, for two dimensional median and one dimension median, we have

$$
\begin{equation*}
\left|v^{*}-v^{\prime}\right|^{2} \lesssim \operatorname{median}_{i}\left|v^{*}-v_{i}\right|^{2} \tag{11.21}
\end{equation*}
$$

and

$$
\left|f^{*}-f^{\prime}\right|^{2} \lesssim \operatorname{median}_{i}\left|f^{*}-f_{i}\right|^{2}
$$



Figure 11.4: We demonstrate the algorithm for merging various stages $(R=O(\log k))$ on 2-dimensional data. Note that the true data should be 3-dimensional, since for each tone $\left(v_{i}, f_{i}\right), v_{i} \in \mathbb{C}$ and $f_{i} \in \mathbb{R}$. The $x$-axis represents the frequency and the $y$-axis represents the real part of magnitude.

Moreover,

$$
\begin{align*}
\left|v^{*}\right|^{2} \cdot \min \left(1, T^{2}\left|f^{*}-f^{\prime}\right|^{2}\right) & \lesssim\left|v^{*}\right|^{2} \cdot \min \left(1, T^{2} \underset{i}{\operatorname{median}}\left|f^{*}-f_{i}\right|^{2}\right) \\
& =\left|v^{*}\right|^{2} \cdot \min \left(1, \operatorname{median}_{i}^{2}\left|f^{*}-f_{i}\right|^{2}\right) \\
& =\left|v^{*}\right|^{2} \cdot \operatorname{median} \min \left(1, T^{2}\left|f^{*}-f_{i}\right|^{2}\right) \tag{11.22}
\end{align*}
$$

Combining Equation (11.21) and (11.22), we have

$$
\begin{aligned}
& \left|v^{*}-v^{\prime}\right|^{2}+\left|v^{*}\right|^{2} \cdot \min \left(1, T^{2}\left|f^{*}-f^{\prime}\right|^{2}\right) \\
\lesssim & \operatorname{median}_{i}\left|v^{*}-v_{i}\right|^{2}+\underset{i}{\operatorname{median}}\left|v^{*}\right|^{2} \cdot \min \left(1, T^{2}\left|f^{*}-f_{i}\right|^{2}\right) \\
= & \underset{i}{\operatorname{median}}\left|v^{*}-v_{i}\right|^{2}+\left|v^{*}\right|^{2} \cdot \min \left(1, T^{2}\left|f^{*}-f_{i}\right|^{2}\right) .
\end{aligned}
$$

Thus, we complete the proof.

Lemma 11.3.9. Repeating algorithm OneStage $O(\log k)$ times, MergedStages returns a set $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $O(k)$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ that can be indexed by $\pi$ such that

$$
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim C^{2} \mathcal{N}^{2}
$$

with probability $1-1 / k^{c}$ for an arbitrarily large constant $c$.

Proof. Our only goal here is to recover the actual tones well, not to worry about spurious tones.

Suppose the number of stages we perform is $R=O(\log k)$. The algorithm for merging the various stages is to scan over a $c \eta$ size region for small $c$, and take the median (in both frequency and magnitude) over $3 c \eta$ region around that $c \eta$ if there are at least $\frac{6}{10} R$ results in that $c \eta$ region. If so, the algorithm will jump to the first right point that is at least $\eta$ far away from current region and look for the next $c \eta$ region. Because the minimum separation between frequencies for a given stage is $\Omega(\eta)$, this will have minimum separation $\eta$ in the output, and because there are $O(k)$ tones output at each stage so will this method. What remains is to show that the total error is small.

We say a stage is "good" if the term inside the expectation of Lemma 11.3.8 is less than 10 times its expectation, as happens with $9 / 10$ probability:

$$
\operatorname{Pr}\left[\sum_{i \in S} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \leq 10 \underset{\sigma, b}{\mathbb{E}}\left[\sum_{i \in S} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t\right]\right] \geq 9 / 10 .
$$

We say a frequency $f_{i}$ is "successful" in a given stage if the stage is good and $i$ lies in $S$ for that stage. Therefore a frequency is successful in each stage with at least $8 / 10$ probability. For sufficiently large $R=O(\log k)$, this will cause all $k$ frequencies to be successful more than $\frac{7}{10} R$ times with high probability. Suppose this happens.

Let $\mu^{2}\left(f_{i}\right)$ denote the error of $\left(v_{i}, f_{i}\right)$. By Lemma 11.3.8, the total error over all good stages and every successful recovery of a tone in a good stage is $O\left(C^{2} \mathcal{N}^{2} R\right)$. We define $\mu^{2}(f)$ to be the $6 / 10 R$ worst amount of error in the recovery of $f$ over all stages. Because there are $R / 10$ worse successful recoveries for each $f$, we have that $\sum_{i} \mu^{2}\left(f_{i}\right) \lesssim C^{2} \mathcal{N}^{2}$.

We will match each $f_{i}$ with a recovered frequency $f_{i}^{\prime}$ with cost at most $\mu^{2}\left(f_{i}\right)$. If $\mu^{2}\left(f_{i}\right) \gtrsim\left|v_{i}\right|^{2}$, then we can set an arbitrary $f_{i}^{\prime}$ with $v_{i}^{\prime}=0$. Otherwise, more that $\frac{6}{10} R$ successful recoveries of $f_{i}$ also yield $f^{\prime}$ that are within $O\left(\frac{1}{T}\right) \ll c \eta$ of $f_{i}$. Thus the algorithm for merging tones will find enough tones to report something. What it reports will be the median of at most $R$ values, $6 / 10$ of which have less error than $\mu^{2}(f)$. Therefore by Lemma 11.7.1 the reported frequency and magnitude will have error $O\left(\mu^{2}(f)\right)$. This suffices to get the result.

Lemma 11.3.10. If we run MergedStages twice and take the tones $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ from the first result that have $f_{i}^{\prime}$ within $c \eta$ for small $c$ of some frequency in the second result, we get a set of $k^{\prime \prime}=O(k)$ tones that can be indexed by some permutation $\pi$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t+\sum_{i=k+1}^{k^{\prime \prime}}\left|v_{i}^{\prime}\right|^{2} \lesssim C^{2} \mathcal{N}^{2} \tag{11.5}
\end{equation*}
$$

Proof. By Lemma 11.3.9 and Lemma 11.3.1, the first run gives us a set of $k^{\prime}=O(k)$ pairs $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ such that they may be indexed by using permutation $\pi$ such that the first $k$ are a good approximation to $\left\{\left(v_{i}, f_{i}\right)\right\}$ in the sense that

$$
\sum_{i=1}^{k}\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{\pi(i)}-f_{i}^{\prime}\right|^{2}\right)+\left|v_{\pi(i)}-v_{i}^{\prime}\right|^{2} \lesssim C^{2} \mathcal{N}^{2}
$$

We may as well index to match tones to their nearest match in frequency (because the separation for both $f_{i}^{\prime}$ and $f_{i}$ is at least $\left.\Omega(\eta)>1 / T\right)$. That is, we may index such that $\left|f_{j}^{\prime}-f_{i}\right| \gtrsim \eta$ for any $j \neq i$.

Now, for indices where $\left|f_{i}^{\prime}-f_{\pi(i)}\right|>1 / T$, one would do better by setting the corresponding $v_{i}$ to zero. In particular, suppose you knew the true frequencies $f_{\pi(i)}$ and only took
the $\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$ where $f_{i}^{\prime}$ is close to $f_{\pi(i)}$. That is, there exists some permutation $\pi$, for the subset $S \subseteq[k]$ containing $\left\{i:\left|f_{\pi(i)}-f_{i}^{\prime}\right| \leq c / T\right\}$ for any $c \gtrsim 1$, we have

$$
\begin{equation*}
\sum_{i \in S}\left(\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{\pi(i)}-f_{i}^{\prime}\right|^{2}\right)+\left|v_{\pi(i)}-v_{i}^{\prime}\right|^{2}\right)+\sum_{i \in[k] \backslash S}\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}\right|^{2}\right) \lesssim C^{2} \mathcal{N}^{2} \tag{11.23}
\end{equation*}
$$

The problem is that we do not know the set $S$, so we can not throw out the other frequencies. However, we can fake it by running the algorithm again on the signal. In particular, we apply Lemma 11.3.9 again to sparse recovery of the signal defined by

$$
\left\{\left(v_{i}, f_{i}\right) \mid i \in[k]\right\} \cup\left\{\left(0, f_{i}^{\prime}\right) \mid i \in\left\{k+1, \ldots, k^{\prime}\right\}\right\} .
$$

That is, we pretend the "signal" has terms at the other $f_{i}^{\prime}$ for $k<i \leq k$ ', but with magnitude zero. This is an identical signal in time domain, so it's really just an analytical tool; for the analysis, it has $k^{\prime}=O(k)$ sparsity and $\Omega(\eta)$ separation, so Lemma 11.3.9 applies again and gets a set of $k^{\prime \prime}=O(k)$ pairs $\left\{\left(v_{j}^{\prime \prime}, f_{j}^{\prime \prime}\right)\right\}$ such that, for the subset $S^{*} \subset\left[k^{\prime}\right]$ containing the indices $i$ where $\left|f_{j}^{\prime \prime}-f_{i}^{\prime}\right| \leq c / T$ for some $j \in\left[k^{\prime \prime}\right]$. In other words, there exists some permutation $\tau$ such that for the subset $S^{*} \subset\left[k^{\prime}\right]$ containing $\left\{i:\left|f_{\tau(i)}^{\prime \prime}-f_{i}^{\prime}\right| \leq c / T\right\}$. We have
by analogy to (11.23) that

$$
\begin{aligned}
C^{2} \mathcal{N}^{2} & \gtrsim \sum_{i \in S^{*} \cap[k]}\left(\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{\pi(i)}-f_{\tau(i)}^{\prime \prime}\right|^{2}\right)+\left|v_{\pi(i)}-v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \\
& +\sum_{i \in S^{*} \backslash[k]}\left(\left(|0|^{2}+\left|v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{i}^{\prime}-f_{\tau(i)}^{\prime \prime}\right|^{2}\right)+\left|v_{\tau(i)}^{\prime \prime}-0\right|^{2}\right) \\
& +\sum_{i \in[k] \backslash S^{*}}\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{\tau(i)}^{\prime \prime}\right|^{2}\right)+\sum_{i \in\left[k^{\prime}\right] \backslash S^{*} \backslash[k]}\left(\left|v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \\
& \gtrsim \sum_{i \in S^{*} \cap[k]}\left(\left(\left|v_{\pi(i)}\right|^{2}+\left|v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{\pi(i)}-f_{\tau(i)}^{\prime \prime}\right|^{2}\right)+\left|v_{\pi(i)}-v_{\tau(i)}^{\prime \prime}\right|^{2}\right) \\
& +\sum_{i \in S^{*} \backslash[k]}\left|v_{\tau(i)}^{\prime \prime}\right|^{2}+\sum_{i \in[k] \backslash S^{*}}\left|v_{\pi(i)}\right|^{2},
\end{aligned}
$$

where $\pi$ and $\tau$ are two permutations and $\left|S^{*}\right|=k^{*}=O(k)$. This last term is precisely the desired total error for the set of tones $\left\{\left(v_{\tau(i)}^{\prime \prime}, f_{\tau(i)}^{\prime \prime}\right): i \in S^{*}\right\}$, giving the result.

To prove Theorem 11.3.11, we still need the following "local" Lemma.

Lemma 11.7.2. For any three tones $\left(v_{\pi(i)}, f_{\pi(i)}\right),\left(v_{i}^{*}, f_{i}^{*}\right)$ and $\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$, if $\left|v_{i}^{\prime}\right| \geq\left|v_{i}^{*}\right|$ then,

$$
\begin{aligned}
& \left(\left|v_{i}^{\prime}\right|^{2}+\left|v_{\pi(i)}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{i}^{\prime}-f_{\pi(i)}\right|^{2}\right)+\left|v_{i}^{\prime}-v_{\pi(i)}\right|^{2} \\
\lesssim & \left(\left|v_{i}^{*}\right|^{2}+\left|v_{\pi(i)}\right|^{2}\right) \cdot \min \left(1, T^{2}\left|f_{i}^{*}-f_{\pi(i)}\right|^{2}\right)+\left|v_{i}^{*}-v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}\right|^{2}
\end{aligned}
$$

Proof. First, we can show an upper bound for LHS. Using inequality $\min \left(1, T^{2}\left|f_{i}^{\prime}-f_{\pi(i)}\right|^{2}\right) \leq$ 1 ,

$$
\operatorname{LHS} \leq\left|v_{i}^{\prime}\right|^{2}+\left|v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}-v_{\pi(i)}\right|^{2}
$$

By triangle inequality,

$$
\left|v_{i}^{\prime}-v_{\pi(i)}\right|^{2} \leq 2\left|v_{i}^{\prime}\right|^{2}+2\left|v_{\pi(i)}\right|^{2}
$$

Thus, we obtain,

$$
\text { LHS } \lesssim\left|v_{i}^{\prime}\right|^{2}+\left|v_{\pi(i)}\right|^{2}
$$

Second, we can show a lower bound for RHS. Since first term of RHS is nonnegative, then

$$
\mathrm{RHS} \geq\left|v_{i}^{*}-v_{\pi(i)}\right|^{2}+\left|v_{i}^{\prime}\right|^{2} .
$$

Using $\left|v_{i}^{\prime}\right| \geq\left|v_{i}^{*}\right|$, we have

$$
\text { RHS } \gtrsim\left|v_{i}^{\prime}\right|^{2}+2\left|v_{i}^{*}\right|^{2}+2\left|v_{i}^{*}-v_{\pi(i)}\right|^{2} .
$$

By triangle inequality,

$$
2\left|v_{i}^{*}\right|^{2}+2\left|v_{i}^{*}-v_{\pi(i)}\right|^{2} \geq\left|v_{\pi(i)}\right|^{2} .
$$

Then, we prove the lower bound for RHS,

$$
\text { RHS } \gtrsim\left|v_{i}^{\prime}\right|^{2}+\left|v_{\pi(i)}\right|^{2} .
$$

Combining the lower bound of RHS and the upper bound of LHS completes the proof.

By plugging Lemma 11.3.1 into Lemma 11.7.2, we have

Corollary 11.7.3. For any three tones $\left(v_{\pi(i)}, f_{\pi(i)}\right)$, $\left(v_{i}^{*}, f_{i}^{*}\right)$ and $\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$, if $\left|v_{i}^{\prime}\right| \geq\left|v_{i}^{*}\right|$, then

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t+\left|v_{i}^{\prime}\right|^{2}
$$

We use Corollary 11.7.3 to present the proof of Theorem 11.3.11,

Theorem 11.3.11. Algorithm ContinuousFourierSparseRecovery returns a set $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ of size $k$ with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ for which

$$
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{i} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim C^{2} \mathcal{N}^{2}
$$

with probability $1-1 / k^{c}$ for an arbitrarily large constant $c$.

Proof. Let $\left\{\left(v_{i}^{*}, f_{i}^{*}\right)\right\}_{i=1,2, \cdots, k^{\prime \prime}}$ denote the set of tones returned by Lemma 11.3.10, where $k^{\prime \prime}=O(k)$ and $k^{\prime \prime}>k$. For any $i \in[k]$, tone $\left(v_{i}^{*}, f_{i}^{*}\right)$ was mapped to tone $\left(v_{\pi(i)}, f_{\pi(i)}\right)$ in Lemma 11.3.10. Let $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}_{i=1,2, \cdots, k}$ denote a subset of $\left\{\left(v_{i}^{*}, f_{i}^{*}\right)\right\}_{i=1,2, \cdots, k^{\prime \prime}}$ that satisfies the following two conditions (1) for any $i \in[k],\left|v_{i}^{\prime}\right|$ is one of the top-k largest magnitude tones; (2) for any $i \in[k],\left|v_{i}^{\prime}\right| \geq\left|v_{i}^{*}\right|$. By Lemma 11.3.10, we also know that $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$.

For any $i \in[k]$, we consider these three tones $\left(v_{\pi(i)}, f_{\pi(i)}\right),\left(v_{i}^{*}, f_{i}^{*}\right),\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$. If $\left(v_{i}^{*}, f_{i}^{*}\right) \neq$ $\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$, then applying Corollary 11.7.3 we have

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t \lesssim \frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t+\left|v_{i}^{\prime}\right|^{2}
$$

Otherwise $\left(v_{i}^{*}, f_{i}^{*}\right)=\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$, we also have

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t=\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t
$$

which means there exists some universal constant $\alpha$ such that $\forall i \in[k]$, if $\left(v_{i}^{*}, f_{i}^{*}\right)=\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$ then

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t i}}\right|^{2} \mathrm{~d} t \leq \alpha \cdot\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t+\left|v_{i}^{\prime}\right|^{2}\right)
$$

holds. Otherwise $\left(v_{i}^{*}, f_{i}^{*}\right) \neq\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$, then

$$
\frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{i} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t=\alpha \frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t}}\right|^{2} \mathrm{~d} t
$$

holds. Let $S$ denote the set of indices $i$ such that $\left(v_{i}^{*}, f_{i}^{*}\right) \neq\left(v_{i}^{\prime}, f_{i}^{\prime}\right)$. Taking the summation from $i=1$ to $i=k$,

$$
\begin{aligned}
& \sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \\
\leq & \sum_{i \in S} \alpha \cdot\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t} \mathbf{i}}\right|^{2} \mathrm{~d} t+\left|v_{i}^{\prime}\right|^{2}\right) \\
+ & \sum_{i \in[k] \backslash S} \alpha \cdot\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} \mathbf{i} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t}}\right|^{2} \mathrm{~d} t\right),
\end{aligned}
$$

furthermore, we have

$$
\begin{aligned}
\sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{i} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{i}}\right|^{2} \mathrm{~d} t & \leq \alpha \sum_{i=1}^{k}\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t\right) \\
& +\alpha \sum_{i \in S}\left|v_{i}^{\prime}\right|^{2}
\end{aligned}
$$

To finish the proof, we need to show that $\sum_{i \in S}\left|v_{i}^{\prime}\right|^{2} \leq \sum_{i=k+1}^{k^{\prime \prime}}\left|v_{i}^{*}\right|^{2}$. The point is, for any $i \in S$, we know that $\left(v_{i}^{\prime}, f_{i}^{\prime}\right) \neq\left(v_{i}^{*}, f_{i}^{*}\right)$ which implies that $\left(v_{i}^{\prime}, f_{i}^{\prime}\right) \notin\left\{\left(v_{i}^{*}, f_{i}^{*}\right)\right\}_{i=1}^{k}$. Thus,

$$
\begin{aligned}
& \sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t \\
\leq & \alpha \sum_{i=1}^{k}\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} \mathbf{t} \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} \mathbf{t}}\right|^{2} \mathrm{~d} t\right)+\alpha \sum_{i=k+1}^{k^{\prime \prime}}\left|v_{i}^{*}\right|^{2} \\
\lesssim & \sum_{i=1}^{k}\left(\frac{1}{T} \int_{0}^{T}\left|v_{i}^{*} e^{2 \pi f_{i}^{*} t \mathbf{i}}-v_{\pi(i)} e^{2 \pi f_{\pi(i)} t \mathbf{i}}\right|^{2} \mathrm{~d} t\right)+\sum_{i=k+1}^{k^{\prime \prime}}\left|v_{i}^{*}\right|^{2} \\
\lesssim & C^{2} \mathcal{N}^{2},
\end{aligned}
$$

where $k^{\prime \prime}=O(k)$ is defined in Lemma 11.3 .10 and the last inequality follows by using Equation (11.5) in Lemma 11.3.10.

### 11.8 Proofs for converting (11.2) into (11.3)

In this section, we show that as long as the sample duration $T$ is sufficiently large, it is possible to convert Equation (11.2) to Equation (11.3). First, we show an auxiliary lemma, Lemma 11.8.3, which bounds an integral that will appear in the analysis.

We will show that

$$
\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta \lesssim \frac{\log \left(T\left|f_{i}-f_{j}\right|\right)}{\left|f_{i}-f_{j}\right|}
$$

for $f_{j}-f_{i} \geq 2 / T$. We split this into two pieces.
Claim 11.8.1. Given two frequencies $f_{i}, f_{j}$ and $f_{j}-f_{i} \geq \frac{2}{T}$, we have

$$
\int_{f_{i}-\frac{1}{T}}^{f_{i}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta \lesssim \frac{1}{f_{j}-f_{i}}
$$

Proof. By $f_{i}-\frac{1}{T}<\theta<f_{i}$, we have

$$
\mathrm{LHS}=\int_{f_{i}-\frac{1}{T}}^{f_{i}} T \cdot \frac{1}{f_{j}-\theta} \mathrm{d} \theta .
$$

Since $\frac{1}{f_{j}-\theta} \bar{\sim} \frac{1}{f_{j}-f_{i}}$ for all $\theta \in\left[f_{i}-\frac{1}{T}, f_{i}\right]$,

$$
\mathrm{LHS} \lesssim \int_{f_{i}-\frac{1}{T}}^{f_{i}} \frac{T}{f_{j}-f_{i}} \mathrm{~d} \theta=\frac{1}{f_{j}-f_{i}}
$$

Claim 11.8.2. Given two frequencies $f_{i}, f_{j}$ and $f_{j}-f_{i} \geq \frac{2}{T}$, we have

$$
\int_{-\infty}^{f_{i}-\frac{1}{T}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta \lesssim \frac{\log \left(T\left|f_{j}-f_{i}\right|\right)}{f_{j}-f_{i}}
$$

Proof. By $\theta<f_{i}-\frac{1}{T}<f_{j}$, we have that

$$
\begin{aligned}
\text { LHS } & =\int_{-\infty}^{f_{i}-\frac{1}{T}} \frac{1}{f_{i}-\theta} \cdot \frac{1}{f_{j}-\theta} \mathrm{d} \theta \\
& =\frac{1}{f_{j}-f_{i}} \int_{-\infty}^{f_{i}-\frac{1}{T}} \frac{f_{j}-f_{i}}{\left(f_{i}-\theta\right)\left(f_{j}-\theta\right)} \mathrm{d} \theta \\
& =\frac{1}{f_{j}-f_{i}} \int_{-\infty}^{f_{i}-\frac{1}{T}} \frac{1}{f_{i}-\theta}-\frac{1}{f_{j}-\theta} \mathrm{d} \theta \\
& =-\frac{1}{f_{j}-f_{i}} \log \frac{f_{i}-f_{i}+\frac{1}{T}}{f_{j}-f_{i}+\frac{1}{T}} \\
& =-\frac{1}{f_{j}-f_{i}} \log \frac{1}{T\left(f_{j}-f_{i}\right)+1} \\
& \lesssim \frac{\log \left(T\left(f_{j}-f_{i}\right)\right)}{f_{j}-f_{i}} .
\end{aligned}
$$

Lemma 11.8.3. Given two frequencies $f_{i}, f_{j}$ and $f_{j}-f_{i} \geq \frac{2}{T}$, we have

$$
\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta \lesssim \frac{\log \left(T\left|f_{i}-f_{j}\right|\right)}{\left|f_{i}-f_{j}\right|}
$$

Proof. By symmetry, we have

$$
\operatorname{LHS}=2 \int_{-\infty}^{\frac{f_{i}+f_{j}}{2}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta .
$$

Since $T>\frac{1}{f_{j}-\theta}$ when $\theta<\frac{f_{i}+f_{j}}{2}$,

$$
\operatorname{LHS} \leq 2 \int_{-\infty}^{\frac{f_{i}+f_{j}}{2}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta
$$



Figure 11.5: $F(\theta)$ is a sinc function and has derivate function $F^{\prime}(\theta)$.

We also observe that $\frac{1}{\left|f_{j}-\theta\right|} \bar{\sim} \frac{1}{\left|f_{j}-f_{i}\right|}$ for all $\theta \in\left[f_{i}-\frac{f_{j}-f_{i}}{2}, f_{i}+\frac{f_{j}-f_{i}}{2}\right]$,

$$
\int_{f_{i}-\frac{f_{j}-f_{i}}{2}}^{\frac{f_{j}+f_{i}}{2}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta \approx \int_{f_{i}-\frac{f_{j}-f_{i}}{2}}^{f_{i}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta
$$

Thus, we get

$$
\text { LHS } \lesssim \int_{-\infty}^{f_{i}} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \frac{1}{\left|f_{j}-\theta\right|} \mathrm{d} \theta
$$

Plugging Claim 11.8.1 and 11.8.2 into the above formula completes the proof.

Lemma 11.8.4. For any $i$, let $a_{i}(t)=v_{i} e^{2 \pi f_{i} t \mathbf{i}}-v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} \mathbf{i} \mathbf{i}}$, then for $i \neq j$,

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t \lesssim \frac{\log \left(\Delta f_{i, j} T\right)}{\Delta f_{i, j} T} \cdot\left(\frac{1}{T} \int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t \cdot \frac{1}{T} \int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right)^{\frac{1}{2}} \tag{11.24}
\end{equation*}
$$

where $\Delta f_{i, j}=\min \left(\left|f_{i}-f_{j}\right|,\left|f_{i}-f_{j}^{\prime}\right|,\left|f_{i}^{\prime}-f_{j}\right|,\left|f_{i}-f_{j}^{\prime}\right|\right)$.

Proof. Let $\nu_{i}=\left|f_{i}-f_{i}^{\prime}\right|$ and $\nu_{j}=\left|f_{j}-f_{j}^{\prime}\right|$. Define $\left\|a_{i}\right\|=\left(\frac{1}{T} \int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t\right)^{1 / 2}$. We define $f(t)$ and $F(\theta)$ to be a rectangle and sinc function respectively:

$$
\begin{gathered}
f(t)= \begin{cases}1 & \text { if } 0 \leq t \leq T \\
0 & \text { otherwise }\end{cases} \\
F(\theta)=\frac{\sin (2 \pi \theta T)}{2 \pi \theta}
\end{gathered}
$$

where $F=\widehat{f}$.
$F(\theta)$ has the derivative,

$$
F^{\prime}(\theta)=\frac{2 \pi \theta T \cos (2 \pi \theta T)-\sin (2 \pi \theta T)}{2 \pi \theta^{2}}
$$

which means that

$$
\left|F^{\prime}(\theta)\right| \lesssim \begin{cases}T^{2} & \text { if } \theta \leq 1 / T \\ T /|\theta| & \text { otherwise }\end{cases}
$$

Let $y_{i}(t)=a_{i}(t) \cdot f(t)$, then

$$
\begin{aligned}
\widehat{y}_{i}(\theta) & =\widehat{a}_{i}(\theta) * \widehat{f}(\theta) \\
& =\widehat{a}_{i}(\theta) * F(\theta) \text { by } F=\widehat{f} \\
& =v_{i} F\left(f_{i}-\theta\right)-v_{i}^{\prime} F\left(f_{i}^{\prime}-\theta\right) \\
& =\left(v_{i}-v_{i}^{\prime}\right) F\left(f_{i}-\theta\right)+v_{i}^{\prime}\left(f_{i}-f_{i}^{\prime}\right) \cdot F^{\prime}(x-\theta) \text { some } x \in\left[f_{i}, f_{i}^{\prime}\right]
\end{aligned}
$$

We split into two cases. First, if $\nu_{i} \leq \frac{1}{T}$, then

$$
\begin{align*}
\left|\widehat{y}_{i}(\theta)\right| & \lesssim\left(\left|v_{i}-v_{i}^{\prime}\right|+\nu_{i} T\left|v_{i}^{\prime}\right|\right) \cdot \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \\
& \lesssim\left\|a_{i}\right\| \cdot \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \quad \text { by Lemma 11.3.1, } \tag{11.25}
\end{align*}
$$



Figure 11.6: $\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|\theta-f_{i}\right|}\right) \cdot \min \left(T, \frac{1}{\left|\theta-f_{j}\right|}\right) \mathrm{d} \theta$
where the first step holds for both $f_{i}>f_{i}^{\prime}$ and $f_{i} \leq f_{i}^{\prime}$ since the triangle inequality.
Therefore

$$
\begin{aligned}
\frac{1}{T} \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t & =\frac{1}{T} \int_{-\infty}^{\infty} y_{i}(t) \overline{y_{j}(t)} \mathrm{d} t \\
& =\frac{1}{T} \int_{-\infty}^{\infty} \widehat{y_{i}}(\theta) \overline{\widehat{y}_{j}(\theta)} \mathrm{d} \theta \\
& \lesssim \frac{1}{T}\left\|a_{i}\right\|\left\|a_{j}\right\| \underbrace{\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta}_{C},
\end{aligned}
$$

where the first step follows from $y_{i}(t)=a_{i}(t) \cdot f(t)$ and $f(t)=1$ if $t \in[0, T]$, the second step follows from the property of Fourier transform, and the last step follows from Equation (11.25).

Using Lemma 11.8.3, we have following bound for term $C$,

$$
\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta \lesssim \frac{\log T\left|f_{j}-f_{i}\right|}{\left|f_{j}-f_{i}\right|}
$$

This gives the result for $\nu_{i} \leq \frac{1}{T}$. In the alternate case, we have $\nu_{i}>\frac{1}{T}$, then

$$
\begin{aligned}
\left|\widehat{y}_{i}(\theta)\right| & \lesssim v_{i} \cdot \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right)+v_{i}^{\prime} \cdot \min \left(T, \frac{1}{\left|f_{i}^{\prime}-\theta\right|}\right) \\
& \lesssim\left\|a_{i}\right\| \cdot\left(\min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right)+\min \left(T, \frac{1}{\left|f_{i}^{\prime}-\theta\right|}\right)\right) \quad \text { by Lemma 11.3.1. }
\end{aligned}
$$

By similar reason for Equation (11.26), we have

$$
\begin{aligned}
& \frac{1}{T} \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t \\
\lesssim & \frac{1}{T}\left\|a_{i}\right\|\left\|a_{j}\right\| \underbrace{\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta}_{C_{1}} \\
+ & \frac{1}{T}\left\|a_{i}\right\|\left\|a_{j}\right\| \underbrace{\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}^{\prime}-\theta\right|}\right) \mathrm{d} \theta}_{C_{2}} \\
+ & \frac{1}{T}\left\|a_{i}\right\|\left\|a_{j}\right\| \underbrace{\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}^{\prime}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}-\theta\right|}\right) \mathrm{d} \theta}_{C_{4}} \\
+ & \frac{1}{T}\left\|a_{i}\right\|\left\|a_{j}\right\| \underbrace{\int_{-\infty}^{+\infty} \min \left(T, \frac{1}{\left|f_{i}^{\prime}-\theta\right|}\right) \cdot \min \left(T, \frac{1}{\left|f_{j}^{\prime}-\theta\right|}\right) \mathrm{d} \theta} .
\end{aligned}
$$

Applying Lemma 11.8.3 on the term $C_{1}, C_{2}, C_{3}$ and $C_{4}$ respectively,

$$
\frac{1}{T} \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \lesssim\left\|a_{i}\right\|\left\|a_{j}\right\| \frac{\log \left(T \Delta f_{i, j}\right)}{\Delta f_{i, j}}
$$

where $\Delta f_{i, j}=\min \left(\left|f_{i}-f_{j}\right|,\left|f_{i}-f_{j}^{\prime}\right|,\left|f_{i}^{\prime}-f_{j}\right|,\left|f_{i}^{\prime}-f_{j}^{\prime}\right|\right)$.

Lemma 11.8.5. Let $\left\{\left(v_{i}, f_{i}\right)\right\}$ and $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ be two sets of $k$ tones for which $\min _{i \neq j}\left|f_{i}-f_{j}\right| \geq$ $\eta$ and $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \geq \eta$ for some $\eta>0$. Suppose that $T>C / \eta$ for a sufficiently large constant $C$. Then these sets can be indexed such that

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|\sum_{i=1}^{k}\left(v_{i}^{\prime} e^{2 \pi \mathbf{i} f_{i}^{\prime} t}-v_{i} e^{2 \pi \mathbf{i} f_{i} t}\right)\right|^{2} \mathrm{~d} t \leq \alpha \cdot \sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi \mathbf{i} f_{i}^{\prime} t}-v_{i} e^{2 \pi \mathbf{i} f_{i} t}\right|^{2} \mathrm{~d} t \tag{11.27}
\end{equation*}
$$

where

$$
\alpha=\left(1+O\left(\frac{\log (k \eta T) \log (k)}{\eta T}\right)\right) .
$$

Proof. For simplicity, let $a_{i}(t)=v_{i} e^{2 \pi f_{i} t \mathbf{i}}-v_{i}^{\prime} e^{2 \pi f_{i}^{\prime} t \mathbf{i}}$. Let's express the square of summations by diagonal term and off-diagonal term, and then bound them separately.

$$
\begin{align*}
& \int_{0}^{T}\left|\sum_{i=1}^{k} a_{i}(t)\right|^{2} \mathrm{~d} t \\
= & \int_{0}^{T}\left(\sum_{i=1}^{k} a_{i}(t)\right)\left(\sum_{i=1}^{k} \overline{a_{i}(t)}\right) \mathrm{d} t \\
= & \int_{0}^{T} \sum_{i=1}^{k} \underbrace{a_{i}(t) \overline{a_{i}(t)}}_{\text {diagonal }}+\sum_{i \neq j}^{k} \underbrace{a_{i}(t) \overline{a_{j}(t)}}_{\text {off-diagonal }} \mathrm{d} t . \tag{11.28}
\end{align*}
$$

Using the result of Lemma 11.8.4 and $a^{2}+b^{2} \geq 2 a b$, we can upper bound the offdiagonal term,

$$
\begin{array}{rlr} 
& \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t & \\
\lesssim & \frac{\log \left(\Delta f_{i, j} T\right)}{\Delta f_{i, j} T} \cdot\left(\int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t \int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right)^{1 / 2} & \text { by Lemma 11.8.4 } \\
\lesssim & \frac{\log \left(\Delta f_{i, j} T\right)}{\Delta f_{i, j} T} \cdot\left(\int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t+\int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right) . & \\
\text { by } 2 a b \leq a^{2}+b^{2}
\end{array}
$$

where $\Delta f_{i, j}=\min \left(\left|f_{i}-f_{j}\right|,\left|f_{i}-f_{j}^{\prime}\right|,\left|f_{i}^{\prime}-f_{j}\right|,\left|f_{i}^{\prime}-f_{j}^{\prime}\right|\right)$. If we index such that any $f_{i}$ is matched with any $f_{j}^{\prime}$ with $\left|f_{i}-f_{j}^{\prime}\right|<\eta / 3$ - which is possible, since at most one such $f_{j}^{\prime}$ will exist by the separation among the $f_{j}^{\prime}$, and that $f_{j}^{\prime}$ will be within $\eta / 3$ of at most on $f_{i}$ - then we have $\Delta f_{i, j} \gtrsim\left|f_{i}-f_{j}\right|$. If we order the $f_{i}$ in increasing order, then in fact $\Delta f_{i, j} \gtrsim \eta|i-j|$.

If $T>C / \eta$ for a sufficiently large constant $C$, this means that $\Delta f_{i, j} T \gtrsim|i-j| \eta T \geq e$. Since $\frac{\log x}{x}$ is decreasing on the region, this implies

$$
\frac{\log \left(\Delta f_{i, j} T\right)}{\Delta f_{i, j} T} \lesssim \frac{\log (|i-j| \eta T)}{|i-j| \eta T} .
$$

Thus, we have

$$
\begin{equation*}
\int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t \lesssim \frac{\log (|i-j| \eta T)}{|i-j| \eta T} \cdot\left(\int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t+\int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right) \tag{11.29}
\end{equation*}
$$

Finally, we have

$$
\begin{align*}
& \int_{0}^{T}\left|\sum_{i=1}^{k} a_{i}(t)\right|^{2} \mathrm{~d} t-\sum_{i=1}^{k} \int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t \\
= & \sum_{i \neq j}^{k} \int_{0}^{T} a_{i}(t) \overline{a_{j}(t)} \mathrm{d} t  \tag{11.28}\\
\lesssim & \sum_{i \neq j}^{k} \frac{\log (|i-j| \eta T)}{|i-j| \eta T} \cdot\left(\int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t+\int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right)  \tag{11.29}\\
\leq & \text { by Equation (11.28) } \\
= & \text { by Equation (11.29) } \\
= & \frac{\log (k \eta T)}{\eta T} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{|i-j|} \cdot\left(\int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t+\int_{0}^{T}\left|a_{j}(t)\right|^{2} \mathrm{~d} t\right) \\
\lesssim & \frac{\log (k \eta T)}{\eta T} \sum_{i=1}^{k} \int_{j \neq i}^{k} \frac{1}{|i-j|} \int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t \\
\lesssim & \\
\lesssim & \frac{\left.\log (k \eta T)\right|^{2} \mathrm{~d} t \sum_{j \neq i}^{k} \frac{1}{\eta i-j \mid}}{\eta T}(k) \\
& \sum_{i=1}^{k} \int_{0}^{T}\left|a_{i}(t)\right|^{2} \mathrm{~d} t \quad \text { by } \sum_{i=1}^{k} \frac{1}{i} \sim \log (k)
\end{align*}
$$

Thus, we complete the proof.
Lemma 11.3.13. Let $\left\{\left(v_{i}, f_{i}\right)\right\}$ and $\left\{\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\right\}$ be two sets of $k$ tones for which $\min _{i \neq j}\left|f_{i}-f_{j}\right| \geq$ $\eta$ and $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \gtrsim \eta$ for some $\eta>0$. Suppose that $T>O\left(\frac{\log ^{2} k}{\eta}\right)$. Then these sets can be indexed such that

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}\left|\sum_{i=1}^{k}\left(v_{i}^{\prime} e^{2 \pi \mathbf{i} \mathrm{f}_{i}^{\prime} t}-v_{i} e^{2 \pi \mathbf{i} \mathrm{f}_{i} t}\right)\right|^{2} \mathrm{~d} t \lesssim \sum_{i=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{i}^{\prime} e^{2 \pi \mathrm{i} \mathrm{f}_{i}^{\prime} t}-v_{i} e^{2 \pi \mathrm{i} \mathrm{f}_{i} t}\right|^{2} \mathrm{~d} t . \tag{11.30}
\end{equation*}
$$

Proof. Directly follows by Lemma 11.8.5.

### 11.9 Lower Bound

Lemma 11.3.15. There exists a constant $c>0$ such that, for a given sample duration $T$, one cannot recover the frequency $f$ to within

$$
c \frac{\mathcal{N}}{T\left|\widehat{x}^{*}(f)\right|}
$$

with $3 / 4$ probability, for all $\delta>0$, even if $k=1$.

Proof. Suppose this were possible, and consider two one-sparse signals $y$ and $y^{\prime}$ containing tones $(v, f)$ and $\left(v, f^{\prime}\right)$, respectively. By Lemma 11.3.1,

$$
\int_{0}^{T}|y(t)-y(t)|^{2} \mathrm{~d} t \lesssim|v|^{2} T^{2}\left|f-f^{\prime}\right|^{2}
$$

Consider recovery of the signal $x(t)=y(t)$, and suppose it outputs some frequency $f^{*}$. This must simultaneously be a good recovery for the decomposition $\left(x^{*}, g\right)=(y, 0)$ and $\left(x^{*}, g\right)=\left(y^{\prime}, y-y^{\prime}\right)$. These have noise levels $\mathcal{N}^{2}$ bounded by $\delta|v|^{2}$ and $\delta|v|^{2}+O\left(|v|^{2} T^{2}\left|f-f^{\prime}\right|^{2}\right)$, respectively. By the assumption of good recovery, and the triangle inequality, we require

$$
c \cdot \frac{2 \sqrt{\delta|v|^{2}}+\sqrt{O\left(|v|^{2} T^{2}\left|f-f^{\prime}\right|^{2}\right)}}{T v} \gtrsim\left|f-f^{\prime}\right|
$$

or

$$
c \cdot O\left(\left(\frac{\delta}{T\left|f-f^{\prime}\right|}\right)^{1 / 2}+1\right) \geq 1
$$

Because $\delta$ may be chosen arbitrarily small, we can choose a small constant $c$ such that this is a contradiction.

```
Algorithm 11.1 Continuous Fourier Sparse Recovery - Part 1
    procedure ContinuousFourierSparseRecovery \((x, k, \delta, \alpha, C, F, T, \eta)\) - The
    Main Algorithm
        \(F\) is the upper bound of frequency, \(T\) is the sample duration, \(C\) is the approximation
    factor.
        \(\delta, \alpha\) are the parameters associated with Hash function.
        \(c=1 / 10\) and \(b=8 / 10\)
        \(R_{1} \leftarrow \operatorname{NoisyKSparseCFFT}(x, k, \delta, \alpha, C, F)\)
        \(S_{1} \leftarrow \operatorname{MergedStages}\left(R_{1}, O(k \log k), \eta, c, b\right)\)
        \(R_{2} \leftarrow \operatorname{NoisyKSparseCFFT}(x, O(k), \delta, \alpha, C, F, T)\)
        \(S_{2} \leftarrow \operatorname{MERGEDStages}\left(R_{2}, O(k \log k), \Omega(\eta), c, b\right)\)
        \(S \leftarrow S_{1} \cap S_{2}\), which means only keeping the tones that \(S_{1}\) agrees with \(S_{2}\) by Lemma
    11.3.10
        \(S^{*} \leftarrow \operatorname{Prune}(S, k)\), which means only keeping the top- \(k\) largest magnitude tones.
        return \(S^{*}\)
    end procedure
```

```
Algorithm 11.2 Continuous Fourier Sparse Recovery - Part 2
    procedure NoisyKSparseCFFT( \(x, k, \delta, \alpha, C, F, T\) )
        Let \(B=k / \epsilon\).
        for \(c=1 \rightarrow \log (k)\) do
            Choose \(\sigma\) uniformly at random from \(\left[\frac{1}{B \eta}, \frac{2}{B \eta}\right]\).
            Choose \(b\) uniformly at random from \(\left[0, \frac{2 \pi\lceil F / \eta\rceil}{\sigma B}\right]\).
            \(R_{c} \leftarrow \operatorname{OnEStage}(x, B, \delta, \alpha, \sigma, b, C, F, T)\)
        end for
        return \(\left(R_{1}, R_{2}, \cdots, R_{\log (k)}\right)\).
    end procedure
    procedure MergedStages \((R, m, \eta, c, b)\)
        \(R\) is a list of \(m\) tones \(\left(v_{i}^{\prime}, f_{i}^{\prime}\right)\)
        \(c\) is some constant \(<1\).
        \(b\) is some constant \(<1\).
        Sort list \(R\) based on \(f_{i}^{\prime}\).
        Building the 1D range search Tree based on \(m\) points by regarding each frequency
    \(f_{i}^{\prime}\) as a 1 D point on a line where \(x_{i}=f_{i}^{\prime}\).
        \(S \leftarrow \emptyset, i \leftarrow 0\)
        while \(i<m\) do
            if Tree. \(\operatorname{Count}\left(f_{i}^{\prime}, f_{i}^{\prime}+c \eta\right) \geq b \log k\) then
                \(f \leftarrow \operatorname{median}\left\{f_{j}^{\prime} \mid f_{j}^{\prime} \in\left[f_{i}^{\prime}-c \eta, f_{i}^{\prime}+2 c \eta\right]\right\}\)
                \(v \leftarrow \operatorname{median}\left\{v_{j}^{\prime} \mid f_{j}^{\prime} \in\left[f_{i}^{\prime}-c \eta, f_{i}^{\prime}+2 c \eta\right]\right\}\)
                \(S \leftarrow S \cup(f, v)\)
                \(i \leftarrow \operatorname{Tree} . \operatorname{Search}\left(f_{i}^{\prime}+2 c \eta+\eta / 2\right)\), which means walk to the first point that
    is on the right of \(f_{i}^{\prime}+2 c \eta+\eta / 2\)
            else
                \(i \leftarrow i+1\)
            end if
        end while
        return \(S\)
    end procedure
```

```
Algorithm 11.3 Continuous Fourier Sparse Recovery - Part 3
    procedure \(\operatorname{HashToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right)\)
        Compute \(\widehat{y}_{j F / B}\) for \(j \in[B]\), where \(y=G_{B, \alpha, \delta} \cdot\left(P_{\sigma, a, b} x\right)\)
        return \(\widehat{u}\) given by \(\widehat{u}_{j}=\widehat{y}_{j F / B}\)
    end procedure
    procedure OneStage \((x, B, \delta, \alpha, \sigma, b, C, F, T)\)
        \(L \leftarrow \operatorname{LocateKSignal}(x, B, \delta, \alpha, \sigma, b, C, F, T)\)
        Choose \(a \in[0,1]\) uniformly at random.
        \(\widehat{u} \leftarrow \operatorname{Hash} \operatorname{ToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right)\)
        return \(\left\{\left(\widehat{u}_{h_{\sigma, b}\left(f^{\prime}\right)} e^{-2 \pi \sigma a f^{\prime} \mathbf{i}}, f^{\prime}\right)\right.\) for \(f^{\prime} \in L\) if not \(\left.E_{\text {off }}\left(f^{\prime}\right)\right\}\).
    end procedure
    procedure LocateKSignal \((x, B, \delta, \alpha, \sigma, b, C, F, T)\)
        Set \(t \approx \log (F T), t^{\prime}=t /\left(c_{n}+1\right), D \approx \log _{t^{\prime}}(F T), R_{\text {loc }} \approx \log _{C}(t C), l^{(1)}=F / 2\).
        for \(i \in[D-1]\) do
            \(\Delta l \approx F /\left(t^{\prime}\right)^{i-1}, s=\frac{1}{\sqrt{C}}, \widehat{\beta}=\frac{t s}{2 \sigma \Delta l}\)
            \(l^{(i+1)} \leftarrow \operatorname{LOCATEINNER}\left(x, B, \delta, \alpha, \sigma, b, \widehat{\beta}, l^{(i)}, \Delta l, t, R_{l o c}\right.\), false \()\).
        end for
            Set \(s=1 / C, t \approx \log (F T) / s, \Delta l \approx s t / T, \widehat{\beta}=\frac{t s}{2 \sigma \Delta l}, R_{l o c} \approx \log _{C}(t C)\)
            \(l^{(*)} \leftarrow \operatorname{LocatEInNER}\left(x, B, \delta, \alpha, \sigma, b, \widehat{\beta}, l^{(D)}, \Delta l, t, R_{l o c}\right.\), true \()\).
            return \(l^{(*)}\).
    end procedure
```

```
Algorithm 11.4 Continuous Fourier Sparse Recovery - Part 4
    procedure LocateInner \(\left(x, B, \delta, \sigma, b, \widehat{\beta}, l, \Delta l, t, R_{l o c}\right.\), last \() \quad \triangleright\) Lemma 11.3.6
        Let \(v_{j, q}=0\) for \((j, q) \in[B] \times[t]\).
        for \(r \in\left[R_{\text {loc }}\right]\) do
            Choose \(\gamma \in\left[\frac{1}{2}, 1\right]\) uniformly at random.
            Choose \(\beta \in\left[\frac{1}{2} \widehat{\beta}, 1 \widehat{\beta}\right]\) uniformly at random.
            \(\widehat{u} \leftarrow \operatorname{HashToBins}\left(x, P_{\sigma, \gamma, b}, B, \delta, \alpha\right)\).
            \(\widehat{u}^{\prime} \leftarrow \operatorname{Hash} T o B i n s\left(x, P_{\sigma, \gamma+\beta, b}, B, \delta, \alpha\right)\).
            for \(j \in[B]\) do
                for \(i \in[m]\) do
                    \(\theta_{j, i}^{r}=\frac{1}{2 \pi \sigma \beta}\left(\phi\left(\widehat{u}_{j} / \widehat{u_{j}^{\prime}}{ }_{j}\right)+2 \pi s_{i}\right), s_{i} \in\left[\sigma \beta\left(l_{j}-\Delta l / 2\right), \sigma \beta\left(l_{j}+\Delta l / 2\right)\right] \cap \mathbb{Z}_{+}\)
                    \(f_{j, i}^{r}=\theta_{j, i}^{r}+b(\bmod F)\)
                suppose \(f_{j, i}^{r}\) belongs to region \((j, q)\),
                add a vote to both region \((j, q)\) and two neighbors nearby that region, e.g.
    region \((j, q-1)\) and region \((j, q+1)\)
                end for
            end for
        end for
        for \(j \in[B]\) do
            \(q_{j}^{*} \leftarrow\left\{q \left\lvert\, v_{j, q}>\frac{R_{l o c}}{2}\right.\right\}\)
            if last \(=\) true then
                \(l_{j}^{*} \leftarrow \operatorname{median}\left\{f_{j, i}^{r} \mid f_{j, i}^{r} \in \operatorname{region}\left(j, q_{j}^{*}\right), i \in[f], r \in\left[R_{l o c}\right]\right\}\)
            else
                \(l_{j}^{*} \leftarrow\) center of region \(\left(j, q_{j}^{*}\right)\)
            end if
        end for
        return \(l^{*}\)
    end procedure
```


## Chapter 12

## Continuous Fourier Transform II

We consider the problem of estimating a Fourier-sparse signal from noisy samples, where the sampling is done over some interval $[0, T]$ and the frequencies can be "off-grid". Previous methods for this problem required the gap between frequencies to be above $1 / T$, the threshold required to robustly identify individual frequencies. We show the frequency gap is not necessary to estimate the signal as a whole: for arbitrary $k$-Fourier-sparse signals under $\ell_{2}$ bounded noise, we show how to estimate the signal with a constant factor growth of the noise and sample complexity polynomial in $k$ and logarithmic in the bandwidth and signal-to-noise ratio.

As a special case, we get an algorithm to interpolate degree $d$ polynomials from noisy measurements, using $O(d)$ samples and increasing the noise by a constant factor in $\ell_{2}$.

### 12.1 Introduction

In an interpolation problem, one can observe $x(t)=x^{*}(t)+g(t)$, where $x^{*}(t)$ is a structured signal and $g(t)$ denotes noise, at points $t_{i}$ of one's choice in some interval $[0, T]$. The goal is to recover an estimate $\widetilde{x}$ of $x^{*}$ (or of $x$ ). Because we can sample over a particular interval, we would like our approximation to be good on that interval, so for any function $y(t)$ we define

$$
\|y\|_{T}^{2}=\frac{1}{T} \int_{0}^{T}|y(t)|^{2} \mathrm{~d} t
$$

to be the $\ell_{2}$ error on the sample interval. For some parameters $C$ and $\delta$, we would then like to get

$$
\begin{equation*}
\left\|\widetilde{x}-x^{*}\right\|_{T} \leq C\|g\|_{T}+\delta\left\|x^{*}\right\|_{T} \tag{12.1}
\end{equation*}
$$

while minimizing the number of samples and running time. Typically, we would like $C$ to be $O(1)$ and to have $\delta$ be very small (either zero, or exponentially small). Note that, if we do not care about changing $C$ by $O(1)$, then by the triangle inequality it doesn't matter whether we want to estimate $x^{*}$ or $x$ (i.e. we could replace the LHS of (12.1) by $\|\widetilde{x}-x\|_{T}$ ).

Of course, to solve an interpolation problem one also needs $x^{*}$ to have structure. One common form of structure is that $x^{*}$ have a sparse Fourier representation. We say that a function $x^{*}$ is $k$-Fourier-sparse if it can be expressed as a sum of $k$ complex exponentials:

$$
x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}
$$

for some $v_{j} \in \mathbb{C}$ and $f_{j} \in[-F, F]$, where $F$ is the "bandlimit". Given $F, T$, and $k$, how many samples must we take for the interpolation (12.1)?

If we ignore sparsity and just use the bandlimit, then Nyquist sampling and ShannonWhittaker interpolation uses $F T+1 / \delta$ samples to achieve (12.1). Alternatively, in the absence of noise, $x^{*}$ can be found from $O(k)$ samples by a variety of methods, including Prony's method from 1795 or Reed-Solomon syndrome decoding [Mas69], but these methods are not robust to noise.

If the signal is periodic with period $T$-i.e., the frequencies are multiples of $1 / T$-then we can use sparse discrete Fourier transform methods, which take $O\left(k \log ^{c}(F T / \delta)\right)$ time and samples (e.g. [GGI ${ }^{+} 02$, HIKP12a, IKP14]). If the frequencies are not multiples of $1 / T$ (are "off the grid"), then the discrete approximation is only $k / \delta$ sparse, making the interpolation less efficient; and even this requires that the frequencies be well separated.

A variety of algorithms have been designed to recover off-grid frequencies directly, but they require the minimum gap among the frequencies to be above some threshold. With frequency gap at least $1 / T$, we can achieve a $k^{c}$ approximation factor using $O(F T)$ samples [Moi15], and with gap above $O\left(\log ^{2} k\right) / T$ we can get a constant approximation using $O\left(k \log ^{c}(F T / \delta)\right)$ samples and time [PS15].

Having a dependence on the frequency gap is natural. If two frequencies are very close together-significantly below $1 / T$-then the corresponding complex exponentials will be close on $[0, T]$, and hard to distinguish in the presence of noise. In fact, from a lower bound in [Moi15], below $1 / T$ frequency gap one cannot recover the frequencies in the presence of noise as small as $2^{-\Omega(k)}$. The lower bound proceeds by constructing two signals using significantly different frequencies that are exponentially close over $[0, T]$.

But if two signals are so close, do we need to distinguish them? Such a lower bound
doesn't apply to the interpolation problem, it just says that you can't solve it by finding the frequencies. Our question becomes: can we benefit from Fourier sparsity in a regime where we can't recover the individual frequencies?

We answer in the affirmative, giving an algorithm for the interpolation using

$$
\operatorname{poly}(k \log (F T / \delta))
$$

samples. Our main theorem is the following:
Theorem 12.1.1. Let $x(t)=x^{*}(t)+g(t)$, where $x^{*}$ is $k$-Fourier-sparse signal with frequencies in $[-F, F]$. Given samples of $x$ over $[0, T]$ we can output $\widetilde{x}(t)$ such that with probability at least $1-2^{-\Omega(k)}$,

$$
\left\|\widetilde{x}-x^{*}\right\|_{T} \lesssim\|g\|_{T}+\delta\left\|x^{*}\right\|_{T} .
$$

Our algorithm uses poly $(k, \log (1 / \delta)) \cdot \log (F T)$ samples and poly $(k, \log (1 / \delta)) \cdot \log ^{2}(F T)$ time. The output $\widetilde{x}$ is poly $(k, \log (1 / \delta))$-Fourier-sparse signal.

Relative to previous work, this result avoids the need for a frequency gap, but loses a polynomial factor in the sample complexity and time. We lose polynomial factors in a number of places; some of these are for ease of exposition, but others are challenging to avoid.

Degree $d$ polynomials are the special case of $d$-Fourier-sparse functions in the limit of $f_{j} \rightarrow 0$, by a Taylor expansion. This is a regime with no frequency gap, so previous sparse Fourier results would not apply but Theorem 12.1.1 shows that poly $(d \log (1 / \delta))$ samples suffices. In fact, in this special case we can get a better polynomial bound:

Theorem 12.1.2. For any degree $d$ polynomial $P(t)$ and an arbitrary function $g(t)$, Procedure RobustPolynomialLearning in Algorithm 12.5 takes $O(d)$ samples from $x(t)=$ $P(t)+g(t)$ over $[0, T]$ and reports a degree $d$ polynomial $Q(t)$ in time $O\left(d^{\omega}\right)$ such that, with probability at least 99/100,

$$
\|P(t)-Q(t)\|_{T}^{2} \lesssim\|g(t)\|_{T}^{2} .
$$

where $\omega<2.373$ is matrix multiplication exponent [Str69],[CW87],[Wil12].

We also show how to reduce the failure probability to an arbitrary $p>0$ with $O(\log (1 / p))$ independent repetitions, in Theorem 12.4.5.

Although we have not seen such a result stated in the literature, our method is quite similar to one used in [CDL13]. Since $d$ samples are necessary to interpolate a polynomial without noise, the result is within constant factors of optimal.

One could apply Theorem 12.1.2 to approximate other functions that are well approximated by polynomials or piecewise polynomials. For example, a Gaussian of standard deviation at least $\sigma$ can be approximated by a polynomial of degree $O\left(\left(\frac{T}{\sigma}\right)^{2}+\log (1 / \delta)\right)$; hence the same bound applies as the sample complexity of improper interpolation of a positive mixture of Gaussians.

### 12.1.1 Related work

Sparse discrete Fourier transforms. There is a large literature on sparse discrete Fourier transforms. Results generally are divided into two categories: one category of results that carefully choose measurements that allow for sublinear recovery time, including [GGI+ 02, GMS05, HIKP12b, Iwe13, HIKP12a, IK14, IKP14, Kap16]. The other category of results expect randomly chosen measurements and show that a generic recovery algorithm such as $\ell_{1}$ minimization will work with high probability; these results often focus on proving the Restricted Isometry Property [CRT06b, RV08, Bou14, HR16]. At the moment, the first category of results have better theoretical sample complexity and running time, while results in the second category have better failure probabilities and empirical performance. Our result falls in the first category. The best results here can achieve $O(k \log n)$ samples [IK14], $O\left(k \log ^{2} n\right)$ time [HIKP12b], or within $\log \log n$ factors of both [IKP14].

For signals that are not periodic, the discrete Fourier transform will not be sparse: it takes $k / \delta$ frequencies to capture a $1-\delta$ fraction of the energy. To get a better dependence on $\delta$, one has to consider frequencies "off the grid", i.e. that are not multiples of $1 / T$.

Off the grid. Finding the frequencies of a signal with sparse Fourier transform off the grid has been a question of extensive study. The first algorithm was by Prony in 1795, which worked in the noiseless setting. This was refined by classical algorithms like MUSIC [Sch81] and ESPRIT [RPK86], which empirically work better with noise. Matrix pencil [BM86] is a method for computing the maximum likelihood signal under Gaussian noise and evenly spaced samples. The question remained how accurate the maximum likelihood estimate is; [Moi15] showed that it has an $O\left(k^{c}\right)$ approximation factor if the frequency gap is at least
$1 / T$.
Now, the above results all use $F T$ samples, which is analogous to $n$ in the discrete setting. This can be decreased down till $O(k)$ by only looking at a subset of time, i.e. decreasing $T$; but doing so increases the frequency gap needed for decent robustness results.

A variety of works have studied how to adapt sparse Fourier techniques from the discrete setting to get sublinear sample complexity; they all rely on the minimum separation among the frequencies to be at least $c / T$ for $c \geq 1$. [TBSR13] showed that a convex program can recover the frequencies exactly in the noiseless setting, for $c \geq 4$. This was improved in [CF14] to $c \geq 2$ for complex signals and $c \geq 1.87$ for real signals. [CF14] also gave a result for $c \geq 2$ that was stable to noise, but this required the signal frequencies to be placed on a finely spaced grid. [YX15] gave a different convex relaxation that empirically requires smaller $c$ in the noiseless setting. [DB13] used model-based compressed sensing when $c=\Omega(1)$, again without theoretical noise stability. Note that, in the noiseless setting, exact recovery can be achieved without any frequency separation using Prony's method or Berlekamp-Massey syndrome decoding [Mas69]; the benefit of the above results is that a convex program might be robust to noise, even if it has not been proven to be so.

In the noisy setting, [FL12] gave an extension of Orthogonal Matching Pursuit (OMP) that can recover signals when $c=\Omega(k)$, with an approximation factor $O(k)$, and a few other assumptions. Similarly, $\left[\mathrm{BCG}^{+} 12\right]$ gave a method that required $c=\Omega(k)$ and was robust to certain kinds of noise. [HK15] got the threshold down to $c=O(1)$, in multiple dimensions, but with approximation factor $O\left(F T k^{O(1)}\right)$.
[TBR15] shows that, under Gaussian noise and with separation $c \geq 4$, a semidefinite
program can optimally estimate $x^{*}\left(t_{i}\right)$ at evenly spaced sample points $t_{i}$ from observations $x^{*}\left(t_{i}\right)+g\left(t_{i}\right)$. This is somewhat analogous to our setting, the differences being that (a) we want to estimate the signal over the entire interval, not just the sampled points, (b) our noise $g$ is adversarial, so we cannot hope to reduce it -if $g$ is also $k$-Fourier-sparse, we cannot distinguish $x^{*}$ and $g$, and of course (c) we want to avoid requiring frequency separation.

In [PS15], we gave the first algorithm with $O(1)$ approximation factor, finding the frequencies when $c \gtrsim \log (1 / \delta)$, and the signal when $c \gtrsim \log (1 / \delta)+\log ^{2} k$.

Now, all of the above results algorithms are designed to recover the frequencies; some of the ones in the noisy setting then show that this yields a good approximation to the overall signal (in the noiseless setting this is trivial). Such an approach necessitates $c \geq 1$ : [Moi15] gave a lower bound, showing that any algorithm finding the frequencies with approximation factor $2^{o(k)}$ must require $c \geq 1$.

Thus, in the current literature, we go from not knowing how to get any approximation for $c<1$, to getting a polynomial approximation at $c=1$ and a constant approximation at $c \gtrsim \log ^{2} k$. In this work, we show how to get a constant factor approximation to the signal regardless of $c$.

Polynomial interpolation. Our result is a generalization of robust polynomial interpolation, and in Theorem 12.1.2 we construct an optimal method for polynomial interpolation as a first step toward interpolating Fourier-sparse signals.

Our result here can be seen as essentially an extension of a technique shown in [CDL13]. The focus of [CDL13] is on the setting where sample points $x_{i}$ are chosen independently, so
$\Theta(d \log d)$ samples are necessary. One of their examples, however, shows essentially the same thing as our Corollary 12.4.2. From this, getting our theorem is not difficult.

The recent work [GZ16] looks at robust polynomial interpolation in a different noise model, featuring $\ell_{\infty}$ bounded noise with some outliers. In this setting they can get a stronger $\ell_{\infty}$ guarantee on the output than is possible in our setting.

Nyquist sampling. The classical method for learning bandlimited signals uses Nyquist sampling-i.e., samples at rate $1 / F$, for $F T$ points-and interpolates them using ShannonNyquist interpolation. This doesn't require any frequency gap, but also doesn't benefit from sparsity like sparse Fourier transform-based techniques. As discussed in [PS15], on the signal $x(t)=1$ it takes $F T+O(1 / \delta)$ samples to get $\delta$ error on average. Our dependence is logarithmic on both those terms.

### 12.1.2 Our techniques

Previous results on sparse Fourier transforms with robust recovery all required a frequency gap. So consider the opposite situation, where all the frequencies converge to zero and the coefficients are adjusted to keep the overall energy fixed. If we take a Taylor expansion of each complex exponential, then the signal will converge to a degree $k$ polynomial. So robust polynomial interpolation is a necessary subproblem for our algorithm.

Polynomial interpolation. Let $P(x)$ be a degree $d$ polynomial, and suppose that we can query $f(x)=P(x)+g(x)$ over the interval $[-1,1]$, where $g$ represents adversarial noise. We would like to query $f$ at $O(d)$ points and output a degree $d$ polynomial $Q(x)$ such that $\|P-Q\| \lesssim\|g\|$, where we define $\|h\|^{2}:=\int_{-1}^{1}|h(x)|^{2} \mathrm{~d} x$.

One way to do this would be to sample points $S \subset[-1,1]$ uniformly, then output the degree $d$ polynomial $Q$ with the smallest empirical error

$$
\|P+g-Q\|_{S}^{2}:=\frac{1}{|S|} \sum_{x \in S}|(P+g-Q)(x)|^{2}
$$

on the observed points. If $\|R\|_{S} \approx\|R\|$ for all degree $d$ polynomials $R$, in particular for $P-Q$, then since usually $\|g\|_{S} \lesssim\|g\|$ by Markov's inequality, the result follows.

This has two problems: first, uniform sampling is poor because polynomials like Chebyshev polynomials can have most of their energy within $O\left(1 / d^{2}\right)$ of the edges of the interval. This necessitates $\Omega\left(d^{2}\right)$ uniform samples before $\|R\|_{S} \approx\|R\|$ with good probability on a single polynomial. Second, the easiest method to extend from approximating one polynomial to approximating all polynomials uses a union bound over a net exponential in $d$, which would give an $O\left(d^{3}\right)$ bound.

To fix this, we need to bias our sampling toward the edges of the interval and we need our sampling to not be iid. We partition $[-1,1]$ into $O(d)$ intervals $I_{1}, \ldots, I_{n}$ so that the interval containing each $x$ has width at most $O\left(\sqrt{1-x^{2}}\right)$, except for the $O\left(1 / d^{2}\right)$ size regions at the edges. For any degree $d$ polynomial $R$ and any choice of $n$ points $x_{i} \in I_{i}$, the appropriately weighted empirical energy is close to $\|R\|$. This takes care of both issues with uniform sampling. If the points are chosen uniformly at random from within their intervals, then $\|g\|$ is probably bounded as well, and the empirically closest degree $d$ polynomial $Q$ will satisfy our requirements.

This result is shown in Section 12.4.

Clusters. Many previous sparse Fourier transform algorithms start with a one-sparse recovery algorithm, then show how to separate frequencies to get a $k$-sparse algorithm by reducing to the one-sparse case. Without a frequency gap, we cannot hope to reduce to the one-sparse case; instead, we reduce to individual clusters of nearby frequencies.

Essentially the problem is that one cannot determine all of the high-energy frequencies of a function $x$ only by sampling it on a bounded interval, as some of the frequencies might cancel each other out on this interval. We also cannot afford to work merely with the frequencies of the truncation of $x$ to the interval $[0, T]$, as the truncation operation will spread the frequencies of $x$ over too wide a range. To fix this problem, we must do something in between the two. In particular, we instead study $x \cdot H$ for a judiciously chosen function $H$. We want $H$ to approximate the indicator function of the interval $[0, T]$ and have small Fourier-support, $\operatorname{supp}(\widehat{H}) \subset\left[-k^{c} / T, k^{c} / T\right]$. By using some non-trivial lemmas about the growth rate of $x^{*}$, we can show that the difference between $x \cdot H$ on $\mathbb{R}$ and the truncation of
$x$ to $[0, T]$ has small $L^{2}$ mass, so that we can use the former as a substitute for the latter.
On the other hand, the Fourier transform of $x \cdot H$ is the convolution $\widehat{x} * \widehat{H}$, which has most of its mass within poly $(k) / T$ of the frequencies of $x^{*}$. Although it is impossible to determine the individual frequencies of $x^{*}$, we can hope to identify $O(k)$ intervals each of length $\operatorname{poly}(k) / T$ so that all but a small fraction of the energy of $\widehat{x}$ is contained within these intervals.

Note that many of these intervals will represent not individual frequencies of $x^{*}$, but small clusters of such frequencies. Furthermore, some frequencies of $x^{*}$ might not show up in these intervals either because they are too small, or because they cancel out other frequencies when convolved with $\widehat{H}$.

One-cluster recovery. Given our notion of clusters, we start looking at Fourier-sparse interpolation in the special case of one-cluster recovery. This is a generalization of onesparse recovery where we can have multiple frequencies, but they all lie in $[f-\Delta, f+\Delta]$ for some base frequency $f$ and bandwidth $\Delta=k^{c} / T$. Because all the frequencies are close to each other, values $x(a)$ and $x(a+\beta)$ will tend to have ratio close to $e^{2 \pi \mathrm{i} f \beta}$ when $\beta$ is small enough. We find that $\beta<\frac{1}{\Delta \sqrt{T \Delta}}$ is sufficient, which lets us figure out a frequency $\widetilde{f}$ with $|\tilde{f}-f| \leq \Delta \sqrt{T \Delta}=k^{O(1)} / T$.

Once we have the frequency $\tilde{f}$, we can consider $x^{\prime}(t)=x(t) e^{-2 \pi \mathbf{i} \tilde{f}}$. This signal is $k$-Fourier-sparse with frequencies bounded by $k^{O(1)} / T$. By taking a Taylor approximation to each complex exponential ${ }^{1}$, can show $x^{*}$ is $\delta$-close to $P(t) e^{2 \pi \mathbf{i} \tilde{f}}$ for a degree $d=O\left(k^{c}+\right.$

[^59]$k \log (1 / \delta))$ polynomial $P$. Thus we could apply our polynomial interpolation algorithm to recover the signal.
$k$-cluster frequency estimation. Reminiscent of algorithms such as [HIKP12a, PS15], we choose random variables $\sigma \approx T / k^{c}, a \in[0,1]$, and $b \in[0,1 / \sigma]$ and look at $v \in \mathbb{C}^{k^{c}}$ given by
$$
v_{i}=(x \cdot H)(\sigma(i-a)) e^{-2 \pi \mathbf{i} \sigma b i} G(i)
$$
where $G$ is a filter function. That is, $G$ has compact $\operatorname{support}\left(\operatorname{supp}(G) \subset\left[-k^{c}, k^{c}\right]\right)$, and $\widehat{G}$ approximates an interval of length $\Theta\left(\frac{2 \pi}{k}\right)$. In other words, $G$ is the same as $\widehat{H}$ with different parameters: an interval convolved with itself $k^{c}$ times, multiplied by a sinc function.

We alias $v$ down to $O(k)$ dimensions and take the discrete Fourier transform, getting $\widehat{u}$. It has been implicit in previous work - and we make it explicit-that $\widehat{u}_{j}$ is equal to $z_{\sigma a}$ for a vector $z$ defined by

$$
\widehat{z}=(\widehat{x} * \widehat{H}) \cdot \widehat{G}_{\sigma, b}^{(j)}
$$

where $\widehat{G}_{\sigma, b}^{(j)}$ is a particular permutation of $\widehat{G}$. In particular, $\widehat{G}_{\sigma, b}^{(j)}$ has period $1 / \sigma$, and approximates an interval of size $\frac{1}{\sigma B}$ within each period.

In previous work, when $\sigma$ and $b$ were chosen randomly, each individual frequency would have a good chance of being the only frequency preserved in $\widehat{z}$, and we could apply one-sparse recovery by choosing a variety of $a$. Without a frequency gap we can't quite say that: we pick $1 / \sigma \gg \Delta$ so that the entire cluster usually lands in the same bin, but then nearby clusters can also often land in the same bin. Fortunately, it is still usually true
with frequency gap $\delta 2^{-k}$, and coefficients at most $2^{k} / \delta$.
that only nearby clusters will collide. Since our 1-cluster algorithm works when the signal frequencies are nearby, we apply it to find a frequency approximation within $\frac{\sqrt{T / \sigma}}{\sigma}=k^{O(1)} / T$ of the cluster.

The above algorithm recovers each individual frequency with constant probability. By repeating it $O(\log k)$ times, with high probability we find a list $L$ of $O(k)$ frequencies within $k^{O(1)} / T$ of each significant cluster.
$k$-sparse recovery. Because different clusters aren't anywhere close to orthogonal, we can't simply approximate each cluster separately and add them up. Instead, given the list $L$ of candidate frequencies, we consider the $O(k d)$-dimensional space of functions

$$
\widetilde{x}(t):=\sum_{\tilde{f} \in L} \sum_{i=0}^{d} \alpha_{\tilde{f}, i} t^{i} e^{2 \pi \mathrm{i} \tilde{\mathrm{f}} t}
$$

where $d=O\left(k^{O(1)}+\log (1 / \delta)\right)$. We then take a bunch of random samples of $x$, and choose the $\widetilde{x}(t)$ minimizing the empirical error using linear regression. This regression can be made slightly faster using oblivious subspace embeddings [CW13], [NN13a], [Woo14b],[CNW15].

Our argument to show this works is analogous to the naive method we considered for polynomial recovery. Similarly to the one-cluster setting, using Taylor approximations and Gram determinants, we can show that this space includes a sufficiently close approximation to $x$. Since polynomials are the limit of sparse Fourier as frequencies tend to zero, these functions are arbitrarily close to $O(k d)$-Fourier-sparse functions. Hence we know that the maximum of $|\widetilde{x}(t)|$ is at most a poly $(k d)$ factor larger than its average over $[0, T]$. Using a net argument, this shows poly $(k d)$ samples are sufficient to find a good approximation to the nearest function in our space.

Growth rate of Fourier-sparse signals. We need that $\frac{1}{\sqrt{T}}\left\|x^{*} \cdot H\right\|_{2} \approx\left\|x^{*}\right\|_{T}$, where $H$ approximates the interval $1_{[0, T]}$. Because $H$ has support size $k^{c} / T$, it has a transition region of size $T / k^{c^{\prime}}$ at the edges, and it decays as $(t / T)^{-c^{c^{\prime \prime}}}$ for $t \gg T$. The difference between $\frac{1}{\sqrt{T}}\left\|x^{*} \cdot H\right\|_{2}$ and $\left\|x^{*}\right\|_{T}$ involves two main components: mass in the transition region that is lost, and mass outside the sampling interval that is gained. To show the approximation, we need that $\left|x^{*}(t)\right| \lesssim \widetilde{O}\left(k^{2}\right)\left\|x^{*}\right\|_{T}$ within the interval and $\left|x^{*}(t)\right| \lesssim(k t / T)^{O(k)}\left\|x^{*}\right\|_{T}$ outside.

We outline the bound of $\max _{t \in[0, T]}\left|x^{*}(t)\right|$ in terms of its average $\left\|x^{*}\right\|_{T}$ to bound $\left|x^{*}(t)\right|$ within the interval. Notice that we can assume $\left|x^{*}(0)\right|=\max _{t \in[0, T]}\left|x^{*}(t)\right|:$ if $t^{*}=\underset{t \in[0, T]}{\arg \max }\left|x^{*}(t)\right|^{2}$ is not 0 or $T$, we can rescale the two intervals $\left[0, t^{*}\right]$ and $\left[t^{*}, T\right]$ to $[0, T]$ separately. Then we show that for any $t^{\prime}$, there exist $m=\widetilde{O}\left(k^{2}\right)$ and constants $C_{1}, \cdots, C_{m}$ such that $x^{*}(0)=$ $\sum_{j \in[m]} C_{j} \cdot x^{*}\left(j \cdot t^{\prime}\right)$. Then we take the integration of $t^{\prime}$ over $[0, T / m]$ to bound $\left|x^{*}(0)\right|^{2}$ by its average. For any outside $t>T$, we follow this approach to show $x^{*}(t)=\sum_{j \in[k]} C_{j} \cdot x^{*}\left(t_{j}\right)$ where $t_{j} \in[0, T]$ and $\left|C_{j}\right| \leq \operatorname{poly}(k) \cdot(k t / T)^{O(k)}$ for each $j \in[k]$. These results are shown in Section 12.5.

### 12.1.3 Organization

This paper is organized as follows. We provide a brief overview about signal recovery in Section 12.2. We introduce some notations and tools in Section 12.3. Then we show our main Theorem 12.1.2 about polynomial interpolation in Section 12.4. For signals with $k$-sparse Fourier transform, we show two bounds on their growth rate in Section 12.5 and describe the hash functions and filter functions in Section 12.6. We provide the algorithm for frequency estimation and its proof in Section 12.7. In Section 12.8, we describe the algorithm for one-cluster recovery. In Section 12.9, we show the proof of Theorem 12.1.1. We defer several technical proofs in Section 12.10. Section 12.11 gives a summary of several well-known facts are existing in literature. We provide the analysis of hash functions and filter functions in Section 12.12.

### 12.2 Proof Sketch

We first consider one-cluster recovery centered at zero, i.e., $x^{*}(t)=\sum_{j=1}^{k} v_{j} \cdot e^{2 \pi \mathbf{i} f_{j} t}$ where every $f_{j}$ is in $[-\Delta, \Delta]$ for some small $\Delta>0$. The road map is to replace $x^{*}$ by a low degree polynomial $P$ such that $\left\|x^{*}(t)-P(t)\right\|_{T}^{2} \lesssim \delta\left\|x^{*}\right\|_{T}^{2}$ then recover a polynomial $Q$ to approximate $P$ through the observation $x(t)=P(t)+g^{\prime}(t)$ where $g^{\prime}(t)=g(t)+\left(x^{*}(t)-P(t)\right)$.

A natural way to replace $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ by a low degree polynomial $P(t)$ is the Taylor expansion. To bound the error after taking the low degree terms in the expansion by $\delta\left\|x^{*}\right\|_{T}$, we show the existence of $x^{\prime}(t)=\sum_{j=1}^{k} v_{j}^{\prime} e^{2 \pi \mathrm{i} f_{j}^{\prime} t}$ approximating $x^{*}$ on $[0, T]$ with an extra property-any coefficient $v_{j}^{\prime}$ in $x^{\prime}(t)$ has an upper bound in terms of $\left\|x^{\prime}\right\|_{T}^{2}=\frac{1}{T} \int_{0}^{T}\left|x^{\prime}(t)\right|^{2} \mathrm{~d} t$. We prove the existence of $x^{\prime}(t)$ via two more steps, both of which rely on the estimation of some Gram matrix constituted by these $k$ signals.

The first step is to show the existence of a $k$-Fourier-sparse signal $x^{\prime}(t)$ with frequency gap $\eta \geq \frac{\exp (-\operatorname{poly}(k)) \cdot \delta}{T}$ that is sufficiently close to $x^{*}(t)$.
Lemma 12.2.1. There is a universal constant $C_{1}>0$ such that, for any $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ and any $\delta>0$, there always exist $\eta \geq \frac{\delta}{T} \cdot k^{-C_{1} k^{2}}$ and $x^{\prime}(t)=\sum_{j=1}^{k} v_{j}^{\prime} e^{2 \pi \mathrm{i} f_{j}^{\prime} t}$ satisfying

$$
\left\|x^{\prime}(t)-x^{*}(t)\right\|_{T} \leq \delta\left\|x^{*}(t)\right\|_{T}
$$

with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \geq \eta$ and $\max _{j \in[k]}\left\{\left|f_{j}^{\prime}-f_{j}\right|\right\} \leq k \eta$.
We outline our approach and defer the proof to Section 12.8. We focus on the replacement of one frequency $f_{k}$ in $x^{*}=\sum_{j \in[k]} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ by a new frequency $f_{k+1} \neq f_{k}$ and its error. The idea is to consider every signal $e^{2 \pi \mathrm{i} f_{j} t}$ as a vector and prove that for any vector
$x^{*}$ in the linear subspace $\operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{j} t} \mid j \in[k]\right\}$, there exists a vector in the linear subspace $\operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{k+1} t}, e^{2 \pi \mathbf{i} f_{j} t} \mid j \in[k-1]\right\}$ with distance at most $\exp \left(k^{2}\right) \cdot\left(\left|f_{k}-f_{k+1}\right| T\right) \cdot\left\|x^{*}\right\|_{T}$ to $x^{*}$.

The second step is to lower bound $\left\|x^{\prime}\right\|_{T}^{2}$ by its coefficients through the frequency gap $\eta$ in $x^{\prime}$.
Lemma 12.2.2. There exists a universal constant $c>0$ such that for any $x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ with frequency gap $\eta=\min _{i \neq j}\left|f_{i}-f_{j}\right|$,

$$
\|x(t)\|_{T}^{2} \geq k^{-c k^{2}} \min \left((\eta T)^{2 k}, 1\right) \sum_{j=1}^{k}\left|v_{j}\right|^{2}
$$

Combining Lemma 12.2.1 and Lemma 12.2.2, we bound $\left|v_{j}^{\prime}\right|$ by $\exp (\operatorname{poly}(k)) \cdot \delta^{-O(k)}$. $\left\|x^{\prime}\right\|_{T}$ for any coefficient $v_{j}^{\prime}$ in $x^{\prime}$. Now we apply the Taylor expansion on $x^{\prime}(t)$ and keep the first $d=O\left(\Delta T+\operatorname{poly}(k)+k \log \frac{1}{\delta}\right)$ terms of every signal $v_{j}^{\prime} \cdot e^{2 \pi \mathrm{i} f_{j}^{\prime} t}$ in the expansion to obtain a polynomial $P(t)$ of degree at most $d$. To bound the distance between $P(t)$ and $x^{\prime}(t)$, we observe that the error of every point $t \in[0, T]$ is at most $\left(\frac{2 \pi \Delta \cdot T}{d}\right)^{d} \sum_{j}\left|v_{j}^{\prime}\right|$, which can be upper bounded by $\delta\left\|x^{\prime}(t)\right\|_{T}$ via the above connection. We summarize all discussion above as follows.

Lemma 12.2.3. For any $\Delta>0$ and any $\delta>0$, let $x^{*}(t)=\sum_{j \in[k]} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ where $\left|f_{j}\right| \leq \Delta$ for each $j \in[k]$. There exists a polynomial $P(t)$ of degree at most

$$
d=O\left(T \Delta+k^{3} \log k+k \log 1 / \delta\right)
$$

such that

$$
\left\|P(t)-x^{*}(t)\right\|_{T}^{2} \leq \delta\left\|x^{*}\right\|_{T}^{2}
$$

To recover $x^{*}(t)$, we observe $x(t)$ as a degree $d$ polynomial $P(t)$ with noise. We use properties of the Legendre polynomials to design a method of random sampling such that we only need $O(d)$ random samples to find a polynomial $Q(t)$ approximating $P(t)$.

Theorem 12.1.2. For any degree $d$ polynomial $P(t)$ and an arbitrary function $g(t)$, Procedure RobustPolynomialLearning in Algorithm 12.5 takes $O(d)$ samples from $x(t)=$ $P(t)+g(t)$ over $[0, T]$ and reports a degree $d$ polynomial $Q(t)$ in time $O\left(d^{\omega}\right)$ such that, with probability at least 99/100,

$$
\|P(t)-Q(t)\|_{T}^{2} \lesssim\|g(t)\|_{T}^{2}
$$

where $\omega<2.373$ is matrix multiplication exponent [Str69],[CW87],[Wil12].

We can either report the polynomial $Q(t)$ or transfer $Q(t)$ to a signal with $d$-sparse Fourier transform. We defer the technical proofs and the formal statements to Section 12.8 and discuss the recovery of $k$ clusters from now on.

As mentioned before, we apply the filter function $(H(t), \widehat{H}(f))$ on $x^{*}$ such that $\widehat{x^{*} \cdot H}$ has at most $k$ clusters given $\widehat{x^{*}}$ with $k$-sparse Fourier transform. First, we show that all frequencies in the "heavy" clusters of $\widehat{x^{*} \cdot H}$ constitute a good approximation of $x^{*}$ in Section 12.9 .

Definition 12.2.4. Given $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} \mathrm{f}_{j} t}$, any $\mathcal{N}>0$, and a filter function $(H, \widehat{H})$ with bounded support in frequency domain. Let $L_{j}$ denote the interval of $\operatorname{supp}\left(e^{2 \pi \mathrm{if}_{j} t} \cdot H\right)$ for each $j \in[k]$.

Define an equivalence relation $\sim$ on the frequencies $f_{i}$ by the transitive closure of the relation $f_{i} \sim f_{j}$ if $L_{i} \cap L_{j} \neq \emptyset$. Let $S_{1}, \ldots, S_{n}$ be the equivalence classes under this relation.

Define $C_{i}=\underset{f \in S_{i}}{\cup} L_{i}$ for each $i \in[n]$. We say $C_{i}$ is a "heavy" cluster iff $\int_{C_{i}}\left|\widehat{H \cdot x^{*}}(f)\right|^{2} \mathrm{~d} f \geq$ $T \cdot \mathcal{N}^{2} / k$.
Claim 12.2.5. Given $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i}_{j} t}$ and any $\mathcal{N}>0$, let $H$ be the filter function defined in Section 12.12 .1 and $C_{1}, \cdots, C_{l}$ be the heavy clusters from Definition 12.2.4. For

$$
S=\left\{j \in[k] \mid f_{j} \in C_{1} \cup \cdots C_{l}\right\}
$$

we have $x^{(S)}(t)=\sum_{j \in S} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ approximating $x^{*}$ within distance $\left\|x^{(S)}(t)-x^{*}(t)\right\|_{T}^{2} \lesssim \mathcal{N}^{2}$.
Hence it is enough to recover $x^{(S)}$ for the recovery of $x^{*}$. Let $\Delta_{h}$ denote the bandwidth of $\widehat{H}$. In Section 12.7, we choose $\Delta>k \cdot \Delta_{h}$ such that for any $j \in S, \int_{f_{j}-\Delta}^{f_{j}+\Delta}\left|\widehat{H \cdot x^{*}}(f)\right|^{2} \mathrm{~d} f \geq$ $T \cdot \mathcal{N}^{2} / k$ from the fact $\left|C_{i}\right| \leq k \cdot \Delta_{h}$. Then we prove Theorem 12.2.6 in Section 12.7, which finds $O(k)$ frequencies to cover all heavy clusters of $\widehat{x^{*} \cdot H}$.
Theorem 12.2.6. Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ and $x(t)=x^{*}(t)+g(t)$ be our observable signal where $\|g(t)\|_{T}^{2} \leq c\left\|x^{*}(t)\right\|_{T}^{2}$ for a sufficiently small constant $c$. Then Procedure FrequenCYRECOVERYKCLUSTER returns a set $L$ of $O(k)$ frequencies that covers all heavy clusters of $x^{*}$, which uses poly $(k, \log (1 / \delta)) \log (F T)$ samples and $\operatorname{poly}(k, \log (1 / \delta)) \log ^{2}(F T)$ time. In particular, for $\Delta=\operatorname{poly}(k, \log (1 / \delta)) / T$ and $\mathcal{N}^{2}:=\|g(t)\|_{T}^{2}+\delta\left\|x^{*}(t)\right\|_{T}^{2}$, with probability $1-2^{-\Omega(k)}$, for any $f^{*}$ with

$$
\begin{equation*}
\int_{f^{*}-\Delta}^{f^{*}+\Delta}|\widehat{x \cdot H}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k \tag{12.2}
\end{equation*}
$$

there exists an $\tilde{f} \in L$ satisfying

$$
\left|f^{*}-\widetilde{f}\right| \lesssim \Delta \sqrt{\Delta T}
$$

Let $L=\left\{\widetilde{f}_{1}, \cdots, \widetilde{f_{l}}\right\}$ be the list of frequencies from the output of Procedure FrequencyRecoveryKCluster in Theorem 12.2.6. The guarantee is that, for any $f_{j}$ in
$x^{(S)}$, there exists some $p_{j} \in[l]$ such that $\left|\widetilde{f}_{p_{j}}-f_{j}\right| \lesssim \Delta \sqrt{\Delta T}$ for $\Delta=\operatorname{poly}(k, \log (1 / \delta)) / T$. Hence we rewrite $x^{(S)}(t)=\sum_{i \in[l]} e^{2 \pi \mathbf{i} \widetilde{f}_{i} t}\left(\sum_{j \in S: p_{j}=i} e^{2 \pi \mathbf{i}\left(f_{j}-\widetilde{f}_{i}\right) t}\right)$. For each $i \in[l]$, we apply Lemma 12.2 .3 of one-cluster recovery on $\sum_{j \in S: p_{j}=i} e^{2 \pi \mathbf{i}\left(f_{j}-\widetilde{f}_{i}\right) t}$ to approximate it by a degree $d$ polynomial $P_{i}(t)$.

Now we consider $x(t)=\sum_{i \in[l]} e^{2 \pi \mathrm{i} \tilde{f}_{i} t} \cdot P_{i}(t)+g^{\prime \prime}(t)$ where $\left\|g^{\prime \prime}(t)\right\|_{T} \lesssim\|g(t)\|_{T}+$ $\delta\left\|x^{*}(t)\right\|_{T}$. To recover $\sum_{i \in[l]} e^{2 \pi \mathbf{i} \tilde{f}_{i} t} \cdot P_{i}(t)$, we treat it as a vector in the linear subspace

$$
V=\operatorname{span}\left\{e^{2 \pi \mathbf{i} \tilde{\mathrm{i}}_{i} t} \cdot t^{j} \mid j \in\{0, \cdots, d\}, i \in[l]\right\}
$$

with dimension at most $l(d+1)$ and find a vector in this linear subspace approximating it.
We show that for any $v \in V$, the average of poly $(k d)$ random samples on $v$ is enough to estimate $\|v\|_{T}^{2}$. In particular, any vector in this linear subspace satisfies that the maximum of it in $[0, T]$ has an upper bound in terms of its average in $[0, T]$. Then we apply the Chernoff bound to prove that poly $(k d)$ random samples are enough for the estimation of one vector $v \in V$.
Claim 12.2.7. For any $\vec{u} \in \operatorname{span}\left\{e^{2 \pi \tilde{\mathbf{i}}_{i} t} \cdot t^{j} \mid j \in\{0, \cdots, d\}, i \in[l]\right\}$, there exists some universal constants $C_{1} \leq 4$ and $C_{2} \leq 3$ such that

$$
\max _{t \in[0, T]}\left\{|\vec{u}(t)|^{2}\right\} \lesssim(l d)^{C_{1}} \log ^{C_{2}}(l d) \cdot\|\vec{u}\|_{T}^{2}
$$

At last we use an $\epsilon$-net to argue that poly $(k d)$ random samples from $[0, T]$ are enough to interpolate $x(t)$ by a vector $v \in V$. Because the dimension of this linear subspace is at most $l(d+1)=O(k d)$, there exists an $\epsilon$-net in this linear subspace for unit vectors with size at most $\exp (k d)$. Combining the Chernoff bound on all vectors in the $\epsilon$-net and Claim 12.2.7, we know that poly $(k d)$ samples are sufficient to estimate $\|v\|_{T}^{2}$ for any vector $v \in V$.

In Section 12.9, we show that a vector $v \in V$ minimizing the distance on poly $(k d)$ random samples is a good approximation for $\sum_{i \in[l]} e^{2 \pi \tilde{\mathrm{f}}_{i} t} \cdot P_{i}(t)$, which is a good approximation for $x^{*}(t)$ from all discussion above.

Theorem 12.1.1. Let $x(t)=x^{*}(t)+g(t)$, where $x^{*}$ is $k$-Fourier-sparse signal with frequencies in $[-F, F]$. Given samples of $x$ over $[0, T]$ we can output $\widetilde{x}(t)$ such that with probability at least $1-2^{-\Omega(k)}$,

$$
\left\|\widetilde{x}-x^{*}\right\|_{T} \lesssim\|g\|_{T}+\delta\left\|x^{*}\right\|_{T} .
$$

Our algorithm uses poly $(k, \log (1 / \delta)) \cdot \log (F T)$ samples and $\operatorname{poly}(k, \log (1 / \delta)) \cdot \log ^{2}(F T)$ time. The output $\widetilde{x}$ is $\operatorname{poly}(k, \log (1 / \delta))$-Fourier-sparse signal.

### 12.3 Preliminaries

We first provide some notations in Section 12.3.1 and basic Fourier facts in Section 12.3.2. Then we review some probability inequalities in Section 12.3.3. At last, we introduce Legendre polynomials in Section 12.3.4 and review some basic properties of Gram matrix and its determinant in Section 12.3.5.

### 12.3.1 Notation

For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. We use $[n]$ to denote $\{1,2, \cdots, n\}$. Let $\mathbf{i}$ denote $\sqrt{-1}$. For any Complex number $z=a+\mathbf{i} b \in C$, where $a, b \in \mathbb{R}$. We define $\bar{z}$ to be $a-\mathbf{i} b$ and $|z|=\sqrt{a^{2}+b^{2}}$ such that $|z|^{2}=z \bar{z}$. For any function $f(t): \mathbb{R} \rightarrow \mathbb{C}$, we use $\operatorname{supp}(f)$ to denote the support of $f$.

For convenience, we define the sinc function and the Gaussian distribution Gaussian ${ }_{\mu, \sigma}$ on $\mathbb{R}$ with expectation $\mu$ and variance $\sigma^{2}$ as follows:

$$
\operatorname{sinc}(t)=\frac{\sin (\pi t)}{\pi t}, \quad \operatorname{Gaussian}_{\mu, \sigma}(t)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}}
$$

For a fixed $T>0$, we define the inner product of two functions $x, y:[0, T] \rightarrow \mathbb{C}$ as

$$
\langle x, y\rangle_{T}=\frac{1}{T} \int_{0}^{T} x(t) \bar{y}(t) \mathrm{d} t
$$

We define the $\|\cdot\|_{T}$ norm as

$$
\|x(t)\|_{T}=\sqrt{\langle x(t), x(t)\rangle_{T}}=\sqrt{\frac{1}{T} \int_{0}^{T}|x(t)|^{2} \mathrm{~d} t}
$$

### 12.3.2 Facts about the Fourier transform

In this work, we always use $x(t)$ to denote a signal from $\mathbb{R} \rightarrow \mathbb{C}$. The Fourier transform $\widehat{x}(f)$ of an integrable function $x: \mathbb{R} \rightarrow \mathbb{C}$ is defined as

$$
\widehat{x}(f)=\int_{-\infty}^{+\infty} x(t) e^{-2 \pi \mathbf{i} f t} \mathrm{~d} t \text {, for any real number } f
$$

Similarly, $x(t)$ is determined from $\widehat{x}(f)$ by the inverse transform:

$$
x(t)=\int_{-\infty}^{+\infty} \widehat{x}(f) e^{2 \pi \mathbf{i} f t} \mathrm{~d} f, \text { for any real number } t
$$

Let CFT denote the continuous Fourier transform, DTFT denote the discrete-time Fourier transform, DFT denote the discrete Fourier transform, and FFT denote the fast Fourier transform.

For any signal $x(t)$ and $n \in \mathbb{N}_{+}$, we define $x^{* n}(t)=\underbrace{x(t) * \cdots * x(t)}_{n}$ and $\widehat{x}^{n}(f)=$ $\underbrace{\widehat{x}(f) \cdots \widehat{x}(f)}_{n}$.

Fact 12.3.1. Let $\delta_{\Delta}(f)$ denote the Dirac delta at $\Delta$. Then

$$
\widehat{\delta}_{\Delta}(t)=\int_{-\infty}^{+\infty} \delta_{\Delta}(f) e^{2 \pi \mathrm{i} f t} \mathrm{~d} f=e^{2 \pi \mathrm{i} t \Delta} .
$$

Fact 12.3.2. For any $s>0$, let $\operatorname{Comb}_{s}(t)=\sum_{j \in \mathbb{Z}} \delta_{j s}(t)$. Then the Fourier transform of $\operatorname{Comb}_{s}(t)$ is

$$
\widehat{\operatorname{Comb}}_{s}(f)=\frac{1}{s} \operatorname{Comb}_{1 / s}(f) .
$$

The following fact says the the Fourier transform of a rectangle function is a sinc function.


Figure 12.1: A picture of a $\mathrm{Comb}_{s}$, rect $_{s}, \operatorname{sinc}_{s}$, Gaussian $_{\mu, \sigma}$.

Fact 12.3.3. We use

$$
\operatorname{rect}_{s}(t)= \begin{cases}1 & \text { if }|t| \leq \frac{s}{2} \\ 0 & \text { otherwise }\end{cases}
$$

Then the Fourier transform of $\operatorname{rect}_{s}(t)$ is $\widehat{\operatorname{rect}}_{s}(f)=\frac{\sin (\pi f s)}{\pi f s}=\operatorname{sinc}(f s)$.

The Fourier transform of a Gaussian function is another Gaussian function.
Fact 12.3.4. For $\operatorname{Gaussian}_{\mu, \sigma}(t)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}}$. Then the Fourier transform is

$$
\widehat{\operatorname{Gaussia}}_{\mu, \sigma}(f)=e^{-2 \pi \mathbf{i} f u} \frac{1}{\sigma \sqrt{2 \pi}} \operatorname{Gaussian}_{0, \sigma^{\prime}}(f) \text { for } \sigma^{\prime}=1 /(2 \pi \sigma)
$$

Proof. From the definition of the Fourier transform,

$$
\begin{aligned}
\widehat{\operatorname{Gaussian}}_{\mu, \sigma}(f) & =\int_{-\infty}^{+\infty} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} e^{-2 \pi \mathbf{i} \mathrm{i} t} \mathrm{~d} t \\
& =e^{-2 \pi \mathbf{i} f u} \int_{-\infty}^{+\infty} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{t^{2}}{2 \sigma^{2}}} e^{-2 \pi \mathbf{i} f t} \mathrm{~d} t \\
& =e^{-2 \pi \mathbf{i} \mathrm{i} u} \int_{-\infty}^{+\infty} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{\left(t+2 \pi \mathbf{i} \boldsymbol{\sigma}^{2} f\right)^{2}}{2 \sigma^{2}}-2 \pi^{2} f^{2} \sigma^{2}} \mathrm{~d} t \\
& =e^{-2 \pi \mathbf{i} \mathrm{i} u} e^{-\frac{f^{2}}{2 \sigma^{\prime 2}}}
\end{aligned}
$$

where $\sigma^{\prime}=1 /(2 \sigma \pi)$, which is $e^{-2 \pi \mathbf{i} f u} \cdot \sigma^{\prime} \sqrt{2 \pi} \cdot \operatorname{Gaussian}_{0, \sigma^{\prime}}(f)$.

### 12.3.3 Tools and inequalities

From the Chernoff Bound (Lemma A.1.1), we show that if the maximum of a signal is bounded by $d$ times its energy over some fixed interval, then taking more than $d$ samples (each sample is drawn i.i.d. over that interval) suffices to approximate the energy of the signal on the interval with high probability.

Lemma 12.3.5. Given any function $x(t): \mathbb{R} \rightarrow \mathbb{C}$ with $\max _{t \in[0, T]}|x(t)|^{2} \leq d\|x(t)\|_{T}^{2}$. Let $S$ denote a set of points from 0 to $T$. If each point of $S$ is chosen uniformly at random from $[0, T]$, we have

$$
\left.\left.\operatorname{Pr}\left[\left.\left|\frac{1}{|S|} \sum_{i \in S}\right| x\left(t_{i}\right)\right|^{2}-\|x(t)\|_{T}^{2}\right] \right\rvert\, \geq \epsilon\|x(t)\|_{T}^{2}\right] \leq e^{-\Omega\left(\epsilon^{2}|S| / d\right)}
$$

We provide a proof in Section 12.10.5.
Because $d \cdot \frac{1}{2 d}+\frac{1}{2} \cdot\left(1-\frac{1}{2 d}\right) \leq 1$, we have the following inequality when the maximum of $|x(t)|^{2}$ is at most $d$ times its average.

Lemma 12.3.6. Given any function $x(t): \mathbb{R} \rightarrow \mathbb{C}$ with $\max _{t \in[0, T]}|x(t)|^{2} \leq d\|x(t)\|_{T}^{2}$. Let $S$ denote a set of points from 0 to $T$. For any point $a$ is sampled uniformly at random from $[0, T]$, we have,

$$
\operatorname{Pr}_{a \sim[0, T]}\left[|x(a)|^{2} \geq \frac{1}{2}\|x(t)\|_{T}^{2}\right] \geq \frac{1}{2 d}
$$

### 12.3.4 Legendre polynomials

We provide an brief introduction to Legendre polynomials (please see [Dun10] for a complete introduction). For convenience, we fix $\|f(t)\|_{T}^{2}=\frac{1}{2} \int_{-1}^{1}|f(t)|^{2} \mathrm{~d} t$ in this section.

Definition 12.3.1. Let $L_{n}(x)$ denote the Legendre polynomials of degree $n$, the solution to Legendre's differential equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left[\left(1-x^{2}\right) \frac{\mathrm{d}}{\mathrm{~d} x} L_{n}(x)\right]+n(n+1) L_{n}(x)=0 \tag{12.3}
\end{equation*}
$$

We will the following two facts about the Legendre polynomials in this work.
Fact 12.3.7. $L_{n}(1)=1$ for any $n \geq 0$ in the Legendre polynomials.
Fact 12.3.8. The Legendre polynomials constitute an orthogonal basis with respect to the inner product on interval $[-1,1]$ :

$$
\int_{-1}^{1} L_{m}(x) L_{n}(x) \mathrm{d} x=\frac{2}{2 n+1} \delta_{m n}
$$

where $\delta_{m n}$ denotes the Kronecker delta, i.e., it equals to 1 if $m=n$ and to 0 otherwise.

For any polynomial $P(x)$ of degree at most $d$ with complex coefficients, there exists a set of coefficients from the above properties such that

$$
P(x)=\sum_{i=0}^{d} \alpha_{i} \cdot L_{i}(x), \text { where } \alpha_{i} \in \mathbb{C}, \forall i \in\{0,1,2, \cdots, d\}
$$

Lemma 12.3.9. For any polynomial $P(t)$ of degree at most $d$ from $R$ to $\mathbb{C}$, for any interval $[S, T]$,

$$
\max _{t \in[S, T]}|P(t)|^{2} \leq(d+1)^{2} \cdot \frac{1}{T-S} \int_{S}^{T}|P(t)|^{2} \mathrm{~d} x
$$

We provide a proof in Section 12.10.6.

### 12.3.5 Gram matrix and its determinant

We provide an brief introduction to Gramian matrices (please see [Haz01] for a complete introduction). We use $\langle x, y\rangle$ to denote the inner product between vector $x$ and vector $y$.

Let $\vec{v}_{1}, \cdots, \vec{v}_{n}$ be $n$ vectors in an inner product space and $\operatorname{span}\left\{\vec{v}_{1}, \cdots, \vec{v}_{n}\right\}$ be the linear subspace spanned by these $n$ vectors with coefficients in $\mathbb{C}$, i.e.,

$$
\left\{\sum_{i \in[n]} \alpha_{i} \vec{v}_{i} \mid \forall i \in[n], \alpha_{i} \in \mathbb{C}\right\}
$$

The Gram matrix $\operatorname{Gram}_{n}$ of $\vec{v}_{1}, \cdots, \vec{v}_{n}$ is an $n \times n$ matrix defined as $\operatorname{Gram}_{n}(i, j)=\left\langle\vec{v}_{i}, \vec{v}_{j}\right\rangle$ for any $i \in[n]$ and $j \in[n]$.

Fact 12.3.10. $\operatorname{det}\left(\operatorname{Gram}_{n}\right)$ is the square of the volume of the parallelotope formed by $\vec{v}_{1}, \cdots, \vec{v}_{n}$.

Let $\operatorname{Gram}_{n-1}$ be the Gram matrix of $\vec{v}_{1}, \cdots, \vec{v}_{n-1}$. Let $\vec{v}_{n}^{\|}$be the projection of $v_{n}$ onto the linear subspace span $\left\{\vec{v}_{1}, \cdots, \vec{v}_{n-1}\right\}$ and $\vec{v}_{n}^{\perp}=\vec{v}_{n}-\vec{v}_{n}^{\|}$. We use $\|\vec{v}\|$ to denote the length of $\vec{v}$ in the inner product space, which is $\sqrt{\langle\vec{v}, \vec{v}\rangle}$.

## Claim 12.3.11.

$$
\left\|\vec{v}_{n}^{\perp}\right\|^{2}=\frac{\operatorname{det}\left(\operatorname{Gram}_{n-1}\right)}{\operatorname{det}\left(\operatorname{Gram}_{n}\right)}
$$

Proof.

$$
\operatorname{det}\left(\operatorname{Gram}_{n}\right)=\operatorname{volume}{ }^{2}\left(\vec{v}_{1}, \cdots, \vec{v}_{n}\right)=\operatorname{volume}{ }^{2}\left(\vec{v}_{1}, \cdots, \vec{v}_{n-1}\right) \cdot\left\|\vec{v}_{n}^{\perp}\right\|^{2}=\operatorname{det}\left(\operatorname{Gram}_{n}\right) \cdot\left\|\vec{v}_{n}^{\perp}\right\|^{2} .
$$

### 12.4 Robust Polynomial Interpolation Algorithm

In Section 12.4.1, we show how to learn a low degree polynomial by using linear number of samples, running polynomial time, and achieving constant success probability. In Section 12.4.2, we show to how boost the success probability by rerunning previous algorithm several times.

### 12.4.1 Constant success probability

We show how to learn a degree- $d$ polynomial $P$ with $n=O(d)$ samples and prove Theorem 12.1.2 in this section. For convenience, we first fix the interval to be $[-1,1]$ and use $\|f\|_{[-1,1]}^{2}=\frac{1}{2} \int_{-1}^{1}|f(t)|^{2} \mathrm{~d} t$.

Lemma 12.4.1. Let $d \in \mathbb{N}$ and $\epsilon \in \mathbb{R}^{+}$, there exists an efficient algorithm to compute $a$ partition of $[-1,1]$ to $n=O(d / \epsilon)$ intervals $I_{1}, \cdots, I_{n}$ such that for any degree $d$ polynomial $P(t): \mathbb{R} \rightarrow \mathbb{C}$ and any $n$ points $x_{1}, \cdots, x_{n}$ in the intervals $I_{1}, \cdots, I_{n}$ respectively, the function $Q(t)$ defined by

$$
Q(t)=P\left(x_{j}\right) \quad \text { if } \quad t \in I_{j}
$$

approximates $P$ by

$$
\begin{equation*}
\|Q-P\|_{[-1,1]} \leq \epsilon\|P\|_{[-1,1]} . \tag{12.4}
\end{equation*}
$$

One direct corollary from the above lemma is that observing $n=O(d / \epsilon)$ points each from $I_{1}, \cdots, I_{n}$ provides a good approximation for all degree $d$ polynomials. For any set $S=\left\{t_{1}, \cdots, t_{m}\right\}$ where each $t_{i} \in[-1,1]$ and a distribution with support $\left\{w_{1}, \cdots, w_{m}\right\}$ on $S$ where $\sum_{i=1}^{m} w_{i}=1$ and $w_{i} \geq 0$ for each $i \in[m]$, we define $\|x\|_{S, w}=\left(\sum_{i=1}^{m} w_{i} \cdot\left|x\left(t_{i}\right)\right|^{2}\right)^{1 / 2}$.

Corollary 12.4.2. Let $I_{1}, \cdots, I_{n}$ be the intervals in the above lemma and $w_{j}=\left|I_{j}\right| / 2$ for each $j \in[n]$. For any $x_{1}, \cdots, x_{n}$ in the intervals $I_{1}, \cdots, I_{n}$ respectively, we consider $S=$ $\left\{x_{1}, \cdots, x_{n}\right\}$ with the distribution $w_{1}, \cdots, w_{n}$. Then for any degree d polynomial $P$, we have

$$
\|P\|_{S, w} \in\left[(1-\epsilon)\|P\|_{[-1,1]},(1+\epsilon)\|P\|_{[-1,1]}\right]
$$

We first state the main technical lemma and finish the proof of the above lemma (we defer the proof of Lemma 12.4.3 to Section 12.10.3).

Lemma 12.4.3. For any degree $d$ polynomial $P(t): \mathbb{R} \rightarrow \mathbb{C}$ with derivative $P^{\prime}(t)$, we have,

$$
\begin{equation*}
\int_{-1}^{1}\left(1-t^{2}\right)\left|P^{\prime}(t)\right|^{2} \mathrm{~d} t \leq 2 d^{2} \int_{-1}^{1}|P(t)|^{2} \mathrm{~d} t \tag{12.5}
\end{equation*}
$$

Proof of Lemma 12.4.1. We set $m=10 d / \epsilon$ and show a partition of $[-1,1]$ into $n \leq 20 m$ intervals. We define $g(t)=\frac{\sqrt{1-t^{2}}}{m}$ and $y_{0}=0$. Then we choose $y_{i}=y_{i-1}+g\left(y_{i-1}\right)$ for $i \in \mathbb{N}^{+}$. Let $l$ be the first index of $y$ such that $y_{l} \geq 1-\frac{9}{m^{2}}$. We show $l \lesssim m$.

Let $j_{k}$ be the first index in the sequence such that $y_{j_{k}} \geq 1-2^{-k}$. Notice that

$$
j_{2} \leq \frac{3 / 4}{\frac{\sqrt{1-(3 / 4)^{2}}}{m}} \leq 1.5 m
$$

and

$$
y_{i}-y_{i-1}=g\left(y_{i-1}\right)=\frac{\sqrt{1-y_{i-1}^{2}}}{m} \geq \frac{\sqrt{1-y_{i-1}}}{m} .
$$

Then for all $k>2$, we have

$$
j_{k}-j_{k-1} \leq \frac{2^{-k}}{\frac{\sqrt{1-y_{\left(j_{k}-1\right)}}}{m}} \leq 2^{-k / 2} m
$$

Therefore $j_{k} \leq\left(1.5+\left(2^{-3 / 2}+\cdots 2^{-k / 2}\right)\right) m$ and $l \leq 10 m$.
Because $y_{l-1} \leq 1-\frac{9}{m^{2}}$, for any $j \in[l]$ and any $x \in\left[y_{i-1}, y_{i}\right]$, we have the following property:

$$
\begin{equation*}
\frac{1-x^{2}}{m^{2}} \geq \frac{1}{2} \cdot \frac{\left(1-y_{i-1}^{2}\right)}{m^{2}}=\left(y_{i}-y_{i-1}\right)^{2} / 2 \tag{12.6}
\end{equation*}
$$

Now we set $n$ and partition $[-1,1]$ into $I_{1}, \cdots, I_{n}$ as follows:

1. $n=2(l+1)$.
2. For $j \in[l], I_{2 j-1}=\left[y_{j-1}, y_{j}\right]$ and $I_{2 j}=\left[-y_{j},-y_{j-1}\right]$.
3. $I_{2 l+1}=\left[y_{l}, 1\right]$ and $I_{2 l+2}=\left[-1,-y_{l}\right]$.

For any $x_{1}, \cdots, x_{n}$ where $x_{j} \in I_{j}$ for each $j \in[n]$, we rewrite the LHS of (12.4) as follows:

$$
\begin{equation*}
\underbrace{\sum_{j=1}^{n-2} \int_{I_{j}}\left|P\left(x_{j}\right)-P(t)\right|^{2} \mathrm{~d} t}_{A}+\underbrace{\int_{I_{n-1}}\left|P\left(x_{n-1}\right)-P(t)\right|^{2} \mathrm{~d} t+\int_{I_{n}}\left|P\left(x_{n}\right)-P(t)\right|^{2} \mathrm{~d} t}_{B} \tag{12.7}
\end{equation*}
$$

For A in Equation (12.7), from the Cauchy-Schwarz inequality, we have

$$
\sum_{j=1}^{n-2} \int_{I_{j}}\left|P\left(x_{j}\right)-P(t)\right|^{2} \mathrm{~d} t=\sum_{j=1}^{n-2} \int_{I_{j}}\left|\int_{x_{j}}^{t} P^{\prime}(y) \mathrm{d} y\right|^{2} \mathrm{~d} t \leq \sum_{j=1}^{n-2} \int_{I_{j}}\left|t-x_{j}\right| \int_{x_{j}}^{t}\left|P^{\prime}(y)\right|^{2} \mathrm{~d} y \mathrm{~d} t
$$

Then we swap $\mathrm{d} t$ with $\mathrm{d} y$ and use Equation (12.6):

$$
\sum_{j=1}^{n-2} \int_{I_{j}}\left|P^{\prime}(y)\right|^{2} \int_{t \notin\left(x_{j}, y\right)}\left|t-x_{j}\right| \mathrm{d} t \mathrm{~d} y \leq \sum_{j=1}^{n-2} \int_{I_{j}}\left|P^{\prime}(t)\right|^{2} \cdot\left|I_{j}\right|^{2} \mathrm{~d} t \leq \sum_{j=1}^{n-2} \int_{I_{j}}\left|P^{\prime}(t)\right|^{2} \frac{2\left(1-t^{2}\right)}{m^{2}} \mathrm{~d} t
$$

We use Lemma 12.4.3 to simplify it by

$$
\sum_{j=1}^{n-2} \int_{I_{j}}\left|P\left(x_{j}\right)-P(t)\right|^{2} \mathrm{~d} t \leq \int_{-1}^{1}\left|P^{\prime}(t)\right|^{2} \frac{2\left(1-t^{2}\right)}{m^{2}} \mathrm{~d} t \leq \frac{2 d^{2}}{m^{2}} \int_{-1}^{1}|P(t)|^{2} \mathrm{~d} t
$$

For B in Equation (12.7), notice that $\left|I_{n-1}\right|=\left|I_{n}\right|=1-y_{l} \leq 9 m^{-2}$ and for $j \in$ $\{n-1, n\}$

$$
\left|P(t)-P\left(x_{j}\right)\right|^{2} \leq 4 \max _{t \in[-1,1]}|P(t)|^{2} \leq 4(d+1)^{2}\|P\|_{[-1,1]}^{2}
$$

from the properties of degree- $d$ polynomials, i.e., Lemma 12.3.9. Therefore B in Equation (12.7) is upper bounded by $2 \cdot 4(d+1)^{2}\left(9 m^{-2}\right)\|P(t)\|_{[-1,1]}^{2}$.

From all discussion above, $\|Q(t)-P(t)\|_{[-1,1]}^{2} \leq \frac{99 d^{2}}{m^{2}} \leq \epsilon^{2}$.

Now we use the above lemma to provide a faster learning algorithm for polynomials on interval $[-1,1]$ with noise instead of using the $\epsilon$-nets argument. Algorithm RobustPolynomialLearningFixedinterval works as follows:

1. Let $\epsilon=1 / 20$ and $I_{1}, \cdots, I_{n}$ be the intervals for $d$ and $\epsilon$ in Lemma 12.4.1.
2. Random choose $x_{j} \in I_{j}$ for every $j \in[n]$ and define $S=\left\{x_{1}, \cdots, x_{n}\right\}$ with weight $w_{1}=\frac{\left|I_{1}\right|}{2}, \cdots, w_{n}=\frac{\left|I_{n}\right|}{2}$.
3. Find the degree $d$ polynomial $Q(t)$ that minimizes $\|P(t)-Q(t)\|_{S, w}$ using Fact 12.11.1.

Lemma 12.4.4. For any degree d polynomial $P(t)$ and an arbitrary function $g(t)$, Algorithm RobustPolynomialLearningFixedInterval takes $O(d)$ samples from $x(t)=$ $P(t)+g(t)$ over $[-1,1]$ and reports a degree d polynomial $Q(t)$ in time $O\left(d^{\omega}\right)$ such that, with probability at least 99/100,

$$
\|P(t)-Q(t)\|_{[-1,1]}^{2} \lesssim\|g(t)\|_{[-1,1]}^{2} .
$$

Proof. Notice that $n=O(d / \epsilon)=O(d)$ and the running time depends on solving a linear regression problem( Fact 12.11.1 ), which takes $O\left(d^{\omega}\right)$ time. It is enough to bound the
distance between $P$ and $Q$ :

$$
\begin{aligned}
& \|P-Q\|_{[-1,1]} \\
\leq & 1.09\|P-Q\|_{S, w} \\
=1.09\|x-g-Q\|_{S, w} & \text { by Corollary } 12.4 .2 \\
\leq 1.09\|g\|_{S, w}+1.09\|x-Q\|_{S, w} & \text { by } x=P+g \\
\leq 1.09\|g\|_{S, w}+1.09\|x-P\|_{S, w} & \text { by triangle inequality } \\
\leq & 2.2\|g\|_{S, w}
\end{aligned}
$$

Because $\underset{S}{\mathbb{E}}\left[\|g\|_{S, w}^{2}\right]=\|g\|_{[-1,1]}^{2}$, we know that $\|P-Q\|_{[-1,1]} \leq 2200\|g\|_{[-1,1]}$ with probability $\geq .999$ by using Markov's inequality.

For any function $f:[0, T] \rightarrow \mathbb{C}$, let $\widetilde{f}(t)=f\left(\frac{2 t-T}{T}\right)$. Then $\|\widetilde{f}\|_{[-1,1]}=\|f\|_{T}$ from the definition. Hence we can switch any interval $[0, T]$ to $[-1,1]$ and use Lemma 12.4.4.

Theorem 12.1.2. For any degree $d$ polynomial $P(t)$ and an arbitrary function $g(t)$, Procedure RobustPolynomialLearning in Algorithm 12.5 takes $O(d)$ samples from $x(t)=$ $P(t)+g(t)$ over $[0, T]$ and reports a degree $d$ polynomial $Q(t)$ in time $O\left(d^{\omega}\right)$ such that, with probability at least 99/100,

$$
\|P(t)-Q(t)\|_{T}^{2} \lesssim\|g(t)\|_{T}^{2}
$$

where $\omega<2.373$ is matrix multiplication exponent [Str69],[CW87],[Wil12].

### 12.4.2 Boosting success probability

Notice that the success probability of Theorem 12.1.2 is only constant, and the proof technique of obtaining that result cannot be modified to $1-1 / \operatorname{poly}(d)$ or $1-2^{-\Omega(d)}$ success probability due to using Markov's inequality. However, we can use that algorithm as a black box, and rerun it $O(\log (1 / p))$ (for any $p>0$ ) times on fresh samples. Using the careful median analysis from [MP14] gives

Theorem 12.4.5. For any degree $d$ polynomial $P(t)$, an arbitrary function $g(t)$, and any $p>0$, Procedure RobustPolynomialLearning ${ }^{+}$in Algorithm 12.5 takes $O(d \log (1 / p))$ samples from $x(t)=P(t)+g(t)$ over $[0, T]$ and reports a degree $d$ polynomial $Q(t)$ in time $O\left(d^{\omega} \log (1 / p)\right)$ such that, with probability at least $1-p$,

$$
\|P(t)-Q(t)\|_{T}^{2} \lesssim\|g(t)\|_{T}^{2}
$$

where $\omega<2.373$ is matrix multiplication exponent.

Proof. We run algorithm RobustPolynomialLearning $R$ rounds with $O(d)$ independent and fresh samples per round. We will obtain $R$ degree- $d$ polynomials $Q_{1}(t), Q_{2}(t), \cdots, Q_{R}(t)$. We say a polynomial $Q_{i}(t)$ is good if $\left\|Q_{i}(t)-P(t)\right\|_{T}^{2} \lesssim\|g(t)\|_{T}^{2}$. Using the Chernoff bound, with probability at least $1-2^{-\Omega(R)}$, at least a $3 / 4$ fraction of the polynomials are "good". We output polynomial $Q(t)=Q_{j^{*}}(t)$ such that

$$
\begin{equation*}
j^{*}=\underset{j \in[R]}{\arg \min }\left(\operatorname{median}\left\{\left\|Q_{j}(t)-Q_{1}(t)\right\|_{T}^{2},\left\|Q_{j}(t)-Q_{2}(t)\right\|_{T}^{2}, \cdots,\left\|Q_{j}(t)-Q_{R}(t)\right\|_{T}^{2}\right\}\right) \tag{12.8}
\end{equation*}
$$

The Equation (12.8) can be solved in following straightforward way. For $i \neq j$, it takes $O(d)$ time to compute $\left\|Q_{j}(t)-Q_{i}(t)\right\|_{T}^{2}$. Because of the number of pairs is $O\left(R^{2}\right)$, thus it takes
$O\left(R^{2} d\right)$ time write down a $R \times R$ matrix. For each column, we run linear time 1-median algorithm. This step takes $O\left(R^{2}\right)$ time. At the end, $j^{*}$ is index of the column that has the smallest median value. Thus, polynomial $Q(t)=Q_{j^{*}}(t) 1$ the 0 with probability at least $1-p$ by choosing $R=O(\log (1 / p))$. The running time is not optimized yet.

To improve the dependence on $R$ for running time, we replace the step of solving Equation (12.8) by an approach that is similar to [MP14]. We choose a new set of samples $S$, say $S=\left\{t_{1}, t_{2}, \cdots, t_{n}\right\}$ and $n=O(d)$. Using Fact 12.11.2, we can compute $Q_{i}\left(t_{j}\right)$ for all $i, j \in[R] \times[n]$ in $O(R d \operatorname{poly}(\log (d)))$ time. Define

$$
\begin{equation*}
\widetilde{Q}_{j}=\underset{i \in[R]}{\operatorname{median}} Q_{i}\left(t_{j}\right), \forall j \in[n] . \tag{12.9}
\end{equation*}
$$

Our algorithm will output a degree- $d$ polynomial $Q$ which is the optimal solution of this problem, $\min _{\text {degree-d } Q^{\prime \prime}}\left\|Q^{\prime}-\widetilde{Q}\right\|_{S, w} \cdot{ }^{2}$ In the rest of the proof, we will show that $\|Q-P\|_{T} \lesssim\|g\|_{T}$ with probability at least $1-2^{-\Omega(R)}$.

Notice that Equation (12.9) implies that $\widetilde{Q}_{j}-P\left(t_{j}\right)=\underset{i \in[R]}{\operatorname{median}}\left(Q_{i}\left(t_{j}\right)-P\left(t_{j}\right)\right)$. Fix a coordinate $j$ and applying the proof argument of Lemma 6.1 in [MP14], we have

$$
\left(\widetilde{Q}_{j}-P\left(t_{j}\right)\right)^{2} \lesssim \operatorname{mean}_{\text {good } i}\left(Q_{i}\left(t_{j}\right)-P\left(t_{j}\right)\right)^{2}
$$

Taking the weighted summation over all the coordinates $j$, we have

$$
\|\widetilde{Q}-P\|_{S, w}^{2} \lesssim \operatorname{mean}_{\text {good } i}\left\|Q_{i}-P\right\|_{S, w}^{2}
$$

Using Corollary 12.4.2, for each good $i$,

$$
\left\|Q_{i}-P\right\|_{S, w}^{2} \lesssim\left\|Q_{i}-P\right\|_{T}^{2}
$$

[^60]Combining the above two inequalities gives

$$
\begin{equation*}
\|\widetilde{Q}-P\|_{S, w}^{2} \lesssim \operatorname{mean}_{\text {good } i}\left\|Q_{i}-P\right\|_{T}^{2} \lesssim\|g\|_{T}^{2} \tag{12.10}
\end{equation*}
$$

Because $Q$ is the optimal solution for $\widetilde{Q}$, then

$$
\begin{equation*}
\|\widetilde{Q}-Q\|_{S, w}^{2} \leq\|\widetilde{Q}-P\|_{S, w}^{2} \lesssim\|g\|_{T}^{2} \tag{12.11}
\end{equation*}
$$

Using Corollary 12.4.2 and for any good $i, i^{\prime},\left\|Q_{i}-Q_{i^{\prime}}\right\|_{T} \lesssim\|g\|_{T}$, we can replace $P$ by $Q_{i^{\prime}}$ in the Equation (12.10). Thus, for any $Q_{i^{\prime}}$ where $i^{\prime}$ is good,

$$
\begin{equation*}
\left\|\widetilde{Q}-Q_{i^{\prime}}\right\|_{S, w}^{2} \lesssim\|g\|_{T}^{2} \tag{12.12}
\end{equation*}
$$

For any good $i^{\prime}$,

$$
\begin{aligned}
& \left\|Q_{i^{\prime}}-Q\right\|_{T} \\
\lesssim & \left\|Q_{i^{\prime}}-Q\right\|_{S, w} \\
\leq & \text { by Corollary } 12.4 .2 \\
\lesssim & \|g\|_{i^{\prime}}-\widetilde{Q}\left\|_{S, w}+\right\| \widetilde{Q}-Q \|_{S, w}
\end{aligned} \quad \text { by triangle inequality }
$$

Thus, our algorithm takes $O(d R)$ samples from $x(t)=P(t)+g(t)$ over $[0, T]$ and reports a polynomial $Q(t)$ in time $O\left(R d^{\omega}\right)$ such that, with probability at least $1-2^{-\Omega(R)}, \| P(t)-$ $Q(t)\left\|_{T}^{2} \lesssim\right\| g(t) \|_{T}^{2}$. Choosing $R=O(\log (1 / p))$ completes the proof.

### 12.5 Bounding the Magnitude of a Fourier-sparse Signal in Terms of Its Average Norm

The main results in this section are two upper bounds, Lemma 12.5.1 on $\max _{t \in[0, T]}|x(t)|^{2}$ and Lemma 12.5.5 on $|x(t)|^{2}$ for $t>T$, in terms of the typical signal value $\|x\|_{T}^{2}=$ $\frac{1}{T} \int_{0}^{T}|x(t)|^{2} \mathrm{~d} t$. We prove Lemma 12.5.1 in Section 12.5 .1 and Lemma 12.5.5 in Section 12.5.2

### 12.5.1 Bounding the maximum inside the interval

The goal of this section is to prove Lemma 12.5.1.
Lemma 12.5.1. For any $k$-Fourier-sparse signal $x(t): \mathbb{R} \rightarrow \mathbb{C}$ and any duration $T$, we have

$$
\max _{t \in[0, T]}|x(t)|^{2} \lesssim k^{4} \log ^{3} k \cdot\|x\|_{T}^{2}
$$

Proof. Without loss of generality, we fix $T=1$. Then $\|x\|_{T}^{2}=\int_{0}^{1}|x(t)|^{2} \mathrm{~d} t$. Because $\|x\|_{T}^{2}$ is the average over the interval $[0, T]$, if $t^{*}=\underset{t \in[0, T]}{\arg \max }|x(t)|^{2}$ is not 0 or $T=1$, we can rescale the two intervals $\left[0, t^{*}\right]$ and $\left[t^{*}, T\right]$ to $[0,1]$ and prove the desired property separately. Hence we assume $|x(0)|^{2}=\max _{t \in[0, T]}|x(t)|^{2}$ in this proof.

Claim 12.5.2. For any $k$, there exists $m=O\left(k^{2} \log k\right)$ such that for any $k$-Fourier-sparse signal $x(t)$, any $t_{0} \geq 0$ and $\tau>0$, there always exist $C_{1}, \cdots, C_{m} \in \mathbb{C}$ such that the following properties hold,

$$
\begin{array}{cl}
\text { Property I } & \left|C_{j}\right| \leq 11 \text { for all } j \in[m] \\
\text { Property II } & x\left(t_{0}\right)=\sum_{j \in[m]} C_{j} \cdot x\left(t_{0}+j \cdot \tau\right)
\end{array}
$$

We first use this claim to finish the proof of Lemma 12.5.1. We choose $t_{0}=0$ such that $\forall \tau>0$, there always exist $C_{1}, \cdots, C_{m} \in \mathbb{C}$, and

$$
x(0)=\sum_{j \in[m]} C_{j} \cdot x(j \cdot \tau) .
$$

By the Cauchy-Schwarz inequality, it implies that for any $\tau$,

$$
\begin{align*}
|x(0)|^{2} & \leq m \sum_{j \in[m]}\left|C_{j}\right|^{2}|x(j \cdot \tau)|^{2} \\
& \lesssim m \sum_{j \in[m]}|x(j \cdot \tau)|^{2} \tag{12.13}
\end{align*}
$$

At last, we obtain

$$
\begin{aligned}
|x(0)|^{2} & =m \int_{0}^{1 / m}|x(0)|^{2} \mathrm{~d} \tau \\
& \lesssim m \cdot \int_{0}^{1 / m}\left(m \sum_{j=1}^{m}|x(j \cdot \tau)|^{2}\right) \mathrm{d} \tau \\
& =m^{2} \cdot \sum_{j=1}^{m} \int_{0}^{1 / m}|x(j \cdot \tau)|^{2} \mathrm{~d} \tau \\
& =m^{2} \cdot \sum_{j=1}^{m} \frac{1}{j} \int_{0}^{j / m}|x(\tau)|^{2} \mathrm{~d} \tau \\
& \leq m^{2} \cdot \sum_{j=1}^{m} \frac{1}{j} \cdot \int_{0}^{1}|x(\tau)|^{2} \mathrm{~d} \tau \\
& \lesssim m^{2} \log m \cdot\|x\|_{T}^{2}
\end{aligned}
$$

where the first inequality follows by Equation (12.13), the second inequality follows by $j / m \leq$ 1 and the last step follows by $\sum_{i=1}^{m} \frac{1}{i}=O(\log m)$. From $m=O\left(k^{2} \log k\right)$, we obtain $|x(0)|^{2}=$ $O\left(k^{4} \log ^{3} k\|x\|_{T}^{2}\right)$.

To prove Claim 12.5.2, we use the following lemmas about polynomials. We defer their proofs to Section 12.10.2.

Lemma 12.5.3. Let $Q(z)$ be a degree $k$ polynomial, all of whose roots are complex numbers with absolute value 1. For any integer $n$, let $r_{n, k}(z)=\sum_{l=0}^{k-1} r_{n, k}^{(l)} \cdot z^{l}$ denote the residual polynomial of

$$
r_{n, k}(z) \equiv z^{n} \quad(\bmod Q(z))
$$

Then, each coefficient of $r_{n, k}$ is bounded: $\left|r_{n, k}^{(l)}\right| \leq 2^{k} n^{k-1}$ for any $l$.

Lemma 12.5.4. For any $k \in \mathbb{Z}$ and any $z_{1}, \cdots, z_{k}$ on the unit circle of $\mathbb{C}$, there always exists a degree $m=O\left(k^{2} \log k\right)$ polynomial $P(z)=\sum_{j=0}^{m} c_{j} z^{j}$ with the following properties:

$$
\text { Property I } \quad P\left(z_{i}\right)=0, \forall i \in\{1, \cdots, k\}
$$

Property II $\quad c_{0}=1$,
Property III $\quad\left|c_{j}\right| \leq 11, \forall j \in\{1, \cdots, m\}$.

Proof of Claim 12.5.2. For $x(t)=\sum_{i=1}^{k} v_{i} e^{2 \pi \mathrm{i} \mathrm{f}_{i} t}$, we fix $t_{0}$ and $\tau$ then rewrite $x\left(t_{0}+j \cdot \tau\right)$ as a polynomial of $b_{i}=v_{i} \cdot e^{2 \pi \mathbf{i} f_{i} t_{0}}$ and $z_{i}=e^{2 \pi \mathbf{i} f_{i} \tau}$ for each $i \in[k]$.

$$
\begin{aligned}
x\left(t_{0}+j \cdot \tau\right) & =\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i} \cdot\left(t_{0}+j \cdot \tau\right)} \\
& =\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i} t_{0}} \cdot e^{2 \pi \mathbf{i} f_{i} \cdot j \tau} \\
& =\sum_{i=1}^{k} b_{i} \cdot z_{i}^{j}
\end{aligned}
$$

Given $k$ and $z_{1}, \cdots, z_{k}$, let $P(z)=\sum_{j=0}^{m} c_{j} z^{j}$ be the degree $m$ polynomial in Lemma 12.5.4.

$$
\begin{align*}
\sum_{j=0}^{m} c_{j} x\left(t_{0}+j \tau\right) & =\sum_{j=0}^{m} c_{j} \sum_{i=1}^{k} b_{i} \cdot z_{i}^{j} \\
& =\sum_{i=1}^{k} b_{i} \sum_{j=0}^{m} c_{j} \cdot z_{i}^{j} \\
& =\sum_{i=1}^{k} b_{i} P\left(z_{i}\right) \\
& =0 \tag{12.14}
\end{align*}
$$

where the last step follows by Property I of $P(z)$ in Lemma 12.5.4. From the Property II and III of $P(z)$, we obtain $x\left(t_{0}\right)=-\sum_{j=1}^{m} c_{j} x\left(t_{0}+j \tau\right)$.

### 12.5.2 Bounding growth outside the interval

Here we show signals with sparse Fourier transform cannot grow too quickly outside the interval.

Lemma 12.5.5. Let $x(t)$ be a $k$-Fourier-sparse signal. For any $T>0$ and any $t>T$,

$$
|x(t)|^{2} \leq k^{7} \cdot(2 k t / T)^{2.5 k} \cdot\|x\|_{T}^{2} .
$$

Proof. For any $t>T$, let $t=t_{0}+n \cdot \tau$ such that $t_{0} \in[0, T / k], \tau \in[0, T / k]$ and $n \leq \frac{2 k t}{T}$. We define $b_{i}=v_{i} e^{2 \pi \mathbf{i} f_{i} t_{0}}$, and $z_{i}=e^{2 \pi \mathbf{i} f_{i} \tau}$ such that $x\left(t_{0}+n \cdot \tau\right)=\sum_{j \in[k]} b_{j} z_{j}^{n}$.

By Lemma 12.5.3, we have for any $z_{1}, z_{2}, \cdots, z_{k}$ and any $n$,

$$
z^{n} \equiv \sum_{i=0}^{k-1} a_{i} z^{i} \quad\left(\bmod \prod_{i=1}^{k}\left(z-z_{i}\right)\right)
$$

where $\left|a_{i}\right| \leq 2^{k} \cdot n^{k}, \forall i \in\{0,1, \cdots, k-1\}$. Thus, we obtain

$$
x\left(t_{0}+n \tau\right)=\sum_{j=1}^{k} b_{j} z_{j}^{n}=\sum_{j=1}^{k} b_{j}\left(\sum_{i=0}^{k-1} a_{i} z_{j}^{i}\right) .
$$

From the fact that $x\left(t_{0}+i \cdot \tau\right)=\sum_{j \in[k]} b_{j} z_{j}^{i}$, we simplify it to be

$$
x\left(t_{0}+n \tau\right)=\sum_{i=0}^{k-1} a_{i} \sum_{j=1}^{k} b_{j} z_{j}^{i}=\sum_{i=0}^{k-1} a_{i} x\left(t_{0}+i \cdot \tau\right) .
$$

Because $\left(t_{0}+i \cdot \tau\right) \in[0, T]$ for any $i=0, \cdots, k-1$, we have

$$
\left|x\left(t_{0}+i \tau\right)\right|^{2} \leq \max _{t \in[0, T]}|x(t)|^{2} \lesssim k^{4} \log ^{3} k\|x\|_{T}^{2}
$$

from Lemma 12.5.1.

Hence

$$
\begin{aligned}
\left|x\left(t_{0}+n \cdot \tau\right)\right|^{2} & \leq k \sum_{i=0}^{k-1}\left|a_{i}\right|^{2} \cdot\left|x\left(t_{0}+i \cdot \tau\right)\right|^{2} \\
& \leq k \sum_{i=0}^{k-1} n^{2.2 k} \cdot \max _{t \in[0, T]}|x(t)|^{2} \\
& \leq k^{7} \cdot(2 k t / T)^{2.2 k}\|x\|_{T}^{2} .
\end{aligned}
$$

Thus, we complete the proof.

### 12.6 Hash Functions and Filter Functions

### 12.6.1 Permutation function and hash function

We first review the permutation function $P_{\sigma, a, b}$ and the hash function $h_{\sigma, b}$ in [PS15], which translates discrete settings to the continuous setting.

Definition 12.6.1. For any signal $x(t): \mathbb{R} \rightarrow \mathbb{C}$ and $a, b, \sigma \in \mathbb{R}$, let $\left(P_{\sigma, a, b} x\right)(t)=x(\sigma(t-$ a)) $e^{-2 \pi \mathbf{i} \sigma b t}$.

Lemma 12.6.1. $\widehat{P_{\sigma, a, b} x}(\sigma(f-b))=\frac{1}{\sigma} e^{-2 \pi \mathbf{i} \sigma a f} \widehat{x}(f)$ and $\widehat{P_{\sigma, a, b} x}(f)=\frac{1}{\sigma} e^{-2 \pi \mathbf{i} \sigma a(f / \sigma+b)} \widehat{x}(f / \sigma+b)$
For completeness, we provide a proof of Lemma 12.6.1 in Section 12.10.4.

Definition 12.6.2. [PS15] Let $\pi_{\sigma, b}(f)=2 \pi \sigma(f-b)(\bmod 2 \pi)$ and $h_{\sigma, b}(f)=\operatorname{round}\left(\pi_{\sigma, b}(f)\right.$. $\frac{B}{2 \pi}$ ) be the hash function that maps frequency $f \in[-F, F]$ into bins $\{0, \cdots, B-1\}$.

Claim 12.6.2. [PS15] For any $\Delta>0$, let $\sigma$ be a sample uniformly at random from $\left[\frac{1}{B \Delta}, \frac{2}{B \Delta}\right]$.
(I) If $\Delta \leq\left|f^{+}-f^{-}\right|<\frac{(B-1) \Delta}{2}$, then $\operatorname{Pr}\left[h_{\sigma, b}\left(f^{+}\right)=h_{\sigma, b}\left(f^{-}\right)\right]=0$
(II) If $\frac{(B-1) \Delta}{2} \leq\left|f^{+}-f^{-}\right|$, then $\operatorname{Pr}\left[h_{\sigma, b}\left(f^{+}\right)=h_{\sigma, b}\left(f^{-}\right)\right] \lesssim \frac{1}{B}$

From previous work [HIKP12b, HIKP12a, PS15], uniformly sampling from $[A, 2 A]$ for some large $A \geq \widetilde{T}$ provides an almost uniform sample on $[0, \widetilde{T}]$ when taken modulo over $\widetilde{T}$.

Lemma 12.6.3. For any $\widetilde{T}$, and $0 \leq \widetilde{\epsilon}, \widetilde{\delta} \leq \widetilde{T}$, if we sample $\widetilde{\sigma}$ uniformly at random from $[A, 2 A]$, then

$$
\begin{equation*}
\frac{2 \widetilde{\epsilon}}{\widetilde{T}}-\frac{2 \widetilde{\epsilon}}{A} \leq \operatorname{Pr}[\widetilde{\sigma} \quad(\bmod \widetilde{T}) \in[\widetilde{\delta}-\widetilde{\epsilon}, \widetilde{\delta}+\widetilde{\epsilon}]] \leq \frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A} \tag{12.15}
\end{equation*}
$$

### 12.6.2 Filter function

We state the properties of filter function $(H(t), \widehat{H}(f))$ and $(G(t), \widehat{G}(f))$, the details of proofs are presented in Section 12.12.1 and 12.12.2.

Lemma 12.6.4. Given $s_{0}, s_{1}, 0<s_{3}<1, \ell>1,0<\delta<1$, where $\ell=\Theta(k \log (k / \delta))$. The filter function $(H(t), \widehat{H}(f))$ has the following properties,

Property I: $\quad H(t) \in[1-\delta, 1]$, when $|t| \leq\left(\frac{1}{2}-\frac{2}{s_{1}}\right) s_{3}$.
Property II : $H(t) \in[0,1]$, when $\left(\frac{1}{2}-\frac{2}{s_{1}}\right) s_{3} \leq|t| \leq \frac{1}{2} s_{3}$.
Property III : $H(t) \leq s_{0} \cdot\left(s_{1}\left(\frac{|t|}{s_{3}}-\frac{1}{2}\right)+2\right)^{-\ell}, \forall|t|>\frac{1}{2} s_{3}$.
Property IV : $\operatorname{supp}(\hat{H}(f)) \subseteq\left[-\frac{s_{1} \ell}{2 s_{3}}, \frac{s_{1} \ell}{2 s_{3}}\right]$.

For any exact $k$-Fourier-sparse signal $x^{*}(t)$, we shift the interval from $[0, T]$ to $[-1 / 2,1 / 2]$ and consider $x^{*}(t)$ for $t \in[-1 / 2,1 / 2]$ to be our observation, which is also $x^{*}(t) \cdot \operatorname{rect}_{1}(t)$.

$$
\begin{array}{ll}
\text { Property V }: & \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot\left(1-\operatorname{rect}_{1}(t)\right)\right|^{2} \mathrm{~d} t<\delta \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t . \\
\text { Property VI : } & \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \in[1-\epsilon, 1] \cdot \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t .
\end{array}
$$

for arbitrarily small constant $\epsilon$.

Lemma 12.6.5. Given $B>1, \delta>0, \alpha>0$, we set $l=\Omega(\log (\delta / k))$. The filter function


Figure 12.2: The filter function $(H(t), \widehat{H}(f))$ with a $k$-Fourier-sparse signal. The property I, II and III are presented in the bottom one, the property IV is presented in the top one.
$(G(t), \widehat{G}(f))[B, \delta, \alpha, l]$ satisfies the following properties,
Property I: $\quad \widehat{G}(f) \in[1-\delta / k, 1]$, if $|f| \leq(1-\alpha) \frac{2 \pi}{2 B}$.
Property II : $\quad \widehat{G}(f) \in[0,1]$, if $(1-\alpha) \frac{2 \pi}{2 B} \leq|f| \leq \frac{2 \pi}{2 B}$.
Property III : $\widehat{G}(f) \in[-\delta / k, \delta / k]$, if $|f|>\frac{2 \pi}{2 B}$.
Property IV : $\operatorname{supp}(G(t)) \subset\left[\frac{l}{2} \cdot \frac{-B}{\pi \alpha}, \frac{l}{2} \cdot \frac{B}{\pi \alpha}\right]$.
Property V: $\max _{t}|G(t)| \lesssim \operatorname{poly}(B, l)$.


Figure 12.3: $G$ and $\widehat{G}$. [PS15]

### 12.6.3 HashToBins

We first define two functions $G_{\sigma, b}^{(j)}(t)$ and $\widehat{G}_{\sigma, b}^{(j)}(f)$, then show the result returned by Procedure HashToBins in Algorithm 12.6 satisfying some nice properties. The details of proofs are presented in Section 12.12.4.

Definition 12.6.6. $\forall \sigma>0, b$ and $j \in[B]$. Define,

$$
\begin{aligned}
G_{\sigma, b}^{(j)}(t) & =\frac{1}{\sigma} G(t / \sigma) e^{2 \pi \mathrm{i} t(j / B-\sigma b) / \sigma} \\
\widehat{G}_{\sigma, b}^{(j)}(f) & =\widehat{G}^{\mathrm{dis}}\left(\frac{j}{B}-\sigma f-\sigma b\right)=\sum_{i \in \mathbb{Z}} \widehat{G}\left(i+\frac{j}{B}-\sigma f-\sigma b\right)
\end{aligned}
$$

Lemma 12.6.7. Let $u \in \mathbb{C}^{B}$ be the result of HASHTOBins under permutation $P_{\sigma, a, b}$, and let $j \in[B]$. Define

$$
\widehat{z}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}
$$

so

$$
z=(x \cdot H) * G_{\sigma, b}^{(j)} .
$$

Let vector $\widehat{u} \in \mathbb{C}^{B}$ denote the $B$-dimensional DFT of $u$, then $\forall j \in[B]$,

$$
\widehat{u}[j]=z_{\sigma a} .
$$

### 12.7 Frequency Recovery

The goal of this section is to prove Theorem 12.2.6, which is able to recover the frequencies of a signal $x^{*}$ has $k$-sparse Fourier transform under noise.

Theorem 12.2.6. Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ and $x(t)=x^{*}(t)+g(t)$ be our observable signal where $\|g(t)\|_{T}^{2} \leq c\left\|x^{*}(t)\right\|_{T}^{2}$ for a sufficiently small constant $c$. Then Procedure FrequenCYRECOVERYKCLUSTER returns a set $L$ of $O(k)$ frequencies that covers all heavy clusters of $x^{*}$, which uses poly $(k, \log (1 / \delta)) \log (F T)$ samples and poly $(k, \log (1 / \delta)) \log ^{2}(F T)$ time. In particular, for $\Delta=\operatorname{poly}(k, \log (1 / \delta)) / T$ and $\mathcal{N}^{2}:=\|g(t)\|_{T}^{2}+\delta\left\|x^{*}(t)\right\|_{T}^{2}$, with probability $1-2^{-\Omega(k)}$, for any $f^{*}$ with

$$
\begin{equation*}
\int_{f^{*}-\Delta}^{f^{*}+\Delta}|\widehat{x \cdot H}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k \tag{12.16}
\end{equation*}
$$

there exists an $\tilde{f} \in L$ satisfying

$$
\left|f^{*}-\widetilde{f}\right| \lesssim \Delta \sqrt{\Delta T}
$$

### 12.7.1 Overview

We give an overview of proving Theorem 12.2.6. Instead of starting with $k$-cluster recovery, we first show how to achieve one-cluster recovery.

One-cluster recovery. we start with $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ where there exists $f_{0}$ and $\Delta$ such that $f_{j}$ is in $\left[f_{0}-\Delta, f_{0}+\Delta\right]$ for each $j \in[k]$ and consider its properties for frequency recovery.

Definition 12.7.1 $((\epsilon, \Delta)$-one-cluster signal). We say that a signal $z(t)$ is an $(\epsilon, \Delta)$-onecluster signal around $f_{0}$ iff $z(t)$ and $\widehat{z}(f)$ satisfy the following two properties:

$$
\begin{aligned}
\text { Property I } & : \int_{f_{0}-\Delta}^{f_{0}+\Delta}|\widehat{z}(f)|^{2} \mathrm{~d} f \geq(1-\epsilon) \int_{-\infty}^{+\infty}|\widehat{z}(f)|^{2} \mathrm{~d} f \\
\text { Property II } & : \int_{0}^{T}|z(t)|^{2} \mathrm{~d} t \geq(1-\epsilon) \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t
\end{aligned}
$$

The main result of one-cluster recovery is to prove that the two properties in Definition 12.7.1 with a sufficiently small constant $\epsilon$ are sufficient to return $\widetilde{f}_{0}$ close to $f_{0}$ with high probability, which provides a black-box for $k$-cluster recovery algorithm.

We first prove that the pair of conditions, Property I and Property II in Definition 12.7.1, are sufficient to obtain an estimation of $e^{2 \pi \mathrm{i} f_{0}}$ in Section 12.7.2. We also provide the proof of the correctness of Procedures GetLegal1Sample and GetEmpirical1Engergy in Section 12.7.2.

Lemma 12.7.1. For a sufficiently small constant $\epsilon>0$, any $f_{0} \in[-F, F]$, and $\Delta>0$, given $\widehat{\beta} \approx \frac{1}{\Delta \sqrt{\Delta T}}$ and an $(\epsilon, \Delta)$-one-cluster signal $z(t)$ around $f_{0}$, Procedure GetLegal1Sample
in Algorithm 12.3 with any $\beta \leq 2 \widehat{\beta}$ takes $O\left((T \Delta)^{3}\right)$ samples to output $\alpha \in \mathbb{R}$ satisfying

$$
\left|z(\alpha+\beta)-z(\alpha) e^{2 \pi \mathrm{i} f_{0} \beta}\right| \leq 0.08(|z(\alpha)|+|z(\alpha+\beta)|),
$$

with probability at least 0.6.

The following lemma shows that for any $(\epsilon, \Delta)$-one-cluster signal $z(t)$ around $f_{0}$, we could use the above procedure to find a frequency $\widetilde{f}_{0}$ approximating $f_{0}$ with high probability.

Lemma 12.7.2. For a sufficiently small constant $\epsilon>0$, any $f_{0} \in[-F, F]$, and $\Delta>0$, given an $(\epsilon, \Delta)$-one-cluster signal $z(t)$ around $f_{0}$, Procedure FREQUENCyRECovery1Cluster in Algorithm 12.4 returns $\widetilde{f}_{0}$ with $\left|\widetilde{f}_{0}-f_{0}\right| \lesssim \Delta \cdot \sqrt{\Delta T}$ with probability at least $1-2^{-\Omega(k)}$.

We provide a proof of Lemma 12.7.2 in Section 12.7.4. We show $z(t)=\left(x^{*}(t)+g(t)\right)$. $H(t)$ satisfy Properties I and II (Definition 12.7.1) when all frequencies in $\widehat{x}^{*}$ are in a small range in Section 12.7.3.

Lemma 12.7.3. For any $f_{0} \in[-F, F], \Delta^{\prime}>0$, and $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{t}}$ with $\left|f_{j}-f_{0}\right| \leq \Delta^{\prime}$ for all $j \in[k]$, let $x(t)=x^{*}(t)+g(t)$ be our observable signal whose noise $\|g\|_{T}^{2} \leq c\left\|x^{*}\right\|_{T}^{2}$ for a sufficiently small constant $c$ and $H(t)$ be the filter function defined in Section 12.6 with $|\operatorname{supp}(\widehat{H})|=\Delta_{h}$. Then $z=H \cdot x$ is an $\left(O(\sqrt{c}), \Delta_{h}+\Delta^{\prime}\right)$-one-cluster signal around $f_{0}$.

From all discussion above, we summarize the result of frequency recovery when $\widehat{x}^{*}$ is in one cluster.

Theorem 12.7.4. For any $f_{0} \in[-F, F], \Delta^{\prime}>0$, and $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ with $\left|f_{j}-f_{0}\right| \leq \Delta^{\prime}$ for all $j \in[k]$, let $x(t)=x^{*}(t)+g(t)$ be our observable signal whose noise $\|g\|_{T}^{2} \leq c\left\|x^{*}\right\|_{T}^{2}$ for a sufficiently small constant $c$ and $H(t)$ be the filter function defined in Section 12.6
with $|\operatorname{supp}(\widehat{H})|=\Delta_{h}$. Then Procedure FrequencyRecovery1Cluster in Algorithm 12.4 with $\Delta=\Delta^{\prime}+\Delta_{h}$ takes poly $(k, \log (1 / \delta)) \cdot \log (F T)$ samples, runs in poly $(k, \log (1 / \delta)) \cdot$ $\log ^{2}(F T)$ time, returns a frequency $\widetilde{f}_{0}$ satisfying $\left|\widetilde{f}_{0}-f_{0}\right| \lesssim \Delta \sqrt{\Delta T}$ with probability at least $1-2^{-\Omega(k)}$.
$k$-cluster recovery. Given any $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$, we plan to convolve the filter function $G(t)$ on $x(t) \cdot H(t)$ and use Lemma 12.7.2 as a black box to find a list of frequencies that covers $\left\{f_{1}, \cdots, f_{k}\right\}$.

We fix $\Delta=\operatorname{poly}(k, \log (1 / \delta)) / T, B=\Theta(k)$ and sample $\sigma$ uniformly at random from $\left[\frac{1}{B \Delta}, \frac{2}{B \Delta}\right]$ for $k$-cluster recovery. We will cover all $f^{*} \in[-F, F]$ with the following property :

$$
\begin{equation*}
\int_{f^{*}-\Delta}^{f^{*}+\Delta}|\widehat{x \cdot H}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k \tag{12.17}
\end{equation*}
$$

We consider one frequency $f^{*} \in[-F, F]$ satisfying (12.17) and use $j=h_{\sigma, b}\left(f^{*}\right)$ to denote its index in $[B]$ after hashing $(\sigma, b)$. Recall that for $j \in[B]$, any $\sigma>0$ and any $b$,

$$
G_{\sigma, b}^{(j)}(t)=\frac{1}{\sigma} G(t / \sigma) e^{2 \pi i t(j / B-\sigma b) / \sigma} \text { such that } \widehat{G}_{\sigma, b}^{(j)}(f)=\sum_{i \in \mathbb{Z}} \widehat{G}\left(i+\frac{j}{B}-\sigma f-\sigma b\right) .
$$

We set $\widehat{z}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}$ and $z=(x \cdot H) * G_{\sigma, b}^{(j)}$ for $f^{*}$ and $j=h_{\sigma, b}\left(f^{*}\right)$. In Section 12.7.5, we show that with high probability over the hashing $(\sigma, b),(z, \widehat{z})$ satisfies Property I with $\left[f^{*}-\Delta, f^{*}+\Delta\right]$ and Property II in Definition 12.7.1 such that we could use Lemma 12.7.2 on $z$ to recover $f^{*}$.

Lemma 12.7.5. Let $f^{*} \in[-F, F]$ satisfy (12.17). For a random hashing $(\sigma, b)$, let $j=$ $h_{\sigma, b}\left(f^{*}\right)$ be the bucket that $f^{*}$ maps to under the hash such that $z=(x \cdot H) * G_{\sigma, b}^{(j)}$ and $\widehat{z}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}$. With probability at least $0.9, z(t)$ is an $(\epsilon, \Delta)$-one-cluster signal around $f^{*}$.

Combining Lemma 12.7 .5 and Lemma 12.7.2, we could recover any heavy frequency $f^{*}$ satisfying (12.17) with probability at least 0.8 . Then we repeat this procedure to guarantee that we cover all heavy frequencies and finish the proof of the main frequency recovery Theorem 12.2.6 in Section 12.7.6.

### 12.7.2 Analysis of GetLegal1Sample and GetEmpirical1Energy

Let $I=\left[f_{0}-\Delta, f_{0}+\Delta\right]$ and $\bar{I}=(-\infty,+\infty) \backslash I$ in this proof. We define $\left(z^{I}(t), \widehat{z}^{I}(f)\right)$ and $\left(z^{\bar{I}}(t), \widehat{z}^{\bar{I}}(f)\right)$ as follows:

$$
\widehat{z}^{I}(f)=\left\{\begin{array}{ll}
\widehat{z}(f) & \text { if } f \in I \\
0 & \text { if } f \in \bar{I}
\end{array}, \quad \widehat{z}^{\bar{I}}(f)= \begin{cases}0 & \text { if } f \in I \\
\widehat{z}(f) & \text { if } f \in \bar{I}\end{cases}\right.
$$

We consider $z^{I}(t)$ as the "signal" to recover $f_{0}$ and treat $z^{\bar{I}}(t)$ as the "noise". We first show some basic properties of $z^{I}(t)$.

Claim 12.7.6. For $z^{\bar{I}}(t)$, we have $\int_{0}^{T}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \leq \epsilon \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t$. For $z^{I}(t)$, we have

$$
\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t \geq(1-5 \sqrt{\epsilon}) \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t \text { and } \int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t \geq(1-6 \sqrt{\epsilon}) \int_{-\infty}^{+\infty}\left|z^{I}(t)\right|^{2} \mathrm{~d} t
$$

Proof. From the definition and Property I in Definition 12.7.1, we know

$$
z(t)=z^{I}(t)+z^{\bar{I}}(t) \quad \text { and } \quad \int_{-\infty}^{+\infty}\left|\bar{z}^{\bar{I}}(f)\right|^{2} \mathrm{~d} f \leq \epsilon \int_{-\infty}^{+\infty}|\widehat{z}(f)|^{2} \mathrm{~d} f .
$$

Notice that Property I(in Definition 12.7.1) indicates that

$$
\int_{0}^{T}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \leq \int_{-\infty}^{+\infty}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t=\int_{-\infty}^{+\infty}\left|\bar{z}^{\bar{I}}(f)\right|^{2} \mathrm{~d} f \leq \epsilon \int_{-\infty}^{+\infty}|\widehat{z}(f)|^{2} \mathrm{~d} f
$$

On the other hand, from Property II(in Definition 12.7.1), we know

$$
\begin{aligned}
(1-\epsilon) \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t & \leq \int_{0}^{T}\left|z^{I}(t)+z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \\
& \leq \int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t+2 \int_{0}^{T}\left|z^{I}(t)\right| \cdot\left|z^{\bar{I}}(t)\right| \mathrm{d} t+\int_{0}^{T}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t .
\end{aligned}
$$

We have $\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t \leq 2 \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t$ from the above inequality. From $\int_{0}^{T}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \leq$ $\epsilon \int_{-\infty}^{+\infty}|\widehat{z}(f)|^{2} \mathrm{~d} f$, we bound

$$
\int_{0}^{T}\left|z^{I}(t)\right| \cdot\left|z^{\bar{I}}(t)\right| \mathrm{d} t \leq \sqrt{2 \epsilon} \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t
$$

by the Cauchy-Schwartz inequality and have

$$
\begin{equation*}
\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t \geq(1-5 \sqrt{\epsilon}) \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t \tag{12.18}
\end{equation*}
$$

Because $\int_{-\infty}^{+\infty}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \leq \epsilon \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t$, inequality (12.18) also indicates that

$$
\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t \geq(1-6 \sqrt{\epsilon}) \int_{-\infty}^{+\infty}\left|z^{I}(t)\right|^{2} \mathrm{~d} t
$$

One useful property of $z^{I}(t)$ is that its maximum can be bounded by its average on $[0, T]$.

Claim 12.7.7. $\forall t \in[0, T],\left|z^{I}(t)\right| \leq 2 \sqrt{\Delta T} \cdot\left\|z^{I}\right\|_{T}$.
Proof. From the definition $\left|z^{I}(t)\right|$, it is upper bounded by $\int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\widehat{z^{I}}(f)\right| \mathrm{d} f$ for any $t \in[0, T]$. On the other hand,

$$
\begin{aligned}
\int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\hat{z}^{I}(f)\right| \mathrm{d} f & \leq \sqrt{2 \Delta}\left(\int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\widehat{z}^{I}(f)\right|^{2} \mathrm{~d} f\right)^{1 / 2} \\
& =\sqrt{2 \Delta}\left(\int_{-\infty}^{+\infty}\left|z^{I}(t)\right|^{2} \mathrm{~d} t\right)^{1 / 2} \\
& \leq 2 \sqrt{\Delta}\left(\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t\right)^{1 / 2} \\
& =2 \sqrt{\Delta T}\left\|z^{I}\right\|_{T}
\end{aligned}
$$

Claim 12.7.8. Given $\widehat{\beta}=\frac{C_{\beta}}{\Delta \cdot \sqrt{\Delta T}}$ with a sufficiently small constant $C_{\beta}$, for any two $\widehat{\beta}$-close samples in $z^{I}(t)$, we have that

$$
\forall \alpha \in[0, T], \forall \beta \in[\widehat{\beta}, 2 \widehat{\beta}], \quad\left|z^{I}(\alpha) e^{2 \pi \mathbf{i} f_{0} \beta}-z^{I}(\alpha+\beta)\right| \leq 0.01 \cdot\left\|z^{I}\right\|_{T}
$$

Proof. From the definition of the Fourier transform, we have

$$
\begin{array}{rlrl}
\left|z^{I}(a+\beta)-z^{I}(a) e^{2 \pi \mathbf{i} f_{0} \beta}\right| & =\left|\int_{f_{0}-\Delta}^{f_{0}+\Delta} \widehat{z^{I}}(f) e^{2 \pi \mathbf{i}\left(f a+f_{0} \beta\right)}\left(e^{2 \pi \mathbf{i}\left(f-f_{0}\right) \beta}-1\right) \mathrm{d} f\right| & \\
& \leq 2 \cdot(2 \pi \Delta \beta) \cdot \int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\widehat{z^{I}}(f)\right| \mathrm{d} f & & \text { by Taylor expansion } \\
& \leq 4 \pi \beta \Delta \cdot \sqrt{2 \Delta}\left(\int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\widehat{z^{I}}(f)\right|^{2} \mathrm{~d} f\right)^{\frac{1}{2}} & & \text { by Hölder inequality } \\
& \leq 10 \pi \widehat{\beta} \Delta \cdot \sqrt{2 \Delta}\left(\int_{0}^{T}\left|z^{I}(t)\right|^{2} \mathrm{~d} t\right)^{\frac{1}{2}} & & \text { by inequality (12.18) } \\
& \leq 10^{-2}\left\|z^{I}\right\|_{T} . & &
\end{array}
$$

We consider how to output an $\alpha$ such that $e^{2 \pi \mathrm{i} \mathrm{f}_{0} \beta} \approx z(\alpha+\beta) / z(\alpha)$ with high probability in the rest of this section.

If we can sample from $z^{I}(t)$, we already know $\left|z^{I}(\alpha) e^{2 \pi \mathrm{i} f_{0} \beta}-z^{I}(\alpha+\beta)\right| \leq 0.01\left\|z^{I}\right\|_{T}$ from Claim 12.7.8. Then it is enough to find any $\alpha$ such that $\left|z^{I}(\alpha)\right| \geq 0.5\left\|z^{I}\right\|_{T}$. From Claim 12.7.7, we can take $O(\sqrt{\Delta T})$ samples $\left(z^{I}(\alpha), z^{I}(\alpha+\beta)\right)$ where each $\alpha$ is uniformly sampled from $[0, T]$ such that with high probability, the sample $z^{I}(\alpha)$ with the largest norm $\left|z^{I}(\alpha)\right|$ satisfies $\left|z^{I}(\alpha)\right| \geq 0.5\left\|z^{I}\right\|_{T}$. Then we have $e^{2 \pi \mathrm{i} f_{0} \beta} \approx z^{I}(\alpha+\beta) / z^{I}(\alpha)$.

Next, we move to $z(t)=z^{I}(t)+z^{\bar{I}}(t)$ and plan to output $\alpha \in[0, T]$ with probability at least 0.5 such that $\left|z^{\bar{I}}(\alpha)\right| \leq 0.1\left|z^{I}(\alpha)\right|$ and $\left|z^{\bar{I}}(\alpha+\beta)\right| \leq 0.1\left|z^{I}(\alpha+\beta)\right|$. Because the "noise" $z^{\bar{I}}(t)$ has $\left\|z^{\bar{I}}(t)\right\|_{T}^{2} \geq \epsilon\left\|z^{I}(t)\right\|_{T}^{2}$ for a constant $\epsilon$ and the bound $\sqrt{\Delta T}$ in Claim 12.7.7 is a polynomial in $k$, the approach for $z^{I}(t)$ cannot guarantee that $z(\alpha+\beta) / z(\alpha) \approx e^{2 \pi \mathrm{i} f_{0} \beta}$ with probability more than $1 / 2$.

The key observation is as follows:

Observation 12.7.9. For a sufficiently small $\epsilon$ and $\left\|z^{\bar{I}}\right\|_{T}^{2} \leq \epsilon\|z\|_{T}^{2}$, let $D_{T}$ be the weighted distribution on $[0, T]$ according to $|z(t)|^{2}$, i.e., $D_{T}(t)=\frac{|z(t)|^{2}}{T\|z\|_{T}^{2}}$. If we sample $\alpha \in[0, T]$ from the distribution $D_{T}$ instead of the uniform distribution on $[0, T],\left|z^{I}(\alpha)\right| \leq 0.01\left|z^{I}(\alpha)\right|$ with probability 0.9.

It follows from the fact that

$$
\underset{\alpha \sim D_{T}}{\mathbb{E}} \frac{\left|z^{\bar{I}}(\alpha)\right|^{2}}{|z(\alpha)|^{2}}=\int_{0}^{T} \frac{\left|z^{\bar{I}}(\alpha)\right|^{2}}{|z(\alpha)|^{2}} \cdot \frac{|z(\alpha)|^{2}}{T\|z\|_{T}^{2}} \mathrm{~d} \alpha=\frac{\int_{0}^{T}\left|z^{\bar{I}}(\alpha)\right|^{2} \mathrm{~d} \alpha}{T\|z\|_{T}^{2}} \leq \epsilon
$$

In Procedure GetLegaliSample, we collect $(\Delta T)^{2}$ samples (in expectation) $(z(\alpha), z(\alpha+$ $\beta))$ in $S_{\text {heavy }}$ with $|z(\alpha)| \geq 0.49\|z\|_{T}$ and resample one $\alpha$ from these samples according to their norm $|z(\alpha)|^{2}+|z(\alpha+\beta)|^{2}$. We show its correctness as follows.

Because we do not know $0.5\|z\|_{T}$, we use $z_{\mathrm{emp}}$ to approximate it.
Claim 12.7.10. Procedure GetEmpirical1Energy in Algorithm 12.3 takes $O\left((T \Delta)^{2}\right)$ samples to output $z_{\mathrm{emp}}$ such that $z_{\mathrm{emp}} \in\left[0.8\|z\|_{T}, 1.2\|z\|_{T}\right]$ with prob. 0.9.

Proof. We know $z_{\text {emp }}^{2}=\mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z\left(\alpha_{i}\right)\right|^{2}\right]=\mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z^{I}\left(\alpha_{i}\right)+z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}\right]$.
Notice that $\mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z^{I}\left(\alpha_{i}\right)\right|^{2}\right]$ is in $\left[0.99\left\|z^{I}\right\|_{T}, 1.01\left\|z^{I}\right\|_{T}\right]$ with prob. 0.99 from the Chernoff bound and Claim 12.7.7.

At the same time, $\mathbb{E}_{\alpha_{i}}\left[\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}\right]=\left\|z^{\bar{I}}\right\|_{T}^{2}$. With prob. 0.92, $\mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}\right] \leq$ $13\left\|z^{\bar{I}}\right\|_{T}^{2}$. For a sufficiently small $\epsilon$ and $\left\|z^{\bar{I}}\right\|_{T}^{2} \leq \epsilon\left\|z^{I}\right\|_{T}^{2}, \mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}\right] \leq 13 \epsilon\left\|z^{I}\right\|_{T}^{2}$.

At last, we bound the cross terms of $\left|z^{I}\left(\alpha_{i}\right)+z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}$ by the Cauchy-Schwartz in-
equality,

$$
\begin{aligned}
& \underset{i \in R_{\text {est }}}{\mathbb{E}}\left[\left|\bar{z}^{I}\left(\alpha_{i}\right) z^{\bar{I}}\left(\alpha_{i}\right)\right|+\left|z^{I}\left(\alpha_{i}\right) \bar{z}^{\bar{I}}\left(\alpha_{i}\right)\right|\right] \\
\leq & 2 \underset{i \in R_{\text {est }}}{\mathbb{E}}\left[\left|z^{I}\left(\alpha_{i}\right)\right| \cdot\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|\right] \\
\leq & 2\left(\underset{i \in\left[R_{\text {est }}\right]}{\mathbb{E}}\left[\left|z^{I}\left(\alpha_{i}\right)\right|^{2}\right] \cdot \underset{i \in\left[R_{\text {est }}\right]}{\mathbb{E}}\left[\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}\right]\right)^{1 / 2} \\
\leq & 10 \sqrt{\epsilon}\left\|z^{I}\right\|_{T}^{2}
\end{aligned}
$$

For a sufficiently small $\epsilon$, we have $\mathbb{E}_{i \in\left[R_{\text {est }}\right]}\left[\left|z\left(\alpha_{i}\right)\right|^{2}\right]^{1 / 2}$ is in $\left[0.9\left\|z^{I}\right\|_{T}, 1.1\left\|z^{I}\right\|_{T}\right]$, which is also in $\left[0.8\|z\|_{T}, 1.2\|z\|_{T}\right]$ because of Property II.

We assume $z_{\mathrm{emp}} \in\left[0.8\|z\|_{T}, 1.2\|z\|_{T}\right]$ and focus on $U=\left\{t \in[0, T]| | z(t) \mid \geq 0.5 z_{\mathrm{emp}}\right\}$. Notice that

$$
\int_{U}|z(t)|^{2} \mathrm{~d} t=\int_{0}^{T}|z(t)|^{2} \mathrm{~d} t-\int_{[0, T] \backslash U}|z(t)|^{2} \mathrm{~d} t \geq\left(1-0.6^{2}\right) \int_{0}^{T}|z(t)|^{2} \mathrm{~d} t .
$$

Let $R_{\text {heavy }}=\left|S_{\text {heavy }}\right|$. From Claim 12.7 .7 and $\epsilon, \mathbb{E}\left[R_{\text {heavy }}\right] \geq R_{\text {repeat }} /(T \Delta)$. So we assume $R_{\text {heavy }} \geq 0.01 R_{\text {repeat }} /(T \Delta)=0.01(T \Delta)^{2}$ in the rest of this section and think each $\alpha_{i} \in S_{\text {heavy }}$ is a uniform sample from $U$ over the randomness on $S_{\text {heavy }}$.

Claim 12.7.11. With probability 0.95, $\sum_{i \in S_{\text {heavy }}}\left(\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right|^{2}\right) \leq 10^{-4} \sum_{i \in S_{\text {heavy }}}\left(\left|z\left(\alpha_{i}\right)\right|^{2}+\right.$ $\left.\left|z\left(\alpha_{i}+\beta\right)\right|^{2}\right)$ for a sufficiently small $\epsilon$ and $\left\|z^{\bar{I}}\right\|_{T}^{2} \leq \epsilon\|z\|_{T}^{2}$.

Proof. At first,

$$
\underset{S_{\text {heavy }}}{\mathbb{E}}\left[\sum_{i \in S_{\text {heavy }}}\left(\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}\right)\right] \geq R_{\text {heavy }} \cdot \underset{t \sim U}{\mathbb{E}}\left[|z(t)|^{2}\right]=R_{\text {heavy }} \cdot \frac{\int_{U}|z(t)|^{2} \mathrm{~d} t}{|U|}
$$

At the same time,
$\underset{S_{\text {heavy }}}{\mathbb{E}}\left[\sum_{i \in S_{\text {heavy }}}\left[\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right|^{2}\right]\right]=R_{\text {heavy }} \cdot \underset{t \sim U}{\mathbb{E}}\left[\left|z^{\bar{I}}(t)\right|^{2}+\left|z^{\bar{I}}(t+\beta)\right|^{2}\right] \leq \frac{2 \int_{T}^{0}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t}{|U|}$.
From $\int_{U}|z(t)|^{2} \mathrm{~d} t \geq 0.64 \int_{0}^{T}|z(t)|^{2} \mathrm{~d} t$ and $\int_{T}^{0}\left|z^{\bar{I}}(t)\right|^{2} \mathrm{~d} t \leq \epsilon \int_{0}^{T}|z(t)|^{2} \mathrm{~d} t$, we get the conclusion.

We assume all results in the above claims hold and prove that the sample from $S_{\text {heavy }}$ is a good sample such that $z^{\bar{I}}(\alpha)$ is small.

Claim 12.7.12. If we sample $i \in S_{\text {heavy }}$ according to the weight $\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}$, with prob. at least $0.9,\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right| \leq 0.05\left(\left|z\left(\alpha_{i}\right)\right|+\left|z\left(\alpha_{i}+\beta\right)\right|\right)$.

Proof. Similar to the proof of the key observation, we compute the expectation of $\frac{\left|z^{I}\left(\alpha_{i}\right)\right|^{2}+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right|^{2}}{\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}}$ over the sampling in $S_{\text {heavy }}$ :

$$
\begin{aligned}
& \sum_{i \in S_{\text {heavy }}} \frac{\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}}{\sum_{j \in S_{\text {heavy }}}\left|z\left(\alpha_{j}\right)\right|^{2}+\left|z\left(\alpha_{j}+\beta\right)\right|^{2}} \cdot \frac{\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right|^{2}}{\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}} \\
= & \frac{\sum_{i \in S_{\text {heavy }}}\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|^{2}+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right|^{2}}{\sum_{i \in S_{\text {heavy }}}\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}} \\
\leq & 10^{-4} .
\end{aligned}
$$

By Markov's inequality, when we sample $i \in S_{\text {heavy }}$ according to the weight $\left|z\left(\alpha_{i}\right)\right|^{2}+\mid z\left(\alpha_{i}+\right.$ $\beta)\left.\right|^{2}, \frac{\left|\bar{z}^{I}\left(\alpha_{i}\right)\right|^{2}+\left|z^{I}\left(\alpha_{i}+\beta\right)\right|^{2}}{\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}} \leq 10^{-3}$ with probability 0.9 . We have that with prob. at least 0.9, $\left|z^{\bar{I}}\left(\alpha_{i}\right)\right|+\left|z^{\bar{I}}\left(\alpha_{i}+\beta\right)\right| \leq 0.05\left(\left|z\left(\alpha_{i}\right)\right|+\left|z\left(\alpha_{i}+\beta\right)\right|\right)$.

We assume all above claims hold and finish the proof by setting $\alpha=\alpha_{i}$. From Claim
12.7.8, we know that

$$
\left|z^{I}(\alpha) e^{2 \pi \mathrm{i} f_{0} \beta}-z^{I}(\alpha+\beta)\right| \leq 0.01 \cdot \underset{t \in[0, T]}{\mathbb{E}}\left[\left|z^{I}(\alpha)\right|^{2}\right]^{1 / 2} \leq 0.03\left|z^{I}(\alpha)\right|
$$

Now we add back the noise $z^{\bar{I}}(\alpha)$ and $z^{\bar{I}}(\alpha+\beta)$ to get

$$
\begin{aligned}
\left|z(\alpha) e^{2 \pi \mathrm{i} f_{0} \beta}-z(\alpha+\beta)\right| & \leq\left|z^{I}(\alpha) e^{2 \pi \mathrm{i} \mathrm{f}_{0} \beta}-z^{I}(\alpha+\beta)\right|+\left|z^{\bar{I}}(\alpha)\right|+\left|z^{\bar{I}}(\alpha+\beta)\right| \\
& \leq 0.08(|z(\alpha)|+|z(\alpha+\beta)|) .
\end{aligned}
$$

### 12.7.3 A cluster of frequencies, times $H$, is a one-cluster signal per Definition 12.7.1

The goal of this section is to prove Lemma 12.7.3. Without loss of generality, we assume $g(t)=0$ for any $t \notin[0, T]$ and notice that $\operatorname{supp}\left(\widehat{H} * \widehat{x}^{*}\right) \subseteq f_{0}+[-\Delta, \Delta]$ for $\Delta=\Delta^{\prime}+\Delta_{h}$ from the definition of $\widehat{H}$. From the Property VI (presented in Lemma 12.6.4) of $(H, \widehat{H})$,

$$
\int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t=(1 \pm c) \int_{-\infty}^{+\infty}\left|H(t) \cdot x^{*}(t)\right|^{2} \mathrm{~d} t
$$

From the first two properties of $(H, \widehat{H})$, we bound the energy of $g \cdot H$ :

$$
\int_{-\infty}^{+\infty}|H(t) \cdot g(t)|^{2} \mathrm{~d} t \leq(1+c) \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

Let $z(t)=\left(x^{*}(t)+g(t)\right) H(t)$. We use the triangle inequality on the above two inequalities:

$$
\begin{aligned}
& \int_{0}^{T}|z(t)|^{2} \mathrm{~d} t \\
\geq & \int_{0}^{T}\left|H(t) \cdot x^{*}(t)\right|^{2} \mathrm{~d} t-\int_{0}^{T}|H(t) \cdot g(t)|^{2} \mathrm{~d} t-2 \int_{0}^{T}\left|H(t) \cdot x^{*}(t)\right| \cdot|H(t) \cdot g(t)| \mathrm{d} t \\
\geq & (1-c) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-(1+c) \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t-2 \int_{0}^{T}\left|H(t) \cdot x^{*}(t)\right| \cdot|H(t) \cdot g(t)| \mathrm{d} t \\
\geq & (1-c) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-(1+c) \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t-2\left((1+c)^{2} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \cdot\right)^{1 / 2} \\
\geq & (1-c) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-(1+c) c \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-2 \sqrt{c}(1+c) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \\
\geq & (1-5 \sqrt{c}) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t
\end{aligned}
$$

where the third step follows from Cauchy-Schwarz inequality, the fourth step follows from $\int_{0}^{T}|g(t)|^{2} \mathrm{~d} t \leq c \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t$, and the last step follows from choosing $c \in(0,1)$ sufficiently small.

Similarly,

$$
\begin{aligned}
& \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t \\
\leq & (1+c) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t+(1+c) \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t+2\left((1+c)^{2} \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t\right)^{1 / 2} \\
\leq & (1+5 \sqrt{c}) \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t
\end{aligned}
$$

Hence we obtain Property II(in Definition 12.7.1) when $c \in(0,1)$ is sufficiently small.
Then we observe that

$$
\begin{aligned}
& \int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}}|\widehat{z}(f)|^{2} \mathrm{~d} f \\
\geq & \int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}} \mid H \cdot \widehat{\left.\left(x^{*}+g\right)\right|^{2} \mathrm{~d} f} \\
\geq & \int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}}\left|\widehat{H \cdot x^{*}}\right|^{2}-|\widehat{H \cdot g}|^{2}-2\left|\widehat{H \cdot x^{*}}\right| \cdot|\widehat{H \cdot g}| \mathrm{d} f \\
\geq & \int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}}\left|\widehat{H \cdot x^{*}}\right|^{2} \mathrm{~d} f-\int_{-\infty}^{+\infty}|\widehat{H \cdot g}|^{2} \mathrm{~d} f-2\left(\int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}}\left|\widehat{H \cdot x^{*}}\right|^{2} \mathrm{~d} f \int_{-\infty}^{+\infty}|\widehat{H \cdot g}|^{2} \mathrm{~d} f\right)^{1 / 2} \\
= & \int_{-\infty}^{+\infty}\left|H \cdot x^{*}\right|^{2} \mathrm{~d} t-\int_{-\infty}^{+\infty}|H \cdot g|^{2} \mathrm{~d} t-2\left(\int_{f_{0}-\Delta_{h}}^{f_{0}+\Delta_{h}}\left|H \cdot x^{*}\right|^{2} \mathrm{~d} t \int_{-\infty}^{+\infty}|H \cdot g|^{2} \mathrm{~d} t\right)^{1 / 2} \\
\geq & \frac{(1-c)-c(1+c)-3 \sqrt{c}}{1+5 \sqrt{c}} \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t .
\end{aligned}
$$

Thus we have Property I(in Definition 12.7.1) for $z$.

### 12.7.4 Frequency recovery of one-cluster signals

The goal of this section is prove Theorem 12.7.4. We first show the correctness of Procedure Locate1Inner. Second, we analyze the Procedure Locate1Signal. At end, we rerun Procedure Locate1Signal and use median analysis to boost the constant success probability. ${ }^{3}$

Lemma 12.7.13. Let $f_{0} \in \operatorname{region}\left(q^{\prime}\right)$. Let $\beta$ is sampled from $\left[\frac{s t}{4 \Delta}, \frac{s t}{2 \Delta l}\right]$ and let $\gamma$ denote the output of Procedure GetLegaliSample in Algorithm 12.4. Then using the pair of samples $z(\gamma+\beta)$ and $z(\gamma)$, we have
I. for the $q^{\prime}$ with probability at least $1-s, v_{q^{\prime}}$ will increase by one.
II. for any $q$ such that $\left|q-q^{\prime}\right|>3$, with probability at least $1-15 s$, $v_{q}$ will not increase.

Proof. We replace $f_{0}$ by $\theta$ in the rest of the proof. By Lemma 12.7.1, we have that for any $\widehat{\beta} \leq \beta \leq 2 \widehat{\beta}$, Procedure GetLegal1Sample outputs a $\gamma \in[0, T]$ satisfying

$$
\left|z(\gamma+\beta)-z(\gamma) e^{2 \pi \mathbf{i} f_{0} \beta}\right| \leq 0.1(|z(\gamma)|+|z(\gamma+\beta)|)
$$

with probability at least 0.6.
Furthermore, there exists such some constant $g \in(0,1)$ such that with probability $1-g$,

$$
\|\phi(z(\gamma+\beta))-(\phi(z(\gamma))-2 \pi \beta \theta)\|_{\circ} \lesssim \sin ^{-1}\left(\frac{1}{g}\right)
$$

where $\|x-y\|_{\bigcirc}=\min _{z \in \mathbb{Z}}|x-y+2 \pi z|$ denote the "circular distance" between $x$ and $y$. We can set $s=\Theta\left(g^{-1}\right)$. There exists some constant $p=\Theta(s)$, with probability at least $1-p$,

$$
\|o-2 \pi \beta \theta\|_{\bigcirc}<s \pi / 2
$$

[^61]where $o:=\phi(z(\gamma+\beta) / z(\gamma))$. The above equation shows that $o$ is a good estimate for $2 \pi \beta \theta$ with good probability. We will now show that this means the true region $Q_{q^{\prime}}$ gets a vote with large probability.

For each $q^{\prime}$ with $\theta \in\left[l-\frac{\Delta l}{2}+\frac{q^{\prime}-1}{t} \Delta l, l-\frac{\Delta l}{2}+\frac{q^{\prime}}{t} \Delta l\right] \subset[-F, F]$, we have that $\theta_{q^{\prime}}=$ $l-\frac{\Delta l}{2}+\frac{q^{\prime}-0.5}{t} \Delta l$ satisfies that

$$
\theta-\theta_{q^{\prime}} \leq \frac{\Delta l}{2 t}
$$

Note that we sample $\beta$ uniformly at random from $[\widehat{\beta}, 2 \widehat{\beta}]$, then $2 \widehat{\beta}=\frac{s t}{2 \Delta l} \leq \frac{c T}{10 A^{\frac{3}{2}}}$ (Note that $A$ is some constant $>1$ ), which implies that $2 \pi \beta \frac{\Delta l}{2 t} \leq \frac{s \pi}{2}$. Thus, we can show the observation $o$ is close to the true region in the following sense,

$$
\begin{aligned}
& \left\|o-2 \pi \beta \theta_{q^{\prime}}\right\|_{\bigcirc} \\
\leq & \|o-2 \pi \beta \theta\|_{\bigcirc}+\left\|2 \pi \beta \theta-2 \pi \beta \theta_{q^{\prime}}\right\|_{\bigcirc} \text { by triangle inequality } \\
\leq & \frac{s \pi}{2}+2 \pi\left\|\beta \theta-\beta \theta_{q^{\prime}}\right\|_{\bigcirc} \\
\leq & s \pi
\end{aligned}
$$

Thus, $v_{q^{\prime}}$ will increase in each round with probability at least $1-s$.
On the other side, consider $q$ with $\left|q-q^{\prime}\right|>3$. Then $\left|\theta-\theta_{q}\right| \geq \frac{7 \Delta l}{2 t}$, and (assuming $\left.\beta \geq \frac{s t}{4 \Delta l}\right)$ we have

$$
2 \pi \beta\left|\theta-\theta_{q}\right| \geq 2 \pi \frac{s t}{4 \Delta l}\left|\theta-\theta_{q}\right|=\frac{s \pi t}{2 \Delta l}\left|\theta-\theta_{q}\right| \geq \frac{7 s \pi}{4}>\frac{3 s \pi}{2} .
$$

There are two cases: $\left|\theta-\theta_{q}\right| \leq \frac{\Delta l}{s t}$ and $\left|\theta-\theta_{q}\right|>\frac{\Delta l}{s t}$.
First, if $\left|\theta-\theta_{q}\right| \leq \frac{\Delta l}{s t}$. In this case, from the definition of $\beta$ it follows that

$$
2 \pi \beta\left|\theta-\theta_{q}\right| \leq \frac{s \pi t}{\Delta l}\left|\theta-\theta_{q}\right| \leq \pi
$$

Combining the above equations implies that

$$
\operatorname{Pr}\left[2 \pi \beta\left(\theta-\theta_{q}\right) \quad(\bmod 2 \pi) \in\left[-\frac{3 s}{4} 2 \pi, \frac{3 s}{4} 2 \pi\right]\right]=0
$$

Second, if $\left|\theta-\theta_{q}\right|>\frac{\Delta l}{s t}$. We show this claim is true : $\operatorname{Pr}\left[2 \pi \beta\left(\theta-\theta_{q}\right)(\bmod 2 \pi) \in\left[-\frac{3 s}{4} 2 \pi, \frac{3 s}{4} 2 \pi\right]\right] \lesssim$ $s$. To prove it, we apply Lemma 12.6 .3 by setting $\widetilde{T}=2 \pi, \widetilde{\sigma}=2 \pi \beta, \widetilde{\delta}=0, \epsilon=\frac{3 s}{4} 2 \pi$, $A=2 \pi \widehat{\beta}, \Delta f=\left|\theta-\theta_{q}\right|$. By upper bound of Lemma 12.6.3, the probability is at most

$$
\frac{2 \widetilde{\epsilon}}{\widetilde{T}}+\frac{4 \widetilde{\epsilon}}{A \Delta f}=\frac{3 s}{2}+\frac{3 s}{\widehat{\beta} \Delta f} \leq \frac{3 s}{2}+\frac{3 s}{\frac{s t}{4 \Delta l} \frac{\Delta l}{s t}}<15 s
$$

Then in either case, with probability at least $1-15 s$, we have

$$
\left\|2 \pi \beta \theta_{q}-2 \pi \beta \theta\right\|_{\bigcirc}>\frac{3 s}{4} 2 \pi
$$

which implies that $v_{q}$ will not increase.

Lemma 12.7.14. Procedure Locate1Inner in Algorithm 12.4 uses $R_{\mathrm{loc}}$ "legal" samples, and then after Procedure Locate1Signal in Algorithm 12.4 running Procedure Locate1Inner $D_{\text {max }}$ times, it outputs a frequency $\widetilde{f}_{0}$ such that

$$
\left|\widetilde{f}_{0}-f_{0}\right| \lesssim \Delta \cdot \sqrt{T \Delta}
$$

with arbitrarily large constant probability.

Proof. For each observation, $v_{q^{\prime}}$ incremented with probability at least $1-p$ and $v_{q}$ is incremented with probability at most $15 s+p$ for $\left|q-q^{\prime}\right|>3$. The probabilities corresponding to different observations are independent. Then after $R_{\text {loc }}$ observations, there exists some
constant $c<\frac{1}{2}$, for any $q$ such that $\left|q-q^{\prime}\right|>3$,

$$
\begin{aligned}
& \operatorname{Pr}[\text { False region gets more than half votes }] \\
= & \operatorname{Pr}\left[v_{j, q}>R_{\mathrm{loc}} / 2\right] \\
\leq & \binom{R_{\mathrm{loc}}}{R_{\mathrm{loc}} / 2}(15 s+p)^{R_{\mathrm{loc}} / 2} \\
\leq & c^{\Omega\left(R_{\mathrm{loc})}\right)}
\end{aligned}
$$

Similarly, on the other side,

$$
\begin{aligned}
& \operatorname{Pr}[\text { True region gets less than half votes }] \\
= & \operatorname{Pr}\left[v_{j, q^{\prime}}<R_{\mathrm{loc}} / 2\right] \\
\leq & \binom{R_{\mathrm{loc}}}{R_{\mathrm{loc}} / 2}(p)^{R_{\mathrm{loc}} / 2} \\
\leq & c^{\Omega\left(R_{\mathrm{loc}}\right)}
\end{aligned}
$$

Taking the union bound over all the $t$ regions, it gives with probability at least $1-t f^{\Omega\left(R_{\text {loc }}\right)}$ we can find some region $q$ such that $\left|q-q^{\prime}\right|<3$.

If we repeat the above procedure $D_{\max }$ rounds, each round we choose the "False" region with probability at most $1-t c^{\Omega\left(R_{\text {loc }}\right)}$. Thus, taking the union bound over all the $D_{\max }$ rounds, we will report a region has size $\sim \Delta \sqrt{\Delta T}$ and contains $f_{0}$ with probability at least $1-D_{\max } t c^{\Omega\left(R_{\mathrm{loc}}\right)}$.

The reason for not ending up with region that has size $\sim \Delta$ is, the upper bound of the sample range of $\beta$ force us to choose $\beta$ is at most $\lesssim \frac{T}{(\Delta T)^{\frac{3}{2}}}$ by Claim 12.7.8

It remains to explain how to set $D_{\max }, t$, and $R_{\text {loc }}$. At the beginning of the first round, we start with frequency interval of length $2 F$, at the beginning of the last round, we start
with frequency interval of length $t \cdot \Delta \sqrt{T \Delta}$. Each round we do a $t$-ary search, thus

$$
D_{\max }=\log _{t}\left(\frac{2 F}{t \Delta \sqrt{T \Delta}}\right) \leq \log _{t}(F / \Delta)
$$

We can set $R_{\text {loc }} \approx \log _{1 / c}(t / c)$ and $t>D_{\max }$, e.g. $t=\log (F / \Delta)$. Thus, the probability becomes,

$$
1-D_{\max } t c^{\Omega\left(R_{\mathrm{loc}}\right)} \geq 1-t^{2} c^{\Omega\left(R_{\mathrm{loc}}\right)} \geq 1-\operatorname{poly}(1 / t, c)
$$

which is larger than any constant probability.

Using the same parameters setting in the proof of Lemma 12.7.14, we show the running time and sample complexity of Procedure Locate1Signal,

Lemma 12.7.15. Procedure Locate1Signal in Algorithm 12.4 uses
$O(\operatorname{poly}(k, \log (1 / \delta))) \cdot \log (F T)$ samples and runs in $O(\operatorname{poly}(k, \log (1 / \delta))) \cdot \log ^{2}(F T)$ time.

Proof. The number of "legal" observations is

$$
D_{\max } R_{\mathrm{loc}}=O\left(\log _{t}(F / \Delta) \log _{1 / c}(t / c)\right)=O(\log (F / \Delta))
$$

The total number of samples is

$$
R_{\text {est }}+R_{\text {repeat }} D_{\text {max }} R_{\text {loc }}=O\left(T \Delta_{h}\right)^{2}+\left(T \Delta_{h}\right)^{3} \cdot \log (F T)=\operatorname{poly}(k, \log (1 / \delta)) \cdot \log (F T)
$$

where the first step follows by Claim 12.7.10 and Lemma 12.7.1 and the last step follows by the setting of $\Delta_{h}$ in Section 12.12.3.

The running time includes two parts, one is approximately computing $H(t)$ for all the samples, each sample takes poly $(k, \log (1 / \delta))$ time according to Lemma 12.12.5; the other is for each legal sample we need to assign vote to some regions.

$$
\operatorname{poly}(k, \log (1 / \delta)) \cdot\left(R_{\text {est }}+R_{\text {repeat }} D_{\max } R_{\mathrm{loc}}\right)+D_{\max } R_{\mathrm{loc}} t=\operatorname{poly}(k, \log (1 / \delta)) \log ^{2}(F T)
$$

Lemma 12.7.16 only achieves constant success probability, using median analysis we can boost the success probability,

Lemma 12.7.16. Let $\widetilde{f}_{0}$ denote the frequency output by Procedure FrequencyRecovERY1CLUSTER in Algorithm 12.5, then with probability at least $1-2^{-\Omega(k)}$,

$$
\left|\widetilde{f}_{0}-f_{0}\right| \lesssim \Delta \sqrt{T \Delta}
$$

Proof. Because of Procedure FrequencyRecovery1Cluster taking the median of $O(k)$ independent results by repeating algorithm Locate1Signal $O(k)$ times. Each sample $L_{r}$ is close to $\widetilde{f}_{0}$ with sufficiently large probability. Thus, using the Chernoff bound will output $\widetilde{f}_{0}$ with probability $1-2^{-\Omega(k)}$ such that

$$
\left|\widetilde{f}_{0}-f_{0}\right| \lesssim \Delta \sqrt{T \Delta}
$$

Combining Lemma 12.7.16 with the sample complexity and running time in Lemma 12.7.14, we are able to finish the proof of Theorem 12.7.4.
12.7.5 The full signal, after multiplying by $H$ and convolving with $G$, is oneclustered.

The goal of this section is to prove Lemma 12.7.5. We fix $f^{*} \in[-F, F]$ satisfying (12.17) in this section. We first define a good hashing $(\sigma, b)$ of $f^{*}$ as follows.

Definition 12.7.2. We say that a frequency $f^{*}$ is well-isolated under the hashing $(\sigma, b)$ if, for $j=h_{\sigma, b}\left(f^{*}\right)$, we have that the signal

$$
\widehat{z}^{(j)}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}
$$

satisfies, over the interval $\overline{I_{f^{*}}}=(-\infty, \infty) \backslash\left(f^{*}-\Delta, f^{*}+\Delta\right)$,

$$
\int_{\overline{I_{f^{*}}}}\left|\widehat{z}^{(j)}(f)\right|^{2} d f \lesssim \epsilon \cdot T \mathcal{N}^{2} / k
$$

For convenience, we simplify $z^{(j)}$ by using $z$ in the rest of this section.

Lemma 12.7.17. Let $f^{*}$ be any frequency. Then $f^{*}$ is well-isolated by a hashing $(\sigma, b)$ with probability $\geq 0.9$ given $B=\Theta(k)$ and $\sigma \in\left[\frac{1}{B \Delta}, \frac{2}{B \Delta}\right]$ chosen uniformly at random.

Proof. For any other frequency $f^{\prime}$ in $x^{*}$, its contribution in $\widehat{z}$ depends on how far it is from $f^{*}$. Either it is:

- Within $\Delta$ of $f^{*}, f^{\prime}$ and $f^{*}$ will be mapped into the same bucket with probability at least 0.99.
- Between $\Delta$ and $1 / \sigma$ far, from Claim 12.6.2, $f^{\prime}$ and $f^{*}$ will always mapped into different buckets. Hence $f^{\prime}$ always contributes in the $\frac{\epsilon \delta}{k}$ region of Property III in Lemma 12.6.5
about filter function $(G(t), \widehat{G}(f))$, i.e., it contributes at most $\frac{\epsilon \delta}{k} \cdot \int_{f^{\prime}-\Delta}^{f^{\prime}+\Delta}|\widehat{x \cdot H}|^{2} \mathrm{~d} f$. Overall it will contribute

$$
\frac{\epsilon \delta}{k} \cdot \int|\widehat{x \cdot H}|^{2} \mathrm{~d} f=\frac{\epsilon \delta}{k} \int|x \cdot H|^{2} \mathrm{~d} t .
$$

- More than $1 / \sigma$ far, in which case they contribute in the same region with probability at most $3 / B$. By a union bound, it is at most $3 k / B \leq 0.01$

Without loss of generality, we assume $\operatorname{supp}(\widehat{g \cdot H}) \cap \operatorname{supp}\left(\widehat{x^{*} \cdot H}\right)=\emptyset$, otherwise we treat it as a part of $x^{*} \cdot H$. We first consider frequency $f^{*} \in \widehat{x^{*} \cdot H}$ under $G_{\sigma, b}^{(j)}$.

Lemma 12.7.18. Let $f^{*}$ satisfying $\int_{f^{*}-\Delta}^{f^{*}+\Delta}\left|\widehat{x^{*} \cdot H}(f)\right|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k$ and $\widehat{z}=\widehat{x^{*} \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}$ where $j=h_{\sigma, b}\left(f^{*}\right)$. If $f^{*}$ is well-isolated, then $z$ and $\widehat{z}$ satisfying Property I(in Definition 12.7.1), i.e.,

$$
\int_{0}^{T}|z(t)|^{2} \mathrm{~d} t \geq(1-\epsilon) \int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t
$$

Proof. We first notice that $z(t)=x^{*}(t) \cdot H(t) * G_{\sigma, b}^{(j)}(t)$ and lower bound $\int_{-\infty}^{+\infty}|z(t)|^{2} \mathrm{~d} t$ as
follows:

$$
\begin{align*}
& \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) * G_{\sigma, b}^{(j)}(t)\right|^{2} \mathrm{~d} t \\
= & \int_{-\infty}^{+\infty}\left|\widehat{x^{*} \cdot H}(f) \cdot \widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2} \mathrm{~d} f \quad \text { by FT } \\
\geq & \left.\int_{f_{0}-\Delta}^{f_{0}+\Delta} \widehat{\mid x^{*} \cdot H}(f) \cdot \widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2} \mathrm{~d} f \\
\geq & (1-\delta)^{2} \int_{f_{0}-\Delta}^{f_{0}+\Delta}\left|\widehat{x^{*} \cdot H}(f)\right|^{2} \mathrm{~d} f \\
\geq & (1-\delta)^{2} T \mathcal{N}^{2} / k \\
\geq & 0.9 \frac{\delta}{k} \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \tag{12.19}
\end{align*}
$$

We give an upper bound $\int_{-\infty}^{0}|z(t)|^{2} \mathrm{~d} t+\int_{T}^{+\infty}|z(t)|^{2} \mathrm{~d} t \lesssim \epsilon \frac{\delta}{k} \int_{0}^{T}\left|x^{*}(t) H(t)\right|^{2} \mathrm{~d} t$ in the rest of this proof.

Consider the case $t<0$, by definition of Convolution,

$$
z^{(j)}(t)=x^{*}(t) \cdot H(t) * G_{\sigma, b}^{(j)}(t)=\int_{-\infty}^{+\infty} G_{\sigma, b}^{(j)}(t-\tau) \cdot\left(x^{*} \cdot H\right)(\tau) \mathrm{d} \tau
$$

Without loss of generality, we can shift the original signal and $H(t)$ from $[0, T]$ to $[-T / 2, T / 2]$, by Property of $H(t)$, we know that if $s_{3} T / 2 \leq|t| \leq T / 2$, then $H(t) \leq 2^{-O \Theta(\ell)}$. Note that $G(t)$ is compact and has support $D B$, we also assume its compact region is $[-D B / 2, D B / 2]$ (Recall that $D=\frac{l}{\alpha \pi}$ ).

Thus, by definition of convolution,

$$
\begin{aligned}
& z(t) \\
= & \int_{-D B \sigma / 2}^{D B \sigma / 2} G_{\sigma, b}^{(j)}(s) \cdot(x \cdot H)(t-\tau) \mathrm{d} \tau \\
= & \frac{1}{\sigma} \int_{-D B \sigma / 2}^{D B \sigma / 2} G(s / \sigma) e^{2 \pi \mathrm{i} s(j / B-\sigma b) / \sigma} \cdot(x \cdot H)(t-\tau) \mathrm{d} \tau \\
\leq & \frac{1}{\sigma} \int_{-D B \sigma / 2}^{D B \sigma / 2}|G(\tau / \sigma)| \cdot|(x \cdot H)(t-\tau)| \mathrm{d} \tau \\
\leq & \left(\frac{1}{\sigma} \int_{-D B \sigma / 2}^{D B \sigma / 2}|G(\tau / \sigma)| \mathrm{d} \tau\right) \cdot\left(\max _{|\tau| \leq D B \sigma / 2}|(x \cdot H)(t-\tau)|\right)
\end{aligned}
$$

So, if $t \notin[-T / 2, T / 2]$, then $t-s \notin[-T / 2+D B \sigma / 2, T / 2-D B \sigma / 2]$. By Property V of $G(t),|G(t)| \leq \operatorname{poly}(k, \log (1 / \delta))$. Because of the parameter setting ${ }^{4}$, we have the fact $\left[-T s_{3} / 2, T s_{3} / 2\right] \subseteq[-T / 2+D B \sigma / 2, T / 2-D B \sigma / 2] \subseteq[-T / 2, T / 2]$. Thus, we know $T(1-$ $\left.s_{3}\right) / 2>D B \sigma / 2$, then for any $t-\tau \in[-T / 2,-T / 2+D B \sigma / 2] \cup[T / 2-D B \sigma / 2, T / 2]=S$, then
$|z(t)|^{2} \lesssim\left(D B \sigma \cdot \frac{1}{\sigma} \cdot \operatorname{poly}(k, \log (1 / \delta))\right)^{2} \cdot 2^{-\Theta(\ell)} \cdot k^{4} \cdot\left\|x^{*}(t)\right\|_{T}^{2} \lesssim \operatorname{poly}(k, \log (1 / \delta)) \cdot 2^{-\Theta(\ell)} \cdot\left\|x^{*}(t)\right\|_{T}^{2}$.

Thus, taking the integral over $S$,

$$
\int_{S}|z(t)|^{2} \mathrm{~d} t \lesssim|S| \cdot 2^{-\Theta(\ell)} \operatorname{poly}(k, \log (1 / \delta)) \cdot\left\|x^{*}(t)\right\|^{2} \lesssim 2^{-\Theta(\ell)} T\left\|x^{*}(t) \cdot H(t)\right\|_{T}^{2}
$$

By property of filter function $H(t), \widehat{H}(f)$, we have

$$
|(x \cdot H)(t)|^{2} \leq\left(\frac{t}{T}\right)^{-\ell}\left\|x^{*}(t) \cdot H(t)\right\|_{T}^{2} \text { if } t \geq 3 T
$$

[^62]Thus for any constant $\epsilon$,

$$
\begin{equation*}
\int_{-\infty}^{-T / 2}|z(t)|^{2} \mathrm{~d} t+\int_{T / 2}^{+\infty}|z(t)|^{2} \mathrm{~d} t \lesssim 2^{-\ell} T\left\|x^{*}(t) \cdot H(t)\right\|_{T}^{2} \leq 0.9 \epsilon \cdot \frac{\delta}{k} \int_{-T / 2}^{T / 2}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \tag{12.20}
\end{equation*}
$$

where the last inequality follows by $\ell \gtrsim k \log (k / \delta)$. Shifting the interval from $[-T / 2, T / 2]$ to $[0, T]$, the same result is still holding. Combining Equation (12.19) and (12.20) completes the proof of Property II.

We consider frequency $f^{*} \in \widehat{g \cdot H}$ under $G_{\sigma, b}^{(j)}$ and show the energy of noise $g(t)$ is evenly distributed over $B$ bins on expectation.

Lemma 12.7.19. Given any noise $g(t):[0, T] \rightarrow \mathbb{C}$ and $g(t)=0, \forall t \notin[0, T]$. We have, $\forall j \in[B]$,

$$
\underset{\sigma, b}{\mathbb{E}}\left[\int_{-\infty}^{+\infty}\left|g(t) H(t) * G_{\sigma, b}^{(j)}(t)\right|^{2} \mathrm{~d} t\right] \lesssim \frac{1}{B} \int_{-\infty}^{+\infty}|g(t) H(t)|^{2} \mathrm{~d} t
$$

Proof. Because of Fourier Transform preserves $\ell_{2}$ norm, it suffices to prove

$$
\underset{\sigma, b}{\mathbb{E}}\left[\int_{-\infty}^{+\infty}\left|\widehat{g \cdot H}(f) \cdot \widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2} \mathrm{~d} f\right] \lesssim \frac{1}{B} \int_{-\infty}^{+\infty}|\widehat{g \cdot H}(f)|^{2} \mathrm{~d} f
$$

Since $\widehat{G}_{\sigma, b}^{(j)}(f)$ is a periodic function and outputs at most 1 on $O(1 / B)$ fraction of the period, and outputs $\leq \delta$ on other part. Thus, for any frequency $f$, we have

$$
\underset{\sigma, b}{\mathbb{E}}\left[\left|\widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2}\right] \lesssim \frac{1}{B}
$$

Thus, we have

$$
\begin{aligned}
& \underset{\sigma, b}{\mathbb{E}}\left[\int_{-\infty}^{+\infty}\left|\widehat{g \cdot H}(f) \cdot \widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2} \mathrm{~d} f\right] \\
\leq & \underset{\sigma, b}{\mathbb{E}}\left[\int_{-\infty}^{+\infty}|\widehat{g \cdot H}(f)|^{2} \cdot\left|\widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2} \mathrm{~d} f\right] \\
= & \int_{-\infty}^{+\infty}|\widehat{g \cdot H}(f)|^{2} \cdot \underset{\sigma, b}{\mathbb{E}}\left[\left|\widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2}\right] \mathrm{d} f \\
\leq & \int_{-\infty}^{+\infty}|\widehat{g \cdot H}(f)|^{2} \mathrm{~d} f \cdot \max _{f}\left[\underset{\sigma, b}{\mathbb{E}}\left|\widehat{G}_{\sigma, b}^{(j)}(f)\right|^{2}\right] \\
\lesssim & \frac{1}{B} \int_{-\infty}^{+\infty}|\widehat{g \cdot H}(f)|^{2} \mathrm{~d} f,
\end{aligned}
$$

which completes the proof.

Proof of Lemma 12.7.5. Let $j=h_{\sigma, b}\left(f^{*}\right)$, signal

$$
\begin{equation*}
\widehat{z}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)} \tag{12.21}
\end{equation*}
$$

and region $I_{f^{*}}=\left(f^{*}-\Delta, f^{*}+\Delta\right)$ with complement $\overline{I_{f^{*}}}=(-\infty, \infty) \backslash I_{f^{*}}$. From Property I of $G$ in Lemma 12.6.5, we have that

$$
\widehat{G}_{\sigma, b}^{(l)}(f) \gtrsim 1
$$

for all $f \in I_{f^{*}}$, so by (12.17)

$$
\int_{I_{f^{*}}}|\widehat{z}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k
$$

On the other hand, $f^{*}$ is will-isolated with probability 0.9 :

$$
\int_{\overline{I_{f^{*}}}}|\widehat{z}(f)|^{2} \mathrm{~d} f \lesssim \epsilon T \mathcal{N}^{2} / k
$$

Hence, $\widehat{z}$ satisfies the Property I(in Definition 12.7.1) of one-mountain recovery. Combining Lemma 12.7.18 and Lemma 12.7.19, we know that $\left(x^{*} \cdot H\right) * G_{\sigma, b}^{(j)}$ always satisfies Property $\mathrm{II}\left(\right.$ in Definition 12.7.1) and $\int_{-\infty}^{+\infty}\left|g(t) H(t) * G_{\sigma, b}^{(j)}(t)\right|^{2} \mathrm{~d} t$ is less than $20 T \mathcal{N}^{2} / B \leq \epsilon T \mathcal{N}^{2} / k$ with probability at least 0.95 , which indicates that $z=\left(x^{*}+g\right) \cdot H * G_{\sigma, b}^{(j)}$ satisfies Property II(in Definition 12.7.1) with probability 0.95 .

### 12.7.6 Frequency recovery of $k$-clustered signals

The goal of this section is to prove that the frequencies found by Procedure FreQUENCYRECOVERYKCLUSTER in Algorithm 12.8 have some reasonable guarantee.

We first notice that Lemma 12.7.5 and Lemma 12.7.2 imply the following lemma by a union bound.

Lemma 12.7.20. Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$. We observe $x(t)=x^{*}(t)+g(t)$, where $\|g(t)\|_{T}^{2} \leq$ $c\left\|x^{*}(t)\right\|_{T}^{2}$ for a sufficiently small constant $c$ and define $\mathcal{N}^{2}:=\|g(t)\|_{T}^{2}+\delta\left\|x^{*}(t)\right\|_{T}^{2}$. Then Procedure OneStage returns a set $L$ of $O(k)$ frequencies that covers the heavy frequencies of $x^{*}$. In particular, for any $f^{*}$ with

$$
\begin{equation*}
\int_{f^{*}-\Delta}^{f^{*}+\Delta}|\widehat{x \cdot H}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k \tag{12.22}
\end{equation*}
$$

there will exist an $\tilde{f} \in L$ satisfying $\left|f^{*}-\widetilde{f}\right| \lesssim \sqrt{T \Delta} \cdot \Delta T$ with probability 0.99 .
Lemma 12.7.21. Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ and $R=O(k)$. We observe $x(t)=x^{*}(t)+g(t)$, where $\|g(t)\|_{T}^{2} \leq c\left\|x^{*}(t)\right\|_{T}^{2}$ for a sufficiently small constant $c$ and choose $\mathcal{N}^{2}:=\|g(t)\|_{T}^{2}+$ $\delta\left\|x^{*}(t)\right\|_{T}^{2}$. Then Algorithm MultipleStages returns a set $L$ of $O(k)$ frequencies that approximates the heavy frequencies of $x^{*}$. In particular, with probability $1-2^{-\Omega(k)}$, for any $f^{*}$ such that

$$
\begin{equation*}
\int_{f^{*}-\Delta}^{f^{*}+\Delta}|\widehat{x \cdot H}(f)|^{2} \mathrm{~d} f \geq T \mathcal{N}^{2} / k \tag{12.23}
\end{equation*}
$$

there will exist an $\tilde{f} \in L$ satisfying $\left|f^{*}-\widetilde{f}\right| \lesssim \sqrt{T \Delta} \Delta$.

Proof. Let $A \subset[-F, F]$ denote the set of frequencies $f^{*}$ satisfying Equation (12.22). Let $A^{\prime} \subset[-F, F]$ denote a net of $A$ of distance 2 $\Delta$, so the intervals used in Equation (12.22) for
each $f^{*} \in A^{\prime}$ are disjoint. Then

$$
\left|A^{\prime}\right| \leq 2 k+k=3 k
$$

because each frequency in $x^{*}$ contributes to at most two of the intervals, and the total mass of $\widehat{g}$ is at most $k$ times the threshold $T \mathcal{N}^{2}$.

Let $L_{1}, \ldots, L_{R}$ be the results of $R$ rounds of Algorithm OneStage. We say that a frequency $f \in A^{\prime}$ is successfully recovered in round $r$ if there exists an $\tilde{f} \in L_{r}$ such that $|f-\widetilde{f}| \leq \Delta_{a}$, where

$$
\Delta_{a}=\Delta \sqrt{T \Delta} \lesssim \sqrt{T \Delta} \Delta .
$$

By Lemma 12.7.20, each frequency is successfully recovered with 0.8 probability in each round. Then by the Chernoff bound, with $1-2^{-\Omega(k)}$ probability, every $f \in A^{\prime}$ will be successfully recovered in at least $0.6 R$ rounds.

Then, by Lemma 12.7.22, we output a set $L$ of $O(B)$ frequencies such that every $f \in A^{\prime}$ is within $\Delta_{a}$ of some $\tilde{f} \in L$. Hence every $f \in A$ is within $2 \Delta_{a}$ of some $\tilde{f} \in L$.

Lemma 12.7.22. Let $L_{1}, \ldots, L_{R}$ by sets of frequencies and $f^{*}$ be any frequency. Then $L=\operatorname{MERGEDStagES}\left(L_{1}, \ldots, L_{R}\right)$ is a set of $2 \frac{\sum\left|L_{r}\right|}{R}$ frequencies satisfying

$$
\min _{\widetilde{f} \in L}\left|f^{*}-\widetilde{f}\right| \leq \operatorname{median}_{r \in[R]} \min _{f \in L_{r}}\left|f^{*}-f\right|
$$

Proof. The algorithm is to take the union, sort, and take every $\frac{R}{2}$ th entry of the sorted list.
Let $\Delta=\operatorname{median}_{r \in[R]} \min _{f \in L_{r}}\left|f^{*}-f\right|$. We have that at least $R / 2$ different $f \in \bigcup_{r} L_{r}$ lie within $\Delta$ of $f^{*}$. This set forms a sequential subsequence of the sorted list of frequencies, so our output will include one.

### 12.7.7 Time and sample complexity of frequency recovery of $k$-clustered signals

 The goal of this section is to show that Procedure FrequencyRecoveryKCluster takes$\operatorname{poly}(k, \log (1 / \delta)) \log (F T)$ samples, and runs in $\operatorname{poly}(k, \log (1 / \delta)) \log ^{2}(F T)$ time.
In order to analyze the running time and sample complexity. We need to extend the one-cluster version Procedure GetLegal1Sample and GetEmpirical1Energy (in Algorithm 12.3) to $k$-cluster version GetLegalKSample and GetEmpiricalKEnergy (in Algorithm 12.7) ${ }^{5}$,

Lemma 12.7.23. Procedure GetLegalKSample in Algorithm 12.7 runs Procedure HashToBins $R_{\text {repeat }}=O\left((T \Delta)^{3}\right)$ times to output two vectors $\widehat{v}, \widehat{v}^{\prime} \in \mathbb{C}^{B}$ such that, for each $j \in[B]$,

$$
\left|\widehat{v}_{j}-\widehat{v}_{j}^{\prime} e^{2 \pi \mathrm{i} f_{j} \beta}\right| \leq 0.08\left(\left|\widehat{v}_{j}\right|+\left|\widehat{v}_{j}^{\prime}\right|\right)
$$

holds with probability at least 0.6.

Using the definition of $z$ in Definition 12.7.2.

Claim 12.7.24. Procedure GetEmpiricalKEnergy in Algorithm 12.7 runs Procedure HashTobins $R_{\mathrm{est}} O\left((T \Delta)^{2}\right)$ times to output a vector $z_{\mathrm{emp}} \in \mathbb{R}^{B}$ such that, for each $j \in[B]$,

$$
z_{\mathrm{emp}}^{j} \in\left[0.8\left\|z^{(j)}\right\|_{T}, 1.2\left\|z^{(j)}\right\|_{T}\right]
$$

holds with probability at least 0.9.

[^63]Claim 12.7.25. Algorithm LocateKSignal in Algorithm 12.6 uses $O(\operatorname{poly}(k, \log (1 / \delta))$ • $\log (F T))$, and runs in $O\left(\operatorname{poly}(k, \log (1 / \delta)) \cdot \log ^{2}(F T)\right)$.

Proof. We first calculate the number of samples. All the samples is basically all the Fourier samples, each time needs $B \log (k / \delta)$. In total it calls HashToBins $O\left(R_{\text {est }}+R_{\text {repeat }} D_{\text {max }} R_{\text {loc }}\right)$ times where $D_{\max } R_{\text {loc }}=\Theta(\log (F T))$ by similar analysis as one-cluster frequency recovery. Thus, the total number of samples is

$$
\left(R_{\text {est }}+R_{\text {repeat }} D_{\max } R_{\text {loc }}\right) B \log (k / \delta)=\operatorname{poly}(k, \log (1 / \delta)) \cdot \log (F T)
$$

Then, we analyze the running time.
The expected running time includes the following parts: the first part is running Procedure HashToBins $O\left(R_{\text {est }}+R_{\text {repeat }} D_{\text {max }} R_{\text {loc }}\right)$ times, each run takes $O(B \log (k / \delta)+$ $B \log B)$ samples. For each such sample we need $\operatorname{poly}(k, \log (1 / \delta))$ time to compute $H(t)$ according to Lemma 12.12 .5 and there are $\operatorname{poly}(k, \log (1 / \delta)) \log (F T))$ many samples; the second part is updating the counter $v$, which takes $O\left(D_{\max } R_{l o c} B t\right)$ time. Thus, in total

$$
\begin{aligned}
& \operatorname{poly}(k, \log (1 / \delta)) \cdot O\left(R_{\text {est }}+R_{\text {repeat }} D_{\max } R_{\mathrm{loc}}\right) \cdot O(B \log (k / \delta)+B \log B)+O\left(D_{\max } R_{\text {loc }} B t\right) \\
= & \operatorname{poly}(k, \log (1 / \delta)) \cdot \log ^{2}(F T),
\end{aligned}
$$

where by similar analysis as one-cluster recovery, $t=\Theta(\log (F T))$ and $D_{\max } R_{\text {loc }}=\Theta(\log (F T))$.

To boost the success probability, Procedure MultipleStages reruns Procedure LocateKSignal $O(k)$ times. At the end, Procedure FrequencyRecoveryKCluster combining Procedure MultipleStages and MergedStages directly, and the running time
and sample complexity of MultipleStages are dominating MergedStages. Thus we have

Lemma 12.7.26. Procedure FrequencyRecoveryKCluster in Algorithm 12.8 uses

$$
\operatorname{poly}(k, \log (1 / \delta)) \cdot \log (F T)
$$

samples and runs in $\operatorname{poly}(k, \log (1 / \delta)) \cdot \log ^{2}(F T)$ time.

### 12.8 One-cluster Signal Recovery

### 12.8.1 Overview

In this section, we consider $x^{*}$ whose frequencies in $\widehat{x}^{*}$ are in the range $\left[f_{0}-\Delta^{\prime}, f_{0}+\right.$ $\left.\Delta^{\prime}\right]$ for some frequency $f_{0}$ and $\Delta^{\prime}>0$ and provide an algorithm to approximate it by a polynomial.

We fix $T$ in this section and recall that $\langle f(t), g(t)\rangle_{T}:=\frac{1}{T} \int_{0}^{T} f(t) \bar{g}(t) \mathrm{d} t$ such that $\left\|e^{2 \pi \mathbf{i} f_{i} t}\right\|_{T}=\sqrt{\left\langle e^{2 \pi \mathbf{i} f_{i} t}, e^{2 \pi \mathbf{i} f_{i} t}\right\rangle_{T}}=1$. For convenience, given $\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$, we say the frequency gap of this signal is $\min _{i \neq j}\left|f_{i}-f_{j}\right|$.

For simplicity, we first consider frequencies clustered around 0 . The main technical lemma in this section is that any signal $x^{*}$ with bounded frequencies in $\widehat{x}^{*}$ can be approximated by a low-degree polynomial on $[0, T]$.

Lemma 12.2.3. For any $\Delta>0$ and any $\delta>0$, let $x^{*}(t)=\sum_{j \in[k]} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ where $\left|f_{j}\right| \leq \Delta$ for each $j \in[k]$. There exists a polynomial $P(t)$ of degree at most

$$
d=O\left(T \Delta+k^{3} \log k+k \log 1 / \delta\right)
$$

such that

$$
\left\|P(t)-x^{*}(t)\right\|_{T}^{2} \leq \delta\left\|x^{*}\right\|_{T}^{2}
$$

One direct corollary is that when $\widehat{x}^{*}$ are in the range $\left[f_{0}+\Delta^{\prime}, f_{0}+\Delta^{\prime}\right]$, we can approximate $x^{*}$ by $P(t) \cdot e^{2 \pi \mathbf{i} f_{0} t}$ for some low degree polynomial $P$.

We give an overview of this section first. We first show some technical tools in Section 12.8.2, 12.8.3. In Section 12.8.4, using those tools, we can show for any $k$-Fourier-sparse signal, there exists another $k$-Fourier-sparse signal with bounded frequency gap close to the
original signal. In Section 12.8.5, we show that for any $k$-Fourier-sparse signal with bounded frequency gap, then there exists a low degree polynomial close to it. In Section 12.8.6, we show how to transfer low degree polynomial back to a Fourier-sparse signal. Combining all the above steps finishes the proof of Lemma 12.2.3.

We apply Theorem 12.7 .4 of frequency estimation on $x^{*}$ to obtain an estimation $\tilde{f}_{0}$ of $f_{0}$ and use Theorem 12.4.5 on the approximation $Q(t) e^{2 \pi \mathrm{i} \tilde{\mathrm{f}}_{0} t}$ of $x^{*}$ to recover the signal. We summarize this result as follows.

Theorem 12.8.1 (One-cluster Signal Recovery). Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ where $\forall j \in[k], \mid f_{j}-$ $f_{0} \mid \leq \Delta$ and $x(t)=x^{*}(t)+g(t)$ be our observable signal. For any $\delta>0$ and any $T>0$, let $\mathcal{N}^{2}:=\|g\|_{T}^{2}+\delta\left\|x^{*}\right\|_{T}^{2}$. Procedure CFT1Culster in Algorithm 12.5 finds a polynomial $P(t)$ of degree at most $d=O\left(\left(T \Delta_{h}+T \Delta\right)^{1.5}+k^{3} \log k+k \log 1 / \delta\right)$ and a frequency $\widetilde{f}_{0}$ such that

$$
\begin{equation*}
\left\|P(t) \cdot e^{2 \pi \mathrm{i} \tilde{\mathrm{f}}_{0} t}-x^{*}(t)\right\|_{T}^{2} \lesssim \mathcal{N}^{2} \tag{12.24}
\end{equation*}
$$

The algorithm uses $O(k d)+\operatorname{poly}(k, \log (1 / \delta)) \log (F T)$ samples, run in $O\left(k d^{\omega}\right)+\operatorname{poly}(k, \log (1 / \delta)) \log ^{2}(F T)$ time, and succeeds with probability at least $1-2^{-\Omega(k)}$.

Proof. We apply the algorithm in Theorem 12.7.4 to obtain an estimation $\widetilde{f}_{0}$ with poly $(k) \log (F T)$ samples and poly $(k) \log ^{2}(F T)$ running time such that $\left|\widetilde{f}_{0}-f_{0}\right| \lesssim\left(\Delta_{h}+\Delta\right) \sqrt{T\left(\Delta_{h}+\Delta\right)}$ holds with probability at least $1-2^{-\Omega(k)}$. Notice that $\left|f_{j}-\widetilde{f}_{0}\right| \leq\left|f_{j}-f_{0}\right|+\left|\widetilde{f}_{0}-f_{0}\right| \lesssim\left(T\left(\Delta_{h}+\Delta\right)\right)^{1.5}$.

We consider $x^{\prime}(t)=e^{-2 \pi \mathbf{i} \tilde{f}_{0} t} x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i}\left(f_{j}-\widetilde{f_{0}}\right) t}$. By Lemma 12.2.3, there exists a polynomial $P(t)$ of degree at most

$$
d=O\left(\left(T \Delta_{h}+T \Delta\right)^{1.5}+k^{3} \log k+k \log 1 / \delta\right)
$$

such that it approximates $x^{\prime}$ by

$$
\left\|P(t)-x^{\prime}(t)\right\|_{T} \leq \frac{\delta}{4}\left\|x^{\prime}(t)\right\|_{T}=\frac{\delta}{4}\left\|x^{*}(t)\right\|_{T}
$$

which indicates $\left\|Q(t)-e^{-2 \pi \mathbf{i} \tilde{f}_{0} t} \cdot x^{*}(t)\right\|_{T} \leq \frac{\delta}{4}\left\|x^{*}(t)\right\|_{T}$.
Because we can sample $x(t)$, we can also sample $e^{-2 \pi \mathrm{i} \widetilde{\mathrm{f}}_{0} t} \cdot x(t)=Q(t)+g^{\prime}(t)$ for $g^{\prime}(t)=e^{-2 \pi \mathbf{i} \tilde{\mathrm{f}}_{0} t} \cdot g(t)+\left(e^{-2 \pi \mathbf{i} \widetilde{f}_{0} t} \cdot x^{*}(t)-Q(t)\right)$. Hence we apply the algorithm in Theorem 12.4.5 and choose $R=O(k)$ in that proof. Then Procedure RobustPolynomialLearning ${ }^{+}$ takes $O(k d)$ samples and $O\left(k d^{\omega}\right)$ time to find a degree $d$ polynomial $P(t)$ approximating $Q(t)$ such that

$$
\|P(t)-Q(t)\|_{T} \lesssim\left\|g^{\prime}(t)\right\|_{T},
$$

holds with probability at least $1-2^{-\Omega(k)}$. It indicates

$$
\left\|P(t)-e^{-2 \pi \mathrm{i} \tilde{\mathrm{f}}_{0} t} \cdot x^{*}(t)\right\|_{T} \lesssim\|P(t)-Q(t)\|_{T}+\left\|Q(t)-x^{*}(t)\right\| \lesssim \delta\left\|x^{*}(t)\right\|_{T}+\|g(t)\|_{T} \bar{\sim} \mathcal{N}
$$

Therefore we know $\left\|e^{2 \pi \mathrm{i} \widetilde{\mathrm{f}}_{0} t} \cdot P(t)-x^{*}(t)\right\|_{T}^{2} \lesssim \mathcal{N}^{2}$.

### 12.8.2 Bounding the Gram matrix determinant

We define Gram matrix for $e^{2 \pi \mathbf{i} f_{1} t}, e^{2 \pi \mathbf{i} f_{2} t}, \cdots, e^{2 \pi \mathbf{i} f_{k} t}$ and provide lower/upper bounds for its determinant.

Definition 12.8.1 (Gram matrix). We define $\operatorname{Gram}_{f_{1}, \cdots, f_{k}}$ to be

$$
\left[\begin{array}{cccc}
\left\langle e^{2 \pi \mathbf{i} f_{1} t}, e^{2 \pi \mathbf{i} f_{1} t}\right\rangle_{T} & \left\langle e^{2 \pi \mathbf{i} f_{1} t}, e^{2 \pi \mathbf{i} f_{2} t}\right\rangle_{T} & \cdots & \left\langle e^{2 \pi \mathbf{i} f_{1} t}, e^{2 \pi \mathbf{i} f_{k} t}\right\rangle_{T} \\
\left\langle e^{2 \pi \mathbf{i} \mathbf{f}_{2} t}, e^{2 \pi \mathbf{i} f_{1} t}\right\rangle_{T} & \left\langle e^{2 \pi \mathbf{i} f_{2} t}, e^{2 \pi \mathbf{i} f_{2} t}\right\rangle_{T} & \cdots & \left\langle e^{2 \pi \mathbf{i} \mathrm{f}_{2} t}, e^{2 \pi \mathbf{i} \mathrm{f}_{k} t}\right\rangle_{T} \\
\cdots & \cdots & \cdots & \cdots \\
\left\langle e^{2 \pi \mathbf{i} f_{k} t}, e^{2 \pi \mathbf{i} f_{1} t}\right\rangle_{T} & \left\langle e^{2 \pi \mathbf{i} \mathrm{f}_{k} t}, e^{2 \pi \mathbf{i} \mathrm{i}_{2} t}\right\rangle_{T} & \cdots & \left\langle e^{2 \pi \mathbf{i} f_{k} t}, e^{2 \pi \mathbf{i} f_{k} t}\right\rangle_{T}
\end{array}\right]
$$

Note that the above matrix is a Hermitian matrix with complex entries, thus both its determinant and all eigenvalues are in $\mathbb{R}$.

We defer the proof of the following Theorem to Section 12.10.1.
Theorem 12.8.2. For real numbers $\xi_{1}, \ldots, \xi_{k}$, let $G_{\xi_{1}, \ldots, \xi_{k}}$ be the matrix whose $(i, j)$-entry is

$$
\int_{-1}^{1} e^{2 \pi \mathbf{i}\left(\xi_{i}-\xi_{j}\right) t} d t
$$

Then

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right)=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j} \min \left(\left|\xi_{i}-\xi_{j}\right|^{2}, 1\right)
$$

We use the following corollary in this section.
Corollary 12.8.3. There exists a universal constant $\alpha>0$ such that, for any $T>0$ and real numbers $f_{1}, \cdots, f_{k}$, the $k \times k$ Gram matrix of $e^{2 \pi \mathbf{i} \mathrm{f}_{1} t}, e^{2 \pi \mathbf{i} f_{2} t}, \cdots, e^{2 \pi \mathbf{i} f_{k} t}$ whose $(i, j)$-entry is

$$
\operatorname{Gram}_{f_{1}, \cdots, f_{k}}(i, j)=\left\langle e^{2 \pi \mathbf{i} f_{i} t}, e^{2 \pi \mathbf{i} \mathrm{f}_{j} t}\right\rangle_{T}=\frac{1}{T} \int_{0}^{T} e^{2 \pi \mathbf{i}\left(f_{i}-f_{j}\right) t} \mathrm{~d} t
$$

satisfies

$$
k^{-\alpha k^{2}} \prod_{i<j} \min \left(\left(\left|f_{i}-f_{j}\right| T\right)^{2}, 1\right) \leq \operatorname{det}\left(\operatorname{Gram}_{f_{1}, \cdots, f_{k}}\right) \leq k^{\alpha k^{2}} \prod_{i<j} \min \left(\left(\left|f_{i}-f_{j}\right| T\right)^{2}, 1\right) .
$$

Based on Corollary 12.8.3, we show the coefficients of a $k$-Fourier-sparse signal can be upper bounded by the energy $\|x\|_{T}^{2}$.

Lemma 12.2.2. There exists a universal constant $c>0$ such that for any $x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ with frequency gap $\eta=\min _{i \neq j}\left|f_{i}-f_{j}\right|$,

$$
\|x(t)\|_{T}^{2} \geq k^{-c k^{2}} \min \left((\eta T)^{2 k}, 1\right) \sum_{j=1}^{k}\left|v_{j}\right|^{2}
$$

Proof. Let $\overrightarrow{v_{i}}$ denote the vector $e^{2 \pi \mathrm{i} f_{i} t}$ and $V=\left\{\overrightarrow{v_{1}}, \cdots, \overrightarrow{v_{k}}\right\}$. Notice that $\left\|\overrightarrow{v_{i}}\right\|_{T}^{2}=\left\langle\overrightarrow{v_{i}}, \overrightarrow{v_{i}}\right\rangle=1$. For each $\overrightarrow{v_{i}}$, we define $\overrightarrow{v_{i}}$ to be the projection of $\overrightarrow{v_{i}}$ into the linear subspace $\operatorname{span}\left\{V \backslash \overrightarrow{v_{i}}\right\}=$ $\operatorname{span}\left\{\vec{v}_{1}, \cdots, \vec{v}_{i-1}, \vec{v}_{i+1}, \cdots, \vec{v}_{k}\right\}$ and $\vec{v}_{i}^{\perp}=\vec{v}_{i}-\vec{v}_{i}^{\|}$which is orthogonal to $\operatorname{span}\left\{V \backslash \vec{v}_{i}\right\}$ by the definition.

Therefore from the orthogonality,

$$
\|x(t)\|_{T}^{2} \geq \max _{j \in[k]}\left\{\left|v_{j}\right|^{2} \cdot\left\|\vec{v}_{j}^{\perp}\right\|_{T}^{2}\right\} \geq \frac{1}{k} \sum_{j=1}^{k}\left|v_{j}\right|^{2} \cdot\left\|\vec{v}_{j}^{\perp}\right\|_{T}^{2}
$$

It is enough to estimate $\left\|\vec{v}_{j}^{\perp}\right\|_{T}^{2}$ from Claim 12.3.11:

$$
\left\|\vec{v}_{j}^{\perp}\right\|_{T}^{2}=\frac{\operatorname{det}(\operatorname{Gram}(V))}{\operatorname{det}\left(\operatorname{Gram}\left(V \backslash \vec{v}_{i}\right)\right)} \geq k^{-2 \alpha k^{2}} \prod_{j \neq i} \min \left(\left(f_{j}-f_{i}\right) T, 1\right)^{2} \geq k^{-2 \alpha k^{2}}(\eta T)^{2 k-2}
$$

where we use Corollary 12.8.3 to lower bound it in the last step.

### 12.8.3 Perturbing the frequencies does not change the subspace much

We show that for a $k$-Fourier-sparse signal with unboundedly close frequency gap, there always exists another $k$-Fourier-sparse signal with slightly separated gap.

Lemma 12.8.4 (Slightly Shifting one Frequency). There is a universal constant $C_{0}>0$ such that for any $x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ and any frequency $f_{k+1}$, there always exists

$$
x^{\prime}(t)=\sum_{j=1}^{k-1} v_{j}^{\prime} e^{2 \pi \mathrm{i} f_{j} t}+v_{k+1}^{\prime} e^{2 \pi \mathbf{i} f_{k+1} t}
$$

with $k$ coefficients $v_{1}^{\prime}, v_{2}^{\prime}, \cdots, v_{k-1}^{\prime}, v_{k+1}^{\prime}$ satisfying

$$
\left\|x^{\prime}(t)-x(t)\right\|_{T} \leq k^{C_{0} k^{2}} \cdot\left(\left|f_{k}-f_{k+1}\right| T\right) \cdot\|x(t)\|_{T}
$$

Proof. We abuse the notation $e^{2 \pi \mathrm{i} f_{j} t}$ to denote a vector in the linear subspace. We plan to shift $f_{k}$ to $f_{k+1}$ and define

$$
\begin{aligned}
V & =\left\{e^{2 \pi \mathrm{i} \mathrm{f}_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}, e^{2 \pi \mathbf{i} f_{k} t}\right\} \\
V^{\prime} & =\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathrm{i} f_{k-1} t}, e^{2 \pi \mathbf{i} f_{k+1} t}\right\} \\
U & =\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}\right\} \\
W & =\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}, e^{2 \pi \mathbf{i} f_{k} t}, e^{2 \pi \mathbf{i} f_{k+1} t}\right\}
\end{aligned}
$$

where $f_{1}, f_{2}, \cdots, f_{k}$ are original frequencies in $x$. The idea is to show that any vector in the linear subspace $\operatorname{span}\{V\}$ is close to some vector in the linear subspace span $\left\{V^{\prime}\right\}$.

For convenience, we use $\vec{u}^{\|}$to denote the projection of vector $e^{2 \pi \mathrm{i} f_{k} t}$ to the linear subspace $\operatorname{span}\{U\}=\operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}\right\}$ and $\vec{w}^{\|}$denote the projection of vector $e^{2 \pi \mathbf{i} f_{k+1} t}$
to this linear subspace $\operatorname{span}\{U\}$. Let $\vec{u}^{\perp}=e^{2 \pi \mathbf{i} f_{k} t}-\vec{u}^{\|}$and $\vec{w}^{\perp}=e^{2 \pi \mathbf{i} f_{k+1} t}-\vec{w}^{\|}$be their orthogonal part to span $\{U\}$.

From the definition $e^{2 \pi \mathbf{i} f_{k} t}=\vec{u}^{\|}+\vec{u}^{\perp}$ and $\vec{u}^{\|} \in \operatorname{span}\{U\}=\operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}\right\}$, we rewrite the linear combination

$$
x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}=\sum_{j=1}^{k-1} \alpha_{j} e^{2 \pi \mathbf{i} f_{j} t}+v_{k} \cdot \vec{u}^{\perp}
$$

for some scalars $\alpha_{1}, \cdots, \alpha_{k-1}$.
We will substitute $\vec{u}^{\perp}$ by $\vec{w}^{\perp}$ in the above linear combination and find a set of new coefficients. Let $\vec{w}^{\perp}=\vec{w}_{1}+\vec{w}_{2}$ where $\vec{w}_{1}=\frac{\left\langle\vec{u}^{\perp}, \vec{w}^{\perp}\right\rangle}{\left\|\vec{u}^{\perp}\right\|_{T}^{2}} \vec{u}^{\perp}$ is the projection of $\vec{w}^{\perp}$ to $\vec{u}^{\perp}$. Therefore $\vec{w}_{2}$ is the orthogonal part of the vector $e^{2 \pi \mathbf{i} f_{k+1} t} \operatorname{to~} \operatorname{span}\{V\}=\operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}, e^{2 \pi \mathbf{i} f_{k} t}\right\}$. We use $\delta=\frac{\left\|\vec{w}_{2}\right\|_{T}}{\left\|\vec{w}^{\perp}\right\|_{T}}$ for convenience.

Notice that the $\min _{\beta \in \mathbb{C}} \frac{\left\|\vec{u}^{\perp}-\beta \cdot \vec{w}^{\perp}\right\|_{T}}{\left\|\vec{u}^{\perp}\right\|_{T}}=\delta$ and $\beta^{*}=\frac{\left\langle\vec{u}^{\perp}, \vec{w}^{\perp}\right\rangle}{\left\|\vec{w}^{\perp}\right\|_{T}^{2}}$ is the optimal choice. Therefore we set

$$
x^{\prime}(t)=\sum_{j=1}^{k-1} \beta_{j} e^{2 \pi \mathbf{i} f_{j} t}+v_{k} \cdot \beta^{*} \cdot \vec{w}^{\perp} \in \operatorname{span}\left\{e^{2 \pi \mathbf{i} f_{1} t}, \cdots, e^{2 \pi \mathbf{i} f_{k-1} t}, e^{2 \pi \mathbf{i} f_{k+1} t}\right\}
$$

where the coefficients $\beta_{1}, \cdots, \beta_{k-1}$ guarantee that the projection of $x^{\prime}$ onto $\operatorname{span}\{U\}$ is as same as the projection of $x$ onto $\operatorname{span}\{U\}$. From the choice of $\beta^{*}$ and the definition of $x^{\prime}$,

$$
\left\|x(t)-x^{\prime}(t)\right\|_{T}^{2}=\delta^{2} \cdot\left|v_{k}\right|^{2} \cdot\left\|\vec{u}^{\perp}\right\|_{T}^{2} \leq \delta^{2} \cdot\|x(t)\|_{T}^{2} .
$$

Eventually, we show an upper bound for $\delta^{2}$ from Claim 12.3.11.

$$
\begin{aligned}
\delta^{2} & =\frac{\left\|\vec{w}_{2}\right\|_{T}^{2}}{\left\|\vec{w}^{\perp}\right\|_{T}^{2}} \\
& =\frac{\operatorname{det}\left(\operatorname{Gram}_{W}\right)}{\operatorname{det}\left(\operatorname{Gram}_{V}\right)} / \frac{\operatorname{det}\left(\operatorname{Gram}_{V^{\prime}}\right)}{\operatorname{det}\left(\operatorname{Gram}_{U}\right)} \text { by Claim 12.3.11 } \\
& =\frac{\operatorname{det}\left(\operatorname{Gram}_{W}\right)}{\operatorname{det}\left(\operatorname{Gram}_{V}\right)} \cdot \frac{\operatorname{det}\left(\operatorname{Gram}_{U}\right)}{\operatorname{det}\left(\operatorname{Gram}_{V^{\prime}}\right)} \text { by Corollary 12.8.3 } \\
& \leq k^{4 \alpha k^{2}} \cdot \frac{\prod_{i=1}^{k+1 k+1} \prod_{\substack{ \\
j \neq i}}^{k} \min \left(\left|f_{i}-f_{j}\right| T, 1\right)}{\prod_{i=1}^{k} \prod_{\substack{j=1 \\
j \neq i}}^{k} \min \left(\left|f_{i}-f_{j}\right| T, 1\right)} \cdot \frac{\prod_{i=1}^{k-1} \prod_{\substack{j=1 \\
j \neq i}}^{k-1} \min \left(\left|f_{i}-f_{j}\right| T, 1\right)}{\prod_{i=1}^{k-1} \min \left(\left|f_{i}-f_{j}\right| T, 1\right)} \cdot \prod_{i=1}^{k-1} \min \left(\left|f_{i}-f_{k+1}\right|^{2} T^{2}, 1\right) \\
& =k^{4 \alpha k^{2}\left|f_{k}-f_{k+1}\right|^{2} T^{2}}
\end{aligned}
$$

Lemma 12.8.5. For any $k$ frequencies $f_{1}<f_{2}<\cdots<f_{k}$, there exists $k$ frequencies $f_{1}^{\prime}, \cdots, f_{k}^{\prime}$ such that $\min _{i \in[k-1]} f_{i+1}^{\prime}-f_{i}^{\prime} \geq \eta$ and for all $i \in[k],\left|f_{i}^{\prime}-f_{i}\right| \leq k \eta$.

Proof. We define the new frequencies $f_{i}^{\prime}$ as follows: $f_{1}^{\prime}=f_{1}$ and $f_{i}^{\prime}=\max \left\{f_{i-1}^{\prime}+\eta, f_{i}\right\}$ for $i \in\{2,3, \cdots, k\}$.

### 12.8.4 Existence of nearby $k$-Fourier-sparse signal with frequency gap bounded away from zero

We combine the results in the above section to finish the proof of Lemma 12.2.3. We first prove that for any $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$, there always exists another $k$-Fourier-sparse signal $x^{\prime}$ close to $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ such that the frequency gap in $x^{\prime}$ is at least $\eta \geq 2^{-\operatorname{poly}(k)}$. Then we show how to find a low degree polynomial $P(t)$ approximating $x^{\prime}(t)$. Lemma 12.2.1. There is a universal constant $C_{1}>0$ such that, for any $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ and any $\delta>0$, there always exist $\eta \geq \frac{\delta}{T} \cdot k^{-C_{1} k^{2}}$ and $x^{\prime}(t)=\sum_{j=1}^{k} v_{j}^{\prime} e^{2 \pi \mathrm{i} f_{j}^{\prime} t}$ satisfying

$$
\left\|x^{\prime}(t)-x^{*}(t)\right\|_{T} \leq \delta\left\|x^{*}(t)\right\|_{T}
$$

with $\min _{i \neq j}\left|f_{i}^{\prime}-f_{j}^{\prime}\right| \geq \eta$ and $\max _{j \in[k]}\left\{\left|f_{j}^{\prime}-f_{j}\right|\right\} \leq k \eta$.

Proof. Using Lemma 12.8.5 on frequencies $f_{1}, \cdots, f_{k}$, we obtain $k$ new frequencies $f_{1}^{\prime}, \cdots, f_{k}^{\prime}$ such that their gap is at least $\eta$ and $\max _{i}\left|f_{i}-f_{i}^{\prime}\right| \leq k \eta$. Next we use the hybrid argument to find $x^{\prime}$.

Let $x^{(0)}(t)=x^{*}(t)$. For $i=1, \cdots, t$, we apply Lemma 12.8 .4 to shift $f_{i}$ to $f_{i}^{\prime}$ and obtain

$$
x^{(i)}(t)=\sum_{j=i+1}^{k} v_{j}^{(i)} e^{2 \pi \mathrm{i} f_{j} t}+\sum_{j=1}^{i} v_{j}^{(i)} e^{2 \pi \mathrm{i} f_{j}^{\prime} t}
$$

From Lemma 12.8.4, we know $\left\|x^{(i)}(t)-x^{(i-1)}(t)\right\|_{T} \leq k^{C_{0} k^{2}}\left(\left|f_{i}-f_{i}^{\prime}\right| T\right)\left\|x^{(i-1)}\right\|_{T}$. Thus we obtain

$$
\left(1-k^{C_{0} k^{2}}(k \eta T)\right)^{i}\left\|x^{(0)}(t)\right\|_{T} \leq\left\|x^{(i)}(t)\right\|_{T} \leq\left(1+k^{C_{0} k^{2}}(k \eta T)\right)^{i}\left\|x^{(0)}(t)\right\|_{T}
$$

which is between $\left[\left(1-i \cdot k^{C_{0} k^{2}}(k \eta T)\right)\left\|x^{(0)}(t)\right\|_{T},\left(1+2 i \cdot k^{C_{0} k^{2}}(k \eta T)\right)\left\|x^{(0)}(t)\right\|_{T}\right]$ for $\eta \leq$ $\frac{1}{5 T} \cdot k^{-C_{1} k^{2}}$ with some $C_{1}>C_{0}$.

At last, we set $x^{\prime}(t)=x^{(k)}(t)$ and bound the distance between $x^{\prime}(t)$ and $x^{*}(t)$ by

$$
\begin{array}{rlr}
\left\|x^{(k)}(t)-x^{(0)}(t)\right\|_{T} & \leq \sum_{i=1}^{k}\left\|x^{(i)}(t)-x^{(i-1)}(t)\right\|_{T} & \text { by triangle inequality } \\
& \leq \sum_{i=1}^{k} k^{C_{0} k^{2}}\left(\left|f_{i}-f_{i}^{\prime}\right| T\right)\left\|x^{(i-1)}(t)\right\|_{T} & \\
& \leq \sum_{i=1}^{k} 2 k^{C_{0} k^{2}}(k \eta T)\left\|x^{(i-1)}(t)\right\|_{T} & \text { by Lemma } 12.8 .4 \\
& \leq k \cdot 2 k^{C_{0} k^{2}}(k \eta T)\left\|x^{*}(t)\right\|_{T} & \\
& \leq \delta\left\|x^{*}(t)\right\|_{T} &
\end{array}
$$

where the last inequality follows by the sufficiently small $\eta$.

### 12.8.5 Approximating $k$-Fourier-sparse signals by polynomials

For any $k$-Fourier-sparse signal with frequency gap bounded away from zero, we show that there exists a low degree polynomial which is close to the original $k$-Fourier-sparse signal in $\|\cdot\|_{T}$ distance.

Lemma 12.8.6 (Existence of low degree polynomial). Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i}_{j} t}$, where $\forall j \in$ $[k],\left|f_{j}\right| \leq \Delta$ and $\min _{i \neq j}\left|f_{i}-f_{j}\right| \geq \eta$. There exists a polynomial $Q(t)$ of degree

$$
d=O\left(T \Delta+k \log 1 /(\eta T)+k^{2} \log k+k \log (1 / \delta)\right)
$$

such that,

$$
\begin{equation*}
\left\|Q(t)-x^{*}(t)\right\|_{T}^{2} \leq \delta\left\|x^{*}(t)\right\|_{T}^{2} \tag{12.25}
\end{equation*}
$$

Proof. For each frequency $f_{j}$, let $Q_{j}(t)=\sum_{k=0}^{d-1} \frac{\left(2 \pi \mathrm{i} f_{j} t\right)^{k}}{k!}$ be the first $d$ terms in the Taylor Expansion of $e^{2 \pi \mathrm{i} f_{j} t}$. For any $t \in[0, T]$, we know the difference between $Q_{j}(t)$ and $e^{2 \pi \mathbf{i} f_{j} t}$ is at most

$$
\left|Q_{j}(t)-e^{2 \pi \mathbf{i} f_{j} t}\right| \leq\left|\frac{\left(2 \pi \mathbf{i} f_{j} T\right)^{d}}{d!}\right| \leq\left(\frac{2 \pi T \Delta \cdot e}{d}\right)^{d}
$$

We define

$$
Q(t)=\sum_{j=1}^{k} v_{j} Q_{j}(t)
$$

and bound the distance between $Q$ and $x^{*}$ from the above estimation:

$$
\begin{array}{rlr}
\left\|Q(t)-x^{*}(t)\right\|_{T}^{2} & =\frac{1}{T} \int_{0}^{T}\left|Q(t)-x^{*}(t)\right|^{2} \mathrm{~d} t & \\
& =\frac{1}{T} \int_{0}^{T}\left|\sum_{j=1}^{k} v_{j}\left(Q_{j}(t)-e^{2 \pi \mathrm{i}_{j} t}\right)\right|^{2} \mathrm{~d} t & \\
& \leq 2 k \sum_{j=1}^{k} \frac{1}{T} \int_{0}^{T}\left|v_{j}\right|^{2} \cdot\left|Q_{j}(t)-e^{2 \pi \mathrm{i} \mathrm{f}_{j} t}\right|^{2} \mathrm{~d} t & \\
\text { by triangle inequality } \\
& \leq k \sum_{j=1}^{k}\left|v_{j}\right|^{2} \cdot\left(\frac{2 \pi T \Delta \cdot e}{d}\right)^{2 d} &
\end{array}
$$

On the other hand, from Lemma 12.2.2, we know

$$
\left\|x^{*}(t)\right\|_{T}^{2} \geq(\eta T)^{2 k} \cdot k^{-c k^{2}} \sum_{j}\left|v_{j}\right|^{2}
$$

Because $d=10 \cdot \pi e\left(T \Delta+k \log 1 /(\eta T)+k^{2} \log k+k \log (1 / \delta)\right)$ is large enough, we have $k\left(\frac{2 \pi T \Delta \cdot e}{d}\right)^{2 d} \leq \delta(\eta T)^{2 k} \cdot k^{-c k^{2}}$, which indicates that $\left\|Q(t)-x^{*}(t)\right\|_{T}^{2} \leq \delta\left\|x^{*}\right\|_{T}^{2}$ from all discussion above.

### 12.8.6 Transferring degree- $d$ polynomial to $(d+1)$-Fourier-sparse signal

In this section, we show how to transfer a degree- $d$ polynomial to ( $d+1$ )-Fourier-sparse signal.

Lemma 12.8.7. For any degree-d polynomial $Q(t)=\sum_{j=0}^{d} c_{j} t^{j}$, any $T>0$ and any $\epsilon>0$, there always exist $\gamma>0$ and

$$
x^{*}(t)=\sum_{i=1}^{d+1} \alpha_{i} e^{2 \pi \mathbf{i}(\gamma i) t}
$$

with some coefficients $\alpha_{0}, \cdots, \alpha_{d}$ such that

$$
\forall t \in[0, T],\left|x^{*}(t)-Q(t)\right| \leq \epsilon
$$

Proof. We can rewrite $x^{*}(t)$,

$$
\begin{aligned}
x^{*}(t) & =\sum_{i=1}^{d+1} \alpha_{i} e^{2 \pi \mathbf{i} \gamma i t} \\
& =\sum_{i=1}^{d+1} \alpha_{i} \sum_{j=0}^{\infty} \frac{(2 \pi \mathbf{i} \gamma i t)^{j}}{j!} \\
& =\sum_{j=0}^{\infty} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j} \\
& =\sum_{j=0}^{d} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j}+\sum_{j=d+1}^{\infty} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j} \\
& =Q(t)+\underbrace{\left(\sum_{j=0}^{d} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j}-Q(t)\right)}_{C_{1}}+\underbrace{\left(\sum_{j=d+1}^{\infty} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j}\right)}_{C_{2}} .
\end{aligned}
$$

Our goal is to show there exists some parameter $\gamma$ and coefficients $\left\{\alpha_{0}, \alpha_{1}, \cdots, \alpha_{d}\right\}$ such that
the term $C_{1}=0$ and $\left|C_{2}\right| \leq \epsilon$. Let's consider $C_{1}$,

$$
C_{1}=\sum_{j=0}^{d}\left(\frac{t}{T}\right)^{j}\left(\frac{(2 \pi \mathbf{i} \gamma T)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} i^{j}-c_{j}\right)
$$

To guarantee $C_{1}=0$, we need to solve a linear system with $d+1$ unknown variables and $d+1$ constraints,

$$
\begin{aligned}
\text { Find } & \alpha_{1}, \alpha_{2}, \cdots \alpha_{d+1} \\
\text { s.t. } & \frac{(2 \pi \mathbf{i} \gamma T)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} i^{j}-c_{j}=0, \forall j \in\{0,1, \cdots, d\}
\end{aligned}
$$

Define $c_{j}^{\prime}=c_{j} j!/(2 \pi \mathbf{i} \gamma)^{j}$, let $\alpha$ and $c^{\prime}$ be the length- $(d+1)$ column vectors with $\alpha_{i}$ and $c_{j}^{\prime}$. Let $A \in \mathbb{R}^{d+1 \times d+1}$ denote the Vandermonde matrix where $A_{i, j}=i^{j}, \forall i, j \in[d+1] \times\{0,1, \cdots, d\}$. Then we need to guarantee $A \alpha=c^{\prime}$. Using the definition of determinant, $\operatorname{det}(A)=\prod_{i<j}|i-j| \leq$ $2^{O\left(d^{2} \log d\right)}$. Thus $\sigma_{\max }(A) \leq 2^{O\left(d^{2} \log d\right)}$ and then

$$
\sigma_{\min }(A)=\frac{\operatorname{det}(A)}{\prod_{i=1}^{d-1} \sigma_{i}} \geq 2^{-O\left(d^{3} \log d\right)} .
$$

We show how to upper bound $\left|\alpha_{i}\right|$,

$$
\max _{i \in[d+1]}\left|\alpha_{i}\right| \leq\|\alpha\|_{2}=\left\|A^{\dagger} c^{\prime}\right\|_{2} \leq\left\|A^{\dagger}\right\|_{2} \cdot\left\|c^{\prime}\right\|_{2} \leq \frac{1}{\sigma_{\min }(A)} \sqrt{d+1} \max _{0 \leq j \leq d} \frac{\left|c_{j}\right| j!}{(2 \pi \gamma T)^{j}}
$$

Plugging the above equation into $C_{2}$, we have

$$
\begin{aligned}
\left|C_{2}\right| & =\left|\sum_{j=d+1}^{\infty} \frac{(2 \pi \mathbf{i} \gamma t)^{j}}{j!} \sum_{i=1}^{d+1} \alpha_{i} \cdot i^{j}\right| \\
& \leq \sum_{j=d+1}^{\infty} \frac{(2 \pi \gamma t)^{j}}{j!} \sum_{i=1}^{d+1}\left|\alpha_{i}\right| \cdot i^{j} \\
& \leq \sum_{j=d+1}^{\infty} \frac{(2 \pi \gamma t)^{j}}{j!}(d+1)^{d+1} \max _{i \in[d+1]}\left|\alpha_{i}\right| \\
& \leq \sum_{j=d+1}^{\infty} \frac{(2 \pi \gamma t)^{j}}{j!}(d+1)^{d+2} \frac{1}{\sigma_{\min }(A)} \frac{d!}{(2 \pi \gamma T)^{d}} \max _{0 \leq j \leq d}\left|c_{j}\right| \\
& \leq \epsilon
\end{aligned}
$$

where the last step follows by choosing sufficiently small

$$
\gamma \lesssim \epsilon /\left(T 2^{\Theta\left(d^{3} \log d\right)} \max _{0 \leq j \leq d}\left|c_{j}\right|\right)
$$

## $12.9 \quad k$-cluster Signal Recovery

### 12.9.1 Overview

In this section, we prove Lemma 12.9.1 as the main technical lemma to finish the proof of main Theorem 12.1.1, which shows how to learn $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ with noise. Lemma 12.9.1. Let $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ and $x(t)=x^{*}(t)+g(t)$ be our observation. For any $\delta>0$ and $T>0$, let $\mathcal{N}^{2}:=\frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t+\delta \cdot \frac{1}{T} \int_{0}^{T}\left|x^{*}(t)\right|^{2} \mathrm{~d} t$. For $\Delta=$ $\operatorname{poly}(k, \log (1 / \delta)) / T$, Procedure SignalRecoveryKCluster ${ }^{+}$in Algorithm 12.8 takes $l=$ $O(k)$ frequencies $\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}$ as input and finds l polynomials $Q_{1}, \cdots, Q_{l}$ of degree $d=O\left((T \Delta)^{1.5}+\right.$ $\left.k^{3} \log k+k \log 1 / \delta\right)$ such that

$$
\begin{equation*}
\widetilde{x}(t)=\sum_{j \in[l]} Q_{j}(t) e^{2 \pi \mathrm{i} \tilde{\mathrm{f}}_{j} t} \text { satisfies }\left\|\widetilde{x}(t)-x^{*}(t)\right\|_{T}^{2} \lesssim \mathcal{N}^{2} \tag{12.26}
\end{equation*}
$$

The procedure succeeds with probability at least $1-2^{-\Omega(k)}$, uses poly $(k, \log (1 / \delta)) \cdot \log (F T)$ samples, and runs in $\operatorname{poly}(k, \log (1 / \delta)) \cdot \log ^{2}(F T)$ time.

For any set $W=\left\{t_{1}, \cdots, t_{m}\right\}$ where each $t_{i} \in[0, T]$, we use

$$
\|\vec{v}\|_{W}=\sqrt{\frac{\sum_{i \in W}\left|\vec{v}\left(t_{i}\right)\right|^{2}}{|W|}} \text { for any } \vec{v}:[0, T] \rightarrow \mathbb{C}
$$

in this section. We first show that Procedure SignalRecoveryKCluster succeeds with constant probability, then prove that Procedure SignalRecoveryKCluster ${ }^{+}$succeeds with probability at least $1-2^{-\Omega(k)}$.

### 12.9.2 Heavy clusters separation

Recall the definition of "heavy" clusters.
Definition 12.2.4. Given $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i}_{j} t}$, any $\mathcal{N}>0$, and a filter function $(H, \widehat{H})$ with bounded support in frequency domain. Let $L_{j}$ denote the interval of $\operatorname{supp}\left(\widehat{e^{2 \pi \mathrm{i} f_{j} t} \cdot} H\right)$ for each $j \in[k]$.

Define an equivalence relation $\sim$ on the frequencies $f_{i}$ by the transitive closure of the relation $f_{i} \sim f_{j}$ if $L_{i} \cap L_{j} \neq \emptyset$. Let $S_{1}, \ldots, S_{n}$ be the equivalence classes under this relation.

Define $C_{i}=\underset{f \in S_{i}}{ } L_{i}$ for each $i \in[n]$. We say $C_{i}$ is a "heavy" cluster iff $\int_{C_{i}}\left|\widehat{H \cdot x^{*}}(f)\right|^{2} \mathrm{~d} f \geq$ $T \cdot \mathcal{N}^{2} / k$.

By reordering $C_{i}$, we can assume $\left\{C_{1}, C_{2}, \cdots, C_{l}\right\}$ are heavy clusters, where $l \leq n \leq k$. Claim 12.2.5. Given $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ and any $\mathcal{N}>0$, let $H$ be the filter function defined in Section 12.12 .1 and $C_{1}, \cdots, C_{l}$ be the heavy clusters from Definition 12.2.4. For

$$
S=\left\{j \in[k] \mid f_{j} \in C_{1} \cup \cdots C_{l}\right\},
$$

we have $x^{(S)}(t)=\sum_{j \in S} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ approximating $x^{*}$ within distance $\left\|x^{(S)}(t)-x^{*}(t)\right\|_{T}^{2} \lesssim \mathcal{N}^{2}$.
Proof. Let $x^{(\bar{S})}(t)=\sum_{j \in[k] \backslash S} v_{j} e^{2 \pi \mathbf{i} j_{j} t}$. Notice that $\left\|x^{*}-x^{(S)}\right\|_{T}^{2}=\left\|x^{(\bar{S})}\right\|_{T}^{2}$.
From the property VI of filter function $(H, \widehat{H})$ in Section 12.12.1, we have

$$
\int_{-\infty}^{+\infty}\left|x^{(\bar{S})}(t) \cdot H(t)\right|^{2} \mathrm{~d} t \geq 0.9 \int_{0}^{T}\left|x^{(\bar{S})}(t)\right|^{2} \mathrm{~d} t=0.9 \cdot T\left\|x^{\bar{S}}\right\|_{T}^{2}
$$

From Definition 12.2.4, we have

$$
\begin{aligned}
\int_{-\infty}^{+\infty}\left|x^{(\bar{S})}(t) \cdot H(t)\right|^{2} \mathrm{~d} t & =\int_{-\infty}^{+\infty}\left|\widehat{x^{(\bar{S})} \cdot H}(f)\right|^{2} \mathrm{~d} f \\
& =\int_{[-\infty,+\infty] \backslash C_{1} \cup \ldots \cup C_{l}}\left|\widehat{x^{*} \cdot H}(f)\right|^{2} \mathrm{~d} f \\
& \leq k \cdot T \mathcal{N}^{2} / k
\end{aligned}
$$

Overall, we have $\left\|x^{(\bar{S})}\right\|_{T}^{2} \lesssim \mathcal{N}^{2}$.

From the guarantee of Theorem 12.2.6, for any $j \in S, \min _{i \in[l]}\left|f_{j}-\widetilde{f}_{i}\right| \leq \Delta \sqrt{\Delta T}$. From now on, we focus on the recovery of $x^{(S)}$, which is enough to approximate $x^{*}$ from the above claim. Because we are looking for $\widetilde{x}$ approximating $x^{(S)}$ within distance $O\left(\mathcal{N}^{2}\right)$, from Lemma 12.2.1, we can assume there is a frequency gap $\eta \geq \frac{\delta}{10 T} k^{-O\left(k^{2}\right)}$ among $x^{(S)}$.

### 12.9.3 Approximating clusters by polynomials

In this section, we show how to approximate $x^{(S)}$ by $x^{\prime}(t)=\sum_{i \in[l]} e^{2 \pi \mathbf{i} \tilde{f_{i}} t} P_{i}(t)$ where $P_{1}, \cdots, P_{l}$ are low degree polynomials.

Claim 12.9.2. For any $x^{(S)}(t)=\sum_{j \in S} v_{j} e^{2 \pi \mathbf{i} f_{j} t}$ with a frequency gap $\eta=\min _{i \neq j}\left|f_{i}-f_{j}\right|$ and $l$ frequencies $\tilde{f}_{1}, \cdots, \widetilde{f_{l}}$ with the property $\forall j \in S, \min _{i \in[l]}\left|f_{j}-\widetilde{f}_{i}\right| \leq \Delta \sqrt{\Delta T}$, let

$$
d=5 \pi\left((T \Delta)^{1.5}+k^{3} \log k+\log 1 / \delta\right) \text { and } V=\left\{t^{j} e^{2 \pi i \tilde{f}_{i} t} \mid i \in[l], j \in\{0, \cdots, d\}\right\} .
$$

There exists $x^{\prime}(t) \in \operatorname{span}\{V\}$ that approximates $x^{(S)}(t)$ as follows:

$$
\forall t \in[0, T],\left|x^{\prime}(t)-x^{(S)}(t)\right| \leq \delta\left\|x^{(S)}\right\|_{T}
$$

Proof. From Lemma 12.2.2, we know

$$
\left\|x^{(S)}\right\|_{T}^{2} \geq(\eta T)^{2 k} \cdot k^{-c k^{2}} \sum_{j \in S}\left|v_{j}\right|^{2}
$$

For each frequency $f_{j}$, we use $p_{j}$ to denote the index in $[l]$ such that $\left|f_{j}-\widetilde{f}_{p_{j}}\right| \leq \Delta \sqrt{\Delta T}$. We rewrite

$$
x^{(S)}(t)=\sum_{i=1}^{l} e^{2 \pi \mathbf{i} \tilde{f}_{i}}\left(\sum_{j \in S: p_{j}=i} v_{j} e^{2 \pi \mathbf{i}\left(f_{j}-\tilde{f}_{i}\right) t}\right)
$$

For $d=5 \pi\left((T \Delta)^{1.5}+k^{3} \log k+\log 1 / \delta\right)$ and each $e^{2 \pi \mathbf{i}\left(f_{j}-\tilde{f}_{p_{j}}\right) t}$, let $Q_{j}(t)=\sum_{i=0}^{d-1} \frac{\left(2 \pi \mathbf{i}\left(f_{j}-\tilde{f}_{p_{j}}\right) t\right)^{i}}{i!}$ be the first $d$ terms in the Taylor Expansion of $e^{2 \pi \mathbf{i}\left(f_{j}-\widetilde{f}_{p_{j}}\right) t}$. For any $t \in[0, T]$, we know the difference between $Q_{j}(t)$ and $e^{2 \pi \mathbf{i}\left(f_{j}-\widetilde{f}_{p_{j}}\right) t}$ is at most

$$
\forall t \in[0, T],\left|Q_{j}(t)-e^{2 \pi \mathbf{i}\left(f_{j}-\tilde{f}_{p_{j}}\right) t}\right| \leq\left|\frac{\left(2 \pi \mathbf{i}\left(f_{j}-\widetilde{f}_{p_{j}}\right) T\right)^{d}}{d!}\right| \leq\left(\frac{8 \pi(\Delta T)^{1.5}}{d}\right)^{d} .
$$

Let $x^{\prime}=\sum_{i=1}^{l} e^{2 \pi \mathrm{i} \tilde{f}_{i} t}\left(\sum_{j \in S: p_{j}=i} v_{j} Q_{j}(t)\right)$. From all discussion above, we know for any $t \in[0, T]$,

$$
\begin{aligned}
\left|x^{\prime}(t)-x^{(S)}(t)\right|^{2} & \leq\left(\sum_{j \in S}\left|v_{j}\right|\left(\frac{8 \pi(T \Delta)^{1.5}}{d}\right)^{d}\right)^{2} \\
& \leq k\left(\frac{8 \pi(T \Delta)^{1.5}}{d}\right)^{2 d} \sum_{j}\left|v_{j}\right|^{2} \\
& \leq \frac{k\left(\frac{8 \pi(T \Delta)^{1.5}}{d}\right)^{2 d}}{(\eta T)^{2 k} \cdot k^{-c k^{2}}}\left\|x^{(S)}\right\|_{T}^{2} \\
& \leq \delta^{2}\left\|x^{(S)}\right\|_{T}^{2}
\end{aligned}
$$

We provide a property of functions in $\operatorname{span}\{V\}$ such that we can use the Chernoff bound and the $\epsilon$-net argument on vectors in $\operatorname{span}\{V\}$.

Claim 12.2.7. For any $\vec{u} \in \operatorname{span}\left\{e^{2 \pi \mathrm{i} \tilde{f}_{i} t} \cdot t^{j} \mid j \in\{0, \cdots, d\}, i \in[l]\right\}$, there exists some universal constants $C_{1} \leq 4$ and $C_{2} \leq 3$ such that

$$
\max _{t \in[0, T]}\left\{|\vec{u}(t)|^{2}\right\} \lesssim(l d)^{C_{1}} \log ^{C_{2}}(l d) \cdot\|\vec{u}\|_{T}^{2}
$$

Proof. From Lemma 12.8.7, we can approximate each polynomial in $\vec{u}$ by a linear combination of $\left\{1, e^{2 \pi \mathbf{i} \cdot \gamma t}, \cdots, e^{2 \pi \mathbf{i} \cdot(\gamma d) t}\right\}$ such that we obtain $u^{*} \in \operatorname{span}\left\{e^{2 \pi \mathbf{i} \cdot(\gamma j) t} \cdot e^{2 \pi \mathbf{i} \tilde{\mathrm{f}}_{i} t} \mid i \in[l], j \in\{0, \cdots, d+1\}\right\}$ for some small $\gamma$ such that $\forall t \in[0, T],\left|\vec{u}(t)-u^{*}(t)\right| \leq 0.01\|\vec{u}\|_{T}$.

From Lemma 12.5.1, we know

$$
\max _{t \in[0, T]}\left|u^{*}(t)\right|^{2} \leq C \cdot\left((l d+1)^{4} \cdot \log ^{3}(l d+1)\right)\left\|u^{*}\right\|_{T}^{2}
$$

For some constant $C^{\prime}$, we have

$$
\max _{t \in[0, T]}|\vec{u}(t)|^{2} \leq C^{\prime}\left((k d)^{C_{1}} \log ^{C_{2}} d\right)\|\vec{u}\|_{T}^{2}
$$

### 12.9.4 Main result, with constant success probability

In this section, we show that the output $\widetilde{x}$ is close to $x^{\prime}$ with high probability using the $\epsilon$-net argument, which is enough to prove $\|\widetilde{x}-x\|_{T} \lesssim \mathcal{N}^{2}$ from all discussion above. Because we can prove Lemma 12.9.6(which is the main goal of this section), then combining $\left\|x^{\prime}-x^{*}\right\|_{T} \leq\left\|x^{\prime}-x^{(S)}\right\|_{T}+\left\|x^{(S)}-x^{*}\right\|_{T} \lesssim \delta\left\|x^{*}\right\|_{T}$ and Lemma 12.9.6, we have $\| x^{*}-$ $\widetilde{x}\left\|_{T} \lesssim\right\| g\left\|_{T}+\delta\right\| x^{*} \|_{T}$, which finishes the proof of Procedure SignalRecoveryKCluster in Algorithm 12.8 achieving the Equation (12.26) with constant success probability but not $1-2^{-\Omega(k)}$. We will boost the success probability in Section 12.9.5.

We first provide an $\epsilon$-net $\mathcal{P}$ for the unit vectors $\mathcal{Q}=\left\{\vec{u} \in \operatorname{span}\{V\} \mid\|\vec{u}\|_{T}^{2}=1\right\}$ in the linear subspace span $\{V\}$ where $V=\left\{t^{j} \cdot e^{2 \pi i \tilde{f}_{i} t} \mid j \in\{0,1, \cdots, d\}, i \in[l]\right\}$ from the above discussion. Notice that the dimension of $\operatorname{span}\{V\}$ is at most $l(d+1)$.

Claim 12.9.3. There exists an $\epsilon$-net $\mathcal{P} \subset \operatorname{span}\{V\}$ such that

1. $\forall \vec{u} \in Q, \exists \vec{w} \in \mathcal{P},\|\vec{u}-\vec{w}\|_{T} \leq \epsilon$.
2. $|\mathcal{P}| \leq\left(5 \frac{l(d+1)}{\epsilon}\right)^{2 l(d+1)}$.

Proof. Let $\mathcal{P}^{\prime}$ be an $\frac{\epsilon}{l(d+1)}$-net in the unit circle of $\mathbb{C}$ with size at most $\left(4 \frac{l(d+1)}{\epsilon}+1\right)^{2}$, i.e.,

$$
\mathcal{P}^{\prime}=\left\{\frac{\epsilon}{2 l(d+1)} j_{1}+\mathbf{i} \frac{\epsilon}{2 l(d+1)} j_{2}\left|j_{1}, j_{2} \in \mathbb{Z},\left|j_{1}\right| \leq \frac{2 l(d+1)}{\epsilon},\left|j_{2}\right| \leq \frac{2 l(d+1)}{\epsilon}\right\}\right.
$$

Observe that the dimension of $\operatorname{span}\{V\}$ is at most $l(d+1)$. Then we take an orthogonal basis $\vec{w}_{1}, \cdots, \vec{w}_{l(d+1)}$ in $\operatorname{span}\{V\}$ and set

$$
P=\left\{\sum_{i=1}^{l(d+1)} \alpha_{i} \vec{w}_{i} \mid \forall i \in[l(d+1)], \alpha_{i} \in \mathcal{P}^{\prime}\right\} .
$$

Therefore $\mathcal{P}$ is an $\epsilon$-net for $Q$ and $|\mathcal{P}| \leq\left(5 \frac{l(d+1)}{\epsilon}\right)^{2 l(d+1)}$.

We first prove that $W$ is a good estimation for all functions in the $\epsilon$-net $\mathcal{P}$.

Claim 12.9.4. For any $\epsilon>0$, there exists a universal constant $C_{3} \leq 5$ such that for a set $S$ of i.i.d. samples chosen uniformly at random over $[0, T]$ of size $|S| \geq \frac{3(k d)^{C_{3}} \log ^{C_{3}} d / \epsilon}{\epsilon^{2}}$, then with probability at least $1-k^{-k}$, for all $\vec{w} \in \mathcal{P}$, we have

$$
\|\vec{w}\|_{W} \in\left[(1-\epsilon)\|\vec{w}\|_{T},(1+\epsilon)\|\vec{w}\|_{T}\right]
$$

Proof. From Claim 12.2.7 and Lemma 12.3.5, for each $\vec{w} \in \mathcal{P}$,

$$
\operatorname{Pr}\left[\|\vec{w}(t)\|_{W} \notin\left[(1-\epsilon)\|\vec{w}\|_{T},(1+\epsilon)\|\vec{w}\|_{T}\right]\right] \leq 2^{-\frac{|W| \epsilon^{2}}{3(k d)^{C_{11} \log _{2}+0.5}{ }_{d}}} \leq 2^{-k d \log ^{1.5} \frac{d}{\epsilon}}
$$

From the union bound, $\|\vec{w}\|_{W} \in\left[(1-\epsilon)\|\vec{w}\|_{T},(1+\epsilon)\|\vec{w}\|_{T}\right]$ for any $\vec{w} \in \mathcal{P}$ with probability at least $1-\left(\frac{d}{\epsilon}\right)^{-k d \log ^{0.5} d} \cdot|\mathcal{P}| \geq 1-d^{-d}$.

Then We prove that $W$ is a good estimation for all functions in $\operatorname{span}\{V\}$ using the property of $\epsilon$-nets.

Claim 12.9.5. For any $\epsilon>0$, there exists a universal constant $C_{3} \leq 5$ such that for a set $W$ of i.i.d. samples chosen uniformly at random over $[0, T]$ of size $|W| \geq \frac{3(k d)^{C_{3}} \log ^{C_{3}} d / \epsilon}{\epsilon^{2}}$, then with probability at least $1-d^{-d}$, for all $u \in \operatorname{span}\{V\}$, we have

$$
\|\vec{u}\|_{W} \in\left[(1-3 \epsilon)\|\vec{u}\|_{T},(1+3 \epsilon)\|\vec{u}\|_{T}\right]
$$

Proof. We assume that the above claim is true for any $\vec{w} \in \mathcal{P}$. Without loss of generality, we consider $\vec{u} \in Q$ such that $\|\vec{u}\|_{T}=1$.

Let $\vec{w}_{0}$ be the vector in $\mathcal{P}$ that minimizes $\|\vec{w}-\vec{u}\|_{T}$ for all $\vec{w} \in \mathcal{P}$, i.e., $\vec{w}_{0}=\underset{\vec{w} \in \mathcal{P}}{\arg \min } \| \vec{w}-$ $\vec{u} \|_{T}$. Define $\vec{u}_{1}=\vec{u}-\vec{w}_{0}$ and notice that $\left\|\vec{u}_{1}\right\|_{T} \leq \epsilon$ because $\mathcal{P}$ is a $\epsilon$-net. If $\left\|\vec{u}_{1}\right\|_{T}=0$, then we skip the rest of this procedure. Otherwise, we define $\alpha_{1}=\left\|\vec{u}_{1}\right\|_{T}$ and normalize $\widetilde{u}_{1}=\vec{u}_{1} / \alpha_{1}$.

Then we choose $\vec{w}_{1}$ to be the vector in $\mathcal{P}$ that minimizes $\left\|\vec{w}-\widetilde{u}_{1}\right\|_{T}$ for all $\vec{w} \in \mathcal{P}$. Similarly, we set $\vec{u}_{2}=\widetilde{u}_{1}-\vec{w}_{1}$ and $\alpha_{2}=\left\|\vec{u}_{2}\right\|_{T}$. Next we repeat this process for $\widetilde{u}_{2}=\vec{u}_{2} / \alpha_{2}$ and so on. The recursive definition can be summarized in the following sense,

$$
\text { initial : } \quad \widetilde{u}_{0}=\vec{u} \text { and } m=10 \log _{1 / \epsilon}(l d)+1,
$$

For $i \in\{0,1,2, \cdots, m\}: \quad \vec{w}_{i}=\underset{\vec{w} \in \mathcal{P}}{\arg \min }\left\|\vec{w}-\widetilde{u}_{i}\right\|_{T}$,

$$
\vec{u}_{i+1}=\widetilde{u}_{i}-\vec{w}_{i} \text { and } \alpha_{i+1}=\left\|\vec{u}_{i+1}\right\|_{T},
$$

if $\alpha_{i+1}=0$, stop.
if $\alpha_{i+1} \neq 0, \widetilde{u}_{i+1}=\vec{u}_{i+1} / \alpha_{i+1}$ and continue,

Eventually, we have $\vec{u}=\vec{w}_{0}+\alpha_{1} \vec{w}_{1}+\alpha_{1} \alpha_{2} \vec{w}_{2}+\cdots+\prod_{j=1}^{m} \alpha_{j}\left(\vec{w}_{m}+\vec{u}_{m+1}\right)$ where each $\left|\alpha_{i}\right| \leq \epsilon$ and each $\vec{w}_{i}$ is in the $\epsilon$-net $\mathcal{P}$. Notice that $\left\|\vec{u}_{m+1}\right\|_{T} \leq 1$ and $\left\|\vec{u}_{m+1}\right\|_{W} \leq$ $(l d+1)^{3} \cdot\left\|\vec{u}_{m+1}\right\|_{T}$ from Claim 12.2.7. We prove a lower bound for $\|\vec{u}\|_{W}$,

$$
\begin{aligned}
\|\vec{u}\|_{W} & =\left\|\vec{w}_{0}+\alpha_{1} \vec{w}_{1}+\alpha_{1} \alpha_{2} \vec{w}_{2}+\cdots+\prod_{j=1}^{m} \alpha_{j}\left(\vec{w}_{m}+\vec{u}_{m+1}\right)\right\|_{W} \\
& \geq\left\|\vec{w}_{0}\right\|_{W}-\left\|\alpha_{1} \vec{w}_{1}\right\|_{W}-\left\|\alpha_{1} \alpha_{2} \vec{w}_{2}\right\|_{W}-\cdots-\left\|\prod_{j=1}^{m} \alpha_{j} \vec{w}_{m}\right\|_{W}-\left\|\prod_{j=1}^{m} \alpha_{j} \vec{u}_{m+1}\right\|_{W} \\
& \geq(1-\epsilon)-\epsilon(1+\epsilon)-\epsilon^{2}(1+\epsilon)-\cdots-\epsilon^{m}(1+\epsilon)-\epsilon^{m}\left\|\vec{u}_{m+1}\right\|_{W} \\
& \geq 1-\epsilon-\frac{(1+\epsilon) \epsilon}{1-\epsilon}-\epsilon^{m} \cdot(l d+1)^{3} \geq 1-3 \epsilon
\end{aligned}
$$

Similarly, we have $\|\vec{u}\|_{W} \leq 1+3 \epsilon$.

Lemma 12.9.6. With probability at least 0.99 over the $m$ i.i.d samples in $W$,

$$
\left\|x^{\prime}(t)-\widetilde{x}(t)\right\|_{T} \leq 2200\left(\|g(t)\|_{T}+\left\|x^{(S)}(t)-x^{\prime}(t)\right\|_{T}\right) .
$$

Proof. Let $g^{\prime}(t)=g(t)+x^{*}(t)-x^{\prime}(t)$ such that $x(t)=x^{\prime}(t)+g^{\prime}(t)$. Then we choose $\epsilon=0.03$ and bound:

$$
\begin{aligned}
& \left\|x^{\prime}(t)-\widetilde{x}(t)\right\|_{T} \\
\leq & (1+3 \epsilon)\left\|x^{\prime}(t)-\widetilde{x}(t)\right\|_{W} \\
=1.09\left\|x^{\prime}(t)-\widetilde{x}(t)\right\|_{W} & \text { with prob. } 1-2^{-\Omega(d \log d)} \text { by Claim } 12.9 .5 \\
=1.09\left\|x(t)-g^{\prime}(t)-\widetilde{x}(t)\right\|_{W} & \text { by } \epsilon=0.03 \\
\leq 1.09\|x(t)-\widetilde{x}(t)\|_{W}+1.09\left\|g^{\prime}(t)\right\|_{W} & \text { by } x^{\prime}(t)=x(t)-g^{\prime}(t) \\
\leq 1.09\left\|x(t)-x^{\prime}(t)\right\|_{W}+1.09\left\|g^{\prime}(t)\right\|_{W} & \text { by triangle inequality } \\
=2.18\left\|g^{\prime}(t)\right\|_{W} . & \text { by } \widetilde{x}=\underset{y \in \operatorname{span}\{V\}}{\arg \min }\|x-y\|_{W} \\
= & \text { by } x(t)-x^{\prime}(t)=g(t)
\end{aligned}
$$

From the fact that $\mathbb{E}_{W}\left[\left\|g^{\prime}\right\|_{W}\right]=\left\|g^{\prime}\right\|_{T},\left\|g^{\prime}\right\|_{W} \leq 1000\left\|g^{\prime}\right\|_{T}$ with probability at least .999. It indicates $\left\|x^{\prime}(t)-\widetilde{x}(t)\right\|_{T} \leq 2200\left\|g^{\prime}\right\|_{T}$ with probability at least 0.99 from all discussion above.

### 12.9.5 Boosting the success probability

In order to achieve $1-2^{-\Omega(k)}$ for the main theorem, we cannot combine Procedure SignalRecoveryKCluster with FrequencyRecoveryKCluster directly. However, using the similar proof technique in Theorem 12.4.5, we are able to boost the success probability by using Procedure SignalRecoveryKCluster ${ }^{+}$in Algorithm 12.8. It runs Procedure SignalRecoveryKCluster $R=O(k)$ times in parallel for independent fresh samples and report $R$ different $d$-Fourier-sparse signals $\widetilde{x}_{i}(t)$. Then, taking $m=\operatorname{poly}(k)$ new locations $\left\{t_{1}, t_{2}, \cdots, t_{m}\right\}$, and computing $\widetilde{A}$ as before and $\widetilde{b}_{j}$ by taking the median of $\left\{\widetilde{x}_{1}\left(t_{j}\right), \cdots, \widetilde{x}_{R}\left(t_{j}\right)\right\}$. At the end, solving the linear regression for matrix $\widetilde{A}$ and vector $\widetilde{b}$. Thus, we complete the proof of Lemma 12.9.1.

Because we can transfer a degree- $d$ polynomial to a $d$-Fourier-sparse signal by Lemma 12.8.7, the output of Procedure CFTKCluster in Algorithm 12.8 matches the main theorem,

Theorem 12.1.1. Let $x(t)=x^{*}(t)+g(t)$, where $x^{*}$ is $k$-Fourier-sparse signal with frequencies in $[-F, F]$. Given samples of $x$ over $[0, T]$ we can output $\widetilde{x}(t)$ such that with probability at least $1-2^{-\Omega(k)}$,

$$
\left\|\widetilde{x}-x^{*}\right\|_{T} \lesssim\|g\|_{T}+\delta\left\|x^{*}\right\|_{T} .
$$

Our algorithm uses poly $(k, \log (1 / \delta)) \cdot \log (F T)$ samples and poly $(k, \log (1 / \delta)) \cdot \log ^{2}(F T)$ time. The output $\widetilde{x}$ is $\operatorname{poly}(k, \log (1 / \delta))$-Fourier-sparse signal.

### 12.10 Technical Proofs

### 12.10.1 Proof of Theorem 12.8.2

We prove the following Theorem
Theorem 12.8.2. For real numbers $\xi_{1}, \ldots, \xi_{k}$, let $G_{\xi_{1}, \ldots, \xi_{k}}$ be the matrix whose $(i, j)$-entry is

$$
\int_{-1}^{1} e^{2 \pi \mathbf{i}\left(\xi_{i}-\xi_{j}\right) t} d t
$$

Then

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right)=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j} \min \left(\left|\xi_{i}-\xi_{j}\right|^{2}, 1\right)
$$

First, we note by the Cauchy-Binet formula that the determinant in question is equal to

$$
\begin{equation*}
\int_{-1}^{1} \int_{-1}^{1} \ldots \int_{-1}^{1}\left|\operatorname{det}\left(\left[e^{2 \pi i \xi_{i} t_{j}}\right]_{i, j}\right)\right|^{2} d t_{1} d t_{2} \ldots d t_{k} \tag{12.27}
\end{equation*}
$$

We next need to consider the integrand in the special case when $\sum\left|\xi_{i}\right| \leq 1 / 8$.

Lemma 12.10.1. If $\xi_{i} \in R$ and $t_{j} \in \mathbb{R}, \sum_{i}\left|\xi_{i}\right|\left(\max _{i}\left|t_{i}\right|\right) \leq 1 / 8$ then

$$
\left|\operatorname{det}\left(\left[e^{2 \pi i \xi_{i} t_{j}}\right]_{i, j}\right)\right|=\Theta\left(\frac{(2 \pi)^{\binom{k}{2}} \prod_{i<j}\left|t_{i}-t_{j}\right|\left|\xi_{i}-\xi_{j}\right|}{1!2!\cdots k!}\right)
$$

Proof. Firstly, by adding a constant to all the $t_{j}$ we can make them non-negative. This multiplies the determinant by a root of unity, and at most doubles $\sum_{i}\left|\xi_{i}\right|\left(\max _{i}\left|t_{i}\right|\right)$.

By continuity, it suffices to consider the $t_{i}$ to all be multiples of $1 / N$ for some large integer $N$. By multiplying all the $t_{j}$ by $N$ and all $\xi_{i}$ by $1 / N$, we may assume that all of the $t_{j}$ are non-negative integers with $t_{1} \leq t_{2} \leq \ldots \leq t_{k}$.

Let $z_{i}=\exp \left(2 \pi i \xi_{i}\right)$. Then our determinant is

$$
\operatorname{det}\left(\left[z_{i}^{t_{j}}\right]_{i, j}\right)
$$

which is equal to the Vandermonde determinant times the Schur polynomial $s_{\lambda}\left(z_{i}\right)$ where $\lambda$ is the partition $\lambda_{j}=t_{j}-(j-1)$.

Therefore, this determinant equals

$$
\prod_{i<j}\left(z_{i}-z_{j}\right) s_{\lambda}\left(z_{1}, z_{2}, \ldots, z_{k}\right)
$$

The absolute value of

$$
\prod_{i<j}\left(z_{i}-z_{j}\right)
$$

is approximately $\prod_{i<j}(2 \pi i)\left(\xi_{i}-\xi_{j}\right)$, which has absolute value $(2 \pi)^{\binom{k}{2}} \prod_{i<j}\left|\xi_{i}-\xi_{j}\right|$. We have left to evaluate the size of the Schur polynomial.

By standard results, $s_{\lambda}$ is a polynomial in the $z_{i}$ with non-negative coefficients, and all exponents at most $\max _{j}\left|t_{j}\right|$ in each variable. Therefore, the monomials with non-zero coefficients will all have real part at least $1 / 2$ and absolute value 1 when evaluated at the $z_{i}$. Therefore,

$$
\left|s_{\lambda}\left(z_{1}, \ldots, z_{k}\right)\right|=\Theta\left(\left|s_{\lambda}(1,1, \ldots, 1)\right|\right) .
$$

On the other hand, by the Weyl character formula

$$
s_{\lambda}(1,1, \ldots, 1)=\prod_{i<j} \frac{t_{j}-t_{i}}{j-i}=\frac{\prod_{i<j}\left|t_{i}-t_{j}\right|}{1!2!\ldots k!} .
$$

This completes the proof.

Next we prove our Theorem when the $\xi$ have small total variation.

Lemma 12.10.2. If there exists a $\xi_{0}$ so that $\sum\left|\xi_{i}-\xi_{0}\right|<1 / 8$, then

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right)=\Theta\left(\frac{2^{3 k(k-1) / 2} \pi^{k(k-1)} \prod_{i<j}\left|\xi_{i}-\xi_{j}\right|^{2}}{(k!)^{3} \prod_{n=0}^{k-1}(2 n)!}\right)
$$

Proof. By translating the $\xi_{i}$ we can assume that $\xi_{0}=0$.
By the above we have

$$
\Theta\left(\frac{(2 \pi)^{k(k-1)} \prod_{i<j}\left|\xi_{i}-\xi_{j}\right|^{2}}{(1!2!\cdots k!)^{2}}\right) \int_{-1}^{1} \ldots \int_{-1}^{1} \prod_{i<j}\left|t_{i}-t_{j}\right|^{2} d t_{1} \ldots d t_{k} .
$$

We note that by the Cauchy-Binet formula the latter term is the determinant of the matrix $M$ with $M_{i, j}=\int_{-1}^{1} t^{i+j} d t$. This is the Graham matrix associated to the polynomials $t^{i}$ for $0 \leq i \leq k-1$. Applying Graham-Schmidt (without the renormalization step) to this set yields the basis $P_{n} \alpha_{n}$ where $\alpha_{n}=\frac{2^{n}(n!)^{2}}{(2 n)!}$ is the inverse of the leading term of $P_{n}$. This polynomial has norm $\alpha_{n}^{2} 2 /(2 n+1)$. Therefore, the integral over the $t_{i}$ yields

$$
\prod_{n=0}^{k-1} \frac{2^{n+1}(n!)^{2}}{(n+1)(2 n)!}
$$

This completes the proof.

Next we extend this result to the case that all the $\xi$ are within $\operatorname{poly}(k)$ of each other.

Proposition 12.10.3. If there exists a $\xi_{0}$ so that $\left|\xi_{i}-\xi_{0}\right|=\operatorname{poly}(k)$ for all $i$, then

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right)=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j} \min \left(\left|\xi_{i}-\xi_{j}\right|^{2}, 1\right)
$$

Proof. We begin by proving the lower bound. We note that for $0<x<1$,

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right) \geq \int_{-x}^{x} \int_{-x}^{x} \ldots \int_{-1}^{1}\left|\operatorname{det}\left(\left[e^{2 \pi i \xi_{i} t_{j}}\right]_{i, j}\right)\right|^{2} d t_{1} d t_{2} \ldots d t_{k}=x^{k} \operatorname{det}\left(G_{\xi_{1} / x, \xi_{2} / x, \ldots, \xi_{k} / k}\right)
$$

Taking $x=1 / \operatorname{poly}(k)$, we may apply the above Lemma to compute the determinant on the right hand side, yielding an appropriate lower bound.

To prove the lower bound, we note that we can divide our $\xi_{i}$ into clusters, $\mathcal{C}_{i}$, where for any $i, j$ in the same cluster $\left|\xi_{i}-\xi_{j}\right|<1 / k$ and for $i$ and $j$ in different clusters $\left|\xi_{i}-\xi_{j}\right| \geq 1 / k^{2}$. We then note as a property of Graham matrices that

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right) \leq \prod_{\mathcal{C}_{i}} \operatorname{det}\left(G_{\left\{\xi_{j} \in \mathcal{C}_{i}\right\}}\right)=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j, \text { in same cluster }}\left|\xi_{i}-\xi_{j}\right|^{2}=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j}\left|\xi_{i}-\xi_{j}\right|^{2}
$$

This completes the proof.

Finally, we are ready to prove our Theorem.

Proof. Let $I(t)$ be the indicator function of the interval $[-1,1]$.
Recall that there is a function $h(t)$ so that for any function $f$ that is a linear combination of at most $k$ complex exponentials that $|h(t) f(t)|_{2}=\Theta\left(|I(t) f(t)|_{2}\right)$ and so that $\widehat{h}$ is supported on an interval of length $\operatorname{poly}(k)<k^{C}$ about the origin.

Note that we can divide our $\xi_{i}$ into clusters, $\mathcal{C}$, so that for $i$ and $j$ in a cluster $\left|\xi_{i}-\xi_{j}\right|<k^{C+1}$ and for $i$ and $j$ in different clusters $\left|\xi_{i}-\xi_{j}\right|>k^{C}$.

Let $\widetilde{G}_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}^{\prime}}$ be the matrix with $(i, j)$-entry $\int_{\mathbb{R}}|h(t)|^{2} e^{(2 \pi i)\left(\xi_{i}-\xi_{j}\right) t} d t$.
We claim that for any $k^{\prime} \leq k$ that

$$
\operatorname{det}\left(\widetilde{G}_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}^{\prime}}\right)=2^{O\left(k^{\prime}\right)} \operatorname{det}\left(G_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}^{\prime}}\right)
$$

This is because both are Graham determinants, one for the set of functions $I(t) \exp \left((2 \pi i) \xi_{j} t\right)$ and the other for $h(t) \exp \left((2 \pi i) \xi_{j} t\right)$. However since any linear combination of the former has
$L^{2}$ norm a constant multiple of that the same linear combination of the latter, we have that

$$
\widetilde{G}_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}^{\prime}}=\Theta\left(G_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}^{\prime}}\right)
$$

as self-adjoint matrices. This implies the appropriate bound.
Therefore, we have that

$$
\operatorname{det}\left(G_{\xi_{1}, \ldots, \xi_{k}}\right)=2^{O(k)} \operatorname{det}\left(\widetilde{G}_{\xi_{1}, \ldots, \xi_{k}}\right)
$$

However, note that by the Fourier support of $h$ that

$$
\int_{\mathbb{R}}|h(t)|^{2} e^{(2 \pi i)\left(\xi_{i}-\xi_{j}\right) t} d t=0
$$

if $\left|\xi_{i}-\xi_{j}\right|>k^{C}$, which happens if $i$ and $j$ are in different clusters. Therefore $\widetilde{G}$ is block diagonal and hence its determinant equals

$$
\operatorname{det}\left(\widetilde{G}_{\xi_{1}, \ldots, \xi_{k}}\right)=\prod_{\mathcal{e}} \operatorname{det}\left(\widetilde{G}_{\left\{\xi_{j} \in \mathcal{C}_{i}\right\}}\right)=2^{O(k)} \prod_{\mathcal{e}} \operatorname{det}\left(G_{\left\{\xi_{j} \in \mathcal{C}_{i}\right\}}\right)
$$

However the Proposition above shows that

$$
\prod_{\mathcal{C}} \operatorname{det}\left(G_{\left\{\xi_{j} \in \mathcal{C}_{i}\right\}}\right)=2^{\widetilde{O}\left(k^{2}\right)} \prod_{i<j} \min \left(1,\left|\xi_{i}-\xi_{j}\right|^{2}\right)
$$

This completes the proof.

### 12.10.2 Proofs of Lemma 12.5.3 and Lemma 12.5.4

We fix $z_{1}, \cdots, z_{k}$ to be complex numbers on the unit circle and use $Q(z)$ to denote the degree- $k$ polynomial $\prod_{i=1}^{k}\left(z-z_{i}\right)$.
Lemma 12.5.3. Let $Q(z)$ be a degree $k$ polynomial, all of whose roots are complex numbers with absolute value 1. For any integer $n$, let $r_{n, k}(z)=\sum_{l=0}^{k-1} r_{n, k}^{(l)} \cdot z^{l}$ denote the residual polynomial of

$$
r_{n, k}(z) \equiv z^{n} \quad(\bmod Q(z))
$$

Then, each coefficient of $r_{n, k}$ is bounded: $\left|r_{n, k}^{(l)}\right| \leq 2^{k} n^{k-1}$ for any $l$.

Proof. By definition, $r_{n, k}\left(z_{i}\right)=z_{i}^{n}$. From the polynomial interpolation, we have

$$
r_{n, k}(z)=\sum_{i=1}^{k} \frac{\prod_{j \in[k] \backslash i}\left(z-z_{j}\right) z_{i}^{n}}{\prod_{j \in[k] \backslash i}\left(z_{i}-z_{j}\right)} .
$$

Let $\operatorname{Sym}_{S, i}$ be the symmetry polynomial of $z_{1}, \cdots, z_{k}$ with degree $i$ among subset $S \subseteq[k]$, i.e., $\operatorname{Sym}_{S, i}=\sum_{S^{\prime} \subseteq\binom{S}{i}} \prod_{j \in S^{\prime}} z_{j}$. Then

$$
r_{n, k}^{(l)}=(-1)^{k-1-l} \sum_{i=1}^{k} \frac{\operatorname{Sym}_{[k] \backslash i, k-1-l} \cdot z_{i}^{n}}{\prod_{j \in[k] \backslash i}\left(z_{i}-z_{j}\right)} .
$$

We omit $(-1)^{k-1-l}$ in the rest of proof and use induction on $n, k$, and $l$ to prove $\left|r_{n, k}^{(l)}\right| \leq$ $\binom{k-1}{l}\binom{n}{k-1}$.

Base Case of $n$ : For any $n<k$, from the definition, $r(z)=z^{n}$ and $\left|r_{n, k}^{(l)}\right| \leq 1$.
Suppose it is true for any $n<n_{0}$. We consider $r_{n_{0}, k}^{l}$ from now on. When $k=1$, $r_{n, 0}=z_{1}^{n}$ is bounded by 1 because $z_{1}$ is on the unit circle of $\mathbb{C}$.

Given $n_{0}$, suppose the induction hypothesis is true for any $k<k_{0}$ and any $l<k$. For $k=k_{0}$, we first prove that $\left|r_{n_{0}, k_{0}}^{\left(k_{0}-1\right)}\right| \leq\binom{ n_{0}}{k_{0}-1}$ then prove that $\left|r_{n_{0}, k_{0}}^{(l)}\right| \leq\binom{ k_{0}-1}{l}\binom{n_{0}}{k_{0}-1}$ for $l=k_{0}-2, \cdots, 0$.

$$
\begin{aligned}
r_{n_{0}, k_{0}}^{\left(k_{0}-1\right)} & =\sum_{i=1}^{k_{0}} \frac{z_{i}^{n_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)} \\
& =\sum_{i=1}^{k_{0}-1} \frac{z_{i}^{n_{0}}}{\prod_{j \in\left[k_{0} \backslash \backslash i\right.}\left(z_{i}-z_{j}\right)}+\frac{z_{k_{0}}^{n_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
& =\sum_{i=1}^{k_{0}-1} \frac{z_{i}^{n_{0}}-z_{i}^{n_{0}-1} z_{k_{0}}+z_{i}^{n_{0}-1} z_{k_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)}+\frac{z_{k_{0}}^{n_{0}}}{\prod_{j \in k_{0} \backslash k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
& =\sum_{i=1}^{k_{0}-1}\left(\frac{z_{i}^{n_{0}-1}}{\prod_{j \in\left[k_{0}-1\right] \backslash i}\left(z_{i}-z_{j}\right)}+\frac{z_{i}^{n_{0}-1} z_{k_{0}}}{\prod_{j \in k_{0} \backslash i}\left(z_{i}-z_{j}\right)}\right)+\frac{z_{k_{0}}^{n_{0}}}{\prod_{j \in k_{0} \backslash k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
& =\left(\sum_{i=1}^{k_{0}-1} \frac{z_{i}^{n_{0}-1}}{\prod_{j \in\left[k_{0}-1\right] \backslash i}\left(z_{i}-z_{j}\right)}\right)+\left(z_{k_{0}} \sum_{i=1}^{k_{0}} \frac{z_{i}^{n_{0}-1}}{\prod_{j \in k_{0} \backslash i}\left(z_{i}-z_{j}\right)}\right) \\
& \left.=r_{n_{0}-1, k_{0}-1}^{\left(k_{0}-2\right)}\right)
\end{aligned}
$$

Hence $\left|r_{n_{0}, k_{0}}^{\left(k_{0}-1\right)}\right| \leq\left|r_{n_{0}-1,\left[k_{0}-1\right]}^{\left(k_{0}-2\right)}\right|+\left|r_{n_{0}-1, k_{0}}^{\left(k_{0}-1\right)}\right| \leq\binom{ n_{0}-2}{k_{0}-2}+\binom{n_{0}-2}{k_{0}-1}=\binom{n_{0}-1}{k_{0}-1}$. For $l<k_{0}-1$, we have

$$
\begin{aligned}
r_{n_{0}, k_{0}}^{(l)}= & \sum_{i=1}^{k_{0}} \frac{\operatorname{Sym}_{\left[k_{0}\right] \backslash i, k_{0}-1-l} \cdot z_{i}^{n_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)} \text { let } l^{\prime}=k_{0}-1-l \\
= & \sum_{i=1}^{k_{0}-1} \frac{\left(\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}}+\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}-1} \cdot z_{k_{0}}\right) z_{i}^{n_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)}+\frac{\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}}^{n_{0}}}{\prod_{j<k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
= & \sum_{i=1}^{k_{0}-1} \frac{\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}} \cdot\left(z_{i}-z_{k_{0}}\right) z_{i}^{n_{0}-1}+\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}} \cdot z_{k_{0}} z_{i}^{n_{0}-1}+\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}-1} \cdot z_{k_{0}} z_{i}^{n_{0}}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)} \\
& +\frac{\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}}^{n_{0}}}{\prod_{j<k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
= & \sum_{i=1}^{k_{0}-1} \frac{\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}} \cdot\left(z_{i}-z_{k_{0}}\right) z_{i}^{n_{0}-1}+\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}} z_{i}^{n_{0}-1}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)}+\frac{\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}}^{n_{0}}}{\prod_{j<k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
= & \sum_{i=1}^{k_{0}-1} \frac{\operatorname{Sym}_{\left[k_{0}-1\right] \backslash i, l^{\prime}} z_{i}^{n_{0}-1}}{\prod_{j \in\left[k_{0}-1\right] \backslash i}\left(z_{i}-z_{j}\right)}+\sum_{i=1}^{k_{0}-1} \frac{\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}} z_{i}^{n_{0}-1}}{\prod_{j \in\left[k_{0}\right] \backslash i}\left(z_{i}-z_{j}\right)}+\frac{\operatorname{Sym}_{\left[k_{0}-1\right], l^{\prime}} \cdot z_{k_{0}}^{n_{0}}}{\prod_{j<k_{0}}\left(z_{k_{0}}-z_{j}\right)} \\
= & r_{n_{0}-1, k_{0}-1}^{(l-1)}+\operatorname{Sym}_{\left[k_{0}-1\right], k_{0}-1-l} \cdot z_{k_{0}} \cdot r_{n_{0}-1, k_{0}}^{\left(k_{0}-1\right)}
\end{aligned}
$$

By induction hypothesis, $\left|r_{n_{0}, k_{0}}^{(l)}\right| \leq\binom{ k_{0}-2}{l-1}\binom{n_{0}-1}{k_{0}-2}+\binom{k_{0}-1}{l}\binom{n_{0}-1}{k_{0}-1} \leq\binom{ k_{0}-1}{l}\binom{n_{0}}{k_{0}-1}$.

Now we finish the proof of Lemma 12.5.4.
Lemma 12.5.4. For any $k \in \mathbb{Z}$ and any $z_{1}, \cdots, z_{k}$ on the unit circle of $\mathbb{C}$, there always exists a degree $m=O\left(k^{2} \log k\right)$ polynomial $P(z)=\sum_{j=0}^{m} c_{j} z^{j}$ with the following properties:

Property I $\quad P\left(z_{i}\right)=0, \forall i \in\{1, \cdots, k\}$,
Property II $\quad c_{0}=1$,
Property III $\quad\left|c_{j}\right| \leq 11, \forall j \in\{1, \cdots, m\}$.

Let $m=10 k^{2} \log k$ and $\mathcal{P}$ denote a set of polynomials that has degree at most $m$, and all the coefficients are integers chosen from $\{-5, \cdots,-1,0,1, \cdots, 5\}$, i.e.,

$$
\mathcal{P}:=\left\{P(z)=\sum_{i=0}^{m} \alpha_{i} z^{i}\left|\forall i \in\{0,1, \cdots, m\},\left|\alpha_{i}\right| \leq 2\right\} .\right.
$$

Claim 12.10.4. There exists $P^{*}(z)=\sum_{i=0}^{m} \alpha_{i} z^{i}$ with coefficient $\left|\alpha_{i}\right| \leq 10$ for any $i \in\{0,1, \cdots, m\}$, such that every coefficient of $P^{*}(z) \bmod Q(z)$ is bounded by $2^{-m}$.

Proof. For $P(z)=\sum_{i=0}^{m} \alpha_{i} z^{i} \in \mathcal{P}, P(z) \bmod Q(z) \equiv \sum_{i=0}^{m} \alpha_{i} r_{n, k}(z)$ from the definition $r_{n, k}(z)$. Hence

$$
P(z) \quad \bmod Q(z)=\sum_{i=0}^{m} \alpha_{i} \sum_{l=0}^{k-1} r_{i, k}^{(l)} z^{l}=\sum_{l=0}^{k-1} z^{l} \sum_{i=0}^{m} \alpha_{i} r_{i, k}^{(l)} .
$$

Each coefficient in $P(z) \bmod Q(z)$ is bounded by $\left|\sum_{i=0}^{m} \alpha_{i} r_{i, k}^{(l)}\right| \leq 5 \sum_{i=0}^{m} 2^{k} i^{k-1} \leq 2^{k} m^{k}$.
At the same time, $|\mathcal{P}|=11^{m}$. From the pigeonhole principle and $\left(\frac{2^{k} m^{k}}{\left(2^{-m}\right)^{2}}\right)^{k}<11^{m}$, there exists $P_{1}, P_{2} \in \mathcal{P}$ such that for $P^{*}(z)=P_{1}(z)-P_{2}(z), P^{*}(z) \bmod Q(z)=\sum_{i=0}^{k-1} \gamma_{i} z^{i}$ where each coefficient $\left|\gamma_{i}\right| \leq 2^{-m}$.

Let $r(z)=\sum_{i=0}^{k-1} \gamma_{i} z^{i}=P^{*}(z) \bmod Q(z)$ for convenience. If $P^{*}(0)$ (the constant term of $\left.P^{*}\right)$ is nonzero, then $\left|P^{*}(0)-r(0)\right| \geq 0.99$ from the above lemma. Therefore the polynomial $\frac{P^{*}(z)-r(z)}{P^{*}(0)-r(0)}$ satisfies the three properties in Lemma 12.5.4.

Otherwise, we assume $z^{l}$ is the first term in $P^{*}(z)$ with a non-zero coefficient. Let

$$
r_{-l, k}(z)=z^{-l} \quad \bmod Q(z)=\sum_{i=1}^{k} \frac{\prod_{j \in[k] \backslash i}\left(z-z_{j}\right) z_{i}^{-l}}{\prod_{j \in[k] \backslash i}\left(z_{i}-z_{j}\right)} .
$$

For convenience, we use $z_{S}=\prod_{i \in S} z_{i}$ for any subset $S \subseteq[k]$. Notice that $z_{i}^{-l}=\frac{z_{|k| \backslash i}^{l}}{z_{[k]}^{l}}$. Hence $r_{-l, k}(z)=r_{l, k}^{\prime}(z) / z_{[k]}^{l}$ where $r^{\prime}$ is the polynomial for $k$ units roots $z_{[k] \backslash 1}, \cdots, z_{[k] \backslash k}$. So each coefficients of $r$ is still bounded by $2^{k} l^{k}$, which is less than $2^{-m / 2}$.

Eventually we choose $P^{*}(z) / z^{l}-r(z) \cdot r_{-l, k}(z)$ and renormalize it to satisfy the three properties in Lemma 12.5.4.

### 12.10.3 Proof of Lemma 12.4.3

Lemma 12.4.3. For any degree $d$ polynomial $P(t): \mathbb{R} \rightarrow \mathbb{C}$ with derivative $P^{\prime}(t)$, we have,

$$
\begin{equation*}
\int_{-1}^{1}\left(1-t^{2}\right)\left|P^{\prime}(t)\right|^{2} \mathrm{~d} t \leq 2 d^{2} \int_{-1}^{1}|P(t)|^{2} \mathrm{~d} t . \tag{12.28}
\end{equation*}
$$

Given a degree $d$ polynomial $P(x)$, we rewrite $P(x)$ as a linear combination of the Legendre polynomials:

$$
P(x)=\sum_{i=0}^{d} \alpha_{i} L_{i}(x) .
$$

We use $F_{i}(x)=\left(1-x^{2}\right) L_{i}^{\prime}(x)$ for convenience. From the definition of the Legendre polynomials in the Equation (12.3), $F_{i}^{\prime}(x)=-i(i+1) \cdot L_{i}(x)$ and $F_{i}^{\prime \prime}(x)=-i(i+1) \cdot L_{i}^{\prime}(x)$.

Hence we have

$$
\begin{aligned}
\int_{1}^{-1}\left(1-x^{2}\right)\left|P^{\prime}(x)\right|^{2} \mathrm{~d} x & =\int_{1}^{-1}\left(1-x^{2}\right) P^{\prime}(x) \cdot \overline{P^{\prime}}(x) \mathrm{d} x \\
& =\int_{1}^{-1}\left(\sum_{i \in[d]} \alpha_{i} F_{i}(x)\right) \cdot\left(\sum_{i \in[d]} \overline{\alpha_{i}} \frac{-F_{i}^{\prime \prime}(x)}{i(i+1)}\right) \mathrm{d} x \\
& =\left.\left(\sum_{i \in[d]} \alpha_{i} F_{i}(x)\right) \cdot\left(\sum_{i \in[d]} \overline{\alpha_{i}} \frac{-F_{i}^{\prime}(x)}{i(i+1)}\right)\right|_{-1} ^{1} \\
& +\int_{1}^{-1}\left(\sum_{i \in[d]} \alpha_{i} F_{i}^{\prime}(x)\right) \cdot\left(\sum_{i \in[d]} \overline{\alpha_{i}} \frac{F_{i}^{\prime}(x)}{i(i+1)}\right) \mathrm{d} x \\
& =\int_{1}^{-1}\left(\sum_{i \in[d]} \alpha_{i} \cdot i(i+1) \cdot L_{i}(x)\right) \cdot\left(\sum_{i \in[d]} \overline{\alpha_{i}} \frac{i(i+1) \cdot L_{i}(x)}{i(i+1)}\right) \mathrm{d} x \\
& =\sum_{i \in[d]}\left|\alpha_{i}\right|^{2} i(i+1)\left\|L_{i}\right\|_{T}^{2} \\
& \leq d(d+1)\|P\|_{T}^{2}
\end{aligned}
$$

### 12.10.4 Proof of Lemma 12.6.1

Lemma 12.6.1. $\widehat{P_{\sigma, a, b} x}(\sigma(f-b))=\frac{1}{\sigma} e^{-2 \pi \mathbf{i} \sigma a f} \widehat{x}(f)$ and $\widehat{P_{\sigma, a, b} x}(f)=\frac{1}{\sigma} e^{-2 \pi \mathbf{i} \sigma a(f / \sigma+b)} \widehat{x}(f / \sigma+b)$

Proof. Let's compute the Fourier Transform of $\left(P_{\sigma, a, b} x\right)(t)$,

$$
\begin{array}{rlr} 
& \widehat{P_{\sigma, a, b} x}(f) & \\
= & \int_{-\infty}^{+\infty}\left(P_{\sigma, a, b}(x)\right)(t) e^{-2 \pi \mathbf{i} f t} \mathrm{~d} t & \\
= & \int_{-\infty}^{+\infty} x(\sigma(t-a)) e^{-2 \pi \mathbf{i} \sigma b t} e^{-2 \pi \mathbf{i} f t} \mathrm{~d} t & \\
= & e^{-2 \pi \mathbf{i}(\sigma a b+f a)} \int_{-\infty}^{+\infty} x(\sigma(t-a)) e^{-2 \pi \mathbf{i} \sigma b(t-a)} e^{-2 \pi \mathbf{i} f(t-a)} \mathrm{d} t & \text { by shifting } t \text { by } a \\
= & e^{-2 \pi \mathbf{i}(\sigma a b+f a)} \int_{-\infty}^{+\infty} x(\sigma t) e^{-2 \pi \mathbf{i} \sigma b t} e^{-2 \pi \mathbf{i} f t} \mathrm{~d} t & \text { by replacing } t-a \text { by } t \\
= & \frac{1}{\sigma} e^{-2 \pi \mathbf{i}(\sigma a b+f a)} \int_{-\infty}^{+\infty} x(\sigma t) e^{-2 \pi \mathbf{i} b \sigma t} e^{-2 \pi \mathbf{i} f \sigma t / \sigma} \mathrm{d} \sigma t & \\
= & \frac{1}{\sigma} e^{-2 \pi \mathbf{i}(\sigma a b+f a)} \int_{-\infty}^{+\infty} x(t) e^{-2 \pi \mathbf{i}(b+f / \sigma) t} \mathrm{~d} t & \text { by replacing } t \sigma \text { by } t \\
= & \frac{1}{\sigma} e^{-2 \pi \mathbf{i} a \sigma(f / \sigma+b)} \widehat{x}(f / \sigma+b) & \text { by definition of } \mathrm{FT}
\end{array}
$$

The first result follows immediately by replacing $f / \sigma+b$ by $f^{\prime}$, which gives

$$
\widehat{P_{\sigma, a, b} x}\left(\sigma\left(f^{\prime}-b\right)\right)=\frac{1}{\sigma} e^{-2 \pi \mathbf{i} a \sigma f^{\prime}} \widehat{x}\left(f^{\prime}\right)
$$

Thus, we complete the proof of this Lemma.

### 12.10.5 Proof of Lemma 12.3.5

Lemma 12.3.5. Given any function $x(t): \mathbb{R} \rightarrow \mathbb{C}$ with $\max _{t \in[0, T]}|x(t)|^{2} \leq d\|x(t)\|_{T}^{2}$. Let $S$ denote a set of points from 0 to $T$. If each point of $S$ is chosen uniformly at random from $[0, T]$, we have

$$
\left.\left.\operatorname{Pr}\left[\left.\left|\frac{1}{|S|} \sum_{i \in S}\right| x\left(t_{i}\right)\right|^{2}-\|x(t)\|_{T}^{2}\right] \right\rvert\, \geq \epsilon\|x(t)\|_{T}^{2}\right] \leq e^{-\Omega\left(\epsilon^{2}|S| / d\right)}
$$

Proof. Let $M$ denote $\max _{t \in[0, T]}|x(t)|^{2}$. Replacing $X_{i}$ by $\frac{\left|x\left(t_{i}\right)\right|^{2}}{M}$ and $n$ by $|S|$ in Lemma A.1.1, we obtain that

$$
\begin{aligned}
& \operatorname{Pr}[|X-\mu|>\epsilon \mu] \leq 2 \exp \left(-\frac{\epsilon^{2}}{3} \mu\right) \\
\Longrightarrow & \operatorname{Pr}\left[\left|\sum_{i \in S} \frac{\left|x\left(t_{i}\right)\right|^{2}}{M}-|S| \frac{\|x(t)\|_{T}^{2}}{M}\right|>\epsilon|S| \frac{\|x(t)\|_{T}^{2}}{M}\right] \leq 2 \exp \left(-\frac{\epsilon^{2}}{3} \mu\right) \\
\Longrightarrow & \operatorname{Pr}\left[\left.\left.\left|\frac{1}{|S|} \sum_{i \in S}\right| x\left(t_{i}\right)\right|^{2}-\|x(t)\|_{T}^{2} \right\rvert\, \geq \epsilon\|x(t)\|_{T}^{2}\right] \leq 2 \exp \left(-\frac{\epsilon^{2}}{3} \mu\right) \\
\Longrightarrow & \operatorname{Pr}\left[\left.\left.\left|\frac{1}{|S|} \sum_{i \in S}\right| x\left(t_{i}\right)\right|^{2}-\|x(t)\|_{T}^{2} \right\rvert\, \geq \epsilon\|x(t)\|_{T}^{2}\right] \leq 2 \exp \left(-\frac{\epsilon^{2}}{3}|S| \frac{\|x(t)\|_{T}^{2}}{M}\right)
\end{aligned}
$$

which is less than $2 \exp \left(-\frac{\epsilon^{2}}{3}|S| / d\right)$, thus completes the proof.

### 12.10.6 Proof of Lemma 12.3.9

Lemma 12.3.9. For any polynomial $P(t)$ of degree at most $d$ from $R$ to $\mathbb{C}$, for any interval $[S, T]$,

$$
\max _{t \in[S, T]}|P(t)|^{2} \leq(d+1)^{2} \cdot \frac{1}{T-S} \int_{S}^{T}|P(t)|^{2} \mathrm{~d} x
$$

Proof. Let $t^{*}=\underset{t \in[S, T]}{\arg \max }|P(t)|^{2}$. If $t^{*} \in(S, T)$, then it is enough to prove that

$$
\left|P\left(t^{*}\right)\right|^{2} \leq(d+1)^{2} \frac{1}{t^{*}-S} \int_{S}^{t^{*}}|P(x)|^{2} \mathrm{~d} x \text { and }\left|P\left(t^{*}\right)\right|^{2} \leq(d+1)^{2} \frac{1}{T-t^{*}} \int_{t^{*}}^{T}|P(x)|^{2} \mathrm{~d} x
$$

on the two intervals $\left[S, t^{*}\right]$ and $\left[t^{*}, T\right]$ separately.
Without loss of generality, we will prove the inequality for $S=-1$ and $t^{*}=T=1$. We find the minimum $\|P(x)\|_{T}^{2}$ assuming $|P(1)|^{2}=1$. Because the first $(d+1)$ Legendre polynomials provide a basis of polynomials of degree at most $d$ and their evaluation $L_{n}(1)=1$ for any $n$, we consider:

$$
\begin{aligned}
\min _{\alpha_{0}, \alpha_{1}, \cdots, \alpha_{d} \in \mathbb{C}} & \int_{-1}^{1}|P(x)|^{2} \mathrm{~d} x \\
\text { s.t. } & P(x)=\sum_{i=0}^{d} \alpha_{i} L_{i}(x) \\
& |P(1)|=\left|\sum_{i=0}^{d} \alpha_{i}\right|=1 .
\end{aligned}
$$

We simplify the integration of $P(x)^{2}$ over $[-1,1]$ by the orthogonality of Legendre polyno-
mials:

$$
\begin{aligned}
\int_{-1}^{1}|P(x)|^{2} \mathrm{~d} x & =\int_{-1}^{1}\left(\sum_{i=0}^{d} \alpha_{i} L_{i}(x)\right) \cdot\left(\sum_{j=0}^{d} \overline{\alpha_{j}} \overline{L_{j}}(x)\right) \mathrm{d} x \\
& =\int_{-1}^{1} \sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} L_{i}(x)^{2}+\sum_{i \neq j} \alpha_{i} \overline{\alpha_{j}} L_{i}(x) \overline{L_{j}}(x) \mathrm{d} x \\
& =\sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} \frac{2}{2 i+1} \text { by Fact } 12.3 .8
\end{aligned}
$$

Using $\int_{-1}^{1}|P(x)|^{2} \mathrm{~d} x=\sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} \frac{2}{2 i+1}$, we simplify the optimization problem to

$$
\begin{aligned}
\min _{\alpha_{0}, \alpha_{1}, \cdots, \alpha_{d} \in \mathbb{C}} & \sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} \frac{2}{2 i+1} \\
\text { s.t. } & \left|\sum_{i=0}^{d} \alpha_{i}\right|=1
\end{aligned}
$$

From the Cauchy-Schwarz inequality, we have

$$
\left|\sum_{i=0}^{d} \alpha_{i}\right|^{2} \leq\left(\sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} \frac{2}{2 i+1}\right)\left(\sum_{i=0}^{d} \frac{2 i+1}{2}\right)
$$

Therefore $\sum_{i=0}^{d}\left|\alpha_{i}\right|^{2} \frac{2}{2 i+1} \geq \frac{2}{(d+1)^{2}}$ and $|P(1)|^{2} \leq(d+1)^{2} \cdot \frac{1}{2} \int_{-1}^{1}|P(x)|^{2} \mathrm{~d} x$.

```
Algorithm 12.1 Linear Regression Algorithms
    procedure LinearRegression \((A, b\),\() - Fact 12.11.1\)
        \(x^{\prime} \leftarrow \arg \min \|A x-b\|_{2}\).
        return \(\stackrel{x}{x^{\prime}}\)
    end procedure
    procedure LinearRegressionW \((A, b, w)\) - Fact 12.11.1
        \(x^{\prime} \leftarrow \underset{x}{\arg \min } \sum_{i=1}^{d} w_{i}\left|(A x)_{i}-b_{i}\right|^{2}\).
        return \(x^{\prime}\)
    end procedure
```


### 12.11 Known Facts

This section provides a list of well-known facts existing in literature.

### 12.11.1 Linear regression

Given a linear subspace $\operatorname{span}\left\{\vec{v}_{1}, \cdots, \vec{v}_{d}\right\}$ and $n$ points, we always use $\ell_{2}$-regression to find a vector as the linear combination of $\vec{v}_{1}, \cdots, \vec{v}_{d}$ that minimizes the distance of this vector to those $n$ points.

Fact 12.11.1. Given an $n \times d$ matrix $A$ and an $n \times 1$ column vector $b$, it takes $O\left(n d^{\omega-1}\right)$ time to output an $x^{\prime}$ such that

$$
x^{\prime}=\underset{x}{\arg \min }\|A x-b\|_{2} .
$$

where $\omega$ is the exponent of matrix multiplication[Wil12].

Notice that weighted linear regression can be solved by linear regression solver as a black-box.

```
Algorithm 12.2 Multipoint Evaluation of a Polynomial
    procedure MultipointEvaluation \(\left(P,\left\{t_{1}, t_{2}, \cdots, t_{d}\right\}\right)\) - Fact 12.11.2
        return \(P\left(t_{1}\right), P\left(t_{2}\right), \cdots, P\left(t_{d}\right)\)
    end procedure
```


### 12.11.2 Multipoint evaluation of a polynomial

Given a degree- $d$ polynomial, and $n$ locations. The naive algorithm of computing the evaluations at those $n$ locations takes $O(n d)$. However, the running time can be improved to $O(n$ poly $(\log d))$ by using this well-known result,

Fact 12.11.2 ([BS12]). Let $c>1$ denote some fixed constant. Given a degree-d polynomial $P(t)$, and a set of $d$ locations $\left\{t_{1}, t_{2}, \cdots, t_{d}\right\}$. There exists an algorithm that takes $O\left(d \log ^{c} d\right)$ time to output the evaluations

$$
\left\{P\left(t_{1}\right), P\left(t_{2}\right), \cdots, P\left(t_{d}\right)\right\}
$$

### 12.12 Analysis of Hash Functions and Filter Functions

### 12.12.1 Analysis of filter function $(H(t), \widehat{H}(f))$

We construct the Filter function $(H(t), \widehat{H}(f))$ in this section.
We fix the interval to be $\operatorname{supp}\left(\right.$ rect $\left._{1}\right)=[-1 / 2,1 / 2]$ instead of $[0, T]$ for convenience. We first define the filter function $H_{1}(t)$ which preserves the energy of a $k$-Fourier-sparse signal $x^{*}$ on $[-1 / 2,1 / 2]$ to the signal $H_{1} \cdot x^{*}$ on $[-\infty,+\infty]$.

Definition 12.12.1. Let $s_{1}=\Theta\left(k^{4} \log ^{4} k\right), \ell=\Omega(k \log k / \delta)$ be a even number, and $s_{0}=$ $C_{0} s_{1} \sqrt{\ell}$ for some constant $C_{0}$ that will normalize $H_{1}(0)=1$. Recall that $\operatorname{rect}_{s}(t)=1 \mathrm{iff}$ $|t| \leq s / 2$ and $\widehat{\operatorname{rect}_{s}(f)}=\operatorname{sinc}(f s)=\frac{\sin (\pi f s)}{\pi f s}$.

We define the filter function $H_{1}(t)$ and its Fourier transform $\widehat{H}_{1}(f)$ as follows:

$$
\widehat{H}_{1}(f)=s_{0} \cdot\left(\operatorname{rect}_{s_{1}}(f)\right)^{* \ell} \cdot \operatorname{sinc}\left(f s_{2}\right)
$$

$$
=s_{0} \cdot(\overbrace{-s_{1} / 2}^{s_{1} / 2})^{* \ell} \cdot \underbrace{1 / s_{2}}_{-1 / s_{2}}
$$

$$
H_{1}(t)=s_{0} \cdot\left(\operatorname{sinc}\left(s_{1} t\right)\right)^{\cdot \ell} * \operatorname{rect}_{s_{2}}(t)
$$


where $s_{0}$ is a fixed parameter s.t. $H_{1}(0)=1$.

We provide some basic properties about our filter function. Notice that $\operatorname{sinc}(t)=$ $\frac{\sin (\pi t)}{\pi t}(\operatorname{sinc}(0)$ is defined to be 1$)$ has the following properties (shown in Figure 12.4):

1. $\forall t \in \mathbb{R}, 1-\frac{(\pi t)^{2}}{3!} \leq \operatorname{sinc}(t) \leq 1$.


Figure 12.4: The Property of $\operatorname{sinc}(t)$.
2. $\forall|t| \leq 1.2 / \pi, \operatorname{sinc}(t) \leq 1-\frac{t^{2}}{8}$.
3. $\forall|t|>1.2 / \pi,|\operatorname{sinc}(t)| \leq \frac{1}{\pi|t|}$.

Claim 12.12.1. $\int_{-\frac{1.2}{\pi s_{1}}}^{\frac{1.2}{\pi s_{1}}}\left(\operatorname{sinc}\left(s_{1} t\right)\right)^{\ell} \mathrm{d} t \bar{\sim} \frac{1}{s_{1} \sqrt{\ell}}$.

Proof. We use the above properties for the sinc function to prove the upper bound:

$$
\begin{aligned}
\int_{-\frac{1.2}{\pi s_{1}}}^{+\frac{1.2}{\pi s_{1}}}\left(\operatorname{sinc}\left(s_{1} t\right)\right)^{\ell} \mathrm{d} t & =\frac{1}{s_{1}} \int_{-1.2 / \pi}^{+1.2 / \pi}(\operatorname{sinc}(t))^{\ell} \mathrm{d} t \\
& =\frac{2}{s_{1}}\left(\int_{0}^{\sqrt{8 / \ell}}(\operatorname{sinc} t)^{\ell} \mathrm{d} t+\int_{\sqrt{8 / \ell}}^{1.2 / \pi}(\operatorname{sinc}(t))^{\ell} \mathrm{d} t\right) \\
& \leq \frac{2}{s_{1}}\left(\sqrt{8 / \ell}+\sum_{i=1}^{\frac{1.2 / \pi}{\sqrt{8 / \ell}}-1} \int_{i \sqrt{8 / \ell}}^{(i+1) \sqrt{8 / \ell}}\left(1-x^{2} / 8\right)^{\ell} \mathrm{d} x\right) \\
& \leq \frac{2}{s_{1}}\left(\sqrt{8 / \ell}+\sum_{i=1}^{\frac{1.2 / \pi}{\sqrt{8 / \ell}}-1} \sqrt{8 / \ell} \cdot 2^{-i^{2}}\right) \\
& \lesssim \frac{1}{s_{1} \sqrt{\ell}} .
\end{aligned}
$$

We prove the lower bound:

$$
\begin{aligned}
\int_{-\frac{1.2}{\pi s_{1}}}^{\frac{1.2}{\pi s_{1}}}\left(\operatorname{sinc}\left(s_{1} t\right)\right)^{\ell} \mathrm{d} t & =\frac{2}{s_{1}}\left(\int_{0}^{\sqrt{8 / \ell}}(\operatorname{sinc} t)^{\ell} \mathrm{d} t+\int_{\sqrt{8 / \ell}}^{1.2 / \pi}(\operatorname{sinc}(t))^{\ell} \mathrm{d} t\right) \\
& \geq \frac{2}{s_{1}}\left(\int_{0}^{\sqrt{8 / \ell}}\left(1-\frac{\pi^{2} t^{2}}{6}\right)^{\ell} \mathrm{d} t\right) \\
& \gtrsim \frac{1}{s_{1} \sqrt{\ell}} .
\end{aligned}
$$

We bound the integration outside $\left[-\frac{1.2}{\pi s_{1}}, \frac{1.2}{\pi s_{1}}\right]$ from the last property of the sinc function.

Claim 12.12.2. $\int_{\frac{1.2}{\pi s_{1}}}^{+\infty}\left(\operatorname{sinc}\left(s_{1} t\right)\right)^{\ell} \mathrm{d} t=O\left(1.2^{-\ell}\right)$.

From these two claims, we have the existence of $s_{0}$.

Claim 12.12.3. There exists a universal constant $C_{0}$ and $s_{0}=C_{0} s_{1} \sqrt{\ell}$ such that $H_{1}(0)=1$.

Proof. Because $\ell$ is a large even number, $\int_{\text {rect }_{1-2 / s_{1}}} \operatorname{sinc}\left(s_{1} t\right)^{\ell} \mathrm{d} t \approx \frac{1}{s_{1} \sqrt{\ell}}$ from all discussion above.

We show several useful properties about the Filter functions $\left(H_{1}(t), \widehat{H_{1}}(f)\right)$.
Lemma 12.12.4. Given $s_{0}, s_{1}, s_{2}$, $\ell$, where $\frac{s_{2}}{2}+\frac{1}{s_{1}} \leq 1 / 2$ and $s_{0}=C_{0} s_{1} \sqrt{\ell}$ for some constant


Figure 12.5: The light red area represents $\int_{\left(1 / 2-2 / s_{1}\right)}^{\left(1 / 2-2 / s_{1}\right)-t} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau$ and the light green area represents $\int_{1 / 2-2 / s_{1}}^{1 / 2-2 / s_{1}+t} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau$.
$C_{0}$. The filter function $\left(H_{1}(t), \widehat{H}_{1}(f)\right)\left[s_{0}, s_{1}, s_{2}, \ell\right]$ has the following properties,
Property I: $\quad H_{1}(t) \in\left[1-\frac{s_{0}}{s_{1}} \cdot \frac{2 \pi^{-\ell}}{\ell-1}, 1\right], \quad$ if $|t| \leq \frac{s_{2}}{2}-\frac{1}{s_{1}}$.
Property II : $\quad H_{1}(t) \in[0,1], \quad$ if $\frac{s_{2}}{2}-\frac{1}{s_{1}} \leq|t| \leq \frac{1}{2}$
Property III : $\quad H_{1}(t) \leq s_{0} s_{2}\left(\left(s_{1}|t|-s_{1}+2\right)^{2}+1\right)^{-\ell}, \forall|t|>\frac{1}{2}$
Property IV : $\operatorname{supp}\left(\widehat{H}_{1}(f)\right) \subseteq\left[-\frac{s_{1} \ell}{2}, \frac{s_{1} \ell}{2}\right]$

Proof of Property I. First, $H_{1}(0)=1$ follows by definition of $s_{0}$, then we can prove the upper bound for $H_{1}(t)$ by showing for any $t>0, H_{1}(0)-H_{1}(t)>0$ always holds,

By definition of sinc function, we know that $\operatorname{sinc}\left(s_{1} t\right)^{\ell}$ reaches 0 at all the points $\left\{\left.\frac{1}{s_{1}}+i \frac{2}{s_{1}} \right\rvert\, i \in \mathbb{N}\right\}$. By definition of $s_{1}$, we know that $\frac{1}{s_{1}} \ll \frac{1}{2}-\frac{1}{s_{1}}$. For any $t>0$,

$$
\begin{aligned}
& H_{1}(0)-H_{1}(t) \\
= & \int s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \cdot \operatorname{rect}_{1-2 / s_{1}}(0-\tau) \mathrm{d} \tau-\int s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \cdot \operatorname{rect}_{1-2 / s_{1}}(t-\tau) \mathrm{d} \tau \\
= & \int_{-\left(1 / 2-2 / s_{1}\right)}^{1 / 2-2 / s_{1}} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau-\int_{-\left(1 / 2-2 / s_{1}\right)+t}^{1 / 2-2 / s_{1}+t} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau \\
= & \int_{-\left(1 / 2-2 / s_{1}\right)}^{-\left(1 / 2-2 / s_{1}\right)+t} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau-\int_{1 / 2-2 / s_{1}}^{1 / 2-2 / s_{1}+t} s_{0} \cdot \operatorname{sinc}\left(s_{1}(\tau)\right)^{\ell} \mathrm{d} \tau \\
\geq & 0
\end{aligned}
$$

where the third step can be observed in Figure 12.5, and the last inequality follows by choosing $s_{1}$ to be an integer. Thus, we prove an upper bound for $H_{1}(t)$. Third, we show the lower bound for $H_{1}(t)$,

$$
\begin{aligned}
H_{1}(t) & =\int_{-\infty}^{+\infty} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \operatorname{rect}_{s_{2}}(t-\tau) \mathrm{d} \tau \\
& =\int_{t-\frac{s_{2}}{2}}^{t+\frac{s_{2}}{2}} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \mathrm{d} \tau \\
& =1-\underbrace{\int_{t+\frac{s_{2}}{2}}^{+\infty} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \mathrm{d} \tau}_{A}-\underbrace{\int_{-\infty}^{t-\frac{s_{2}}{2}} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \mathrm{d} \tau}_{B}
\end{aligned}
$$

Thus, as long as we can upper bound the term $A$ and $B$, then we will have a lower bound
for the $H_{1}(t)$, for any $|t| \leq \frac{s_{2}}{2}-\frac{1}{s_{1}}$.

$$
\begin{aligned}
A & =\int_{t+\frac{s_{2}}{2}}^{+\infty} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \mathrm{d} \tau \\
& \leq \int_{\frac{1}{s_{1}}}^{+\infty} s_{0} \cdot \operatorname{sinc}\left(s_{1} \tau\right)^{\cdot \ell} \mathrm{d} \tau \\
& \leq \int_{\frac{1}{s_{1}}}^{+\infty} s_{0} \cdot\left(s_{1} \pi \tau\right)^{-\ell} \mathrm{d} \tau \\
& =s_{0} \cdot\left(s_{1} \pi\right)^{-\ell} \frac{1}{\ell-1}\left(1 / s_{1}\right)^{-\ell+1} \\
& =\frac{s_{0}}{s_{1}} \cdot(\pi)^{-\ell} \frac{1}{\ell-1}
\end{aligned}
$$

Similarly, we can bound the term $B$ in the same way.

Proof of Property II. In the proof of Property I, we already show that $\forall t, H_{1}(t) \leq 1$. Thus, the upper bound of Property II is also holding. The lower bound follows by both $\operatorname{sinc}\left(s_{1} t\right)^{\cdot \ell}$ and $\operatorname{rect}_{s_{2}}(t)$ are always nonnegative, thus the convolution of these two functions has to be nonnegative.

Proof of Property III. Let's prove the case when $t>1$, since $H_{1}(t)$ is symmetric, then the case $t<-1$ will also hold. By definition of $\left(H_{1}(t), \widehat{H}_{1}(f)\right)$, we have

$$
\begin{aligned}
H_{1}(t) & =s_{0} \cdot \int_{-\infty}^{+\infty} \operatorname{sinc}\left(s_{1}(t-\tau)\right)^{\cdot \ell} \operatorname{rect}_{s_{2}}(\tau) \mathrm{d} \tau \\
& =s_{0} \cdot \int_{-\frac{s_{2}}{2}}^{\frac{s_{2}}{2}} \operatorname{sinc}\left(s_{1}(t-\tau)\right)^{\cdot \ell} \mathrm{d} \tau \\
& =s_{0} \cdot \int_{-\frac{s_{2}}{2}}^{\frac{s_{2}}{2}} \operatorname{sinc}\left(s_{1}(\tau-t)\right)^{\cdot \ell} \mathrm{d} \tau
\end{aligned}
$$

We'd like to choose a middle point $\tau_{0}$, and then separated the interval into two parts, one is $\left[-\frac{s_{2}}{2}, \tau_{0}\right]$ and the other is $\left[\tau_{0}, \frac{s_{2}}{2}\right]$. To choose a reasonable $\tau_{0}$, we need to use the following simple facts,

$$
\begin{aligned}
& \left(\frac{\sin (x)}{x}\right)^{\ell} \leq x^{-\ell} \text { if } x \geq 1.2 \\
& \left(\frac{\sin (x)}{x}\right)^{\ell} \leq\left(1-\frac{x^{2}}{8}\right)^{\ell} \text { if } x<1.2
\end{aligned}
$$

Thus, $\left|\pi s_{1}\left(\tau_{0}-t\right)\right|=1.2$, which implies that $\tau_{0}^{+}=t+\frac{1.2}{\pi s_{1}}$ or $\tau_{0}^{-}=t-\frac{1.2}{\pi s_{1}}$. By relationship between $s_{1}$ and $s_{2}$, we know $\tau_{0}^{-}>\frac{1}{2}-\frac{1.2}{\pi s_{1}}>\frac{1}{2}-\frac{1}{s_{1}} \geq \frac{s_{2}}{2}$. Thus, we can use the case $x<1.2$ to upper bound the $H_{1}(t)$,

$$
\begin{aligned}
& H_{1}(t) \\
\leq & s_{0} \cdot s_{2} \cdot \max _{\tau \in\left[-s_{2} / 2, s_{2} / 2\right]} \operatorname{sinc}\left(s_{1}(\tau-t)\right)^{\cdot \ell} \\
\leq s_{0} \cdot s_{2} \max _{\tau \in\left[-s_{2} / 2, s_{2} / 2\right]}\left(1-\frac{\left(s_{1} \pi(\tau-t)\right)^{2}}{8}\right)^{\ell} & \\
=s_{0} \cdot s_{2}\left(1-\frac{\left(s_{1} \pi\left(\frac{s_{2}}{2}-t\right)\right)^{2}}{8}\right)^{\ell} & \\
\leq s_{0} \cdot s_{2} \cdot\left(e^{\left.-\frac{\left(s _ { 1 } \pi \left(\frac{\left.\left.s_{2}-t\right)\right)^{2}}{8}\right.\right.}{8}\right)^{\ell}}\right. & \text { by } 1-x \leq e^{-x} \\
\leq s_{0} \cdot s_{2} \cdot\left(e^{\left.\left(s_{1}\left(t-s_{2} / 2\right)\right)^{2}\right)^{-\ell}}\right. & \text { by } 1<\pi^{2} / 8 \\
\leq s_{0} \cdot s_{2} \cdot\left(1+\left(s_{1}\left(t-s_{2} / 2\right)\right)^{2}\right)^{-\ell} & \text { by } 1+x \leq e^{x} \\
\leq s_{0} \cdot\left(1+\left(s_{1}\left(t-s_{2} / 2\right)\right)^{2}\right)^{-\ell} & \text { by } s_{1} \leq 1 .
\end{aligned}
$$

Thus, we complete the proof.

Proof of Property IV. Because of the support of $\operatorname{rect}_{s_{1}}(f)$ is $s_{1}$, then the support of
$\left(\operatorname{rect}_{s_{1}}(f)\right)^{* \ell}=s_{1} \ell$. Since $\widehat{H}_{1}(f)$ is defined to be the $\left(\operatorname{rect}_{s_{1}}(f)\right)^{* \ell}$ multiplied by $\operatorname{sinc}\left(f s_{2}\right)$, thus $\operatorname{supp}\left(\widehat{H}_{1}(f)\right) \subseteq\left[-\frac{s_{1} \ell}{2}, \frac{s_{1} \ell}{2}\right]$.

Definition 12.12.2. Given any $0<s_{3}<1,0<\delta<1$, we define $(H(t), \widehat{H}(f))$ to be the filter function $\left(H_{1}(t), \widehat{H_{1}}(f)\right)$ by doing the following operations

- Setting $\ell=\Theta(k \log (k / \delta))$,
- Setting $s_{2}=1-\frac{2}{s_{1}}$,
- Shrinking by a factor $s_{3}$ in time domain,

$$
\begin{align*}
H(t) & =H_{1}\left(t / s_{3}\right)  \tag{12.29}\\
\widehat{H}(f) & =s_{3} \widehat{H_{1}}\left(s_{3} f\right) \tag{12.30}
\end{align*}
$$

We call the "heavy cluster" around a frequency $f_{0}$ to be the support of $\delta_{f_{0}}(f) * \widehat{H}(f)$ in the frequency domain and use

$$
\begin{equation*}
\Delta_{h}=|\operatorname{supp}(\widehat{H}(f))|=\frac{s_{1} \cdot \ell}{s_{3}} \tag{12.31}
\end{equation*}
$$

to denote the width of the cluster.

We show several useful properties about the Filter functions $(H(t), \widehat{H}(f))$.
Lemma 12.6.4. Given $s_{0}, s_{1}, 0<s_{3}<1, \ell>1,0<\delta<1$, where $\ell=\Theta(k \log (k / \delta))$. The filter
function $(H(t), \widehat{H}(f))$ has the following properties,
Property I: $\quad H(t) \in[1-\delta, 1]$, when $|t| \leq\left(\frac{1}{2}-\frac{2}{s_{1}}\right) s_{3}$.
Property II : $H(t) \in[0,1]$, when $\left(\frac{1}{2}-\frac{2}{s_{1}}\right) s_{3} \leq|t| \leq \frac{1}{2} s_{3}$.
Property III : $H(t) \leq s_{0} \cdot\left(s_{1}\left(\frac{|t|}{s_{3}}-\frac{1}{2}\right)+2\right)^{-\ell}, \forall|t|>\frac{1}{2} s_{3}$.
Property IV: $\operatorname{supp}(\widehat{H}(f)) \subseteq\left[-\frac{s_{1} \ell}{2 s_{3}}, \frac{s_{1} \ell}{2 s_{3}}\right]$.

For any exact $k$-Fourier-sparse signal $x^{*}(t)$, we shift the interval from $[0, T]$ to $[-1 / 2,1 / 2]$ and consider $x^{*}(t)$ for $t \in[-1 / 2,1 / 2]$ to be our observation, which is also $x^{*}(t) \cdot \operatorname{rect}_{1}(t)$.

$$
\begin{array}{ll}
\text { Property V : } & \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot\left(1-\operatorname{rect}_{1}(t)\right)\right|^{2} \mathrm{~d} t<\delta \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \\
\text { Property VI : } & \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \in[1-\epsilon, 1] \cdot \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t .
\end{array}
$$

for arbitrarily small constant $\epsilon$.

The Property I, II, III and IV follow by filter function $H(t), \widehat{H}(f)$ inheriting $H_{1}(t), \widehat{H}_{1}(f)$.

Proof of Property $V . \quad \forall t \notin[-1 / 2,1 / 2]$, we have,

$$
\begin{array}{rlr} 
& \left|x^{*}(t) \cdot H(t)\right|^{2} & \\
\leq & \left|x^{*}(t)\right|^{2} \cdot|H(t)|^{2} & \text { by Property III of } H_{1}(t) \\
\leq & \left|x^{*}(t)\right|^{2} \cdot\left(s_{1}(|t|-1 / 2)+2\right)^{-\ell} & \text { by Lemma } 12.5 .5 \\
\leq & k^{7} \cdot(2 k t)^{2.5 k} \cdot \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \cdot\left(s_{1}\left(\frac{|t|}{s_{3}}-\frac{1}{2}\right)+2\right)^{-\ell} & \\
\leq & t^{O(k \log k)} \cdot \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \cdot\left(s_{1}\left(\frac{|t|}{s_{3}}-\frac{1}{2}\right)+2\right)^{-\ell / 2} . & \tag{12.32}
\end{array}
$$



Figure 12.6: $\widehat{H \cdot x^{*}}(f)$ and $H \cdot x^{*}(t)$.

Thus taking the integral finishes the proof because $\ell \gtrsim k \log (k / \delta)$.

Proof of Property VI. First, because of for any $t,\left|H_{1}(t)\right| \leq 1$, thus we prove the upper bound for LHS,

$$
\int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t \leq \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot 1 \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t .
$$

Second, as mentioned early, we need to prove the general case when $s_{3}=1-1 / \operatorname{poly}(k)$. Define interval $S=\left[-s_{3}\left(\frac{1}{2}-\frac{1}{s_{1}}\right), s_{3}\left(\frac{1}{2}-\frac{1}{s_{1}}\right)\right]$, by definition, $S \subset[-1 / 2,1 / 2]$. Then define
$\bar{S}=[-1 / 2,1 / 2] \backslash S$, which is $\left[-1 / 2,-s_{3}\left(\frac{1}{2}-\frac{1}{s_{1}}\right)\right) \cup\left(s_{3}\left(\frac{1}{2}-\frac{1}{s_{1}}\right), 1 / 2\right]$. By Property I, we have

$$
\begin{equation*}
\int_{S}\left|x^{*}(t) \cdot H(t)\right|^{2} \mathrm{~d} t \geq(1-\delta)^{2} \int_{S}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \tag{12.33}
\end{equation*}
$$

Then we can show

$$
\begin{align*}
& \int_{\bar{S}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t \\
\leq & |\bar{S}| \cdot \max _{t \in[-1 / 2,1 / 2]}\left|x^{*}(t)\right|^{2} \\
\leq & \left(1-s_{3}\left(1-\frac{2}{s_{1}}\right)\right) \cdot \widetilde{O}\left(k^{4}\right) \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t
\end{align*} \quad \text { by Lemma 12.5.1 } \quad \begin{array}{lr}
\lesssim & \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t
\end{array} \quad \text { by } \min \left(\frac{1}{1-s_{3}}, s_{1}\right) \geq \widetilde{O}\left(k^{4}\right) \text {. }
$$

Combining Equations (12.33) and (12.34) gives a lower bound for LHS,

$$
\begin{array}{rlr} 
& \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot H(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t & \\
\geq & \int_{S}\left|x^{*}(t) H(t)\right|^{2} \mathrm{~d} t & \\
\geq & (1-2 \delta) \int_{S}\left|x^{*}(t)\right|^{2} \mathrm{~d} t & \\
\geq & (1-2 \delta) \int_{S \cup \bar{S}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-(1-2 \delta) \int_{\bar{S}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t & \\
\geq & (1-2 \delta) \int_{S \cup \bar{S}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t-(1-2 \delta) \epsilon \int_{S \cup \bar{S}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t & \text { by Equation (12.33) } \\
\geq & (1-2 \delta-\epsilon) \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|x^{*}(t)\right|^{2} \mathrm{~d} t & \\
\geq & (1-2 \epsilon) \int_{-\infty}^{+\infty}\left|x^{*}(t) \cdot \operatorname{rect}_{1}(t)\right|^{2} \mathrm{~d} t & \text { by } \quad \text { by } \epsilon \gg \delta
\end{array}
$$



Figure 12.7: Property VI of filter function $H(t)$, first two figures of four figures. The light green area represents RHS(without scalar) of Property VI of filter $H$.

Remark 12.12.1. To match $(H(t), \widehat{H}(f))$ on $[-1 / 2,1 / 2]$ with signal $x(t)$ on $[0, T]$, we will scale the time domain from $[-1 / 2,1 / 2]$ to $[-T / 2, T / 2]$ and shift it to $[0, T]$. For example, the rectangle function in Property V and VI will be replaced by $\operatorname{rect}_{T}(t-T / 2)$. For the parameters $s_{0}, s_{1}, s_{3}, \delta, \ell$ in the definition of $H$, we always treat them as numbers. We assume $T$ has seconds as unit and $\Delta_{h}$ has Hz as unit. For example, in time domain, the Property I becomes that given $T>0$,

$$
H(t) \in[1-\delta, 1] \text { if }\left|t-\frac{T}{2}\right| \leq\left(\frac{1}{2}-\frac{1}{s_{1}}\right) s_{3} \cdot T
$$



Figure 12.8: Property VI of filter function $H(t)$, last two figures of four figures. The light red area represents LHS of Property VI of filter $H$, the light yellow area represents the difference. Property VI says the light yellow area is only a small constant fraction of the light green area.

In frequency domain, the Property IV becomes

$$
\begin{equation*}
\operatorname{supp}(\widehat{H}(f)) \subseteq\left[-\frac{\Delta_{h}}{2}, \frac{\Delta_{h}}{2}\right], \text { where } \Delta_{h}=\frac{s_{1} \ell}{s_{3} T} \tag{12.35}
\end{equation*}
$$

Lemma 12.12.5. Let $H(t)$ denote the function defined in Definition 12.12.2. For any $t \in\left[-\frac{1}{2}, \frac{1}{2}\right]$, there exists an algorithm that takes $O\left(s_{1}+\ell \log \left(s_{1}\right)+\log (1 / \epsilon)\right)$ time to output a
value $\widetilde{H}(t)$ such that

$$
(1-\epsilon) H(t) \leq \widetilde{H}(t) \leq(1+\epsilon) H(t)
$$

Proof. We will show that using a low degree polynomial with sufficiently large degree is able to approximate the sinc function. By definition of filter function,

$$
\begin{aligned}
H(t) & =s_{0} \cdot \int_{-\infty}^{+\infty} \operatorname{sinc}\left(s_{1} \tau\right)^{\ell \ell} \operatorname{rect}_{s_{2}}(t-\tau) \mathrm{d} \tau \\
& =s_{0} \cdot \int_{t-\frac{s_{2}}{2}}^{t+\frac{s_{2}}{2}}\left(\frac{\sin \left(\pi s_{1} \tau\right)}{\pi s_{1} \tau}\right)^{\ell} \mathrm{d} \tau \\
& =\frac{s_{0}}{\pi s_{1}} \int_{\left(t-\frac{s_{2}}{2}\right) \pi s_{1}}^{\left(t+\frac{s_{2}}{2}\right) \pi s_{1}}\left(\frac{\sin (\tau)}{\tau}\right)^{\ell} \mathrm{d} \tau \\
& =\frac{s_{0}}{\pi s_{1}} \int_{\left(t-\frac{s_{2}}{2}\right) \pi s_{1}}^{\left(t+\frac{s_{2}}{2}\right) \pi s_{1}}\left(\sum_{i=0}^{\infty}(-1)^{i} \frac{\tau^{2 i}}{(2 i+1)!}\right)^{\ell} \mathrm{d} \tau \quad \text { by Taylor expansion } \\
& =\frac{s_{0}}{\pi s_{1}} \int_{\left(t-\frac{s_{2}}{2}\right) \pi s_{1}}^{\left(t+\frac{s_{2}}{2}\right) \pi s_{1}}(A+B)^{\ell} \mathrm{d} \tau
\end{aligned}
$$

where the last step follows by setting $A=\sum_{i=0}^{d}(-1)^{i} \frac{\tau^{2 i}}{(2 i+1)!}$, and $B=\sum_{i=d+1}^{\infty}(-1)^{i} \frac{\tau^{2 i}}{(2 i+1)!}$.
Denote $I^{+}=\left(t+\frac{s_{2}}{2}\right) \pi s_{1}$ and $I^{-}=\left(t-\frac{s_{2}}{2}\right) \pi s_{1}$. Because of $t \in[-1 / 2,1 / 2]$, then $\max \left(\left|I^{+}\right|,\left|I^{-}\right|\right)=O\left(s_{1}\right)$. The goal is to show that

$$
(1-\epsilon) \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau \leq \int_{I^{-}}^{I^{+}} A^{\ell} \mathrm{d} \tau \leq(1+\epsilon) \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau
$$

Let's prove an upper first,

$$
\begin{aligned}
& \int_{I^{-}}^{I^{+}}(A+B-B)^{\ell} \mathrm{d} \tau \\
= & \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau+\sum_{j=1}^{\ell} \int_{I^{-}}^{I^{+}}\binom{\ell}{j}(A+B)^{\ell-j}(-B)^{j} \mathrm{~d} \tau \\
\leq & \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau+\sum_{j=1}^{\ell} \int_{I^{-}}^{I^{+}}\binom{\ell}{j}|A+B|^{\ell-j}|B|^{j} \mathrm{~d} \tau \\
\leq & \\
\leq \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau+\sum_{j=1}^{\ell} \int_{I^{-}}^{I^{+}}\binom{\ell}{j}|A+B|^{\ell-j} \mathrm{~d} \tau \cdot \max _{\tau \in\left[I^{-}, I^{+}\right]}|B|^{j} & \\
\leq & \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau+\ell 2^{\ell} \cdot \max _{\tau \in\left[I^{-}, I^{+}\right]}|B| \\
\leq & \text { by }|H(t)| \leq 1 \text { and }|B|^{j} \leq|B| \\
\leq & \int_{I^{-}}^{I^{+}}(A+B)^{\ell} \mathrm{d} \tau+\epsilon \cdot\left(s_{1}\right)^{-\Theta(\ell)} \\
\leq & \text { by Claim } 12.12 .6
\end{aligned}
$$

where all the steps by setting $d \gtrsim s_{1}+\ell \log \left(s_{1}\right)+\log (1 / \epsilon)$. Similarly, we can prove a lower bound.

Claim 12.12.6. Let $B(\tau)=\sum_{i=d+1}^{+\infty}(-1) \frac{\tau^{2 i}}{(2 i+1)!}$, if $d \gtrsim \tau+\ell \log \left(s_{1}\right)+\log (1 / \epsilon)$ then $|B(\tau)| \leq$ $\epsilon\left(1 / s_{1}\right)^{O(\ell)}$.

Proof. We first show, for any $i \geq d+1$,

$$
\begin{array}{rr} 
& \frac{\tau^{2 i}}{(2 i+1)!} \\
\leq & \\
\hline e((2 i+1) / e)^{2 i+1} & \text { by } e(n / e)^{n} \leq n! \\
\leq 2^{-2 i} & \text { by } i \gtrsim \tau \\
\leq \epsilon\left(1 / s_{1}\right)^{O(\ell)} & \text { by } i \gtrsim \ell \log \left(s_{1}\right)+\log (1 / \epsilon)
\end{array}
$$

Second, we can show that

$$
\sum_{i=d+1}^{+\infty}(-1) \frac{\tau^{2 i}}{(2 i+1)!} \lesssim \frac{\tau^{2(d+1)}}{(2(d+1)+1)!} \leq \epsilon\left(1 / s_{1}\right)^{O(\ell)}
$$

Thus, we complete the proof.

Claim 12.12.7. $\min _{t \in[-1 / 2,1 / 2]}|H(t)| \geq\left(s_{1}\right)^{-\Omega(\ell)}$.

Proof. By the property of $H(t)$,

$$
\min _{\frac{1}{2} s_{3}<|t| \leq \frac{1}{2}} H(t)=\min _{|t| \leq \frac{1}{2}} H(t)
$$

Thus, it suffices to prove a lower bound on $H(t)$ for any $t$ such that $\frac{1}{2} s_{3}<|t| \leq \frac{1}{2}$. Because of symmetric property, we only need to prove a lower bound for one side. Let's consider $t \in\left[\frac{1}{2} s_{3}, 1 / 2\right]$,

$$
\begin{aligned}
H(t) & \geq \frac{s_{0}}{\pi s_{1}} \int_{\left(t-\frac{s_{2}}{2}\right) \pi s_{1}}^{\left(t+\frac{s_{2}}{2}\right) \pi s_{1}}\left(\frac{\sin (\tau)}{\tau}\right)^{\ell} \mathrm{d} \tau \\
& \geq \frac{s_{0}}{\pi s_{1}} \int_{\left(t+\frac{s_{2}}{4}\right) \pi s_{1}}^{\left(t+\frac{s_{2}}{2}\right) \pi s_{1}}\left(\frac{\sin (\tau)}{\tau}\right)^{\ell} \mathrm{d} \tau \\
& \geq \frac{s_{0}}{\pi s_{1}} \cdot \Theta\left(\left(t+\frac{s_{2}}{2}\right) s_{1}\right) \cdot \frac{1}{2} \cdot \pi \cdot \Theta\left(\left(t+\frac{s_{2}}{2}\right) \pi s_{1}\right)^{-\ell} \\
& \geq\left(s_{1}\right)^{-\Omega(\ell)}
\end{aligned}
$$

### 12.12.2 Analysis of filter function $(G(t), \widehat{G}(f))$

We construct $(G(t), \widehat{G}(f))$ in a similar way of $\left(H_{1}(t), \widehat{H_{1}}(f)\right)$ by switching the time domain and the frequency domain of $\left(H_{1}(t), \widehat{H_{1}}(f)\right)$ and modify the parameters for the permutation hashing $P_{\sigma, a, b}$.

Definition 12.12.3. Given $B>1, \delta>0, \alpha>0$, we construct $G(t), \widehat{G}(f)$ by doing the following operations,

- $s_{2}=\frac{\pi}{2 B}$,
- $s_{1}=\frac{B}{\alpha \pi}$,
- $\ell=l=\Theta(\log (k / \delta))$.

Then $G(t), \widehat{G}(f)$ becomes

$$
\begin{aligned}
G(t) & =b_{0} \cdot\left(\operatorname{rect}_{s_{1}}(t)\right)^{* l} \cdot \operatorname{sinc}\left(t s_{2}\right) \\
& =b_{0} \cdot\left(\operatorname{rect}_{\frac{B}{(\alpha \pi)}}(t)\right)^{* l} \cdot \operatorname{sinc}\left(t \frac{\pi}{2 B}\right), \\
\widehat{G}(f) & =b_{0} \cdot\left(\operatorname{sinc}\left(s_{1} f\right)\right)^{l} * \operatorname{rect}_{s_{2}}(f) \\
& =b_{0} \cdot\left(\operatorname{sinc}\left(\frac{B}{\alpha \pi} f\right)\right)^{l} * \operatorname{rect}_{\frac{\pi}{2 B}}(f) .
\end{aligned}
$$

where the scalar $b_{0}=\Theta\left(s_{1} \sqrt{l}\right)=\Theta(B \sqrt{l} / \alpha)$ satisfying $\widehat{G}(0)=1$.
Lemma 12.6.5. Given $B>1, \delta>0, \alpha>0$, we set $l=\Omega(\log (\delta / k))$. The filter function
$(G(t), \widehat{G}(f))[B, \delta, \alpha, l]$ satisfies the following properties,

$$
\begin{array}{ll}
\text { Property I: } & \widehat{G}(f) \in[1-\delta / k, 1], \text { if }|f| \leq(1-\alpha) \frac{2 \pi}{2 B} \\
\text { Property II : } & \widehat{G}(f) \in[0,1], \text { if }(1-\alpha) \frac{2 \pi}{2 B} \leq|f| \leq \frac{2 \pi}{2 B} \\
\text { Property III : } & \widehat{G}(f) \in[-\delta / k, \delta / k], \text { if }|f|>\frac{2 \pi}{2 B} . \\
\text { Property IV : } & \operatorname{supp}(G(t)) \subset\left[\frac{l}{2} \cdot \frac{-B}{\pi \alpha}, \frac{l}{2} \cdot \frac{B}{\pi \alpha}\right] . \\
\text { Property V : } & \max _{t}|G(t)| \lesssim \operatorname{poly}(B, l) .
\end{array}
$$

Proof. The first five Properties follows from Lemma 12.6.4 directly.


Figure 12.9: Parameters for $s_{1}, s_{3}$ and $\ell$.

### 12.12.3 Parameters setting for filters

One-cluster Recovery. In one-cluster, we donot need filter function $(G(t), \widehat{G}(f))$.
In section 12.12.1, by Equation (12.34) in the proof of Property VI of filter function $(H(t), \widehat{H}(f))$, we need $\min \left(\frac{1}{1-s_{3}}, s_{1}\right) \geq \widetilde{O}\left(k^{4}\right)$.

In section 12.12.1, by Equation (12.32) in the proof of Property V of filter function $(H(t), \widehat{H}(f))$, we set $\ell \gtrsim k \log (k / \delta)$.
$\Delta_{h}$ is determined by the parameters of filter $(H(t), \widehat{H}(f))$ in Equation (12.35): $\Delta_{h} \bar{\sim}$ $\frac{s_{1} \ell}{s_{3} T}$ in section 12.12.1. Combining the setting of $s_{1}, s_{3} \ell$, we should set $\Delta_{h} \geq \widetilde{O}\left(k^{5} \log (1 / \delta)\right) / T$.
$k$-cluster Recovery. Note that in the $k$-cluster recovery, we need to use filter function $(G(t), \widehat{G}(f))$. We choose $l=\log (k / \delta), \alpha \approx 1, B \approx k$, and $D=l / \alpha$.

By proof of Property II of $z$ in Lemma 12.7.18 from section 12.7.6, we need $T\left(1-s_{3}\right)>$
$\sigma B l$. By the same reason in one-cluster recovery, $1-s_{3} \leq \frac{1}{O\left(k^{4}\right)}$. Combining $T\left(1-s_{3}\right)>\sigma B l$ and $1-s_{3} \leq \frac{1}{\widehat{O}\left(k^{4}\right)}$, we obtain

$$
\begin{equation*}
\frac{T}{\widetilde{O}\left(k^{4}\right)}>\sigma B l \tag{12.36}
\end{equation*}
$$

Because in our algorithm, we will sample $\sigma$ from $\left[\frac{1}{B \Delta_{h}}, \frac{2}{B \Delta_{h}}\right]$. Thus, plugging $\sigma=\Theta\left(\frac{1}{B \Delta_{h}}\right)$ in Equation (12.36) we have

$$
\frac{T}{\widetilde{O}\left(k^{4}\right)}>\frac{l}{\Delta_{h}}
$$

which implies another lower bound for $\Delta_{h}$,

$$
\Delta_{h} \geq \widetilde{O}\left(k^{4}\right) l / T
$$

Combining the above bound with previous lower bound in one-cluster recovery, we get

$$
\Delta_{h} \geq \widetilde{O}\left(k^{4} \log (1 / \delta)\right) / T+\widetilde{O}\left(k^{5} \log (1 / \delta)\right) / T=\widetilde{O}\left(k^{5} \log (1 / \delta)\right) / T
$$

For $s_{1}$ and $\ell$, we still choose the same setting as before, $s_{1} \bar{\sim}\left(k^{4}\right)$ and $\ell \approx O(k \log (k / \delta))$.

### 12.12.4 Analysis of HashToBins

In this section, we explain the correctness of Procedure HashToBins in Algorithm 12.6. Before giving the proof of that algorithm, we show how to connect CFT, DTFT and DFT.

Lemma 12.12.8. For any signal $W: \mathbb{R} \rightarrow \mathbb{C}$, let $A: \mathbb{Z} \rightarrow \mathbb{C}$ and $B:[n] \rightarrow \mathbb{C}$ be defined as follows:

$$
A[i]=W(i), \forall i \in \mathbb{Z} \text { and } B[i]=\sum_{j \in \mathbb{Z}} A[i+j n], \forall i \in[n] .
$$

Then we consider the Fourier transform on $W, A$, and $B$ :

$$
\begin{aligned}
\mathrm{CFT} & \widehat{W}: \mathbb{R} \rightarrow \mathbb{C}, \\
\mathrm{DTFT} & \widehat{A}:[0,1] \rightarrow \mathbb{C} \\
\text { DFT } & \widehat{B}:[n] \rightarrow \mathbb{C}
\end{aligned}
$$

We have:

$$
\forall f \in[0,1), \widehat{A}(f)=\sum_{j \in \mathbb{Z}} \widehat{W}(f+j) ; \quad \forall i \in[n], \widehat{B}[i]=\sum_{j \in \mathbb{Z}} \widehat{W}(i / n+j)
$$

Proof. Recall that $\operatorname{Comb}_{s}(t)=\sum_{j \in \mathbb{Z}} \delta_{j s}(t)$. First, we show $\widehat{A}(f)=\sum_{j \in \mathbb{Z}} e^{2 \pi \mathrm{i} j f} A[j]$ equals
to $\sum_{j \in \mathbb{Z}} \widehat{W}(f+j)$ :

$$
\begin{array}{rlr}
\widehat{A}(f) & =\sum_{j \in \mathbb{Z}} e^{2 \pi \mathrm{i} j f} W[j] & \text { by } A[j]=W(j) \\
& =\int_{-\infty}^{+\infty} e^{2 \pi \mathrm{i} f j} W(j) \cdot \operatorname{Comb}_{1}(j) \mathrm{d} j & \\
& =W \cdot \operatorname{Comb}_{1}(f) & \\
& =\left(\widehat{W} * \widehat{\operatorname{Comb}}_{1}\right)(f) & \\
& =\sum_{j \in \mathbb{Z}} \widehat{W}(f+j) . \tag{12.37}
\end{array}
$$

Next, we prove that $\forall i \in[n], \widehat{B}[i]=\widehat{A}(i / n)$,

$$
\begin{array}{rlr}
\widehat{B}[i] & =\sum_{j=1}^{n} B[j] e^{\frac{2 \pi \mathrm{i}}{n} i j} & \text { by DFT } \\
& =\sum_{j=1}^{n}\left(\sum_{k \in \mathbb{Z}} A[j+k n]\right) e^{\frac{2 \pi \mathrm{i}}{n} i j} & \text { by } B[j]=\sum_{k \in \mathbb{Z}} A[j+k n] \\
& =\sum_{j=1}^{n} \sum_{k \in \mathbb{Z}} A[j+k n] e^{\frac{2 \pi \mathrm{i}}{n} i(j+k n)} & \text { by } e^{\frac{2 \pi \mathrm{i}}{n} \cdot i k n}=1 \\
& =\sum_{j \in \mathbb{Z}} A[j] e^{2 \pi \mathbf{i} j \frac{i}{n}}=\widehat{A}(i / n) & \text { by DTFT. }
\end{array}
$$

Combining Equation (12.38) and Equation (12.37), we obtain that $\widehat{B}[j]=\widehat{A}(j / n)=\sum_{i \in \mathbb{Z}} \widehat{W}(j / n+$ i) for all $j \in[n]$.

Claim 12.12.9. Let $u \in \mathbb{C}^{B}$ and $V \in \mathbb{C}^{B D}$ such that for any $j \in B, u[j]=\sum_{i \in[D]} V[j+(i-1) B]$. Then

$$
\widehat{u}[j]=\widehat{V}[j D], \forall j \in[B] .
$$

Proof. We prove it through the definition of the Fourier transform:

$$
\begin{array}{rlrl}
\widehat{V}[j D] & =\sum_{i=1}^{B D} V[i] \cdot e^{\frac{2 \pi \mathbf{i}}{B D} \cdot \cdot \cdot(j D)} & \text { by definition of DFT } \\
& =\sum_{i=1}^{B} \sum_{k=1}^{D} V[i+k B] e^{\frac{2 \pi \mathbf{i}}{B} \cdot(i+k B) \cdot j} & & \text { by replacing } i \text { by } i+k B \\
& =\sum_{i=1}^{B} e^{\frac{2 \pi \mathbf{i}}{B} \cdot j \cdot i} \sum_{k=1}^{D} V[i+(k-1) B] & & \text { by } e^{2 \pi \mathbf{i} j k}=1 \\
& =\sum_{i=1}^{B} e^{\frac{2 \pi \mathbf{i} \cdot}{B} \cdot j \cdot i} u[i]=\widehat{u}[j] & \text { by definition of DFT on } u
\end{array}
$$

We use Definition 12.6.1 and Lemma 12.6.1 to generalize Lemma 12.12.8,
Corollary 12.12.10. If for all $j \in[n], B[j]=\sum_{i \in \mathbb{Z}} W((j+i n) \sigma-\sigma a)$, then $\forall j \in[n]$,

$$
\widehat{B}[j]=\sum_{i \in \mathbb{Z}} \widehat{W}\left(\left(\frac{j}{n}+i\right) / \sigma\right) \cdot \frac{1}{\sigma} e^{-2 \pi \mathbf{i}\left(\frac{j}{n}+i\right) a}
$$

If for all $j \in[n], B[j]=\sum_{i \in \mathbb{Z}} W((j+i n) \sigma-\sigma a) e^{-2 \pi \mathbf{i} \sigma b(j+i n)}$, then $\forall j \in[n]$,

$$
\widehat{B}[j]=\sum_{i \in \mathbb{Z}} \widehat{W}\left(\left(\frac{j}{n}+i\right) / \sigma+b\right) \cdot \frac{1}{\sigma} e^{-2 \pi \mathbf{i}\left(\frac{j}{n}+i\right) a-2 \pi \mathbf{i} \sigma a b}
$$

Remark 12.12.2 (Samples of HashToBins). Procedure HashToBins in Algorithm 12.6 takes $B D$ samples in $x(t)$ :

$$
x(\sigma(1-a)), x(\sigma(2-a)), \cdots, x(\sigma(B D-a)) .
$$

To analyze our algorithm, we use filter function $(G(t), \widehat{G}(f))$ and $\operatorname{Comb}_{s}(t)=\sum_{j \in \mathbb{Z}} \delta_{s j}(t)$ to define the discretization of $G$.


Figure 12.10: $\widehat{G}_{\sigma, b}^{(j)}(f)$ where the top one is $j=0$ and the bottom one is $j=1, \mathcal{A}_{i, j}=$ $\left[\frac{1}{\sigma}\left(2 \pi\left(i+\frac{j}{B}\right)-\frac{2 \pi}{2 B}\right), \frac{1}{\sigma}\left(2 \pi\left(i+\frac{j}{B}\right)+\frac{2 \pi}{2 B}\right)\right], \mathcal{B}_{i, j}=\left[\frac{1}{\sigma}\left(2 \pi\left(i+\frac{j}{B}\right)-\frac{2 \pi(1-\alpha)}{2 B}\right), \frac{1}{\sigma}\left(2 \pi\left(i+\frac{j}{B}\right)+\frac{2 \pi(1-\alpha)}{2 B}\right)\right]$

Definition 12.12.4. Define the discretization of $G(t)$ and $\widehat{G}(f)$,

$$
\begin{aligned}
& G^{\text {dis }}(t)=G(t) \cdot \operatorname{Comb}_{s}(t) \\
& \widehat{G}^{\mathrm{dis}}(f)=\frac{1}{s}\left(\widehat{G} * \operatorname{Comb}_{1 / s}\right)(f) \\
& =\left(\widehat{G} * \mathrm{Comb}_{1}\right)(f)
\end{aligned}
$$

where $|\operatorname{supp}(G(t))|=\frac{l B}{\pi \alpha}, D=\frac{l}{\pi \alpha}, s=|\operatorname{supp}(G(t))| /(B D)=l /(\pi \alpha D)=1$.

Definition 12.6.6. $\forall \sigma>0, b$ and $j \in[B]$. Define,

$$
\begin{aligned}
G_{\sigma, b}^{(j)}(t) & =\frac{1}{\sigma} G(t / \sigma) e^{2 \pi \mathrm{i} t(j / B-\sigma b) / \sigma} \\
\widehat{G}_{\sigma, b}^{(j)}(f) & =\widehat{G}^{\mathrm{dis}}\left(\frac{j}{B}-\sigma f-\sigma b\right)=\sum_{i \in \mathbb{Z}} \widehat{G}\left(i+\frac{j}{B}-\sigma f-\sigma b\right)
\end{aligned}
$$

Lemma 12.6.7. Let $u \in \mathbb{C}^{B}$ be the result of HashToBins under permutation $P_{\sigma, a, b}$, and let $j \in[B]$. Define

$$
\widehat{z}=\widehat{x \cdot H} \cdot \widehat{G}_{\sigma, b}^{(j)}
$$

so

$$
z=(x \cdot H) * G_{\sigma, b}^{(j)} .
$$

Let vector $\widehat{u} \in \mathbb{C}^{B}$ denote the $B$-dimensional DFT of $u$, then $\forall j \in[B]$,

$$
\widehat{u}[j]=z_{\sigma a} .
$$

Proof. Recall $B$ is the number of hash bins. $B \cdot D$ is the number of samples in time signal. Let $W(t)=x \cdot H(t)$, define vector $y \in \mathbb{C}^{B D}$, then $\forall j \in[B D]$, define

$$
y[j]=W(\sigma(j-a)) e^{2 \pi \mathrm{i} \sigma b j}
$$

Recall $G(t)$ denote the $\operatorname{rect}_{B / \alpha}^{* l}(t) \cdot \operatorname{sinc}(t / B)$, then $|\operatorname{supp}(G(t))|=\frac{l B}{\alpha}$. Let vector $G^{\prime} \in \mathbb{C}^{B D}$ is the discretization of $G(t)$, where $G^{\prime}[i]=G(i)$. Then, $\forall j \in[B]$,

$$
u[j]=\sum_{i \in[D]} V[j+i B]
$$

where $V[j]=y[j] \cdot G^{\prime}[j]$ and $G^{\prime}[j]$ is the value at the $j$ th nonzero point of $G^{\text {dis }}(t)$. Applying Claim 12.12 .9 with the definition of $u[j]$ and $V[j+i B]$, gives $\widehat{u}[j]=\widehat{V}[j D], \forall j \in[B]$.

Because of $u$ is the result of $\operatorname{Hash} \operatorname{ToBins}\left(x \cdot H, P_{\sigma, a, b}, G\right)$ and $|\operatorname{supp}(G(t))|=B D$ (choosing $D=l / \alpha)$, then

$$
u[j]=\sum_{i \in \mathbb{Z}} W(\sigma(j+i B-a)) e^{-2 \pi \mathbf{i} \sigma b(j+i B)} G(j+i B)
$$

Then we define $G^{\prime \prime}(t)=G(t / \sigma+a) e^{-2 \pi \mathrm{i} b \sigma(t / \sigma+a)}$ and $Y(t)=W(t) \cdot G^{\prime \prime}(t)$, then immediately, we have

$$
\widehat{G}^{\prime \prime}(f)=\sigma \widehat{G}(\sigma(f-b)) e^{2 \pi \mathrm{i} a \sigma f} \quad \text { and } \quad \widehat{Y}(f)=\widehat{W}(f) * \widehat{G}^{\prime \prime}(f)
$$

Thus, we can rewrite $u[j]$ in the following sense,

$$
\begin{array}{rlr} 
& u[j] & \\
= & \sum_{i \in \mathbb{Z}} W(\sigma(j+i B-a)) e^{-2 \pi \mathbf{i} \sigma b(j+i B)} G(j+i B) & \\
= & \sum_{i \in \mathbb{Z}} W(\sigma(j+i B-a)) G^{\prime \prime}(\sigma(j+i B-a)) & \text { by } G^{\prime \prime}(t)=G(t / \sigma+a) e^{-2 \pi \mathrm{i} b \sigma(t / \sigma+a)} \\
= & \sum_{i \in \mathbb{Z}} Y(\sigma(j+i B-a)) & \quad \text { by } Y(t)=W(t) \cdot G^{\prime \prime}(t)
\end{array}
$$

Then

$$
\begin{array}{rlr} 
& \widehat{u}[j] & \\
= & \sum_{i \in \mathbb{Z}} \widehat{Y}\left(\left(\frac{j}{B}+i\right) / \sigma\right) \cdot \frac{1}{\sigma} \cdot e^{-2 \pi \mathbf{i}\left(\frac{j}{B}+i\right) a} & \text { by Corollary } 12.12 .10 \\
=\sum_{i \in \mathbb{Z}} \int_{-\infty}^{+\infty} \widehat{W}(s) \cdot \widehat{G}^{\prime \prime}\left(\frac{j / B+i}{\sigma}-s\right) \cdot \frac{1}{\sigma} \cdot e^{-2 \pi \mathbf{i} \cdot(j / B+i) a} \mathrm{~d} s & \text { by } \widehat{Y}(f)=\widehat{W}(f) * \widehat{G}^{\prime \prime}(f) \\
=\sum_{i \in \mathbb{Z}} \int_{-\infty}^{+\infty} \widehat{W}(s) \cdot \widehat{G}(j / B+i-\sigma s-\sigma b) \cdot e^{-2 \pi \mathbf{i} \cdot(-\sigma s) a} \mathrm{~d} s & \text { by } \widehat{G}^{\prime \prime}(f)=\sigma \widehat{G}(\sigma(f-b)) e^{2 \pi \mathbf{i} a \sigma f} \\
=\int_{-\infty}^{+\infty} \widehat{W}(s) \cdot \sum_{i \in \mathbb{Z}} \widehat{G}((j / B+i)-\sigma s-\sigma b) e^{2 \pi \mathbf{i} a \sigma s} \mathrm{~d} s & \\
=\int_{-\infty}^{+\infty} \widehat{W}(s) \cdot \widehat{G}^{\mathrm{dis}}\left(\frac{j}{B}-\sigma s-\sigma b\right) e^{-2 \pi \mathbf{i} a \sigma s} \mathrm{~d} s & \text { by } \widehat{G}^{\mathrm{dis}}(f)=\sum_{i \in \mathbb{Z}} \widehat{G}(f+i)
\end{array}
$$

By definition 12.12.4,

$$
\widehat{G}_{\sigma, b}^{(j)}=\widehat{G}^{\mathrm{dis}}\left(\frac{j}{B}-\sigma s-\sigma b\right)=\sum_{i \in \mathbb{Z}} \widehat{G}\left(i+\frac{j}{B}-\sigma s-\sigma b\right)
$$

By definition of $\widehat{z}$, we have

$$
\widehat{z}(s)=\widehat{x \cdot H}(s) \cdot \widehat{G}^{(j)}(s)=\widehat{W}(s) \cdot \widehat{G}^{(j)}(s)
$$

Then $\widehat{u}[j]$ is the $(a \sigma)^{t h}$ inverse Fourier coefficients of $\widehat{z}$, basically,

$$
\widehat{u}[j]=z_{a \sigma}=z(a \sigma)
$$

Thus, we can conclude first computing vector $u \in \mathbb{C}^{B}$. Getting vector $\widehat{u} \in \mathbb{C}^{B}$ by using the Discrete Fourier transform $\widehat{u}=\operatorname{DFT}(u)$. This procedure allows us to sample from time domain to implicitly access the time signal's Fourier transform $\widehat{z}$. If $z$ is one-cluster in frequency domain, then apply one-cluster recovery algorithm.

### 12.13 Algorithm

This section lists the pseudocode of our algorithms.

```
Algorithm 12.3 Get Empirical One Energy and Get Legal One Sample
    procedure GetEmpirical1Energy \((z, T, \Delta)\) - Claim 12.7.10
        \(R_{\text {est }} \leftarrow(T \Delta)^{2}\)
        for \(i=1 \rightarrow R_{\text {est }}\) do
            Choose \(\alpha_{i} \in[0, T]\) uniformly at random
            \(z_{\mathrm{emp}} \leftarrow z_{\mathrm{emp}}+\left|z\left(\alpha_{i}\right)\right|^{2}\)
        end for
        \(z_{\text {emp }} \leftarrow \sqrt{z_{\text {emp }} / R_{\text {est }}}\)
        return \(z_{\mathrm{emp}}\)
    end procedure
    procedure \(\operatorname{GetLegal} 1 \operatorname{Sample}\left(z, \Delta, T, \beta, z_{\mathrm{emp}}\right)\) - Lemma 12.7.1
        \(R_{\text {repeat }} \leftarrow(T \Delta)^{3}, S_{\text {heavy }} \leftarrow \emptyset\)
        for \(i=1 \rightarrow R_{\text {repeat }}\) do
            Choose \(\alpha_{i} \in[0, T]\) uniformly at random
            if \(\left|z\left(\alpha_{i}\right)\right| \geq 0.5 \cdot z_{\text {emp }}\) then
                \(S_{\text {heavy }} \leftarrow S_{\text {heavy }} \cup i\)
            end if
        end for
        for \(i \in S_{\text {heavy }}\) do
            \(w(i) \leftarrow\left|z\left(\alpha_{i}\right)\right|^{2}+\left|z\left(\alpha_{i}+\beta\right)\right|^{2}\)
        end for
        \(\alpha \leftarrow \alpha_{i}\) with probability \(w(i) / \sum_{j \in S_{\text {heavy }}} w(j)\) for \(i \in S_{\text {heavy }}\)
        return \(\alpha\)
    end procedure
```

```
Algorithm 12.4 Locate One Signal, Locate One Inner, and Frequency Recovery One Cluster
    procedure Locate1Signal \(\left(z, T, F, \Delta, z_{\mathrm{emp}}\right)\) - Lemma 12.7.14
        Set \(t \approx \log (F T), t^{\prime}=t / 4, D_{\max } \approx \log _{t^{\prime}}(F T), R_{\mathrm{loc}} \approx \log _{1 / c}(t c), L^{(1)}=2 F\)
        for \(i \in\left[D_{\text {max }}\right]\) do
            \(l \approx 2 F /\left(t^{\prime}\right)^{i-1} \Delta, s \approx c, \widehat{\beta}=\frac{t s}{2 \Delta l}\)
            if \(\widehat{\beta} \gtrsim T /(T \Delta)^{3 / 2}\) then
                break
            else
                \(L^{(i)} \leftarrow \operatorname{LOCATE} 1 \operatorname{InNER}\left(z, \Delta, T, \widehat{\beta}, z_{\mathrm{emp}}, L^{(i-1)}\right)\)
            end if
        end for
        return \(L^{(i)}\)
    end procedure
    procedure Locatelinner \(\left(z, \Delta, T, \widehat{\beta}, z_{\mathrm{emp}}, \widetilde{L}\right)\)
        Let \(v_{q} \leftarrow 0\) for \(q \in[t]\)
        while \(r=1 \rightarrow R_{\text {loc }}\) do
            Choose \(\beta \in\left[\frac{1}{2} \widehat{\beta}, \widehat{\beta}\right]\) uniformly at random
            \(\gamma \leftarrow \operatorname{GETLEGAL} 1 \operatorname{Sample}\left(z, \Delta, T, \beta, z_{\mathrm{emp}}\right)\)
            for \(i \in[m]\) do
                \(s_{i} \in[\beta(\widetilde{L}-\Delta l / 2), \beta(\widetilde{L}+\Delta l / 2)] \cap \mathbb{Z}_{+}, \theta_{i}=\frac{1}{2 \pi \sigma \beta}\left(\phi(x(\gamma) / x(\gamma+\beta))+2 \pi s_{i}\right)\)
                Let \(\theta_{i}\) belong to region \((q)\)
                Then add a vote to region \((q)\) and its two neighbors, i.e., region \((q-1)\) and
    region \((q+1)\)
        end for
        end while
        \(q_{j}^{*} \leftarrow\left\{q \left\lvert\, v_{q}>\frac{R_{\text {loc }}}{2}\right.\right\}\)
        return \(L \leftarrow\) center of region \(\left(q_{j}^{*}\right)\)
    end procedure
    procedure \(\operatorname{FrequencyRecovery1Cluster~}(z, T, F, \Delta)\) - Theorem 12.7.4
        \(z_{\text {emp }} \leftarrow \operatorname{GEtEmpirical1EnERGy}(z, T, \Delta)\)
        for \(r=1 \rightarrow O(k)\) do
            \(L_{r} \leftarrow \operatorname{Locate} 1 \operatorname{SignaL}\left(z, T, F, \Delta, z_{\mathrm{emp}}\right)\)
        end for
        return \(L^{*} \leftarrow \underset{r \in[O(k)]}{\operatorname{median}} L_{r}\)
    end procedure
```

```
Algorithm 12.5 Main Algorithm for One-cluster Recovery
    procedure CFT1Culster \((x, H, T, F)\) - Theorem 12.8.1
        \(\widetilde{f}_{0} \leftarrow \operatorname{FrequencyREcovery} 1 \operatorname{Cluster}(x, H, T, F)\)
        \(\widetilde{x} \leftarrow \operatorname{SignALRECOVERY} 1 \operatorname{ClUSTER}\left(\widetilde{f}_{0}, \operatorname{poly}(k) \Delta_{h}\right)\)
        return \(\widetilde{x}\)
    end procedure
    procedure GenerateIntervals \((d)\)
        \(n \leftarrow y_{0} \leftarrow i \leftarrow 0, m \leftarrow \Theta(d)\)
        while \(y_{i} \leq 1-\frac{9}{m^{2}}\) do
            \(y_{i+1} \leftarrow y_{i}+\frac{\sqrt{1-y_{i}^{2}}}{m}, I_{n+1} \leftarrow\left[y_{i}, y_{i+1}\right], I_{n+2} \leftarrow\left[-y_{i+1},-y_{i}\right]\)
            \(i \leftarrow i+1, n \leftarrow n+2\)
        end while
        \(I_{n+1} \leftarrow\left[y_{i}, 1\right], I_{n+2} \leftarrow\left[-y_{i},-1\right], n \leftarrow n+2\)
        return \(n, I\)
    end procedure
    procedure RobustPolynomialLearning \((x, d, T)\) - Theorem 12.1.2
        \((n, I) \leftarrow \operatorname{GenerateIntervals}(d)\)
        for \(j=1 \rightarrow n\) do
            \(w_{j} \leftarrow\left|I_{j}\right| / 2\)
            Choose \(t_{j}\) from \(I_{j}\) uniformly at random
            \(z_{j} \leftarrow x\left(T \cdot \frac{t_{j}+1}{2}\right)\)
        end for
        \(\widetilde{A}_{j, i} \leftarrow t_{j}^{i}\), for each \((j, i) \in[n] \times\{0,1, \cdots, d\}\)
        \(\alpha \leftarrow \operatorname{LINEARREGRESSIONW}(\widetilde{A}, \widetilde{b}=z, w)\)
        \(Q(t) \leftarrow \sum_{\widetilde{Q}}^{d}{ }_{i=0} \alpha_{i} t^{i}\)
        return \(\widetilde{Q}(t)=Q\left(T \cdot \frac{t+1}{2}\right)\)
    end procedure
    procedure RobustPolynomialLearning \({ }^{+}(x, d, T)\) - Theorem 12.4.5 - a.k.a. Sig-
    NALRECOVERY1Cluster
        \(R \leftarrow \Theta(d)\)
        \((n, I) \leftarrow\) GenerateIntervals \((d)\)
        \(w_{j} \leftarrow\left|I_{j}\right| / 2\), for each \(j \in[n]\)
        for \(i=1 \rightarrow R\) do
            \(Q_{i} \leftarrow \operatorname{RobustPolynomialLEARning}(x, d, T)\)
        end for
        Choose \(t_{j}\) from \(I_{j}\) uniformly at random, for each \(j \in[n]\)
        for \(i=1 \rightarrow R\) do
            \(Q_{i}\left(t_{1}\right), Q_{i}\left(t_{2}\right), \cdots, Q_{i}\left(t_{n}\right) \leftarrow \operatorname{MultipointEvaluation}\left(Q_{i},\left\{t_{1}, t_{2}, \cdots, t_{n}\right\}\right)\)
        end for 912
        \(\widetilde{Q}_{j} \leftarrow \underset{i \in[R]}{\operatorname{median}} Q_{i}\left(t_{j}\right)\), for each \(j \in[n]\)
        \(\widetilde{A}_{j, i} \leftarrow t_{j}^{i}\), for each \((j, i) \in[n] \times\{0,1, \cdots, d\}\)
        \(\alpha \leftarrow \operatorname{LinEARREGRESSIONW}(\widetilde{A}, \widetilde{b}=\widetilde{Q}, w)\)
        return \(Q(t) \leftarrow \sum_{i=0}^{d} \alpha_{i} t^{i}\)
    end procedure
```

```
Algorithm 12.6 Locate \(k\) Signal, Locate \(k\) Inner, Hash To Bins
    procedure LocateKSignal \(\left(x, H, G, T, \Delta, \sigma, b, z_{\mathrm{emp}}\right)\) - Clain 12.7.25
        Set \(t \approx \log (F T), t^{\prime}=t / 4, D_{\max } \approx \log _{t^{\prime}}(F T), R_{\mathrm{loc}} \approx \log _{1 / c}(t c), L^{(1)}=2 F\)
        for \(i \in\left[D_{\max }\right]\) do
            \(\Delta l \approx 2 F /\left(t^{\prime}\right)^{i-1}, s \approx c, \widehat{\beta}=\frac{t s}{2 \sigma \Delta l}\)
            if \(\sigma \widehat{\beta} \gtrsim T /(T \Delta)^{3 / 2}\) then
                break
            else
                \(L^{(i)} \leftarrow \operatorname{LocateKInNER}\left(x, H, G, T, \Delta, \sigma, b, z_{\mathrm{emp}} \widehat{\beta}, U, L^{(i-1)}\right)\)
            end if
        end for
        return \(L^{(i)}\)
    end procedure
    procedure LocateKinner \(\left(x, H, G, T, \Delta, \sigma, b, z_{\mathrm{emp}} \widehat{\beta}, U, \widetilde{L}\right)\)
        Let \(v_{j, q} \leftarrow 0\) for \((j, q) \in[B] \times[t]\)
        for \(r=1 \rightarrow R_{\text {loc }}\) do
            Choose \(\beta \in\left[\frac{1}{2} \widehat{\beta}, \widehat{\beta}\right]\) uniformly at random
            \(\widehat{u}, \widehat{u}^{\prime} \leftarrow \operatorname{GetLegalKSample}\left(x, H, G, T, \Delta, \sigma, \beta, z_{\mathrm{emp}}\right)\)
            for \(j \in[B]\) do
                for \(i \in[m]\) do
                \(\theta_{j, i}=\frac{1}{2 \pi \sigma \beta}\left(\phi\left(\widehat{u}[j] / \widehat{u^{\prime}}[j]\right)+2 \pi s_{i}\right), s_{i} \in\left[\sigma \beta\left(\widetilde{L}_{j}-\Delta l / 2\right), \sigma \beta\left(\widetilde{L}_{j}+\Delta l / 2\right)\right] \cap \mathbb{Z}_{+}\)
                \(f_{j, i}=\theta_{j, i}+b(\bmod F)\)
                suppose \(f_{j, i}\) belongs to region \((j, q)\),
                add a vote to both region \((j, q)\) and two neighbors nearby that region, e.g.
    \(\operatorname{region}(j, q-1)\) and \(\operatorname{region}(j, q+1)\)
                end for
            end for
        end for
        for \(j \in[B]\) do
            \(q_{j}^{*} \leftarrow\left\{q \left\lvert\, v_{j, q}>\frac{R_{\text {loc }}}{2}\right.\right\}\)
            \(L_{j} \leftarrow\) center of region \(\left(j, q_{j}^{*}\right)\)
        end for
        return \(L\)
    end procedure
    procedure \(\operatorname{HashToBins}\left(x, H, G, P_{\sigma, a, b}\right)\) - Lemma 12.6.7
        Compute \(u[j]=\sum_{i \in D} v[j+i B]\)
        \(\widehat{u} \leftarrow \operatorname{FFT}(u)\)
        return \(\widehat{u}\)
    end procedure
```

Algorithm 12.7 Get Empirical $k$ Energy, Get Legal $k$ Sample, and Onestage
procedure GetEmpiricalKEnergy $(x, H, G, T, \Delta, \sigma, b)$ - Claim 12.7.24
$R_{\text {est }} \leftarrow(T \Delta)^{2}$
for $i=1 \rightarrow R_{\text {est }}$ do
Choose $\alpha \in[0, T]$ uniformly at random
$\widehat{u} \leftarrow \operatorname{HashToBins}\left(x, H, G, P_{\sigma, \alpha, b}\right)$
for $j=1 \rightarrow B$ do
$z_{\text {emp }}^{j} \leftarrow z_{\text {emp }}^{j}+\left|\widehat{u}_{j}\right|^{2}$
end for
end for
for $j=1 \rightarrow B$ do
$z_{\mathrm{emp}}^{j} \leftarrow \sqrt{z_{\mathrm{emp}}^{j} / R_{\text {est }}}$
end for
return $z_{\text {emp }}$.
end procedure
procedure GetLegalKSample $\left(x, H, G, T, \Delta, \beta, z_{\mathrm{emp}}\right)$ - Lemma 12.7.23
$R_{\text {repeat }} \leftarrow(T \Delta)^{3}$.
$S_{\text {heavy }}^{j} \leftarrow \emptyset, \forall j \in[B]$
for $i=1 \rightarrow R_{\text {repeat }}$ do
Choose $\alpha \in[0, T]$ uniformly at random
$\widehat{u}^{i} \leftarrow \operatorname{Hash} \operatorname{ToBins}\left(x, H, G, P_{\sigma, \alpha, b}\right)$
$\widehat{u}^{\prime i} \leftarrow \operatorname{Hash} T o B i n s\left(x, H, G, P_{\sigma, \alpha+\beta, b}\right)$
for $j=1 \rightarrow B$ do
if $\left|\widehat{u}_{j}^{i}\right| \geq 0.5 \cdot z_{\text {emp }}^{j}$ then
$S_{\text {heavy }, j} \leftarrow S_{\text {heavy }}^{j} \cup i$
end if
end for
end for
for $j=1 \rightarrow B$ do
for $i \in S_{\text {heavy }}^{j}$ do
$w(i) \leftarrow\left|\widehat{u}_{j}^{i}\right|^{2}+\left|\widehat{u}_{j}^{\prime}\right|^{2}$
end for
$\left(\widehat{v}_{j}, \widehat{v}_{j}^{\prime}\right) \leftarrow\left(\widehat{u}_{j}^{i}, \widehat{u}_{j}^{i}\right)$ with probability $w(i) / \sum_{i^{\prime} \in S_{\text {heavy }}^{j}} w\left(i^{\prime}\right)$ for $i \in S_{\text {heavy }}^{j}$
end for
return $\widehat{v}, \widehat{v}^{\prime} \in \mathbb{C}^{B}$
end procedure
procedure OneStage $(x, H, G, \sigma, b)$ - Lemma 12.7.20
$z_{\mathrm{emp}} \leftarrow \operatorname{GetEmpiricalKEnergy}(x, H, G, T, \Delta, \sigma, b)$
$L \leftarrow \operatorname{LocateKSignal}\left(x, H, G, T, \Delta 9 \not 4 \not d b, z_{\mathrm{emp}}\right)$
end procedure

```
```

Algorithm 12.8 Main Algorithm for $k$-cluster Recovery
procedure CFTKCluster $(x, H, G, T, F)$
$\left\{\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}\right\} \leftarrow \operatorname{FREQUENCyRECOVERYKCluster}(x, H, G, T, F)$
$\widetilde{x} \leftarrow \operatorname{SigNALRECOVERYKCLUSTER}^{+}\left(\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}, \Delta=\operatorname{poly}(k, \log (1 / \delta)) / T, T\right)$
return $\widetilde{x}$ as our hypothesis
end procedure
procedure FrequencyRecoveryKCluster $(x, H, G)$ - Theorem 12.2.6
for $r \in[R]$ do
Choose $\sigma \in\left[\frac{1}{B \Delta_{h}}, \frac{2}{B \Delta_{h}}\right]$ uniformly at random
Choose $b \in\left[0, \frac{2 \pi\lfloor F / \Delta h\rfloor\rfloor}{(\sigma B)}\right]$ uniformly at random
$L_{r} \leftarrow \operatorname{OneStage}(x, H, G, \sigma, b)$
end for
$L^{*} \leftarrow \operatorname{MergedStages}\left(L_{1}, L_{2}, \cdots, L_{R}\right)$
end procedure
procedure SignalRECOVERYKCLUSTER $\left(\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}, \Delta, T\right)$
$d \leftarrow 5 \pi\left((\Delta T)^{1.5}+k^{3} \log k+k \log 1 / \delta\right)$
$m \leftarrow O\left((k d)^{C_{3}} \cdot \log ^{C_{3}} d\right)$ for a constant $C_{3}=5$
for $j=1 \rightarrow m$ do
Sample $t_{j}$ from $[0, T]$ uniformly at random
$\widetilde{\sim}_{j, i_{1} \cdot l+i_{2}} \leftarrow t_{j}^{i_{1}} \cdot e^{2 \pi \mathbf{i} \tilde{f}_{i_{2}} t_{j}}$ for each $\left(i_{1}, i_{2}\right) \in\{0, \cdots, d\} \times[l]$
$\widetilde{b}_{j} \leftarrow x\left(t_{j}\right)$
end for
$\alpha \leftarrow \operatorname{LinEARREGRESSIon}(\widetilde{A}, \widetilde{b})$
return $\widetilde{x}(t) \leftarrow \sum_{i_{1}=0}^{d} \sum_{i_{2}=1}^{l} \alpha_{i_{1} \cdot l+i_{2}} t^{i_{1}} \cdot e^{2 \pi \mathbf{i} \widetilde{i}_{2} t}$
end procedure
procedure SignalRecoveryKCluster ${ }^{+}\left(\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}, \Delta, T\right)$ — Theorem 12.9.1
$R \leftarrow \Theta(k)$
$d \leftarrow 5 \pi\left((\Delta T)^{1.5}+k^{3} \log k+k \log 1 / \delta\right)$
$m \leftarrow O\left((k d)^{C_{3}} \cdot \log ^{C_{3}} d\right)$ for a constant $C_{3}=5$
for $i=1 \rightarrow R$ do
$\widetilde{x}_{i}(t) \leftarrow \operatorname{SignalRECOVERYKClUSTER}\left(\widetilde{f}_{1}, \cdots, \widetilde{f}_{l}, \Delta, T\right)$
end for
for $j=1 \rightarrow m$ do
Sample $t_{j}$ from $[0, T]$ uniformly at random
$\widetilde{A}_{j, i_{1} \cdot l+i_{2}} \leftarrow t_{j}^{i_{1}} \cdot e^{2 \pi \mathbf{i} \tilde{f}_{i_{2}} t_{j}}$ for each $\left(i_{1}, i_{2}\right) \in\{0, \cdots, d\} \times[l]$
$\widetilde{b}_{j} \leftarrow \underset{i \in[R]}{\operatorname{median}} \widetilde{x}_{i}\left(t_{j}\right)$
end for $\quad \sim \sim 15$
$\alpha \leftarrow \operatorname{LinEARREGRESSION}(\widetilde{A}, \widetilde{b})$
return $\widetilde{x}(t) \leftarrow \sum_{i_{1}=0}^{d} \sum_{i_{2}=1}^{l} \alpha_{i_{1} \cdot l+i_{2}} t^{i_{1}} \cdot e^{2 \pi \mathrm{i} \tilde{\mathrm{f}}_{i_{2}} t}$
end procedure

```

\section*{Chapter 13}

\section*{High Dimensional Fourier Transform}

We consider the extensively studied problem of computing a \(k\)-sparse approximation to the \(d\)-dimensional Fourier transform of a length \(n\) signal. Our algorithm uses \(O(k \log k \log n)\) samples, is dimension-free, operates for any universe size, and achieves the strongest \(\ell_{\infty} / \ell_{2}\) guarantee, while running in time comparable to the Fast Fourier Transform. All previous algorithms proceed either via the Restricted Isometry Property or via filter functions. Our approach totally departs from the aforementioned techniques, and we believe is a fresh look to the sparse Fourier transform problem.

\subsection*{13.1 Introduction}

Initiated in discrete signal processing, compressed sensing/sparse recovery is an extensively studied branch of mathematics and algorithms, which postulates that a number of small linear measurements suffice to approximately reconstruct the best \(k\)-sparse approximation of a vector \(x \in \mathbb{C}^{n}\) [CT06, CRT06b, Don06]. The literature on the subject is enormous, and has found applications in imaging, astronomy, seismology etc. One of the initial papers in the field, due to Candes, Romberg and Tao [CRT06a], counts almost 15, 000 references.

Probably the most important subtopic is the sparse Fourier transform, where one desires to reconstruct a \(k\)-sparse vector from Fourier measurements. In other words, measurements are not allowed to be generic, but have to belong to the so-called Fourier ensemble. In Optics imaging [Goo05, Voe11] and Magnetic resonance imaging (MRI) [ASSN08], the physics [Rey89] of the underlying device restricts us to the Fourier ensemble, where the sparse Fourier problem becomes highly relevant. In fact, one of the initial motivations of Candes, Romberg and Tao came out due to the aforementioned applications. The number of samples plays a crucial role: they determine the amount of radiation a patient receives in CT scans, and taking fewer samples can reduce the amount of time the patient needs to stay in the machine. The framework has found its way in practical life-changing applications. Software includes the Compressed Sensing GRAB-VIBE, CS SPACE, CS SEMAC and CS TOF by Siemens [Sie], as well as Compressed Sense by Phillips [Phi]. Its incorporation in the MRI technology allows faster acquisition rates, depiction of dynamic processes or moving organs, as well as acceleration of MRI scanning up to a factor of 40 . On the webpage of SIEMENS Healthineers, for example, one can see the following, as well as numerous similar statements.

This allows bringing the advantages of Compressed Sensing GRASP-VIBE to daily clinical routine.
- Perform push-button, free-breathing liver dynamics.
- Overcome timing challenges in dynamic imaging and respiratory artifacts.
- Expand the patient population eligible for abdominal MRI.

The Fourier transform is in fact ubiquitous: image processing, audio processing, telecommunications, seismology, polynomial multiplication, SUBSET SUM and other textbook algorithms are a few of the examples where the Fast Fourier Transform finds applications. The Fast Fourier Transform by Cooley and Tukey [CT65] runs in \(O(n \log n)\) time, and has far-reaching applications in all of the aforementioned cases. It is thus expected that algorithms which exploit sparsity assumptions about the input, and can outperform FFT in applications are of high practical value. Generally, the two most important parameters one would like to optimize are the sample complexity, i.e. the numbers needed to obtain from the time domain, as well as time needed to approximate the Fourier Transform.

Two different lines of research exist for the problem: the one focuses solely on sample complexity, while the other tries to achieve sublinear time while keeping the sample complexity as low as possible. The first line of research operates via the renowned Restricted Isometry Property (RIP), which proceeds by taking random samples and solving a linear/convex program, or an iterative thresholding procedure [CT06, DDTS06, TG07, BD08, DM08, RV08, BD09b, BD09a, NT09b, NV09, GK09, BD10, NV10, Fou11, Bou14, HR16]. The analysis of the algorithms is performed in the following way, in two steps. The first step ensures
that, after sampling an appropriate number of points from the time domain, the inverse DFT matrix restricted on the rows indexed by those points acts as a near isometry on the space of \(k\)-sparse vectors. All of the state of the art results [CT06, RV08, Bou14, HR16] employ chaining arguments to make the analysis of this sampling procedure as tight as possible. The second part is how to exploit the aforementioned near-isometry property to find the best \(k\)-sparse approximation to the signal. There the approaches either follow an iterative procedure which gradually denoise the signal [BD08, NT09b, NV09], or perform \(\ell_{1}\) minimization [CT06], a method that promotes sparsity of solutions.

The second line of research tries to implement arbitrary linear measurements via sampling Fourier coefficients [GL89, Man92, KM93, GGI+ 02, AGS03, GMS05, Iwe08, Iwe10, HIKP12a, HIKP12b, LWC13, Iwe13, PR14, IKP14, IK14, Kap16, Kap17, CI17, BZI17, MZIC17, LN19] and use sparse functions (in the time domain) which behave like bandpass filters in the frequency domain. The seminal work of Kapralov [Kap17] achieves \(O(k \log n)\) samples and running time that is some log factors away from the sample complexity. This would be the end of the story, apart from the fact that this algorithm does not scale well with dimension, since it has an exponential dependence on \(d\). Indeed, in many applications, one is interested in higher dimensions, rather than the one-dimensional case. The main reason \({ }^{1}\) why this curse of dimensionality appears is due to the lack of dimension-independent ways to construct functions that approximate the \(\ell_{\infty}\) ball and are sufficiently sparse in the time domain. A very nice work of Kapralov, Velingker and Zandieh [KVZ19] tries to remedy that by combining the standard execution of FFT with careful aliasing, but their algorithm

\footnotetext{
\({ }^{1}\) But not the only one: pseudorandom permutations for sparse FT in high dimensions also incur an exponential loss, and it is not known whether this can be avoided.
}
works in a noiseless setting, and has a polynomial, rather than linear, dependence on \(k\); the running time is polynomial in \(k, \log n\) and the exponential dependence is avoided. It is an important and challenging question whether a robust and more efficient algorithm can be found.

We note that in many applications, such as MRI or computed tomography (CT), the main focus is the sample complexity; the algorithms that have found their way to industry are, to the best of our knowledge, not concerned with sublinear running time, but with the number of measurements, which determine the acquisition time, or in CT the radiation dose the patient receives. Lastly, we bring to the readers' attention the recent work on sparse Fourier transform in the continuous setting, see [Iwe10, Iwe13, Iwe13, \(\mathrm{BCG}^{+} 12, \mathrm{PS} 15\), CKPS16, \(\mathrm{AKM}^{+}\)19].

Our Contribution. We give a new algorithm for the sparse Fourier transform problem, which has \(O(k \log n \log k)\) sample complexity for any dimension, and achieves the \(\ell_{\infty} / \ell_{2}\) guarantee \({ }^{2}\), while running in time \(\widetilde{O}(n)\). The previous state of the art algorithm that achieved such a guarantee is the work of Indyk and Kapralov [IK14], which has \(2^{O(d \log d)} k \log n\) sample complexity; an exponentially worse dependence on \(d\). The work of [HR16] obtains \(O\left(k \log n \log ^{2} k\right)\) samples in any dimension, but has a much weaker guarantee, while their approach requires \(\Omega(k \log n \log k)\) samples in high dimensions [Rao19]. Moreover, the algorithm in [IK14] operates when the universe size in each dimension is a power of 2 , whereas there is no restriction in our work. To obtain our result, we introduce a set of new tech-

\footnotetext{
\({ }^{2}\) This is the strongest guarantee in the sparse recovery literature. See also the caption of the table in Section 1.2
}
niques, deviating from previous work, which used the Restricted Isometry Property and/or filter functions.

\subsection*{13.1.1 Preliminaries}

For any positive integer \(n\), we use \([n]\) to denote \(\{1,2, \cdots, n\}\).
We assume that the universe size \(n=p^{d}\) for any positive integer \(p\). Our algorithm facilitates \(n=\Pi_{j=1}^{d} p_{j}\) for any positive integers \(p_{1}, \ldots, p_{d}\), but we decide to present the case \(n=p^{d}\) for ease of exposition; the proof is exactly the same in the more general case. Let \(\omega=e^{2 \pi \mathbf{i} / p}\) where \(\mathbf{i}=\sqrt{-1}\). We will work with the normalized \(d\)-dimensional Fourier transform
\[
\widehat{x}_{f}=\frac{1}{\sqrt{n}} \sum_{t \in[p]^{d}} x_{t} \cdot \omega^{f^{\top} t}, \forall f \in[p]^{d}
\]
and the inverse Fourier transform is
\[
x_{t}=\frac{1}{\sqrt{n}} \sum_{f \in[p]^{d}} \widehat{x}_{f} \cdot \omega^{-f^{\top} t}, \forall t \in[p]^{d} .
\]

For any vector \(x\) and integer \(k\), we denote \(x_{-k}\) to be the vector obtained by zeroing out the largest (in absolute value) \(k\) coordinates from \(x\).

\subsection*{13.1.2 Our result}

Apart from being dimension-independent and working for any universe size, our algorithm satisfies \(\ell_{\infty} / \ell_{2}\), which is the strongest guarantee out of the standard guarantees considered in compressed sensing tasks. A guarantee \(G_{1}\) is stronger than guarantee \(G_{2}\) if for any \(k\)-sparse recovery algorithm that satisfies \(G_{1}\) we can obtain a \(\Omega(k)\)-sparse recovery
algorithm that satisfies \(G_{2}\). See also below for a comparison between \(\ell_{\infty} / \ell_{2}\) and \(\ell_{2} / \ell_{2}\), the second stronger guarantee.

Previous work is summarized in Table 13.1. Our result is the following.
Theorem 13.1.1 (main result, informal version). Let \(n=p^{d}\) where both \(p\) and \(d\) are positive integers. Let \(x \in \mathbb{C}^{[p]^{d}}\). Let \(k \in\{1, \ldots, n\}\). Assume that \(R^{*} \geq\|\widehat{x}\|_{\infty} /\left\|\widehat{x}_{-k}\right\|_{2}\) where \(\log R^{*}=\) \(O(\log n)\) (signal-to-noise ratio). There is an algorithm that takes \(O(k \log k \log n)\) samples from \(x\), runs in \(\widetilde{O}(n)\) time, and outputs a \(O(k)\)-sparse vector \(y\) such that
\[
\|\widehat{x}-y\|_{\infty} \leq \frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}
\]
holds with probability at least \(1-1 / \operatorname{poly}(n)\).

Comparison between \(\ell_{\infty} / \ell_{2}\) and \(\ell_{2} / \ell_{2}\left(\right.\) or \(\left.\ell_{2} / \ell_{1}\right)\). For the sake of argument, we will consider only the \(\ell_{2} / \ell_{2}\) guarantee which is stronger than \(\ell_{2} / \ell_{1}\). The \(\ell_{2} / \ell_{2}\) guarantee is the following: for \(\widehat{x} \in \mathbb{C}^{n}\) one should output a \(z\) such that \(\|\widehat{x}-z\|_{2} \leq C\left\|\widehat{x}_{-k}\right\|_{2}\), where \(C>1\) is the approximation factor. Consider \(C=1.1^{3}\), and think of the following signal: for a set \(S\) of size \(0.05 k\) we have \(\left|\widehat{x}_{i}\right|=\frac{2}{\sqrt{k}}\left\|\widehat{x}_{\bar{S}}\right\|_{2}\). Then the all zeros vectors is a valid solution for the \(\ell_{2} / \ell_{2}\) guarantee, since
\[
\|\overrightarrow{0}-\widehat{x}\|_{2}^{2}=\left\|\widehat{x}_{S}\right\|_{2}^{2}+\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}=0.05 k \cdot \frac{4}{k}\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}+\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}=1.2\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}<1.1^{2}\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}
\]

\footnotetext{
\({ }^{3}\) This is the case with the RIP based approaches, which obtain \(\ell_{2} / \ell_{1}\). In fact many filter-based algorithms facilitate \((1+\epsilon)\) on the right hand side, with the number of measurements being multiplied by \(\epsilon^{-1}\). By enabling the same dependence on \(\epsilon^{-1}\) our algorithm facilitates a multiplicative \(\epsilon\) factor on right hand side of the \(\ell_{\infty} / \ell_{2}\), which makes it much stronger. Thus, a similar argument can go through.
}
\begin{tabular}{|l|l|l|l|l|l|}
\hline Reference & Samples & Time & Filter & RIP & Guarantee \\
\hline [GMS05] & \(k \log ^{O(d)} n\) & \(k \log ^{O(d)} n\) & Yes & No & \(\ell_{2} / \ell_{2}\) \\
\hline [CT06] & \(k \log ^{6} n\) & poly \((n)\) & No & Yes & \(\ell_{2} / \ell_{1}\) \\
\hline [RV08] & \(k \log ^{2} k \log (k \log n) \log n\) & \(\widetilde{O}(n)\) & No & Yes & \(\ell_{2} / \ell_{1}\) \\
\hline [HIKP12a] & \(k \log ^{d} n \log (n / k)\) & \(k \log ^{d} n \log (n / k)\) & Yes & No & \(\ell_{2} / \ell_{2}\) \\
\hline [CGV13] & \(k \log ^{3} k \log n\) & \(\widetilde{O}(n)\) & No & Yes & \(\ell_{2} / \ell_{1}\) \\
\hline [IK14] & \(2^{d \log d} k \log n\) & \(\widetilde{O}(n)\) & Yes & No & \(\ell_{\infty} / \ell_{2}\) \\
\hline [Bou14] & \(k \log k \log ^{2} n\) & \(\widetilde{O}(n)\) & No & Yes & \(\ell_{2} / \ell_{1}\) \\
\hline [HR16] & \(k \log ^{2} k \log n\) & \(\widetilde{O}(n)\) & No & Yes & \(\ell_{2} / \ell_{1}\) \\
\hline [Kap16] & \(2^{d^{2}} k \log n \log \log n\) & \(2^{d^{2} k \log ^{d+3} n}\) & Yes & No & \(\ell_{2} / \ell_{2}\) \\
\hline [KVZ19] & \(k^{3} \log ^{2} k \log { }^{2} n\) & \(k^{3} \log ^{2} k \log ^{2} n\) & Yes & Yes & Exactly \(k\)-sparse \\
\hline Theorem 13.1.1 & \(k \log k \log n\) & \(\widetilde{O}(n)\) & No & No & \(\ell_{\infty} / \ell_{2}\) \\
\hline
\end{tabular}

Table 13.1: \(n=p^{d}\). We ignore the \(O\) for simplicity. The \(\ell_{\infty} / \ell_{2}\) is the strongest possible guarantee, with \(\ell_{2} / \ell_{2}\) coming second, \(\ell_{2} / \ell_{1}\) third and exactly \(k\)-sparse being the less strong. We note that [CT06, RV08, CGV13, Bou14, HR16] obtain a uniform guarantee, i.e. with \(1-1 / \operatorname{poly}(n)\) they allow reconstruction of all vectors; \(\ell_{\infty} / \ell_{2}\) and \(\ell_{2} / \ell_{2}\) are impossible in the uniform case [CDD09]. We also note that [RV08, CGV13, Bou14, HR16] give improved analysis of the Restricted Isometry property; the algorithm is suggested and analyzed (modulo the RIP property) in [BD08]. The work in [HIKP12a] does not explicitly state the extension to the \(d\)-dimensional case, but can easily be inferred from the arguments. [HIKP12a, IK14, Kap16, KVZ19] work when the universe size in each dimension are powers of 2 . We also assume that the signal-to-noise ratio is bounded by a polynomial of \(n\), which is a standard assumption in the sparse Fourier transform literature [HIKP12a, IK14, Kap16, Kap17, LN19].

It is clear that since \(\overrightarrow{0}\) is a possible output, we may not recover any of the coordinates in \(S\), which is the set of "interesting" coordinates. On the other hand, the \(\ell_{\infty} / \ell_{2}\) guarantee does allow the recovery of every coordinate in \(S\). This is a difference of recovering all \(0.05 k\) versus 0 coordinates. From the above discussion, one can conclude in the case where there is too much noise, \(\ell_{2} / \ell_{2}\) becomes much weaker than \(\ell_{\infty} / \ell_{2}\), and can be even meaningless. Thus, \(\ell_{\infty} / \ell_{2}\) is highly desirable, whenever it is possible. The same exact argument holds for
\(\ell_{2} / \ell_{1}\).

\subsection*{13.1.3 Summary of previous Filter function based technique}

One of the two ways to perform Fourier sparse recovery is by trying to implement arbitrary linear measurements, with algorithms similar to the ubiquitous CountSketch [CCF02]. In the general setting CountSketch hashes every coordinate to one of the \(O(k)\) buckets, and repeats \(O(\log n)\) times with fresh randomness. Then, it is guaranteed that every heavy coordinate will be isolated, and the contribution from non-heavy elements is small. To implement this in the Fourier setting becomes a highly non-trivial task however: one gets access only to the time-domain but not the frequency domain. One natural way to do this is to exploit the convolution theorem and find a function which is sparse in the time domain and approximates the indicator of an interval (rectangular pulse) in the frequency domain; these functions are called (bandpass) filters. Appropriate filters were designed in [HIKP12a, HIKP12b]: they were very good approximations of the rectangular pulse, i.e. the contribution from elements outside the passband zone contributed only by \(1 / \operatorname{poly}(n)\) their mass. These filters had an additional \(\log n\) factor (in one dimension) in the sparsity of the time domain and they are sufficient for the purposes of [HIKP12a], but in high dimensions this factor becomes \(\log ^{d} n\). Filters based on the Dirichlet kernel give a better dependence in terms of sparsity and dimension (although still an exponential dependence on the latter), but the leak to subsequent buckets, i.e. coordinates outside the passband zone contribute a constant fraction of their mass, in contrast to the filter used in [HIKP12a]. Thus one should perform additional denoising, which is a non-trivial task. The seminal work of Indyk and Kapralov [IK14] was the first that showed how to perform sparse recovery with these
filters, and then Kapralov [Kap16, Kap17] extended this result to run in sublinear time. We note, that any filter-based approach with filters which approximate the \(\ell_{\infty}\) box, suffers from the curse of dimensionality. [KVZ19] devised an algorithm which avoids the curse of dimensionality by using careful aliasing, but it works in the noiseless case and has a cubic dependence on \(k\).

\subsection*{13.1.4 RIP property-based algorithms: a quick overview}

We say the matrix \(A \in \mathbb{C}^{m \times n}\) satisfies RIP (Restricted Isometry Property [CT05]) of order \(k\) if for all \(k\)-sparse vectors \(x \in \mathbb{C}^{n}\) we have \(\|A x\|_{2}^{2} \approx\|x\|_{2}^{2}\). A celebrated result of Candes and Tao [CT06] shows that Basis Pursuit ( \(\ell_{1}\) minimization) suffices for sparse recovery, as long as the samples from the time domain satisfy RIP. In [CT06] it was also proved using generic chaining that random sampling with oversampling factor \(O\left(\log ^{6} n\right)\) gives RIP property for any orthonormal matrix with bounded entries by \(1 / \sqrt{n}\). Then [RV08] improved the bound to \(O\left(k \cdot \log ^{2} k \cdot \log (k \log n) \cdot \log n\right)\) and [CGV13] improved it to \(O\left(k \cdot \log ^{3} k\right.\). \(\log n)\). Subsequent improvement by Bourgain [Bou14] has lead to \(O\left(k \log k \cdot \log ^{2} n\right)\) samples, improved by Haviv and Regev to \(O\left(k \log ^{2} k \cdot \log n\right)[H R 16]\). The fastest set of algorithms are iterative ones: for example Iterative Hard Thresholding [BD09a] or CoSaMP [NT09b] run \(O(\log n)\) iterations \({ }^{4}\) and each iteration takes \(\widetilde{O}(n)\) time.

We note the very recent lower bound of [Rao19]: a subsampled Fourier matrix that satisfies the RIP properties should have \(\Omega(k \log k \cdot d)\) rows \(^{5}\). This bound is particularly useful in high dimensions, since it deteriorates to a trivial bound in low dimensions. We still believe

\footnotetext{
\({ }^{4}\) To be precise, their running time is logarithmic in the signal-to-noise ratio, but we assumed throughout the paper that this quantity is polynomial in \(n\).
\({ }^{5}\) [BLLM19] independently gives a similar bound for \(d=\log n\).
}
though that a bound of \(\Omega(k \log k \log n)\) should hold in all dimensions. Thus, what remains is to obtain the \(\ell_{2} / \ell_{2}\) guarantee by giving a tighter analysis, and removing the one \(\log k\) factor to match the lower bound, but our algorithm already allows Fourier sparse recovery with these number of samples, even with a stronger guarantee.

\subsection*{13.1.5 Overview of our technique}

Let \(x \in \mathbb{C}^{[p]^{d}}\) denote our input signal in the time domain. In the following we assume the knowledge of \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\) and \(R^{*}\) which is an upper bound of \(\|\widehat{x}\|_{\infty} / \mu\), and bounded by poly \((n)\). These are standard assumption [HIKP12a, IK14, Kap16, Kap17, LN19] in the sparse Fourier transform literature. The bound on \(R^{*}\) is useful for bounding the running time (or the number of measurements in [HIKP12a]) and in any of [HIKP12a, IK14, Kap16, Kap17, LN19] a \(\log n\) can be substituted by \(\log R^{*}\) in the general case, which is also the case for our algorithm. We note that our algorithm will be correct with probability \(1-1 / \operatorname{poly}(n)\) whenever \(R^{*}<2^{n^{100}}\); this is fine for every reasonable application. We assumed the rounding errors in FFT computation to be negligible, similarly to Remark 3.4 in [IK14].

Consider the simplest scenario: \(d=1, p\) is a prime number and a 1 -sparse signal \(\widehat{x}\) which is 1 on some frequency \(f^{*}\). From a sample \(x_{t}\) in the time-domain what would be the most reasonable way to find \(f^{*}\) ? For every \(f \in[p]\) we would compute
\[
\sqrt{n} \omega^{f t} x_{t}=\sqrt{n} \omega^{f t} \cdot \frac{1}{\sqrt{n}} \sum_{f^{\prime} \in[p]} \omega^{-f^{\prime} t} \widehat{x}_{f^{\prime}}=\omega^{\left(f-f^{*}\right) t}
\]
and keep, for \(t \neq 0\), the frequency that gives a real number. Since \(\left(f-f^{*}\right) t\) will be zero only for \(f=f^{*}\), we are guaranteed correct recovery. In the noisy and multi-dimensional case or \(p\) is an arbitrary integer, however, this argument will not work, because of the presence of
contribution from other elements and the fact that \(\left(f-f^{*}\right)^{\top} t\) can be zero modulo \(p\) for other frequencies apart from \(f\). However, we can take a number of samples \(t\) and average \(\sqrt{n} \omega^{f^{\top} t}\), and hope that this will make the contribution from other frequencies small enough, so that we can infer whether \(f\) corresponds to a heavy coordinate or not. More specifically, we pick a list \(T\) of size \(O(k)\) uniformly at random from \([p]^{d}\) and compute
\[
\frac{\sqrt{n}}{|T|} \sum_{t \in T} \omega^{f^{\top} t} x_{t}
\]
for all frequencies \(f\). We show that if \(|T|=O(k)\) our estimator is good on average (and later we will maintain \(O(\log n)\) independent instances and take the median to make sure with probability \(1-1 / \operatorname{poly}(n)\) the estimators for all the frequencies are good), and in fact behaves like a crude filter, similarly to the ones used in [IK14], in the sense that every coordinate contributes a non-trivial amount to every other coordinate. However, these estimators do not suffer from the curse of dimensionality and our case is a little bit different, requiring a quite different handling. The main reason is that in contrast to the filters used in [IK14], there is not an easy way to formulate an isolation argument from heavy elements that would allow easy measurement re-use, like Definition 5.2 and Lemma 5.4 from [IK14]. Buckets induced by filter functions have a property of locality, since they correspond to approximate \(\ell_{\infty}\) boxes (with a polynomial decay outside of the box) in \([p]^{d}\) : the closer two buckets are the more contribute the elements of one into the other. Our estimators on the other side do not enjoy such a property. Thus, one has to go via a different route.

In what follows, we will discuss how to combine the above estimators with an iterative loop that performs denoising, i.e. removes the contribution of every heavy element to other heavy elements.

We first implement a procedure which takes \(O(k \log n)\) uniform random measurements from \(x\) and has the guarantee that for any \(\nu \geq \mu\) any \(y \in \mathbb{C}^{[p]^{d}}\) where \(\|\widehat{x}-y\|_{\infty} \leq 2 \nu\) and \(y\) is independent from the randomness of the measurements, the procedure outputs a \(O(k)\)-sparse \(z \in \mathbb{C}^{[p]^{d}}\) such that \(\|\widehat{x}-y-z\|_{\infty} \leq \nu\) with probability \(1-1 / \operatorname{poly}(n)\).

Lemma 13.1.2 (LinfinityReduce procedure/data structure, informal). Let \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\), and \(\nu \geq \mu\). Let \(\mathcal{T}^{(0)}\) be a list of \(O(k \log n)\) i.i.d. elements in \([p]^{d}\). Let \(S\) be top \(O(k)\) coordinates in \(\widehat{x}\). There is a procedure that takes \(\left\{x_{t}\right\}_{t \in \mathcal{T}}, y \in \mathbb{C}^{[p]^{d}}\) and \(\nu\) as input, runs in \(\widetilde{O}(n)\) time, and outputs \(z \in \mathbb{C}^{[p]^{d}}\) so that if \(\|\widehat{x}-y\|_{\infty} \leq 2 \nu, \operatorname{supp}(y) \subseteq S\) and \(y\) is independent from the randomness of \(\mathcal{T}^{(0)}\), then \(\|\widehat{x}-y-z\|_{\infty} \leq \nu\) and \(\operatorname{supp}(z) \subseteq S\) with probability \(1-1 / \operatorname{poly}(n)\) under the randomness of \(\mathcal{T}^{(0)}\).

Namely, we can take \(O(k \log n)\) measurements and run the procedure in Lemma 13.1.2 to reduce (the upper bound of) the \(\ell_{\infty}\) norm of the residual signal by half. We call the procedure in Lemma 13.1.2 LinfinityReduce procedure. More generally, we can take \(O(H \cdot k \log n)\) measurements and run the LinfinityReduce procedure \(H\) times to reduce the \(\ell_{\infty}\) norm of the residual signal to \(1 / 2^{H}\) of its original magnitude, with failure probability at most \(1 / \operatorname{poly}(n)\). This is because if \(\nu \geq 2^{H} \mu\) and \(\|\widehat{x}-y\|_{\infty} \leq \nu\), then we can proceed in \(H\) iterations where in the \(h\)-th iteration \((h \in[H])\) we can take \(O(k \log n)\) fresh measurements from \(x\) and run the LinfinityReduce procedure to make the \(\ell_{\infty}\) norm of the residual signal at most \(2^{-h} \nu\). Note that if we set \(H=\log R^{*}\), we have already obtained a recovery algorithm taking \(O\left(k \log n \log R^{*}\right)\) measurements, because we can drive down (the upper bound of ) the \(\ell_{\infty}\) norm of the residual signal from \(\|\widehat{x}\|_{\infty}\) to \(\mu\) in \(\log R^{*}\) iterations.

\subsection*{13.1.5.1 \(O(k \log n)\) measurements for \(k=O(\log n)\)}

We first discuss a measurement reuse idea that leads us to a sparse recovery algorithm (Algorithm 13.1) taking \(O(k \log n)\) measurements for \(k=O(\log n)\). We set \(H=5\), and let \(\mathcal{T}=\left\{\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\right\}\), where each \(\mathcal{T}^{(h)}\) is a list of \(O(k \log n)\) i.i.d. elements in \([p]^{d}\). Note that \(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\) are independent. In our sparse Fourier recovery algorithm, we will measure \(x_{t}\) for all \(t \in \mathcal{T}\).

In a nutshell, our approach finely discretizes the space of possible trajectories the algorithm could evolve, and carefully argues about the correctness of the algorithm by avoiding the intractable union-bound over all trajectories.

Recovery algorithm. The recovery algorithm proceeds in \(\log R^{*}-H+1\) iterations, where each iteration (except the last iteration) the goal is to reduce the upper bound of \(\ell_{\infty}\) norm of the residual signal by half. Initially, the upper bound is \(R^{*}\). It is important to note that we use the same measurements \(\mathcal{T}=\left\{\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\right\}\) in all of these \(\log R^{*}-H+1\) iterations.

In the following, we will describe one iteration of the recovery algorithm. Let \(y \in \mathbb{C}^{[p]^{d}}\) denote the sparse vector recovered so far, and let the upper bound of \(\|\widehat{x}-y\|_{\infty}\) be \(2 \nu\). Running the LinfinityReduce procedure \(H\) times where in the \(h\)-th time we use measurements in \(\mathcal{T}^{(h)}\), we obtain a \(O(k)\)-sparse \(z\) such that with probability \(1-1 / \operatorname{poly}(n),\|\widehat{x}-y-z\|_{\infty} \leq\) \(2^{1-H} \nu \leq 0.1 \nu\) (we call such \(z\) a desirable output by the LinfinityReduce procedure). Instead of taking \(y+z\) as our newly recovered sparse signal, for each \(f \in \operatorname{supp}(y+z)\), we project \(y_{f}+z_{f}\) to the nearst points in \(\mathcal{G}_{0.6 \nu}:=\{0.6 \nu(x+y \mathbf{i}): x, y \in \mathbb{Z}\}\) and assign to \(y_{f}^{\prime}\), where \(y^{\prime}\) denotes our newly recovered sparse signal. For all \(f \notin \operatorname{supp}(y+z)\), we let \(y_{f}^{\prime}=0\).
```

Algorithm 13.1 Fourier Sparse Recovery by Projection, $O(k \log n)$ Measurements When
$k=O(\log n)$
procedure FourierSparseRecoveryByProjection $\left(x, n, k, \mu, R^{*}\right)$
Section 13.1.5.1
2: $\quad$ Require that $\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}$ and $R^{*} \geq\|\widehat{x}\|_{\infty} / \mu$
$H \leftarrow 5, \nu \leftarrow \mu R^{*} / 2, y \leftarrow \overrightarrow{0} \quad \triangleright y \in \mathbb{C}^{[p]^{d}}$ refers to the sparse vector recovered so far
Let $\mathcal{T}=\left\{\mathcal{T}^{(1)}, \cdots, \mathcal{T}^{(H)}\right\}$ where each $\mathfrak{T}^{(h)}$ is a list of i.i.d. uniform samples in $[p]^{d}$
while true do
$\nu^{\prime} \leftarrow 2^{1-H} \nu$
Use $\left\{x_{t}\right\}_{t \in \mathcal{T}}$ to run the LinfinityReduce procedure (in Lemma 13.1.2) $H$ times
(use samples in $\mathcal{T}^{(h)}$ for each $h \in[H]$ ), and finally it finds $z$ so that $\|\widehat{x}-y-z\|_{\infty} \leq \nu^{\prime}$
if $\nu^{\prime} \leq \mu$ then return $y+z \quad \triangleright$ We found the solution
$y^{\prime} \leftarrow \overrightarrow{0}$
for $f \in \operatorname{supp}(y+z)$ do
$y_{f}^{\prime} \leftarrow \Pi_{0.6 \nu}\left(y_{f}+z_{f}\right) \quad \triangleright$ We want $\left\|\widehat{x}-y^{\prime}\right\|_{\infty} \leq \nu$ and the depend-
end for $\quad \triangleright$ ence between $y^{\prime}$ and $\mathcal{T}$ is under control
$y \leftarrow y^{\prime}, \nu \leftarrow \nu / 2$
end while
end procedure

```

To simplify our exposition, here we introduce some notations. We call \(\mathcal{G}_{0.6 \nu}\) a grid of side length \(0.6 \nu\), and we generalize the definition to any side length. Namely, for any \(r_{g}>0\), let grid \(\mathcal{G}_{r_{g}}:=\left\{r_{g}(x+y \mathbf{i}): x, y \in \mathbb{Z}\right\}\). Moreover, we define \(\Pi_{r_{g}}: \mathbb{C} \rightarrow \mathcal{G}_{r_{g}}\) to be the mapping that maps any element in \(\mathbb{C}\) to the nearest element in \(\mathcal{G}_{r_{g}}\). Now we can write \(y^{\prime}\) as
\[
y_{f}^{\prime}= \begin{cases}\Pi_{0.6 \nu}\left(y_{f}+z_{f}\right), & \text { if } f \in \operatorname{supp}(y+z) \\ 0, & \text { if } f \notin \operatorname{supp}(y+z)\end{cases}
\]

At the end of each iteration, we assign \(y^{\prime}\) to \(y\), and shrink \(\nu\) by half. In the last iteration, we will not compute \(y^{\prime}\), instead we output \(y+z\). We present the algorithm in Algorithm 13.1.

Analysis. We analyze \(y^{\prime}\) conditioned on the event that \(\|\widehat{x}-y-z\|_{\infty} \leq 0.1 \nu\) (i.e. \(z\) is a desirable output by the LinfinityReduce procedure, which happens with probability \(1-1 / \operatorname{poly}(n))\). We will prove that \(y^{\prime}\) has two desirable properties: \((1)\left\|\widehat{x}-y^{\prime}\right\|_{\infty} \leq \nu\); (2) the dependence between \(y^{\prime}\) and our measurements \(\mathfrak{T}\) is under control so that after taking \(y^{\prime}\) as newly recovered sparse signal, subsequent executions of the LINFINITYREDUCE procedure with measurements \(\mathfrak{T}\) still work with good probability. Property (1) follows from triangle inequality and the fact that \(\|\widehat{x}-(y+z)\|_{\infty} \leq 0.1 \nu\) and \(\left\|(y+z)-y^{\prime}\right\|_{\infty} \leq 0.6 \nu\). We now elaborate on property (2). We can prove that for any \(f \in[p]^{d}\),
\[
y_{f}^{\prime} \in\left\{\Pi_{0.6 \nu}\left(\widehat{x}_{f}+0.1 \nu(\alpha+\beta \mathbf{i})\right): \alpha, \beta \in\{-1,1\}\right\} .
\]

Let \(S\) denote top \(26 k\) coordinates (in absolute value) of \(\widehat{x}\). We can further prove that for any \(f \in \bar{S}, y_{f}^{\prime}=0\). Therefore, the total number of possible \(y^{\prime}\) is upper bounded by \(4^{|S|}=4^{O(k)}\). If \(k=O(\log n)\), we can afford union bounding all \(4^{O(k)}=\operatorname{poly}(n)\) possible \(y^{\prime}\), and prove that with probability \(1-1 / \operatorname{poly}(n)\) for all possible value of \(y^{\prime}\) if we take \(y^{\prime}\) as our newly recovered sparse signal then in the next iteration the LinfinityReduce procedure with measurements \(\mathcal{T}\) gives us a desirable output.

Sufficient event. More rigorously, we formulate the event that guarantees successful execution of Algorithm 13.1. Let \(\mathcal{E}_{1}\) be the event that for all \(O\left(\log R^{*}\right)\) possible values of \(\nu \in\left\{\mu \frac{R^{*}}{2}, \mu \frac{R^{*}}{4}, \ldots, \mu 2^{H-1}\right\}\), for all possible vector \(y\) where \(y_{f}=0\) for \(f \in \bar{S}\) and \(y_{f} \in\left\{\Pi_{0.6 \nu}\left(\widehat{x}_{f}+0.1 \nu(\alpha+\beta \mathbf{i})\right): \alpha, \beta \in\{-1,1\}\right\}\) for \(f \in S\) (we also need to include the case that \(y=\overrightarrow{0}\) for the success of the first iteration), running the LinfinityReduce procedure (in Lemma 13.1.2) \(H\) times (where in the \(h\)-th time measurements \(\left\{x_{t}\right\}_{t \in \mathcal{T}^{(h)}}\) are used
to reduce the error from \(2^{2-h} \nu\) to \(2^{1-h} \nu\) ) finally gives \(z\) so that \(\|\widehat{x}-y-z\|_{\infty} \leq 2^{1-H} \nu\). The randomness of \(\mathcal{E}_{1}\) comes from \(\mathcal{T}=\left\{\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\right\}\).

First, event \(\mathcal{E}_{1}\) happens with probability \(1-1 / \operatorname{poly}(n)\). This is because there are \(4^{O(k)} \log R^{*}\) possible combinations of \(\nu\) and \(y\) to union bound, and each has failure probability at most \(1 / \operatorname{poly}(n)\). For \(k=O(\log n)\), and any \(R^{*}<2^{n^{100}}\) this gives the desired result. Second, conditioned on event \(\mathcal{E}_{1}\) happens, Algorithm 13.1 gives correct output. This can be proved by a mathematical induction that in the \(t\)-th iteration of the while-true loop in Algorithm 13.1, \(\|\widehat{x}-y\|_{\infty} \leq 2^{-t} \mu R^{*}\).

\subsection*{13.1.5.2 \(O(k \log k \log n)\) measurements for arbitrary \(k\)}

Using random shift to reduce projection size. We remark that in the analysis of the previous recovery algorithm, if we can make sure that every \(y_{f}+z_{f}\) has only one possible outcome when projecting to the grid \(\mathcal{G}_{0.6 \nu}\), then we no longer need to union bound \(4^{O(k)}\) events. However, if \(\widehat{x}_{f}\) is very close to a grid point in \(\mathcal{G}_{0.6 \nu}\) (or \(\widehat{x}_{f} \in \mathcal{G}_{0.6 \nu}\) ), then no matter how close \(y_{f}+z_{f}\) and \(\widehat{x}_{f}\) are, \(\Pi_{0.6 \nu}\left(y_{f}+z_{f}\right)\) will have 4 possible values.

To address this, we introduce random shift, whose property is captured by Lemma 13.1.3. To simplify notation, for any \(r_{b}>0\) and \(c \in \mathbb{C}\) we define box \(\mathcal{B}_{\infty}\left(c, r_{b}\right):=\left\{c+r_{b}(x+y \mathbf{i})\right.\) : \(x, y \in[-1,1]\}\). For any \(S \subseteq \mathbb{C}\), let \(\Pi_{r_{g}}(S)=\left\{\Pi_{r_{g}}(c): c \in S\right\}\).

Lemma 13.1.3 (property of a randomly shifted box, informal). If we take a box of side length \(2 r_{b}\) and shift it randomly by an offset in \(\mathcal{B}_{\infty}\left(0, r_{s}\right)\) (or equivalently, \(\left[-r_{s}, r_{s}\right] \times\left[-r_{s}, r_{s}\right]\) ) where \(r_{s} \geq r_{b}\), and next we round every point inside that shifted box to the closest point in \(G_{r_{g}}\) where \(r_{g} \geq 2 r_{s}\), then with probability at least \(\left(1-r_{b} / r_{s}\right)^{2}\) everyone will be rounded to the same point.

In the following, we present a sparse Fourier recovery algorithm that incorporates the random shift idea. The algorithm takes \(O(k \log k \log n)\) measurements. We set \(H=O(\log k)\) and take measurements of \(\mathcal{T}=\left\{\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\right\}\), where \(\mathcal{T}^{(h)}\) is a list of \(O(k \log n)\) i.i.d elements in \([p]^{d}\). Note that \(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(H)}\) are independent, and the choice of \(H\) is different from Section 13.1.5.1.

In a nutshell, our approach finely discretizes the space of possible trajectories the algorithm could evolve; in contrast to the case of \(k=O(\log n)\), the number of trajectories becomes much larger. For that, we perform random shifting after the samples are taken, such that the number of trajectories is pruned, and we need to argue for a much smaller collection of events. We note that we make the decoding algorithm be randomized: the randomness in previous algorithms was present only when taking samples, and the rest of the algorithm was deterministic. However, here we need randomness in both cases, and that helps us prune the number of possible trajectories. To the best of our knowledge, this is a novel argument and approach, and might be helpful for future progress in the field.

Recovery algorithm. Similar to the \(k=O(\log n)\) case (Section 13.1.5.1), we assume that we have already obtained a \(O(k)\)-sparse \(y \in \mathbb{C}^{[p]^{d}}\) such that \(\|\widehat{x}-y\|_{\infty} \leq 2 \nu\) and \(y\) is "almost" independent from \(\mathcal{T}\). We show how to obtain \(y^{\prime} \in \mathbb{C}^{[p]^{d}}\) such that \(\left\|\widehat{x}-y^{\prime}\right\|_{\infty} \leq \nu\) with probability \(1-1 / \operatorname{poly}(n)\) and \(y^{\prime}\) is "almost" independent from \(\mathcal{T}\). The main idea is we first run LinfinityReduce procedure \(H=O(\log k)\) times to get an \(O(k)\)-sparse \(z \in \mathbb{C}^{[p]^{d}}\) such that \(\|\widehat{x}-y-z\|_{\infty} \leq \frac{1}{2^{20} k} \nu\). Then we repeatedly sample a uniform random shift \(s \in \mathbb{C}\) (where \(\|s\|_{\infty} \leq 10^{-3} \nu\); here we consider complex numbers as 2D vectors) until for every \(f \in \operatorname{supp}(y+z)\), all the points (or complex numbers) of the form \(y_{f}+z_{f}+s+a+b \mathbf{i}\) where
```

Algorithm 13.2 Fourier Sparse Recovery by Random Shift and Projection (Informal Ver-
sion)
procedure FourierSparseRECOVERY $\left(x, n, k, \mu, R^{*}\right) \quad \triangleright$ Theorem 13.1.1, $n=p^{d}$
Require that $\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}$ and $R^{*} \geq\|\widehat{x}\|_{\infty} / \mu$
$H \leftarrow O(\log k), \nu \leftarrow \mu R^{*} / 2, y \leftarrow \overrightarrow{0} \quad \triangleright y \in \mathbb{C}^{[p]^{d}}$ refers to the sparse vector recovered
so far
Let $\mathcal{T}=\left\{\mathcal{T}^{(1)}, \cdots, \mathcal{T}^{(H)}\right\}$ where each $\mathfrak{T}^{(h)}$ is a list of i.i.d. uniform samples in $[p]^{d}$
while true do
$\nu^{\prime} \leftarrow \frac{1}{2^{20} k} \nu$
Use $\left\{x_{t}\right\}_{t \in \mathcal{T}}$ to run the LinfinityReduce procedure (in Lemma 13.1.2) $H$ times
(use samples in $\mathcal{T}^{h}$ for each $h \in[H]$ ), and finally it finds $z$ so that $\|\widehat{x}-y-z\|_{\infty} \leq \nu^{\prime}$
if $\nu^{\prime} \leq \mu$ then return $y+z \quad \triangleright$ We found the solution
repeat
Pick $s \in \mathcal{B}_{\infty}\left(0,10^{-3} \nu\right)$ uniformly at random
until $\forall f \in \operatorname{supp}(y+z),\left|\Pi_{0.04 \nu}\left(\mathcal{B}_{\infty}\left(y_{f}+z_{f}+s, \nu^{\prime}\right)\right)\right|=1$
$y^{\prime} \leftarrow \overrightarrow{0}$
for $f \in \operatorname{supp}(y+z)$ do
$y_{f}^{\prime} \leftarrow \Pi_{0.04 \nu}\left(y_{f}+z_{f}+s\right) \quad \triangleright$ We want $\left\|\widehat{x}-y^{\prime}\right\|_{\infty} \leq \nu$ and the depend-
end for $\quad \triangleright$ ence between $y^{\prime}$ and $\mathcal{T}$ is under control
$y \leftarrow y^{\prime}, \nu \leftarrow \nu / 2$
end while
end procedure

```
\(a, b \in\left[-\frac{\nu}{2^{20} k}, \frac{\nu}{2^{20 k}}\right]\) round to the same grid point in \(\mathcal{G}_{0.04 \nu}\). Finally, for every \(f \in \operatorname{supp}(y+z)\), we assign \(\Pi_{0.04 \nu}\left(y_{f}+z_{f}+s\right)\) to \(y_{f}^{\prime}\); all remaining coordinates in \(y^{\prime}\) will be assigned to 0 . We present an informal version of our algorithm in Algorithm 13.2, and defer its formal version to the appendix.

Analysis. Now we analyze the above approach. First, we have the guarantee that \(\| \widehat{x}-\) \(y^{\prime} \|_{\infty} \leq \nu\). Moreover, note that by our choice of \(s\), for every \(f \in \operatorname{supp}(y+z), y_{f}+z_{f}+s\) and \(\widehat{x}_{f}+s\) round to the same grid point in \(\mathcal{G}_{0.04 \nu}\). Therefore, for the new vector \(y^{\prime}\) we
have recovered, we "hide" the randomness in \(\mathcal{T}\), and the randomness only leaks from failed attempts of the shifts. In the following, we show that each attempt of shift succeeds with probability \(\frac{1}{2}\).

We can restate the procedure of choosing \(s\) to be:
repeatedly sample \(s \sim \mathcal{B}_{\infty}\left(0,10^{-3} \nu\right)\), until for all \(f \in \operatorname{supp}(y+z),\left|\Pi_{0.04 \nu}\left(\mathcal{B}_{\infty}\left(y_{f}+z_{f}+s, \frac{\nu}{2^{20} k}\right)\right)\right|=1\).

Note that \(|\operatorname{supp}(y+z)|=O(k)\). Let us say that we can always guarantee that \(|\operatorname{supp}(y+z)| \leq\) 50k. By Lemma 13.1.3 where we let \(r_{b}=\frac{\nu}{2^{20} k}, r_{s}=10^{-3} \nu\) and \(r_{g}=0.04 \nu\), for \(f \in \operatorname{supp}(y+z)\),
\[
\operatorname{Pr}\left[\left|\Pi_{0.04 \nu}\left(\mathcal{B}_{\infty}\left(y_{f}+z_{f}+s, \frac{\nu}{2^{20} k}\right)\right)\right|=1\right] \geq\left(1-\frac{r_{b}}{r_{s}}\right)^{2} \geq 1-\frac{1}{100 k} .
\]

By a union bound over \(f \in \operatorname{supp}(y+z)\), the probability is at least \(\frac{1}{2}\) that for all \(f \in\) \(\operatorname{supp}(y+z),\left|\Pi_{0.04 \nu}\left(\mathcal{B}_{\infty}\left(y_{f}+z_{f}+s, \frac{\nu}{2^{20 k}}\right)\right)\right|=1\).

Therefore, with probability \(1-1 / \operatorname{poly}(n)\), we will only try \(O(\log n)\) shifts. We can apply a union bound over \(O(\log n)\) possible shifts, and prove that with probability \(1-1 / \operatorname{poly}(n)\) if taking \(y^{\prime}\) as our new \(y\), and shrinking \(\nu\) by half, the LinfinityReduce procedure will work as desired as if there is no dependence issue.

Sufficient event. Let \(S\) be top \(O(k)\) coordinates in \(\widehat{x}\). Let \(L=O\left(\log R^{*}\right)\) denote the number of iterations in Algorithm 13.2. For \(\ell \in[L]\), let \(\nu_{\ell}=2^{-\ell} \mu R^{*}\). For \(\ell \in[L-1]\), let \(s_{\ell}^{(a)}\) be the \(a\)-th uniform randomly sampled from \(\mathcal{B}_{\infty}\left(0,10^{-3} \nu_{\ell}\right)\) as appeared on Line 10 in Algorithm 13.2. For the sake of analysis, we assume that Algorithm 13.2 actually produces an infinite sequence of shifts \(s_{\ell}^{(1)}, s_{\ell}^{(2)}, \ldots\). We formulate the event that guarantees successful
execution of Algorithm 13.2. We define event \(\mathcal{E}_{2}\) to be all of the following events hold.
1. For all \(\ell \in[L-1]\), there exists \(a \in[10 \log n]\) so that for all \(f \in S\),
\[
\left|\Pi_{0.04 \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}+s_{\ell}^{(a)}, \frac{1}{100 k} \nu_{\ell}\right)\right)\right|=1 .
\]
2. For \(\ell=1\), if we run the LinfinityReduce procedure \(H\) times with \(y=\overrightarrow{0}\) and measurements in \(\mathcal{T}\), we get \(z\) such that \(\|\widehat{x}-z\|_{\infty} \leq 2^{1-H} \nu_{1}\) and \(\operatorname{supp}(z) \subseteq S\).
3. For all \(\ell \in\{2, \ldots, L\}\), for all \(a \in[10 \log n]\), if we run the LinfinityReduce procedure \(H\) times with \(y=\xi\) where
\[
\xi_{f}= \begin{cases}\Pi_{0.04 \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell-1}^{(a)}\right), & \text { if } f \in S ; \\ 0, & \text { if } f \in \bar{S}\end{cases}
\]
then we get \(z\) such that \(\|\widehat{x}-y-z\|_{\infty} \leq 2^{1-H} \nu_{\ell}\) and \(\operatorname{supp}(y+z) \subseteq S\).
We can prove that event \(\mathcal{E}_{2}\) happens with probability \(1-1 / \operatorname{poly}(n)\). Moreover, we can prove that conditioned on event \(\mathcal{E}_{2}\) Algorithm 13.2 gives correct output. We defer both proofs in the appendix.

\subsection*{13.2 Algorithm for \(d\)-dimensional Sparse Fourier Transform}

In this section, we will give a Fourier sparse recovery algorithm that takes \(O(k \log k \log n)\) measurements with " \(\ell_{\infty} / \ell_{2}\) " guarantee. We assume the knowledge of \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\). In fact, a constant factor approximation suffices, but we prefer to assume exact knowledge of it in order to simplify exposition. All of the arguments go through in the other case, with minor changes in constants. We also assume we know \(R^{*}\) so that \(R^{*} \geq\|\widehat{x}\|_{\infty} / \mu\). We assume that \(\log R^{*}=O(\log n)\). For larger \(\log R^{*}=O(\operatorname{poly}(n))\), our algorithm will still work, but the decoding time will be worse by a factor of \(\frac{\log R^{*}}{\log n}\). Note that our assumptions on \(\mu\) and \(R^{*}\) are standard. For example, [IK14] make the same assumption. We assume that we can measure the signal \(x\) in the time domain, and we want to recover the signal \(\widehat{x}\) in the frequency domain.

In our algorithm, we will use \(\mu\) as a threshold for noise, and we will perform \(\log R^{*}\) iterations, where in each iteration the upper bound of \(\ell_{\infty}\) norm of the residual signal (in the frequency domain) shrinks by half. In Section 13.2.1, we give some definitions that will be used in the algorithm. Then we present our new algorithm for \(d\)-dimension Fourier sparse recovery in Section 13.2.2. In Section 13.2.3, we prove the correctness of the proposed algorithm.

\subsection*{13.2.1 Notations}

For a subset of samples (or measurements) \(\left\{x_{t}\right\}_{t \in T}\) from the time domain, where \(T\) is a list of elements in \([p]^{d}\), we define \(\widehat{x}^{[T]}\) in Definition 13.2.1 as our estimation to \(\widehat{x}\).

Definition 13.2.1 (Fourier transform of a subset of samples). Let \(x \in \mathbb{C}^{[p]^{d}}\). For any \(T\)
which is a list of elements in \([p]^{d}\), for any \(f \in[p]^{d}\), we define
\[
\widehat{x}_{f}^{[T]}=\frac{\sqrt{n}}{|T|} \sum_{t \in T} \omega^{f^{\top} t} x_{t} .
\]

In order to reuse samples across different iterations where we drive down the upper bound of the residual signal by half, in each iteration after we obtain estimations to heavy hitters (or equivalently large coordinates), instead of subtracting the estimates directly, we need to "hide" the randomness leaked by the samples. We interpret each estimate (which is a complex number) as a point on a 2-dimension plane, and hide the randomness by rounding the estimate to the nearest grid point (where the side length of the grid is chosen to be a small constant fraction of the target \(\ell_{\infty}\) norm of the residual signal in the frequency domain), which we call "projection onto grid". In Definition 13.2.2, we formally define box and grid, and in Definition 13.2.3 we define projection to grid. We illustrate these two definitions in Figure 13.1.

Definition 13.2.2 (box and grid). For any \(c \in \mathbb{C}\) and \(r \geq 0\), we define box \(\mathcal{B}_{\infty}(c, r) \subseteq \mathbb{C}\) as
\[
\mathcal{B}_{\infty}(c, r)=\{c+x+y \mathbf{i}: x, y \in[-r, r]\} .
\]

Namely, if we consider complex numbers as points on 2D plane, box \(\mathcal{B}_{\infty}(c, r)\) refers to \(\ell_{\infty}\) ball with radius \(r\) centered at \(c\).

For any \(r>0\), we define grid \(\mathcal{G}_{r} \subseteq \mathbb{C}\) as
\[
\mathcal{G}_{r}=\{x r+y r \mathbf{i}: x, y \in \mathbb{Z}\} .
\]


Figure 13.1: Illustration of box \(\mathcal{B}_{\infty}(c, r)\) and grid \(\mathcal{G}_{r_{g}}\). Box \(\mathcal{B}_{\infty}(c, r)\) refers to all the points in the square centered at \(c\) with side length \(2 r\). Grid \(\mathcal{G}_{r_{g}}\) refers to all the solid round points, and the distance between origin \(O\) and \(A_{0}\) is \(r_{g}\). Note that the dashed lines are decision boundaries of the projection \(\Pi_{r_{g}}\), and all the points inside a minimum cell separated by the dashed lines are mapped (by \(\Pi_{r_{g}}\) ) to the same grid point in \(\mathcal{G}_{r_{g}}\) (which is the center of the cell). We have \(\Pi_{r_{g}}(c)=A_{1}\) and \(\Pi_{r_{g}}\left(\mathcal{B}_{\infty}(c, r)\right)=\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}\).

Definition 13.2.3 (projection onto grid). For any \(r>0\), we define \(\Pi_{r}\) to be a maping from \(\mathbb{C}\) to \(\mathcal{G}_{r}\), so that for any \(c \in \mathbb{C}\),
\[
\Pi_{r}(c)=\arg \min _{c^{\prime} \in \mathcal{S}_{r}}\left|c-c^{\prime}\right|,
\]
where we break the tie by choosing the one with minimum \(\left|c^{\prime}\right|\). As a natural generalization, For \(C \subseteq \mathbb{C}\), we define
\[
\Pi_{r}(C)=\left\{\Pi_{r}(c): c \in C\right\} .
\]

\subsection*{13.2.2 Algorithm}

We present our new sparse Fourier recovery algorithm in Algorithm 13.3. Its auxiliary function LinfinityReduce is in Algorithm 13.4. Important constants are summarized in Table 13.2.

In Algorithm 13.3, we define "bucket size" \(B=O(k)\) and number of repetitions \(R=O(\log n)\). For each \(r \in[R]\), we choose \(\mathcal{T}_{r}\) to be a list of \(B\) independent and uniformly random elements in \([p]^{d}\). We will measure \(x_{t}\) for all \(t \in \cup_{r \in[R]} \mathcal{T}_{r}\), and use LinfinityREDUCE in Algorithm 13.4 to locate and estimate all the "heavy hitters" of the residual signal so that if we substract them then the \(\ell_{\infty}\) norm of the new residual signal shrinks by half. The input to LinfinityReduce is a signal \(x \in \mathbb{C}^{[p]^{d}}\) in the time domain (but we can only get access to \(x_{t}\) where \(t \in \cup_{r \in[R]} \mathcal{T}_{r}\) ), a sparse vector \(y \in \mathbb{C}^{[p]^{d}}\) in the frequency domain that we have recovered so far, and \(\nu \geq \mu\) such that \(\|\widehat{x}-y\|_{\infty} \leq 2 \nu\) where we will refer \(\widehat{x}-y\) as the currect residual signal (in the frequency domain). It is guaranteed that \(\operatorname{LinfinityReduce}\left(x, n, y,\left\{\mathcal{T}_{r}\right\}_{r=1}^{R}, \nu\right)\) returns a \(O(k)\)-sparse \(z\) so that \(\|\widehat{x}-y-z\| \leq \nu\) with probability \(1-1 / \operatorname{poly}(n)\).

Algorithm 13.3 in total maintains \(H=O(\log k)\) independent copies of such errorreduce data structures, where in the \(h\)-th copy it measures \(\mathcal{T}^{(h)}=\left\{\mathcal{T}_{r}^{(h)}\right\}_{r \in[R]}\) for \(h \in[H]\). We denote \(\mathcal{T}=\left\{\mathcal{T}^{(h)}\right\}_{r \in[R]}\). If \(\log R^{*} \leq H\), then we can simply use different \(\mathcal{T}^{(h)}\) in different iterations. In that case \(L=1\) and \(H=\log R^{*}\) in Algorithm 13.3. We will get \(z^{(1)}\) on Line 20 such that \(\left\|\widehat{x}-y^{(0)}-z^{(1)}\right\|_{\infty} \leq \mu\) (we will prove in the analysis this holds with probability \(1-1 / \operatorname{poly}(n))\) where \(y^{(0)}=0\), and return \(z^{(1)}+y^{(0)}\) on Line 22 .

If \(\log R^{*}>H\), we have to reuse the samples. We proceed in \(L\) iterations (in the loop between Line 14 and Line 33 in Algorithm 13.3), where \(L=\log R^{*}-H+1\). For \(\ell \in[L]\),


Figure 13.2: Illustration of the behavior of Line 16 to Line 20 in Algorithm 13.3. For any \(f \in\) \([p]^{d}\), we draw box \(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}, 2^{1-h} \nu_{\ell}\right)\) after \(h\) iterations of the for loop between Line 17 and Line 19 in Algorithm 13.3, where \(h \in\{0,1, \ldots, H\}\). Conditioned on LinfinityReduce is correct, for every \(h \in\{0,1, \ldots, H\}\), after \(h\)-th iteration we have \(\widehat{x}_{f} \in \mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}, 2^{1-h} \nu_{\ell}\right)\). When \(h=0\), i.e. before the loop between Line 17 and Line 19 starts, we know that \(\widehat{x}_{f} \in \mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}, 2 \nu_{\ell}\right)\) as depicted by (a). After each iteration in \(h\), the radius of the box shrinks by half (and its center might change). Finally after \(H\) iterations, as depicted by (c), we obtain \(z^{(\ell-1)}\) such that \(\widehat{x}_{f} \in \mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)\).
as defined in Line \(15, \nu_{\ell}=2^{-\ell} \mu R^{*}\) refers to the target \(\ell_{\infty}\) of the residual signal in the \(\ell\)-th iteration (namely, for \(\ell \in[L-1]\) we want to obtain \(y^{(\ell)}\) so that \(\left.\left\|\widehat{x}-y^{(\ell)}\right\|_{\infty} \leq \nu_{\ell}\right)\). In the \(\ell\)-th iteration where \(\ell \in[L]\), by using the samples in \(\mathcal{T}=\left\{\mathcal{T}^{(h)}\right\}_{h \in H}\) (Line 16 to Line 20), the algorithm tries to get \(z^{(\ell)}\) so that \(\left\|\widehat{x}-y^{(\ell-1)}-z^{(\ell)}\right\|_{\infty} \leq 2^{1-H} \nu_{\ell}\). The intuition on the behavior of Line 16 to Line 20 is depicted in Figure 13.2.

If \(\ell=L\) the algorithm will return \(y^{(L-1)}+z^{(L)}\) as in Line 22 ; otherwise, the algorithm will try to compute \(y^{(\ell)}\) based on \(y^{(\ell-1)}+z^{(\ell)}\). In Line 25 to Line 28 , the algorithm repeatedly samples a uniform random shift \(s_{\ell} \in \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)\) (where \(\alpha \in(0,1)\) is a small constant chosen in Table 13.2) until the shift is good, where shift \(s_{\ell}\) is good if and only if for each \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\), all the points in \(\mathcal{B}_{\infty}\left(y^{(\ell-1)}+z^{(\ell)}+s_{\ell}, 2^{1-H} \nu_{\ell}\right)\) (i.e. the box obtained by


Figure 13.3: Illustration of the iteration between Line 25 and Line 28 in Algorithm 13.3. The round solid points represent grid points in \(\mathcal{G}_{\beta \nu}\), and the dashed lines represent decision boundaries of \(\Pi_{\beta \nu_{\ell}}\). In this example we have \(\left|\operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\right|=3\), and the dotted squares represent boxes \(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)\) for \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\). The algorithm repeatedly samples a random shift \(s \sim \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)\), until all the shifted boxes \(\left\{\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}, 2^{1-H} \nu_{\ell}\right)+\right.\) \(s\}_{f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)}\) do not intersect with the dashed lines (i.e. decision boundaries of \(\Pi_{\beta \nu_{\ell}}\) ). In the figure, we color a shifted box in green if it does not intersect with dashed lines, and color in red otherwise. After a series of failed attempts from (a) to (b), we finally have a successful attempt in (c).
applying shift \(s_{\ell}\) to the box \(\left.\mathcal{B}_{\infty}\left(y^{(\ell-1)}+z^{(\ell)}, 2^{1-H} \nu_{\ell}\right)\right)\) project to the same grid point in \(\mathcal{G}_{\beta \nu_{\ell}}\). We depict the process of obtaining the shift \(s_{\ell}\) in Figure 13.3. It is crucial to note that if the shift \(s_{\ell}\) is good and the vector \(z^{(\ell)}\) we get is desirable (namely \(\left\|\widehat{x}-y^{(\ell-1)}-z^{(\ell)}\right\|_{\infty} \leq 2^{1-H} \nu_{\ell}\) ), then for each \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right), \Pi_{\beta \nu_{\ell}}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}\right)=\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell}\right)\).

On Line 31, we assign \(\Pi_{\beta \nu_{\ell}}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}\right)\) to \(y_{f}^{(\ell)}\). Because \(\beta\) is a small constant, we still have the guarantee that \(\left\|\widehat{x}-y^{(\ell)}\right\|_{\infty} \leq \nu_{\ell}\). Moreover, by assigning \(\Pi_{\beta \nu_{\ell}}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}\right)=\) \(\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell}\right)\) to \(y_{f}^{(\ell)}\), we "hide" the randomness in \(\mathcal{T}=\left\{\mathcal{T}^{(h)}\right\}_{h \in[H]}\). Now the randomness in \(\mathfrak{T}\) only leaks from failed attempts of the shifts. For analysis purpose, we maintain a counter \(a_{\ell}\) for \(\ell \in[L-1]\) recording the number of attempts until we have sampled a good
one. By our choice of parameters, we can prove that with high probability \(a_{\ell} \leq 10 \log n\) for each \(\ell \in[L-1]\). Thus intuitively the leaked randomness is under control, and we can formally apply a union bound to prove that with good probability all possible invocations of LinfinityReduce by our FourierSparseRecovery produce desirable output.

\subsection*{13.2.3 Analysis}

In order to analyze the algorithm, let \(S \subseteq[n]\) be top \(C_{S} k\) coordinates of \(\widehat{x}\) where \(C_{S}=26\), and let \(\bar{S}=[n] \backslash S\). In order to analyze the performance of LinfinityREDUCE in Algorithm 13.4, we need the following definition.

Definition 13.2.4 (uniform sample). We say \(t\) is sampled from \([p]^{d}\) uniformly at random if for each \(i \in[d]\), we independently sample \(t_{i}\) from \([p]\) uniformly at random. We use \(t \sim[p]^{d}\) to denote it.

Fact 13.2.1. Let \(\omega=e^{2 \pi \mathbf{i} / p}\) where \(p\) is any positive integer. For a fixed \(f \in[p]^{d} \backslash\{\overrightarrow{0}\}\), \(\mathbb{E}_{t \sim[p]^{d}}\left[\omega^{f^{\top} t}\right]=0\).

Proof. Note that \(\mathbb{E}_{t \sim[p]^{d}}\left[\omega^{f^{\top} t}\right]=\prod_{i \in[d]} \mathbb{E}_{t_{i} \sim[p]}\left[\omega^{f_{i} t_{i}}\right]\) by the fact that \(t_{1}, \ldots, t_{d}\) are independent. Because \(f \neq \overrightarrow{0}\), there exists \(i \in[d]\) so that \(f_{i} \neq 0\). We have
\[
\begin{aligned}
\underset{t_{i} \sim[p]}{\mathbb{E}}\left[\omega^{f_{i} t_{i}}\right] & =\frac{1}{p} \sum_{j=0}^{p-1}\left(\omega^{f_{i}}\right)^{j} \\
& =\frac{1}{p} \cdot \frac{\left(\omega^{f_{i}}\right)^{0}\left(1-\left(\omega^{f_{i}}\right)^{p}\right)}{1-\omega^{f_{i}}} \\
& =0,
\end{aligned}
\]
where the second step follows from the sum of geometry series where \(\omega^{f_{i}} \neq 1\), adn the third step follow from \(\left(\omega^{f_{i}}\right)^{p}=e^{2 \pi \mathrm{i} f_{i}}=1\). Therefore, \(\mathbb{E}_{t \sim[p]^{d}}\left[\omega^{f^{\top} t}\right]=0\).
```

Algorithm 13.3 Fourier Sparse Recovery by Random Shift and Projection
procedure FourierSparseRecovery $\left(x, n, k, \mu, R^{*}\right) \quad \triangleright$ Theorem 13.2.9, $n=p^{d}$
Require that $\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}$ and $R^{*} \geq\|\widehat{x}\|_{\infty} / \mu \quad \triangleright R^{*}$ is a power of 2
$B \leftarrow C_{B} \cdot k \quad \triangleright C_{B}$ is a constant defined in Table 13.2
$R \leftarrow C_{R} \cdot \log n \quad \triangleright C_{R}$ is a constant defined in Table 13.2
$H \leftarrow \min \left\{\log k+C_{H}, \log R^{*}\right\} \quad \triangleright C_{H}$ is a constant defined in Table 13.2
for $h=1 \rightarrow H$ do
for $r=1 \rightarrow R$ do
$\mathcal{T}_{r}^{(h)} \leftarrow$ a list of $B$ i.i.d elements in $[p]^{d}$
end for
$\mathcal{T}^{(h)} \leftarrow\left\{\mathfrak{T}_{r}^{(h)}\right\}_{r=1}^{R}$
end for
$\triangleright$ We will measure $x_{t}$ for $t \in \cup_{h \in[H], r \in[R]} \mathfrak{T}_{r}^{(h)}$
$y^{(0)} \leftarrow \overrightarrow{0} \quad \triangleright y^{(0)} \in \mathbb{C}^{n}$
$L \leftarrow \log R^{*}-H+1$
for $\ell=1 \rightarrow L$ do
$\nu_{\ell} \leftarrow 2^{-\ell} \mu R^{*} \triangleright$ Target $\ell_{\infty}$ of the residual signal in iteration $t$
$z \leftarrow \overrightarrow{0} \quad \triangleright z$ is a temporary variable used to compute $z^{(\ell)}$
for $h=1 \rightarrow H$ do
$z \leftarrow z+\operatorname{LiNFINITYREDUCE}\left(x, n, y^{(\ell-1)}+z, \mathfrak{T}^{(h)}, 2^{1-h} \nu_{\ell}\right)$
end for
$z^{(\ell)} \leftarrow z \quad \triangleright$ We want $\left\|\widehat{x}-y^{(\ell-1)}-z^{(\ell)}\right\|_{\infty} \leq 2^{1-H} \nu_{\ell}$
if $\ell=L$ then
return $y^{(L-1)}+z^{(L)}$
end if
$a \leftarrow 0 \quad \triangleright$ A temporary counter maintained for analysis purpose only
repeat
Pick $s_{\ell} \in \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)$ uniformly at random $\quad \triangleright \alpha \in(0,1)$ is a small constant
$a \leftarrow a+1 \quad \triangleright \beta$ in the next line is a small constant where $\alpha<\beta<0.1$
until $\forall f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right),\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}, 2^{1-H} \nu_{\ell}\right)\right)\right|=1$
$a_{\ell} \leftarrow a$
for $f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)$ do
$y_{f}^{(\ell)} \leftarrow \Pi_{\beta \nu_{\ell}}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}\right) \quad \triangleright$ We want $\left\|\widehat{x}-y^{(\ell)}\right\|_{\infty} \leq \nu_{\ell}$
end for
end for
end procedure

```

We define measurement coefficient as follows:

Definition 13.2.5 (measurement coefficient). For any \(f \in[p]^{d}\) and any \(T\) which is a list of elements in \([p]^{d}\), we define
\[
c_{f}^{[T]}=\frac{1}{|T|} \sum_{t \in T} \omega^{f^{\top} t}
\]

By definition of \(c_{f}^{[T]}\) and \(d\)-dimension Fourier transform, we can decompose \(\widehat{x}_{f}^{[T]}\) as follows.

Lemma 13.2.2 (measurement decomposition). For any \(f \in[p]^{d}\) and any \(T\) which is a list of elements in \([p]^{d}\),
\[
\widehat{x}_{f}^{[T]}=\sum_{f^{\prime} \in[p]^{d}} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}} .
\]

Proof. We have
\[
\begin{aligned}
\widehat{x}_{f}^{[T]} & =\frac{\sqrt{n}}{|T|} \sum_{t \in T} \omega^{f^{\top} t} x_{t} \\
& =\frac{\sqrt{n}}{|T|} \sum_{t \in T} \omega^{f^{\top} t} \frac{1}{\sqrt{n}} \sum_{f^{\prime} \in[p]^{d}} \omega^{-f^{\prime \top} t} \widehat{x}_{f^{\prime}} \\
& =\frac{\sqrt{n}}{|T|} \sum_{t \in T} \frac{1}{\sqrt{n}} \sum_{f^{\prime} \in[p]^{d}} \omega^{\left(f-f^{\prime}\right)^{\top} t} \widehat{x}_{f^{\prime}} \\
& =\sum_{f^{\prime} \in[p]^{d}}\left(\frac{1}{|T|} \sum_{t \in T} \omega^{\left(f-f^{\prime}\right)^{\top} t}\right) \widehat{x}_{f^{\prime}} \\
& =\sum_{f^{\prime} \in[p]^{d}} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}},
\end{aligned}
\]
\begin{tabular}{|l|l|l|l|}
\hline Notation & Choice & Statement & Parameter \\
\hline\(C_{B}\) & \(10^{6}\) & Lemma 13.2.8 & \(B\) \\
\hline\(C_{R}\) & \(10^{3}\) & Lemma 13.2.7 & \(R\) \\
\hline\(C_{H}\) & 20 & Algorithm 13.3 & \(H\) \\
\hline\(\alpha\) & \(10^{-3}\) & Algorithm 13.3 Line 26 & shift range \\
\hline\(\beta\) & 0.04 & Algorithm 13.3 Line 28 & grid size \\
\hline\(C_{S}\) & 26 & Lemma 13.2.7, Lemma 13.2.8 & \(|S|\) \\
\hline
\end{tabular}

Table 13.2: Summary of important constants.
\begin{tabular}{|l|l|}
\hline Lemma & Meaning \\
\hline Lemma 13.2.2 & measurement decomposition \\
\hline Lemma 13.2.3 & properties of coefficient \\
\hline Lemma 13.2.4 & noise bound \\
\hline Lemma 13.2.5 & guarantee of LINFINITYREDUCE \\
\hline Lemma 13.2.6 & property of a randomly shifted box \\
\hline Lemma 13.2.7 & event E happens \\
\hline Lemma 13.2.8 & correctness of our algorithm \\
\hline
\end{tabular}

Table 13.3: Summary of Lemmas.
where the first step follow by the definition of \(\widehat{x}_{f}^{[T]}\) in Definition 13.2.1, second step follows by the definition of inverse \(d\)-dimensional Fourier transform (see Section 13.1.1), third and forth step follow by rearranging terms, last step follows by the definition of measurement coefficients \(c\) in Definition 13.2.5.

Let \(T\) be a list of i.i.d. samples from \([p]^{d}\), then the coeffcients \(c_{f}^{[T]}\) defined in Definition 13.2.5 have the following property.

Lemma 13.2.3 (properties of coeffcient \(c\) ). Let \(T\) be a list of \(B\) independent and uniform random elements in \([p]^{d}\). Then we have
1. \(c_{0}^{[T]}=1\).
2. For any \(f \in[p]^{d} \backslash\{0\}, \mathbb{E}_{T}\left[\left|c_{f}^{[T]}\right|^{2}\right]=\frac{1}{B}\).
3. For any \(f, f^{\prime} \in[p]^{d}, f \neq f^{\prime}, \mathbb{E}_{T}\left[c_{f}^{[T]} \cdot c_{f^{\prime}}^{[T]}\right]=0\).

Proof. Part 1. By definition of \(c_{0}^{[T]}\),
\[
c_{0}^{[T]}=\frac{1}{|T|} \sum_{t \in T} \omega^{0 \cdot t}=1
\]

Part 2. Let \(T=\left\{t_{1}, \ldots, t_{B}\right\}\), where \(t_{i}\) is independently and uniformly chosen from \([p]^{d}\). For any \(f \in[p]^{d} \backslash\{0\}\),
\[
\begin{aligned}
\underset{T}{\mathbb{E}}\left[\left|c_{f}^{[T]}\right|^{2}\right] & =\underset{T}{\mathbb{E}}\left[c_{f}^{[T]} \cdot \overline{c_{f}^{[T]}}\right] \\
& =\frac{1}{|T|^{2}} \underset{T}{\mathbb{E}}\left[\sum_{i, j \in[B]} \omega^{f^{\top}\left(t_{i}-t_{j}\right)}\right] \\
& =\frac{1}{|T|^{2}}\left(|T|+\underset{T}{\mathbb{E}}\left[\sum_{i, j \in[B], i \neq j} \omega^{f^{\top}\left(t_{i}-t_{j}\right)}\right]\right) \\
& =\frac{1}{|T|}+\frac{1}{|T|^{2}} \sum_{i, j \in[B], i \neq j} \underset{T}{\mathbb{E}}\left[\omega^{f^{\top}\left(t_{i}-t_{j}\right)}\right] \\
& =\frac{1}{|T|}-\frac{1}{|T|^{2}} \cdot 0 \\
& =\frac{1}{|T|}=\frac{1}{B},
\end{aligned}
\]
where the forth step follows by \(\mathbb{E}_{T}\left[\omega^{f^{\top}\left(t_{i}-t_{j}\right)}\right]=\mathbb{E}_{t \sim[p]}\left[\omega^{f^{\top} t}\right]=0\), in which \(\mathbb{E}_{T}\left[\omega^{f^{\top}\left(t_{i}-t_{j}\right)}\right]=\) \(\mathbb{E}_{t \sim[p]^{d}}\left[\omega^{f^{\top} t}\right]\) because \(i \neq j, t_{i}, t_{j}\) are independent and uniformly random distributed in \([p]^{d}\), \(t_{i}-t_{j} \sim[p]^{d} ; \mathbb{E}_{t \sim[p]^{d}}\left[\omega^{f^{\top} t}\right]=0\) follows by by Fact 13.2 .1 and \(f\) is not a zero vector.

Part 3. For any \(f, f^{\prime} \in[p]^{d}, f \neq f^{\prime}\),
\[
\begin{aligned}
\underset{T}{\mathbb{E}}\left[c_{f}^{[T]} \cdot \overline{c_{f^{\prime}}^{[T]}}\right] & =\frac{1}{|T|^{2}} \underset{T}{\mathbb{E}}\left[\sum_{i, j \in[B]} \omega^{f^{\top} t_{i}-f^{\prime} t^{\top}}\right] \\
& =\frac{1}{|T|^{2}}\left(\sum_{i, j \in[B], i \neq j} \underset{T}{\mathbb{E}}\left[\omega^{f^{\top} t_{i}-f^{\prime \top} t_{j}}\right]+\sum_{i \in[B]}^{\underset{T}{\mathbb{E}}}\left[\omega^{\left(f-f^{\prime}\right)^{\top} t_{i}}\right]\right) \\
& =\frac{1}{|T|^{2}}\left(\sum_{i, j \in[B], i \neq j} \underset{\left.t_{i} \sim \sim p\right]^{d}}{\mathbb{E}}\left[\omega^{f^{\top} t_{i}}\right] \underset{t_{j} \sim[p]^{d}}{\mathbb{E}}\left[\omega^{-f^{\prime \top} t_{j}}\right]+\sum_{i \in[B]} \underset{t_{i} \sim[p]^{d}}{\mathbb{E}}\left[\omega^{\left(f-f^{\prime}\right)^{\top} t_{i}}\right]\right) \\
& =0,
\end{aligned}
\]
where the second step follows from separating diagonal term and off-diagonal terms, the third step follows from \(t_{i}\) and \(t_{j}\) are independent, the last step follows from Fact 13.2.1 where \(f-f^{\prime} \neq \overrightarrow{0}\), and at least one of \(f\) and \(f^{\prime}\) is not \(\overrightarrow{0}\).

Let \(T\) be a list of independent and uniformly random elements from \([p]^{d}\). We are going to measure \(x_{t}\) for \(t \in T\), and take \(\widehat{x}_{f}^{[T]}\) (recall its definition in Definition 13.2.1) as estimate to \(\widehat{x}_{f}\). By Lemma 13.2.2, \(\widehat{x}_{f}^{[T]}=\sum_{f^{\prime} \in[p]^{d}} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\). The following lemma bounds the contribution of coordinates from \(V\) where \(V \subseteq[p]^{d} \backslash\{f\}\), namely \(\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right|\). When analyzing the quality of \(\widehat{x}_{f}^{[T]}\) as an approximation to \(\widehat{x}_{f}\), we consider coordinates in \(V\) as noise, and we usually set \(V=[p]^{d} \backslash\{f\}\).

Lemma 13.2.4 (noise bound). For any \(f \in[p]^{d}\), \(T\) which is a list of \(B\) i.i.d. samples from \([p]^{d}\) and \(V \subseteq[n]\) such that \(f \notin V\),
\[
\underset{T}{\operatorname{Pr}}\left[\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right| \geq \frac{10}{\sqrt{B}}\left\|\widehat{x}_{V}\right\|_{2}\right] \leq \frac{1}{100} .
\]

Proof. First, we can prove that \(\mathbb{E}_{T}\left[\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right|^{2}\right]=\frac{1}{B}\left\|\widehat{x}_{V}\right\|_{2}^{2}\), because
\[
\begin{aligned}
\underset{T}{\mathbb{E}}\left[\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right|^{2}\right] & =\underset{T}{\mathbb{E}}\left[\sum_{f_{1}, f_{2} \in V}\left(c_{f-f_{1}}^{[T]} \widehat{x}_{f_{1}}\right) \overline{\left(c_{f-f_{2}}^{[T]} \widehat{x}_{f_{2}}\right)}\right] \\
& =\sum_{f_{1}, f_{2} \in V} \underset{T}{\mathbb{E}}\left[c_{f-f_{1}}^{[T]} \overline{c_{f-f_{2}}^{[T]}}\right] \widehat{x}_{f_{1}} \overline{\widehat{x}_{f_{2}}} \\
& =\sum_{f^{\prime} \in V} \underset{T}{\mathbb{E}}\left[\left|c_{f-f^{\prime}}^{[T]}\right|^{2}\right]\left|\widehat{x}_{f^{\prime}}\right|^{2} \\
& =\frac{1}{B}\left\|\widehat{x}_{V}\right\|_{2}^{2},
\end{aligned}
\]
where the third step follows from Lemma 13.2.3 that for \(f-f_{1} \neq f-f_{2}, \mathbb{E}_{T}\left[c_{f-f_{1}}^{[T]} \overline{c_{f-f_{2}}^{[T]}}\right]=0\), and the last step follows from \(\mathbb{E}_{T}\left[\left|c_{f-f^{\prime}}^{[T]}\right|^{2}\right]=1 / B\) in Lemma 13.2.3.

Then the lemma follows from Chebyshev Inequality and the fact that
\[
\underset{T}{\mathbb{V}}\left[\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right|\right] \leq \underset{T}{\mathbb{E}}\left[\left|\sum_{f^{\prime} \in V} c_{f-f^{\prime}}^{[T]} \widehat{x}_{f^{\prime}}\right|^{2}\right]=\frac{1}{B}\left\|\widehat{x}_{V}\right\|_{2}^{2}
\]

In the next lemma, we show the guarantee of LinfinityReduce in Algorithm 13.4.
Lemma 13.2.5 (guarantee of LinfinityReduce in Algorithm 13.4). Let \(x \in \mathbb{C}^{[p]^{d}}\), and \(n=p^{d}\). Let \(R=C_{R} \log n\), and \(B=C_{B}\). Let \(C_{B} \geq 10^{6}\) and \(C_{R} \geq 10^{3}\). Let \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\), and \(\nu \geq \mu\). For \(r \in[R]\), let \(\mathcal{T}_{r}\) be a list of \(B\) i.i.d. elements in \([p]^{d}\). Let \(z \in \mathbb{C}^{n}\) denote the output of
\[
\operatorname{LinfinityREDUCE}\left(x, n, y,\left\{\mathcal{T}_{r}\right\}_{r=1}^{R}, \nu\right)
\]
```

Algorithm 13.4 Procedure for Reducing $\ell_{\infty}$-norm of the Residual Signal
procedure LinfinityREDUCE $\left(x, n, y,\left\{\mathcal{T}_{r}\right\}_{r=1}^{R}, \nu\right)$
$\triangleright$ Lemma 13.2.5
Require that $\|\widehat{x}-y\|_{\infty} \leq 2 \nu$
Let $w$ be inverse Fourier transform of $y \quad \triangleright$ We have $\widehat{w}=y$
for $r=1 \rightarrow R$ do
for $f=1 \rightarrow n$ do $\quad \triangleright$ Implemented by FFT which takes $O(n \log n)$ time
$u_{f, r} \leftarrow \frac{\sqrt{n}}{\left|\mathcal{T}_{r}\right|} \sum_{t \in \mathcal{J}_{r}} \omega^{f^{\top} t}\left(x_{t}-w_{t}\right) \quad \triangleright \omega=e^{2 \pi \mathbf{i} / p}, u_{f, r}=(\widehat{x-w})_{f}^{\left[\mathcal{T}_{r}\right]}$
end for
end for
for $f=1 \rightarrow n$ do
$\eta=\operatorname{median}_{r \in[R]}\left\{u_{f, r}\right\} \quad \triangleright$ Take the median coordinate-wise
if $|\eta| \leq \nu / 2$ then
$z_{f} \leftarrow \eta$
else
$z_{f} \leftarrow 0$
end if
end for
return $z \quad \triangleright$ Guarantee $\|\widehat{x}-y-z\|_{\infty} \leq \nu$
end procedure

```

Let \(S\) be top \(C_{S} k\) coordinates in \(\widehat{x}\), where \(C_{S}=26\). If \(\|\widehat{x}-y\|_{\infty} \leq 2 \nu, \operatorname{supp}(y) \subseteq S\) and \(y\) is independent from the randomness of \(\left\{\mathcal{T}_{r}\right\}_{r=1}^{R}\), then with probability \(1-1 / \operatorname{poly}(n)\) under the randomness of \(\left\{\mathcal{T}_{r}\right\}_{r=1}^{R},\|\widehat{x}-y-z\|_{\infty} \leq \nu\) and \(\operatorname{supp}(z) \subseteq S\). Moreover, the running time of LinfinityReduce is \(O\left(n \log ^{2} n\right)\).

Proof. Note that \(\forall f \in \bar{S}\),
\[
\left|\widehat{x}_{f}\right| \leq \sqrt{\frac{\left\|\widehat{x}_{-k}\right\|_{2}^{2}}{C_{S} k-k}}=\frac{1}{5} \mu
\]
where the last step follows from choice of \(C_{S}\).
Let \(w\) denote the inverse Fourier transform of \(y\). Note that on Line 6 in Algo-
rithm 13.4, for any \(f \in[p]^{d}\) and \(r \in[R]\),
\[
\begin{aligned}
u_{f, r} & =\frac{\sqrt{n}}{\left|\mathcal{T}_{r}\right|} \sum_{t \in \mathcal{I}_{r}} \omega^{f^{\top} t}\left(x_{t}-w_{t}\right) \\
& =(\widehat{x-w})_{f}^{\left[\mathcal{T}_{r}\right]} \\
& =\sum_{f^{\prime} \in[n]} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right),
\end{aligned}
\]
where the second step follows by the notation in Definition 13.2.1, and the third step follows by Lemma 13.2.2. Therefore,
\[
\begin{equation*}
\widehat{x}_{f}-y_{f}=u_{f, r}-\sum_{f^{\prime} \in[p p]^{d} \backslash\{f\}} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right), \tag{13.1}
\end{equation*}
\]

By Lemma 13.2.4,
\[
\begin{equation*}
\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[\left|\sum_{f^{\prime} \in[p]^{d} \backslash\{f\}} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right)\right| \geq \frac{10}{\sqrt{B}}\left\|(\widehat{x}-y)_{[p]^{d} \backslash\{f\}}\right\|_{2}\right] \leq \frac{1}{100} . \tag{13.2}
\end{equation*}
\]

We have
\[
\begin{align*}
\frac{10}{\sqrt{B}}\left\|(\widehat{x}-y)_{[p]]^{d} \backslash\{f\}}\right\|_{2} & \leq \frac{10}{\sqrt{B}}\left(\left\|(\widehat{x}-y)_{S \backslash\{f\}}\right\|_{2}+\left\|(\widehat{x}-y)_{\bar{S} \backslash\{f\}}\right\|_{2}\right) \\
& \leq \frac{10}{\sqrt{B}}\left(\|\widehat{x}-y\|_{\infty} \cdot \sqrt{|S|}+\left\|\widehat{x}_{\bar{S} \backslash\{f\}}\right\|_{2}\right) \\
& \leq \frac{10}{\sqrt{B}}(2 \nu \cdot \sqrt{26 k}+\sqrt{k} \mu) \\
& \leq \frac{1}{100 \sqrt{k}}(2 \nu \cdot \sqrt{26 k}+\sqrt{k} \mu) \\
& <0.12 \nu \tag{13.3}
\end{align*}
\]
where the first step following by triangle inequality, the second step follows by the assumption that \(\operatorname{supp}(y) \subseteq S\), the forth step follows by \(C_{B} \geq 10^{6}\), the last step follows by \(\mu \leq \nu\).

Therefore,
\[
\begin{aligned}
\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[\left|u_{f, r}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq 0.12 \nu\right] & =\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[\left|\sum_{f^{\prime} \in[p]^{\prime} d\{\{f\}} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right)\right| \leq 0.12 \nu\right] \\
& =1-\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[\left|\sum_{f^{\prime} \in[p]^{d} \backslash\{f\}} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right)\right|>0.12 \nu\right] \\
& \geq 1-\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[\left|\sum_{f^{\prime} \in[p]^{\prime} \backslash\{f\}} c_{f-f^{\prime}}^{\left[\mathcal{T}_{r}\right]}\left(\widehat{x}_{f^{\prime}}-y_{f^{\prime}}\right)\right| \geq \frac{10}{\sqrt{B}}\left\|(\widehat{x}-y)_{[p]^{d} \backslash\{f\}}\right\|_{2}\right] \\
& \geq 1-\frac{1}{100},
\end{aligned}
\]
where the first step follows by (13.1), the third step follows by (13.3), and the last step follows by (13.2).

Thus we have
\[
\underset{\mathcal{T}_{r}}{\operatorname{Pr}}\left[u_{f, r} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}-y_{f}, 0.12 \nu\right)\right] \geq \underset{\mathcal{J}_{r}}{\operatorname{Pr} r}\left[\left|u_{f, r}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq 0.12 \nu\right] \geq 1-\frac{1}{100}
\]

Let \(\eta_{f}=\operatorname{median}_{r \in[R]} u_{f, r}\) as on Line 10 in Algorithm 13.4. By Chernoff bound, with probability \(1-1 / \operatorname{poly}(n)\), more than \(\frac{1}{2} R\) elements in \(\left\{u_{f, r}\right\}_{r=1}^{R}\) are contained in box \(\mathcal{B}_{\infty}\left(\widehat{x}_{f}-y_{f}, 0.12 \nu\right)\), so that \(\eta_{f} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}-y_{f}, 0.12 \nu\right)\).

Therefore, we have
\[
\operatorname{Pr}\left[\left|\eta_{f}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq 0.17 \nu\right] \geq \operatorname{Pr}\left[\left|\eta_{f}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq \sqrt{2} \cdot 0.12 \nu\right] \geq 1-1 / \operatorname{poly}(n)
\]

Let \(E\) be the event that for all \(f \in[p]^{d},\left|\eta_{f}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq 0.17 \nu\). By a union bound over \(f \in[p]^{d}\), event \(E\) happens with probability \(1-1 / \operatorname{poly}(n)\). In the rest of the proof, we condition on event \(E\).
(Case 1) For \(f \in \bar{S}\), note that
\[
\left|\eta_{f}\right| \leq 0.17 \nu+\left|\widehat{x}_{f}-y_{f}\right|=0.17 \nu+\left|\widehat{x}_{f}\right| \leq 0.17 \nu+0.2 \nu=0.37 \nu
\]

According to the if statement between Line 11 and Line 15 in Algorithm 13.4, \(z_{f}\) will be assigned to 0 . Thus \(\operatorname{supp}(z) \subseteq S\). In addition, \(\left|\widehat{x}_{f}-y_{f}-z_{f}\right|=\left|\widehat{x}_{f}\right| \leq \mu \leq \nu\).
(Case 2) For \(f \in S\), we have two cases. We prove that \(\left|\left(\widehat{x}_{f}-y_{f}\right)-z_{f}\right| \leq \nu\) for both cases.
(Case 2.1) \(\left|\eta_{f}\right| \leq 0.5 \nu . z_{f}\) is assigned as 0 . Because
\[
\left|\eta_{f}-\left(\widehat{x}_{f}-y_{f}\right)\right| \leq 0.17 \nu, \quad\left|\widehat{x}_{f}-y_{f}\right| \leq\left|\eta_{f}\right|+0.17 \nu \leq 0.67 \nu
\]

Therefore,
\[
\left|\left(\widehat{x}_{f}-y_{f}\right)-z_{f}\right| \leq 0.67 \nu \leq \nu
\]
(Case 2.2) \(\left|\eta_{f}\right|>0.5 \nu . z_{f}\) is assigned as \(\eta_{f}\). We have
\[
\left|\left(\widehat{x}_{f}-y_{f}\right)-z_{f}\right|=\left|\left(\widehat{x}_{f}-y_{f}\right)-\eta_{f}\right| \leq 0.17 \nu \leq \nu
\]

We thus have obtained that with probability \(1-1 / \operatorname{poly}(n),\|(\widehat{x}-y)-z\|_{\infty} \leq \nu\) and \(\operatorname{supp}(z) \subseteq S\).

The running time of LinfinityReduce is dominated by the loop between Line 4 and Line 8 , which takes \(O(R \cdot n \log n)=O\left(n \log ^{2} n\right)\) by FFT.

For a given box \(\mathcal{B}_{\infty}(c, r)\) and grid \(\mathcal{G}_{r_{g}}\), we say a shift \(s \in \mathbb{C}\) is good if after applying the shift, all the points in the shifted box \(\mathcal{B}_{\infty}(c, r)+s\) are mapped to the same point by


Figure 13.4: Illustration of good and bad shifts in Definition 13.2.6. In (a), the small square represents box \(\mathcal{B}_{\infty}\left(c, r_{b}\right)\), and the dashed lines represent the decision boundary of \(\Pi_{r_{g}}\). The arrows in (b) and (c) represent two different shifts, where the shift in (b) is an example of good shift, since the shifted box does not intersect with the decision boundaries of \(\Pi_{r_{g}}\), while the shift in (c) is an example of bad shift, since the shifted box intersects with the decision boundaries of \(\Pi_{r_{g}}\).
\(\Pi_{r_{g}}\) (recall that \(\Pi_{r_{g}}\) projects any point to the nearst grid point in \(\mathcal{G}_{r_{g}}\) ). We formulate the notation of a good shift in the following definition, and illustrate in Figure 13.4.

Definition 13.2 .6 (good shift). For any \(r_{g}, r_{b}\), and any \(c \in \mathbb{C}\), we say shift \(s \in \mathbb{C}\) is a good shift if
\[
\left|\Pi_{r_{g}}\left(\mathcal{B}_{\infty}\left(c, r_{b}\right)+s\right)\right|=1
\]

The following lemma intuitively states that if we take a box of radius \(r_{b}\) (or equivalently, side length \(2 r_{b}\) ) and shift it randomly by an offset in \(\mathcal{B}_{\infty}\left(0, r_{s}\right)\) (or equivalently, \(\left.\left[-r_{s}, r_{s}\right] \times\left[-r_{s}, r_{s}\right]\right)\) where \(r_{s} \geq r_{b}\), and next we round everyone inside that shifted box to the closest point in \(G_{r_{g}}\) where \(r_{g} \geq 2 r_{s}\), then with probability at least \(\left(1-r_{b} / r_{s}\right)^{2}\) everyone will be rounded to the same point. In other words, let \(s \sim \mathcal{B}_{\infty}\left(0, r_{s}\right)\), for box \(\mathcal{B}_{\infty}\left(c, r_{b}\right)\) and


Figure 13.5: Illustration of Lemma 13.2.6. In (a) the smallest square represents box \(\mathcal{B}_{\infty}\left(c, r_{b}\right)\), the medium-sized square represents \(\mathcal{B}_{\infty}\left(c, r_{s}\right)\), and the dashed lines represent decision boundaries of \(\Pi_{r_{g}}\). Note that for \(s \sim \mathcal{B}_{\infty}\left(0, r_{s}\right)\), the center of the shifted box \(s+\mathcal{B}_{\infty}\left(c, r_{b}\right)\) is \(s+c \sim \mathcal{B}_{\infty}\left(c, r_{s}\right)\). Shift \(s\) is good (recall in Definition 13.2.6) for box \(\mathcal{B}_{\infty}\left(c, r_{b}\right)\) and grid \(\mathcal{G}_{r_{g}}\) if and only if the distance between \(s+c\) and decision boundaries of \(\Pi_{r_{g}}\) is greater than \(r_{b}\). In (b), we draw in red the set of points which are within distance at most \(r_{b}\) to the decision boundaries of \(\Pi_{r_{g}}\). Then in (b) the red part inside \(\mathcal{B}_{\infty}\left(c, r_{s}\right)\) corresponds to bad shifts (plus \(c\) ), and the green part corresponds to good shifts (plus \(c\) ). Intuitively, the fraction of the green part is at least \(\left(1-r_{b} / r_{s}\right)^{2}\) because the vertical red strips can cover a width of at most \(2 r_{b}\) on the \(x\)-axis of \(\mathcal{B}_{\infty}\left(c, r_{s}\right)\) (whose side length is \(2 r_{s}\) ), and the horizontal red strips can cover a width of at most \(2 r_{b}\) on the \(y\)-axis.
grid \(\mathcal{G}_{r_{g}}, s\) is a good shift with probability at least \(\left(1-r_{b} / r_{s}\right)^{2}\). We illustrate the lemma in Figure 13.5.

Lemma 13.2.6 (property of a randomly shifted box). For any \(r_{g}, r_{s}\), \(r_{b}\) so that \(r_{g} / 2 \geq r_{s} \geq\) \(r_{b}>0\) and any \(c \in \mathbb{C}\), let \(s \in \mathbb{C}\) be uniform randomly chosen in \(\mathcal{B}_{\infty}\left(0, r_{s}\right)\), then
\[
\operatorname{Pr}_{s \sim \mathcal{B}_{\infty}\left(0, r_{s}\right)}\left[\left|\Pi_{r_{g}}\left(\mathcal{B}_{\infty}\left(c, r_{b}\right)+s\right)\right|=1\right] \geq\left(1-\frac{r_{b}}{r_{s}}\right)^{2}
\]
where we refer \(r_{g}, r_{s}, r_{b}\) as the radius of grid, shift and box respectively, and we use notation \(C+s\) to refer to \(\{c+s: c \in C\}\).

Proof. We consider complex numbers as points in 2D plane, where the real part is the coordinate on \(x\)-axis, and the imaginary part is the coordinate on \(y\)-axis. Note that the "decision boundary" of projection \(\Pi_{r_{g}}\) from \(\mathbb{C}\) onto grid \(\mathcal{G}_{r_{g}}\) consists of verticle lines of form \(x=\) \(\left(m+\frac{1}{2}\right) r_{g}\) and horizontal lines of form \(y=\left(m+\frac{1}{2}\right) r_{g}\), where \(m \in \mathbb{Z}\). \(\left|\Pi_{r_{g}}\left(\mathcal{B}_{\infty}\left(c, r_{b}\right)+s\right)\right|=1\) if and only if the shifted box \(\mathcal{B}_{\infty}\left(c, r_{b}\right)+s\) does not intersect with the "decision boundary".

Let \(s=s_{x}+s_{y} \mathbf{i}\) and \(c=c_{x}+c_{y} \mathbf{i}\). Then the shifted box does not intersect with the "decision boundary" if and only if both the interval
\[
\left[c_{x}-r_{b}+s_{x}, c_{x}+r_{b}+s_{x}\right] \text { and }\left[c_{y}-r_{b}+s_{y}, c_{y}+r_{b}+s_{y}\right]
\]
do not intersect with \(\left\{\left(m+\frac{1}{2}\right) r_{g}: m \in \mathbb{Z}\right\}\). The probability of each one is at least \(1-\frac{r_{b}}{r_{s}}\), and two events are independent. Therefore, we get the claimed result.

In the following, we define event \(\mathcal{E}\), which is a sufficient condition for the correctness of Algorithm 13.3. Event \(\mathcal{E}\) consists of three parts. Part 1 of \(\mathcal{E}\) is used to prove that \(a_{\ell} \leq 10 \log n\) for \(\ell \in[L-1]\) on Line 29 in Algorithm 13.3. Part 2 and Part 3 of \(\mathcal{E}\) are used to prove that Line 15 to Line 20 in Algorithm 13.3 give a desirable \(z^{(\ell)}\) for \(\ell \in[L]\).

Definition 13.2.7 (sufficient condition for the correctness of Algorithm 13.3). For input signal \(x \in \mathbb{C}^{n}\), let \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\) and \(R^{*}\) is an upper bound of \(\|\widehat{x}\|_{\infty} / \mu\). Let \(S\) be top \(C_{S} k\) coordinates in \(\widehat{x}\). Let \(H=\min \left\{\log k+C_{H}, \log R^{*}\right\}\), and \(L=\log R^{*}-H+1\). For \(\ell \in[L]\), let \(\nu_{\ell}=2^{-\ell} \mu R^{*}\). For \(\ell \in[L-1]\), let \(s_{\ell}^{(a)}\) be the \(a\)-th uniform randomly sampled from \(\mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)\) as appeared on Line 26 in Algorithm 13.3 (i.e. \(s_{\ell}^{(1)}, \ldots, s_{\ell}^{\left(a_{\ell}\right)}\) are sampled, and \(s_{\ell}^{\left(a_{\ell}\right)}\) is the first that satisfies the condition on Line 28). For the sake of analysis, we assume that Algorithm 13.3 actually produces an infinite sequence of shifts \(s_{\ell}^{(1)}, s_{\ell}^{(2)}, \ldots\), and
chooses the smallest \(a_{\ell}\) so that \(s_{\ell}^{\left(a_{\ell}\right)}\) satisfies \(\forall f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right), \mid \Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+\right.\right.\) \(\left.\left.s_{\ell}^{\left(a_{\ell}\right)}, 2^{1-H} \nu_{\ell}\right)\right) \mid=1\) on Line 28 .

For \(\ell \in[L-1]\), we define random variable \(a_{\ell}^{\prime}\) to be the smallest \(a^{\prime}\) such that for all \(f \in S\),
\[
\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}+s_{\ell}^{\left(a^{\prime}\right)}, 2^{3-H} \nu_{\ell}\right)\right)\right|=1 .
\]

We define event \(\mathcal{E}\) to be all of the following events hold.
1. For all \(\ell \in[L-1], a_{\ell}^{\prime} \leq 10 \log n\).
2. For \(\ell=1\), if we execute Line 15 to Line 20 in Algorithm 13.3 with \(y^{(0)}=0\), we get \(z^{(1)}\) such that \(\left\|\widehat{x}-z^{(1)}\right\|_{\infty} \leq 2^{1-H} \nu_{1}\) and \(\operatorname{supp}\left(z^{(1)}\right) \subseteq S\).
3. For all \(\ell \in\{2, \ldots, L\}\), for all \(a \in[10 \log n]\), if we execute Line 15 to Line 20 in Algorithm 13.3 with \(y^{(\ell-1)}=\xi\) where
\[
\xi_{f}= \begin{cases}\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell-1}^{(a)}\right), & \text { if } f \in S ; \\ 0, & \text { if } f \in \bar{S}\end{cases}
\]
then we get \(z^{(\ell)}\) such that \(\left\|\widehat{x}-y^{(\ell-1)}-z^{(\ell)}\right\|_{\infty} \leq 2^{1-H} \nu_{\ell}\) and \(\operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right) \subseteq S\).

In the following, we will prove that for fixed \(x\), under the randomness of \(\left\{s_{\ell}^{(a)}\right\}_{\ell \in[L-1], a \in\{1, \ldots\}}\) and \(\mathcal{T}=\left\{\mathcal{T}^{(h)}\right\}_{h \in[H]}\), event \(\mathcal{E}\) (defined in Definition 13.2.7) happens with probability at least \(1-1 / \operatorname{poly}(n)\). Moreover, we will prove that event \(\mathcal{E}\) is a sufficient condition for the correctness of Algorithm 13.3. Namely, conditioned on event \(\mathcal{E}\), Algorithm 13.3 gives a desirable output.

Lemma 13.2.7 (event \(\mathcal{E}\) happens with high probability). Let \(\mathcal{E}\) in Definition 13.2.7. For any fixed \(x \in \mathbb{C}^{n}\), under the randomness of shifts \(\left\{s_{\ell}^{(a)}\right\}_{\ell \in[L-1], a \in\{1, \ldots\}}\) and \(\mathcal{T}=\left\{\mathcal{T}^{(h)}\right\}_{h \in[H]}\),
\[
\operatorname{Pr}[\varepsilon] \geq 1-1 / \operatorname{poly}(n)
\]

Proof. We bound the failure probability of each parts in event \(\mathcal{E}\) respectively as follows, and \(\operatorname{Pr}[\mathcal{E}] \geq 1-1 / \operatorname{poly}(n)\) follows by a union bound.

Part 1. If \(H=\log R^{*}\), then \(L=1\) and it is trivially true that "for all \(\ell \in[L-1], a_{\ell}^{\prime} \leq\) \(10 \log n "\). Otherwise, we have \(H=\log k+C_{H}\). By Lemma 13.2.6, for any \(\ell \in[L-1]\), for any \(f \in S\),
\[
\operatorname{Pr}_{s \sim \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)}\left[\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{3-H} \nu_{\ell}\right)+s\right)\right|=1\right] \geq\left(1-\frac{2^{3-H} \nu_{\ell}}{\alpha \nu_{\ell}}\right)^{2}=\left(1-\frac{2^{3-H}}{\alpha}\right)^{2},
\]
where \(\left(1-2^{3-H} / \alpha\right)^{2} \geq 1-2^{4-C_{H}-\log k} / \alpha \geq 1-\frac{1}{100 k}\) by our choice of \(\alpha\) and \(C_{H}\) in Table 13.2.
For each \(\ell \in[L-1]\), by a union bound over all \(f\) in \(S\), the probability is at least \(1-\frac{C_{S} k}{100 k}=1-\frac{26 k}{100 k} \geq \frac{1}{2}\) that for all \(f \in S,\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}+s, 2^{3-H} \nu_{\ell}\right)\right)\right|=1\) where \(s \sim\) \(\mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)\). Formally, we get
\[
\operatorname{Pr}_{s \sim \mathcal{B}}^{\operatorname{Pr}\left(0, \alpha \nu_{\ell}\right)}\left[\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{3-H} \nu_{\ell}\right)+s\right)\right|=1, \forall f \in S\right] \geq 1 / 2
\]

Therefore, by definition of \(a_{\ell}^{\prime}\) in Definition 13.2.7,
\[
\operatorname{Pr}\left[a_{\ell}^{\prime} \leq 10 \log n\right] \geq 1-(1 / 2)^{10 \log n}=1-1 / n^{10}
\]

By a union bound over all \(\ell \in[L-1]\), the probability is at least \(1-L / n^{10}=1-1 / \operatorname{poly}(n)\) that for all \(\ell \in[L-1], a_{\ell}^{\prime} \leq 10 \log n\).

Part 2. By Lemma 13.2.5 and a union bound over all \(h \in[H]\), the failure probability is at most \(H / \operatorname{poly}(n)=1 / \operatorname{poly}(n)\), where \(H=O(\log k)\) and so \(H / \operatorname{poly}(n)\) is still \(1 / \operatorname{poly}(n)\).

Part 3. For each \(\ell \in\{2, \ldots, L\}\) and \(a \in[10 \log n]\), similar to the above argument, each has failure probability at most \(1 / \operatorname{poly}(n)\). By a union bound, the failure probability is
at most
\[
(L-1) \cdot(10 \log n) / \operatorname{poly}(n)=1 / \operatorname{poly}(n) .
\]

In the following lemma, we show that if event \(\mathcal{E}\) (defined in Definition 13.2.7) happens, then Algorithm 13.3 gives a desirable output.

Lemma 13.2.8 (correctness of Algorithm 13.3 conditioned on \(\mathcal{E}\) ). Let \(n=p^{d}\), and let \(k \in[n]\). Let \(x \in \mathbb{C}^{n}\) be input signal. Let \(\mu=\frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2}\). Let \(R^{*} \geq\|\widehat{x}\|_{\infty} / \mu\) and \(R^{*}\) is a power of 2. Let \(H=\min \left\{\log k+C_{H}, \log R^{*}\right\}\). Let \(L=\log R^{*}-H+1\). For \(\ell \in\) \([L-1]\), let \(y^{(\ell)}\) be the vector obtained on Line 31 of Algorithm 13.3. For \(\ell \in[L]\), let \(z^{(\ell)}\) be the vector obtained on Line 20. Note that \(y^{(0)}=0\), and \(y^{(L-1)}+z^{(L)}\) is the output of FourierSparseRecovery \(\left(x, n, k, R^{*}, \mu\right)\) in Algorithm 13.3. Conditioned on the event \(\mathcal{E}\) (defined in Definition 13.2.7) happens, we have
\[
\left\|\widehat{x}-y^{(L-1)}-z^{(L)}\right\|_{\infty} \leq \frac{1}{\sqrt{k}}\left\|\widehat{x}_{-k}\right\|_{2} .
\]

Proof. We first discuss the case that \(H=\log R^{*}\). In that case, \(L=1\). Conditioned on the event \(\mathcal{E}\) (Part 2 of \(\mathcal{E}\) ), \(z^{(1)}\) obtained through Line 15 to Line 20 in Algorithm 13.3 satisfies \(\left\|\widehat{x}-z^{(1)}\right\|_{\infty} \leq 2^{1-H} \nu_{1}=2^{1-H}\left(2^{-1} \mu R^{*}\right)=\mu\).

In the rest of the proof, we discuss the case that \(H>\log R^{*}\). For \(\ell \in[L]\), let \(\nu_{\ell}=2^{-\ell} \mu R^{*}\). For \(\ell \in[L-1]\), let \(s_{\ell}^{\left(a_{\ell}\right)} \in \mathcal{B}_{\infty}\left(0, \alpha \nu_{\ell}\right)\) denote the first \(s_{\ell}^{(a)}\) on Line 26 in Algorithm 13.3 such that for all \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\),
\[
\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{(a)}, 2^{1-H} \nu_{\ell}\right)\right)\right|=1
\]

For \(\ell \in[L-1]\), we define \(\xi^{(\ell)} \in \mathbb{C}^{[p]^{d}}\) as follows
\[
\xi_{f}^{(\ell)}= \begin{cases}\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}\right)}\right), & \text { if } f \in S ; \\ 0, & \text { if } f \in \bar{S} .\end{cases}
\]

We also define \(\xi^{(0)}=0, s_{0}^{(a)}=0\) for \(a \in\{1, \ldots\}\) and \(a_{0}=1\).
(Goal: Inductive Hypothesis) We are going to prove that conditioned on event \(\mathcal{E}\) (defined in Definition 13.2.7), for all \(\ell \in\{0, \ldots, L-1\}\),
\[
y^{(\ell)}=\xi^{(\ell)} \quad \text { and } \quad a_{\ell} \leq 10 \log n
\]
(Base case) Note that \(y^{(0)}=\xi^{(0)}=0\) and \(a_{0}=1 \leq 10 \log n\).
(Inductive step) We will prove that conditioned on event \(\mathcal{E}\), if \(y^{(\ell-1)}=\xi^{(\ell-1)}\) and \(a_{\ell-1} \leq 10 \log n\) for \(\ell \in[L-1]\), then \(y^{(\ell)}=\xi^{(\ell)}\) and \(a_{\ell} \leq 10 \log n\).
(Proving \(\left.a_{\ell} \leq 10 \log n\right)\) Conditioned on event \(\mathcal{E}\) (if \(L=1\) then from Part 2 of \(\mathcal{E}\), otherwise from Part 3 of \(\mathcal{E}\) and by the fact that \(\left.a_{\ell-1} \leq 10 \log n\right), z^{(\ell)}\) obtained through Line 15 to Line 20 in Algorithm 13.3 satisfies \(\left\|\widehat{x}-\xi^{(\ell-1)}-z^{(\ell)}\right\|_{\infty} \leq 2^{1-H} \nu_{\ell}\) and \(\operatorname{supp}\left(z^{(\ell)}\right) \subseteq S\). Namely, for all \(f \in[p]^{d}, \xi_{f}^{(\ell-1)}+z_{f}^{(\ell)} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{1-H} \nu_{\ell}\right)\). Recall the definition of \(a_{\ell}^{\prime}\) in Definition 13.2.7. We can prove that \(a_{\ell} \leq a_{\ell}^{\prime}\) because if for all \(f \in S\),
\[
\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}^{\prime}\right)}, 2^{3-H} \nu_{\ell}\right)\right)\right|=1
\]
then for all \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\),
\[
\left|\Pi_{\beta \nu_{\ell}}\left(\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}^{\prime}\right)}, 2^{1-H} \nu_{\ell}\right)\right)\right|=1
\]
where
\[
\mathcal{B}_{\infty}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}^{\prime}\right)}, 2^{1-H} \nu_{\ell}\right) \subseteq \mathcal{B}_{\infty}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}^{\prime}\right)}, 2^{3-H} \nu_{\ell}\right)
\]
which follows by \(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{1-H} \nu_{\ell}\right)\). Therefore, conditioned on \(\mathcal{E}\) (Part 1 of \(\mathcal{E}\) ), \(a_{\ell} \leq a_{\ell}^{\prime} \leq 10 \log n\).
(Proving \(y_{f}^{(\ell)}=\xi_{f}^{(\ell)}\) ) For \(f \in[p]^{d}\), we will prove that \(y_{f}^{(\ell)}=\xi_{f}^{(\ell)}\) in two cases.
(Case 1) If \(f \in \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right) \subseteq S\). We have
\[
\begin{aligned}
y_{f}^{(\ell)} & =\Pi_{\beta \nu_{\ell}}\left(y_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}\right)}\right) \\
& =\Pi_{\beta \nu_{\ell}}\left(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}\right)}\right) .
\end{aligned}
\]

Because \(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{1-H} \nu_{\ell}\right)\), we have \(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}\right)} \in \mathcal{B}_{\infty}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}\right)}, 2^{1-H} \nu_{\ell}\right)\). By the choice of \(s_{\ell}^{\left(a_{\ell}\right)}, \Pi_{\beta \nu_{\ell}}\left(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)}+s_{\ell}^{\left(a_{\ell}\right)}\right)=\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}\right)}\right)\). Thus \(y_{f}^{(\ell)}=\xi_{f}^{(\ell)}\).
(Case 2) If \(f \notin \operatorname{supp}\left(y^{(\ell-1)}+z^{(\ell)}\right)\). We have \(y_{f}^{(\ell)}=0\). Because \(\xi_{f}^{(\ell-1)}+z_{f}^{(\ell)} \in\) \(\mathcal{B}_{\infty}\left(\widehat{x}_{f}, 2^{1-H} \nu_{\ell}\right)\), we have \(\left|\widehat{x}_{f}\right|<2^{2-H} \nu_{\ell}<0.1 \beta \nu_{\ell}\) by our choice of \(H\). We can easily prove that \(\xi_{f}^{(\ell)}=0=y_{f}^{(\ell)}\) in the following two cases:
(Case 2.1) If \(f \in S\), we have \(\xi_{f}^{(\ell)}=\Pi_{\beta \nu_{\ell}}\left(\widehat{x}_{f}+s_{\ell}^{\left(a_{\ell}\right)}\right)=0\) because
\[
\left|\widehat{x}_{f}\right|+\left|s_{\ell}^{\left(a_{\ell}\right)}\right|<0.1 \beta \nu_{\ell}+2 \alpha \nu_{\ell}<0.5 \beta \nu_{\ell}
\]
(Case 2.2) If \(f \in \bar{S}, \xi_{f}^{(\ell)}=0\) by definition of \(\xi^{(\ell)}\).
Therefore, for all \(\ell \in[L-1], y^{(\ell)}=\xi^{(\ell)}\) and \(a_{\ell} \leq 10 \log n\). Again conditioned on event \(\mathcal{E}(\) Part 3 of \(\mathcal{E}), z^{(L)}\) obtained through Line 15 to Line 20 in Algorithm 13.3 satisfies
\[
\left\|\widehat{x}-y^{(L-1)}-z^{(L)}\right\|_{\infty} \leq 2^{1-H} \nu_{L}=2^{1-H}\left(2^{-\left(\log R^{*}-H+1\right)} \mu R^{*}\right)=\mu
\]

Therefore, \(y^{(L-1)}+z^{(L)}\) on Line 22 gives a desirable output.

Now we present our main theorem, which proves the correctness of Algorithm 13.3, and shows its sample complexity and time complexity.

Theorem 13.2.9 (main result, formal version). Let \(n=p^{d}\) where both \(p\) and \(d\) are positive integers. Let \(x \in \mathbb{C}^{[p]^{d}}\). Let \(k \in\{1, \ldots, n\}\). Assume we know \(\mu=\frac{1}{k}\left\|\widehat{x}_{-k}\right\|_{2}\) and \(R^{*} \geq\|\widehat{x}\|_{\infty} / \mu\) where \(\log R^{*}=O(\log n)\). There is an algorithm (Algorithm 13.3) that takes \(O(k \log k \log n)\) samples from \(x\), runs in \(O\left(n \log ^{3} n \log k\right)\) time, and outputs a \(O(k)\)-sparse vector \(y\) such that
\[
\|\widehat{x}-y\|_{\infty} \leq \frac{1}{\sqrt{k}} \min _{k-\text { sparse } x^{\prime}}\left\|\widehat{x}-x^{\prime}\right\|_{2}
\]
holds with probability at least \(1-1 / \operatorname{poly}(n)\).

Proof. The correctness of Algorithm 13.3 follows directly from Lemma 13.2.7 and Lemma 13.2.8. The number of samples from \(x\) is
\[
B \cdot R \cdot H=O(k \cdot \log n \cdot \log k)=O(k \log k \log n)
\]

Its running time is dominated by \(L \cdot H=O(\log k \log n)\) invocations of LinfinityReduce (in Algorithm 13.4). By Lemma 13.2.5, the running time of LinfinityReduce is \(O\left(n \log ^{2} n\right)\). Therefore, the running time of Algorithm 13.3 is
\[
O\left(L \cdot H \cdot n \log ^{2} n\right)=O\left(\log k \cdot \log n \cdot n \log ^{2} n\right)=O\left(n \log ^{3} n \log k\right)
\]

Chapter 14

\section*{Set Query}

\subsection*{14.1 Introduction}

This result presented in this section is based on a un-published manuscript, and is a joint work Vasileios Nakos and Zhengyu Wang [NSW18].

Our first result is on the set-query problem. We show that \(O(k / \epsilon)\) measurements, \(O(\log k)\) update time and \(O(k \log k)\) query time are possible. Our hash functions are only 2 -wise independent, and the amount of space to store the matrix \(\Phi\) is only \(O(\log k)\) words. The previous work of [Pri11] needed \(\Omega(n)\) time to store the matrix, since the columns had to be fully independent, something that makes the particular sketch not applicable in the streaming model. The problem of whether the matrix can be stored in less space was explicitly stated in that paper as an open problem:
"Our analysis assumes that the columns of \(A\) are fully independent. It would be valuable to reduce the independence needed, and hence the space required to store \(A\)."

Theorem 14.1.1 (Classical set query). There exists a randomized construction of a linear sketch \(\Phi \in \mathbb{R}^{m \times n}\) with \(m=O(k / \epsilon)\), such that given \(y=\Phi x\) and a set \(S \subset[n]\) of cardinality at most \(k\), we can find in \(O(k \log k)\) time a \(k\)-sparse vector such that
\[
\left\|x^{\prime}-x_{S}\right\|_{2}^{2} \leq \epsilon\left\|x_{[n] \backslash S}\right\|_{2}^{2}
\]
holds with probability 9/10. The time to update the linear sketch is \(O(\log k)\) and the space to store the matrix is \(O(\log k)\) words.

Our second main result concerns the ubiquitous problem of frequency estimation from Fourier measurements. For any vector \(x \in \mathbb{C}^{n}\), let \(\widehat{x} \in \mathbb{C}^{n}\) denote the discrete Fourier transform of \(x\). The only previous known result by the breakthrough work of [Kap17] achieves
\begin{tabular}{|l|l|l|l|l|}
\hline & Space & Measurements & Decoding Time & Update Time \\
\hline [Pri11] & \(n\) & \(k / \epsilon\) & \(k\) & 1 \\
\hline Theorem 14.1.1 & \(\log k\) & \(k / \epsilon\) & \(k \log k\) & \(\log k\) \\
\hline
\end{tabular}

Table 14.1: Results on set query. We ignore the " \(O\) " for simplicity. "Space" means the space to store matrix, which doesn't include number of measurements. We note that the decoding time of the set query algorithms do not depend on \(\epsilon\).
\begin{tabular}{|l|l|l|}
\hline & Measurements & Running Time \\
\hline [Kap17] & \(k / \epsilon\) & \(k / \epsilon \cdot \log ^{3.001} n\) \\
\hline Theorem 14.1.2 & \(k / \epsilon \cdot \log n\) & \(k / \epsilon \cdot \log n\) \\
\hline
\end{tabular}

Table 14.2: Results on Fourier set query. We ignore the " \(O\) " for simplicity. We assume signal is bounded by \(\operatorname{poly}(n)\). In Fourier set query, there is no update time concept.
sample complexity \(O(k / \epsilon)\) and running time \(O\left(\epsilon^{-1} k \log ^{2.001} n \log R^{*}\right)\) for \(\ell_{2} / \ell_{2}\) Fourier set query. Here, \(R^{*}\) is an upper bound on the \(\|\cdot\|_{\infty}\) norm of the vector, in most applications being considered poly \((n)\). We indicate how our approach immediately gives an algorithm with \(O\left(\epsilon^{-1} k \log n\right)\) running time. The result we get has no dependence on the running time on \(\log R^{*}\), but does not achieve the optimal sample complexity.

Theorem 14.1.2 (Fourier set query). Given a vector \(x \in \mathbb{C}^{n}\), for every \(\epsilon \in(0,1)\) and \(k \geq 1\), any \(S \subseteq[n],|S|=k\), there exists an algorithm that takes \(O\left(\epsilon^{-1} k \log (n / \delta)\right)\) samples, runs in \(O\left(\epsilon^{-1} k \log (n / \delta)\right)\) time, and outputs a vector \(x^{\prime} \in \mathbb{C}^{n}\) such that \(\left\|\left(x^{\prime}-\widehat{x}\right)_{S}\right\|_{2}^{2} \leq\) \(\epsilon\left\|\widehat{x}_{[n] \backslash S}\right\|_{2}^{2}+\delta\|\widehat{x}\|_{1}^{2}\) holds with probability at least \(9 / 10\).

Note that \(\delta\) dependence is standard in Fourier transform setting, see e.g. [HIKP12a, PS15, CKPS16].

\subsection*{14.2 Classical set query}

In this section, we present our set query data structure. We first give the construction of sketching matrix in Section 14.2.1. Then we show our new set query data structure in Section 14.2.2. We give an analysis of the data structure in Section 14.2.4, whose correctness relies on a technical lemma on iterative loop, which is proved in Section 14.2.3.

\subsection*{14.2.1 Construction of sketching matrix}

The sketching matrix used in our set query data structure consists of \(\log k\) parts, where the \(i\)-th part \((i \in[\log k])\) of the sketching matrix corresponds to a count sketch data structure that hashes \(n\) elements into \(B_{i}\) bins. We defer the choice of \(B_{i}\) to Section 14.2.2. We present the sketching matrix \(\Phi\) below.

Definition 14.2.1 (Sketching matrix \(\Phi\) ). For each \(i \in[\log k]\), we choose \(h_{i}:[n] \rightarrow\left[B_{i}\right]\) to be a pairwise independent hash function, and choose \(\sigma_{i}:[n] \rightarrow\{-1,+1\}\) to be a pairwise independent hash function.

For each \(i \in[\log k]\), we define Count-Sketch matrix \(\Phi^{(i)} \in \mathbb{R}^{B_{i} \times n}\) as follows
\[
\Phi_{j, l}^{(i)}= \begin{cases}\sigma_{i}(l) & \text { if } h_{i}(l)=j \\ 0 & \text { otherwise } .\end{cases}
\]

Let \(m=\sum_{i=1}^{\log k} B_{i}\). We define matrix \(\Phi \in \mathbb{R}^{m \times n}\) as follows
\[
\Phi=\left[\begin{array}{c}
\Phi^{(1)} \\
\Phi^{(2)} \\
\ldots \\
\Phi^{(\log k)}
\end{array}\right]
\]

\subsection*{14.2.2 Algorithm}

Let \(C\) be a sufficiently large constant, and \(\gamma\) be a sufficiently small constant. For \(i \in[\log k]\), let \(k_{i}=k \gamma^{i}\) and \(\epsilon_{i}=\epsilon(10 \gamma)^{i}\). Let \(B_{i}=C k_{i} / \epsilon_{i}\). The set query algorithm maintains the measurement \(y=\Phi x\).

On update operation, the algorithm follows directly through the definition of sketching matrix \(\Phi\). Namely, on \(\operatorname{UpdAtE}(i, \Delta)\), the algorithm finds the non-zero elements of the \(i\)-th column of \(\Phi\), and update the measurement \(y\) accordingly.

On query operation \(\operatorname{QUERY}(x, S)\), the recovery procedure uses \(x^{\prime}\) to record the current best approximation of \(x\), and initially set \(x^{\prime} \leftarrow 0\). The procedure consists of \(\log k\) iterations. In the \(i\)-th iteration, let \(S_{i} \subseteq S\) denote the set of coordinates in \(x\) that are yet to be recovered. Initially \(S_{1}=S\). Remind that sketching matrix \(\Phi\) in Definition 14.2 .1 consists of \(\log k\) parts, and the \(i\)-th part corresponds to a count sketch data structure with pair-wise independent hash function \(h_{i}\) and random sign function \(\sigma_{i}\). In the \(i\)-th iteration of the set query algorithm,
\[
T_{i} \leftarrow\left\{j \in S_{i} \mid h_{i}^{-1}(j) \cap S_{i}=\emptyset\right\} .
\]

Intuitively the hash function \(h_{i}\) maps \(n\) elements into \(B_{i}\) bins, for any \(j \in S_{i}\), we have \(j \in T_{i}\) if and only if \(j\) does not collide with any other elements in \(S_{i}\) (in that case, we say \(j\) is isolated).

The procedure also maintains \(y^{(i)}\), which is the measurement of the residual vector \(x-x^{\prime}\) (before the start of \(i\)-th iteration). After obtaining \(T_{i}\), the procedure uses \(y^{(i)}\) to estimate \(x_{j}\) for every \(j \in T_{i}\). Then the procedure updates \(S_{i}\) and \(x^{\prime}\) accordingly. Finally, the algorithm outputs \(x^{\prime}\). Our iterative set query algorithm is presented in Algorithm 14.1.
```

Algorithm 14.1 Iterative Set Query
procedure IterativeSetQuery $(\epsilon, k) \quad \triangleright$ Theorem 14.2.2
$C \leftarrow 20, \gamma \leftarrow 1 / 600$
for $i=1 \rightarrow \log k$ do
$k_{i} \leftarrow k \gamma^{i}, \epsilon_{i} \leftarrow \epsilon(10 \gamma)^{i}$
$B_{i} \leftarrow C k_{i} / \epsilon_{i}$
end for
$m \leftarrow \sum_{i=1}^{\log k} B_{i} \quad \triangleright m$ is the number of measurement
Construct matrix $\Phi$ according to Definition 14.2.1 $\triangleright \Phi \in \mathbb{R}^{m \times n}$
$y \leftarrow 0 \quad \triangleright y \in \mathbb{R}^{m}$
procedure $\operatorname{UPDATE}(i, \Delta)$
$y \leftarrow y+\Delta \cdot\left(\Phi \cdot e_{i}\right)$
end procedure
procedure $\operatorname{QUERY}(x, S)$
$S_{1} \leftarrow S$
$y^{(1)} \leftarrow y$
$x^{\prime} \leftarrow 0 \quad \triangleright x^{\prime} \in \mathbb{R}^{n}$ records an estimation of $x$
for $i=1 \rightarrow \log k$ do
Find $T_{i} \subseteq S_{i}$ such that for each $j \in T_{i}$, it is isolated from other coordinates in
$S_{i}$
$l \leftarrow \sum_{i^{\prime}=1}^{i-1} B_{i^{\prime}}$
For each $j \in T_{i}$, compute $\widehat{x}_{j} \leftarrow y_{l+h_{i}(j)}^{(i)}$
$S_{i+1} \leftarrow S_{i} \backslash T_{i}$
$y^{(i+1)} \leftarrow y^{(i)}-\Phi \widehat{x}_{T_{i}}$
$x^{\prime} \leftarrow x^{\prime}+\widehat{x}_{T_{i}}$
end for
return $x^{\prime}$
end procedure
end procedure

```

\subsection*{14.2.3 Iterative loop analysis}

In this subsection, we characterize and prove two properties of the iterative loop in Algorithm 14.1. The first property states that with good probability, as \(i\) increases, the size of \(S_{i}\) shrinks by a factor of at least \(1-\gamma\), and otherwise its size does not increase.

This property is guaranteed by identification property of count sketch and our choice of parameters. The second property states that with good probability, the estimation error in each round is small. This is guaranteed by estimation property of count sketch and our choice of parameters. We formalize both properties in Lemma 14.2.1 as follows.

Lemma 14.2.1. Given parameters \(\epsilon \in(0,1), k \geq 1\), for each \(i \in[\log k]\), we define
\[
k_{i}=k \gamma^{i}, \epsilon_{i}=\epsilon(10 \gamma)^{i}, B_{i}=C \cdot k_{i} / \epsilon_{i} .
\]

For each \(i \in[\log k]\), if
\[
\forall j \in[i-1],\left|S_{j+1}\right| \leq \gamma\left|S_{j}\right|,
\]
and
\[
\forall j \in[i-1], \sum_{t \in T_{j}}\left|x_{t}-\widehat{x}_{t}\right|^{2} \leq \epsilon \cdot 2^{-j}\left\|x_{\bar{S}}\right\|_{2}^{2}
\]

Then we have :
Property (I) : With probability at least \(1-\frac{1}{C \gamma}(10 \gamma)^{i}\),
\[
\left|S_{i+1}\right| \leq \gamma\left|S_{i}\right|,
\]
and otherwise \(\left|S_{i+1}\right| \leq\left|S_{i}\right|\).
Property (II) : With probability at least \(1-\frac{2}{C}(20 \gamma)^{i}\),
\[
\sum_{t \in T_{i}}\left|x_{t}-\widehat{x}_{t}\right|^{2} \leq \epsilon \cdot 2^{-i}\left\|x_{\bar{S}}\right\|_{2}^{2}
\]

Proof. Proof of Property (I).

For each \(i \in[\log k]\), for each \(j \in S_{i}\), we use \(Z_{i, j}\) to denote the boolean random variable where \(Z_{i, j}=1\) if there exists a \(j^{\prime} \in S_{i} \backslash\{j\}\) such that \(h_{i}(j)=h_{i}\left(j^{\prime}\right)\) and \(Z_{i, j}=0\) otherwise. By the randomness of hash function \(h_{i}\),
\[
\underset{h_{i}}{\operatorname{Pr}}\left[Z_{i, j}=1\right]=\underset{h_{i}}{\operatorname{Pr}}\left[j \text { is not isolated from } S_{i}\right] \leq\left|S_{i}\right| / B_{i} .
\]

By the statement of the lemma, we know that \(\left|S_{i}\right| \leq \gamma^{i} k\) and \(B_{i}=C k \gamma^{i} / \epsilon_{i}\), thus
\[
\underset{h_{i}}{\operatorname{Pr}}\left[Z_{i, j}=1\right] \leq \gamma^{i} k / B_{i} \leq \epsilon_{i} / C .
\]

We define \(Z_{i}=\sum_{j \in S_{i}} Z_{i, j}\). Next, we can show
\[
\underset{h_{i}}{\mathbb{E}}\left[Z_{i}\right]=\underset{h_{i}}{\mathbb{E}}\left[\mid\left\{j \in S_{i} \mid j \text { is not isolated from } S_{i}\right\} \mid\right]=\underset{h_{i}}{\mathbb{E}}\left[\sum_{j \in S_{i}} Z_{i, j}\right]=\sum_{j \in S_{i}} \underset{h_{i}}{\mathbb{E}}\left[Z_{i, j}\right] \leq\left|S_{i}\right| \epsilon_{i} / C,
\]
where the third step follows by linearity of expectation. Therefore,
\[
\underset{h_{i}}{\operatorname{Pr}}\left[Z_{i} \geq \gamma\left|S_{i}\right|\right] \leq \underset{h_{i}}{\mathbb{E}}\left[Z_{i}\right] /\left(\gamma\left|S_{i}\right|\right) \leq\left|S_{i}\right| \epsilon_{i} /\left(C \gamma\left|S_{i}\right|\right)=\epsilon_{i} /(C \gamma)
\]
where the first step follows by Markov's inequality, and second step follows by \(\mathbb{E}_{h_{i}}\left[Z_{i}\right] \leq\) \(\left|S_{i}\right| \epsilon_{i} / C\). This implies
\[
\operatorname{Pr}\left[\left|S_{i+1}\right| \geq \gamma\left|S_{i}\right|\right] \leq \epsilon(10 \gamma)^{i} /(C \gamma) \leq \frac{1}{C \gamma}(10 \gamma)^{i}
\]

\section*{Proof of Property (II).}

We first define random variable \(V_{i}\) to be
\[
V_{i}=\sum_{l \in\left(\cup_{\left.j \in S_{i} h_{i}^{-1}(j)\right) \backslash S_{i}}\left|x_{l}^{(i)}\right|^{2} . . . . ~ . ~\right.}
\]

That is, \(x^{(i)}\) is the residual signal in the \(i\)-th round, and \(V_{i}\) refers to the noise coordinates that are hashed to the same bins as coordinates in \(S_{i}\).

We can compute the expectation of \(V_{i}\),
\[
\begin{aligned}
\underset{h_{i}}{\mathbb{E}}\left[V_{i}\right] & =\underset{h_{i}}{\mathbb{E}}\left[\sum_{l \in\left(\cup_{j \in S_{i}}^{\left.h_{i}^{-1}(j)\right)} \backslash S_{i}\right.}\left|x_{l}^{(i)}\right|^{2}\right] \\
& \leq k_{i}\left\|x_{\overline{S_{i}}}^{(i)}\right\|_{2}^{2} / B_{i} \\
& =\frac{\epsilon_{i}}{C}\left\|x_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2} \\
& =\frac{(10 \gamma)^{i} \epsilon}{C}\left\|x_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}
\end{aligned}
\]
where the first step follows by the fact that for each \(l \in \overline{S_{i}}\), the probability that \(l \in\left(\cup_{j \in S_{i}} h_{i}^{-1}(j)\right) \backslash S_{i}\) under the randomness of \(h_{i}\) is \(\left|S_{i}\right| / B_{i} \leq k_{i} / B_{i}\), the second and third step follow by definitions of \(B_{i}\) and \(\epsilon_{i}\), respectively.

By Markov's inequality, we have
\[
\begin{equation*}
\underset{h_{i}}{\operatorname{Pr}}\left[V_{i} \geq \frac{1}{2} \cdot 10^{-i} \epsilon\left\|x_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}\right] \leq 2 \frac{(100 \gamma)^{i}}{C} . \tag{14.1}
\end{equation*}
\]

In the following, we argue conditioned on the event that all elements in \(T_{i}\) are isolated under \(h_{i}\) and \(V_{i} \leq 10^{-i} \epsilon\left\|x_{\bar{S}}^{(i)}\right\|_{2}^{2} / 2\).

Recall the definition of \(x^{(i)} \in \mathbb{R}^{n}\),
\[
\begin{equation*}
x^{(i)}=x-\sum_{t \in S \backslash S_{i}} \widehat{x}_{t}=x-\sum_{j=1}^{i} \sum_{t \in T_{j}} \widehat{x}_{t} . \tag{14.2}
\end{equation*}
\]

For any fixed \(t \in T_{i}\), let \(b=h_{i}(t)\). We have
\[
\begin{align*}
\underset{\sigma_{i}}{\mathbb{E}}\left[\left|x_{t}-\widehat{x}_{t}\right|^{2}\right] & =\underset{\sigma_{i}}{\mathbb{E}}\left[\left|x_{t}-\sigma_{i}(t) \cdot \sum_{l: h_{i}(l)=b} \sigma_{i}(l) x_{l}^{(i)}\right|^{2}\right] \\
& =\underset{\sigma_{i}}{\mathbb{E}}\left[\left|\sum_{l \in h_{i}^{-1}(b) \backslash\{t\}} \sigma_{i}(l) x_{l}^{(i)}\right|^{2}\right] \\
& =\sum_{l \in h_{i}^{-1}(b) \backslash\{t\}}\left|x_{l}^{(i)}\right|_{2}^{2} \tag{14.3}
\end{align*}
\]
where the first step follows by definition of \(\widehat{x}_{t}\) in Algorithm 14.1 and construction of sketching matrix \(\Phi\) in Definition 14.2.1, the third step follows by pairwise independence property of random sign function \(\sigma_{i}\).

We can upper bound \(\mathbb{E}_{\sigma_{i}}\left[\sum_{t \in T_{i}}\left|x_{t}-\widehat{x}_{t}\right|^{2}\right]\) in the following way,
\[
\begin{array}{rlr}
\underset{\sigma_{i}}{\mathbb{E}}\left[\sum_{t \in T_{i}}\left|x_{t}-\widehat{x}_{t}\right|^{2}\right] & =\sum_{t \in T_{i}} \sum_{l \in h_{i}^{-1}(t) \backslash\{t\}}\left|x_{l}^{(i)}\right|_{2}^{2} & \text { by Eq. (14.3) } \\
& \leq \sum_{l \in \cup_{t \in S_{i}} h_{i}^{-1}(t) \backslash\{t\}}\left|x_{l}^{(i)}\right|_{2}^{2} & \text { by definition of } T_{i} \\
& \leq \epsilon 10^{-i}\left\|x_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2} / 2 & \\
& \leq \epsilon 10^{-i}\left\|x_{\bar{S}}\right\|_{2}^{2} & \text { by Eq. (14.1) }  \tag{14.4}\\
& \text { by Eq. (14.5) }
\end{array}
\]

Second, we show how to upper bound \(\left\|x_{\overline{S_{i}}}^{(i)}\right\|_{2}^{2}\),
\[
\begin{array}{rlr}
\left\|x_{\overline{S_{i}}}^{(i)}\right\|_{2}^{2} & =\left\|x_{\bar{S} \cup S \backslash S_{i}}^{(i)}\right\|_{2}^{2} & \text { by } \overline{S_{i}}=\bar{S} \cup S \backslash S_{i} \\
& =\left\|x_{\bar{S}}^{(i)}\right\|_{2}^{2}+\left\|x_{S \backslash S_{i}}^{(i)}\right\|_{2}^{2} & \text { by } \bar{S} \cap\left(S \backslash S_{i}\right)=\emptyset \\
& =\left\|x_{\bar{S}}\right\|_{2}^{2}+\left\|x_{S \backslash S_{i}}^{(i)}\right\|_{2}^{2} & \text { by } x_{\bar{S}}^{(i)}=x_{\bar{S}} \\
& =\left\|x_{\bar{S}}\right\|_{2}^{2}+\sum_{j=1}^{i-1}\left\|x_{T_{j}}^{(i)}\right\|_{2}^{2} & \text { by } S \backslash S_{i}=T_{1} \cup T_{2} \cup \cdots \cup T_{i-1} \\
& =\left\|x_{\bar{S}}\right\|_{2}^{2}+\sum_{j=1}^{i-1} \sum_{t \in T_{j}}\left|x_{t}-\widehat{x}_{t}\right|^{2} & \text { by Eq. (14.2) } \\
& \leq\left\|x_{\bar{S}}\right\|_{2}^{2}+\sum_{j=1}^{i-1} \epsilon 2^{-j}\left\|x_{\bar{S}}\right\|_{2}^{2} & \text { by statement of Lemma } \\
& \leq 2\left\|x_{\bar{S}}\right\|_{2}^{2} . & \text { by geometric sum } \tag{14.5}
\end{array}
\]

Using Markov's inequality \(\operatorname{Pr}[X \geq a] \leq \mathbb{E}[X] / a\), we have
\[
\operatorname{Pr}\left[\sum_{t \in T_{i}}\left|x_{t}-\widehat{x}_{t}\right|^{2} \geq \epsilon 2^{-i}\left\|x_{\bar{S}}\right\|_{2}^{2}\right] \leq 5^{-i}
\]

Therefore, we complete the proof.

\subsection*{14.2.4 Main result}

In this section, we prove the correctness of our iterative set query algorithm, as well as justify the claimed space complexity, update time and query time. At the core of correctness is an analysis of the iterative loop, which is given as Lemma 14.2.1 in Section 14.2.3.

Theorem 14.2.2. Let \(m=O(k / \epsilon)\). We can give a randomized construction of a matrix \(\Phi \in \mathbb{R}^{m \times n}\) (Definition 14.2.1) such that for each set \(S \subseteq[n],|S| \leq k\), and for each vector
\(x \in \mathbb{R}^{n}\), there is an algorithm (Algorithm 14.1) that takes \(\Phi x\) as its input, and finds \(x^{\prime} \in \mathbb{R}^{k}\) such that
\[
\left\|x^{\prime}-x_{S}\right\|_{2}^{2} \leq \epsilon\left\|x_{[n] \backslash S}\right\|_{2}^{2}
\]
holds with probability \(9 / 10\). The space to store matrix \(\Phi\) is \(O(\log k)\) words. The columns of matrix \(\Phi\) are 2-wise independent. The update time is \(O(\log k)\). The decoding time is \(O(k \log k)\).

Proof. Our proof is based on properties of the iterative loop in Algorithm 14.1. The properties are formulated as Lemma 14.2.1 in Section 14.2.3. In summary, property (I) in Lemma 14.2 .1 shows that with good probability, as \(i\) increases, the size of \(S_{i}\) (i.e. the set of coordinates in \(S\) that yet to be recovered at the beginning of \(i\)-th round) shrinks by a constant factor, and otherwise its size does not increase. Property (II) in Lemma 14.2.1 shows that with good probability, the estimation error in each round is small.

Proof of success probability. It follows by recursively applying Lemma 14.2.1. By union bound, the failure probability is bounded by
\[
\sum_{i=1}^{\log k}\left(\frac{1}{C \gamma}(10 \gamma)^{i}+\frac{2}{C}(20 \gamma)^{i}\right)<1 / 10
\]
which follows from geometric sum and the choice of parameters.

\section*{Proof of estimation error.}
\[
\left\|x^{\prime}-x_{S}\right\|_{2}^{2} \leq \sum_{i=1}^{\log k} \sum_{t \in T_{i}}\left|x_{t}-\widehat{x}_{t}\right|^{2} \leq \sum_{i=1}^{\log k} \epsilon \cdot 2^{-i}\left\|x_{\bar{S}}\right\|_{2}^{2} \leq \epsilon\left\|x_{\bar{S}}\right\|_{2}^{2}
\]

Proof of space to store \(\Phi\). Since for each \(i \in[\log k], \Phi^{(i)}\) only uses 2 pairwise independent hash functions, the space to store matrix \(\Phi\) is \(O(\log k)\) words.

Proof of update time. Upon update \((j, \Delta)\), for each \(\Phi^{(i)}\), the algorithm only needs to update one measurement (located at \(\left.h_{i}(j)\right)\). Therefore, the update time is \(O(\log k)\). Since every element of the matrix can be computed in \(O(1)\) time.

Proof of query time. First of all, we note that the step in Line 18 can be performed in \(O\left(\left|S_{i}\right|\right)\) time upon query, since we can check every \(j \in S_{i}\), and mark the buckets that have more than one \(j\) hashed to them; in the next step we just keep only those coordinates \(j\) that are hashed to exactly one bucket. Recursively applying Lemma 14.2.1, we have with constant probability, such that for all \(i \in[\log k],\left|S_{i+1}\right| \leq \gamma\left|S_{i}\right|\). It implies that for all \(i \in[\log k]\), \(\left|S_{i}\right| \leq \gamma^{i-1}\left|S_{1}\right| \leq \gamma^{i-1} k\). Note that in iteration \(i \in[\log k]\), we need \(O\left(\left|S_{i}\right|\right)\) update time. Therefore, overall the iterations, the time of this part is
\[
\sum_{i=1}^{\log k} O\left(\left|S_{i}\right|\right) \leq O\left(\sum_{i=1}^{\log k} \gamma^{i-1} k\right)=O(k)
\]
where the last step follows by the choice of \(\gamma\).
We know that \(\|z\|_{0}=O(k)\) and \(\left|T_{i}\right|=O(k)\). Thus, in each iteration, the time of doing step \(y^{(i+1)} \leftarrow y^{(i)}-\Phi Z_{T_{i}}\) requires \(O(k)\) time. Thus the subtraction time over all iterations is \(O(k \log k)\), since there are \(O(\log k)\) iterations. Putting it together, we get \(O(k \log k)\) query time.

\subsection*{14.3 Fourier set query}

We present some definitions and backgrounds of Fourier transform in Section 14.3.1. Then we introduce spectrum permutations and filter functions in Section 14.3.2. They are used as hashing schemes in Fourier transform literatures. In Section 14.3.3, we introduce collision events. large offset events, and large noise events. We give a new algorithm and provide iterative loop analysis in Section 14.3.4. Finally, we present main result in Section 14.3.5.

\subsection*{14.3.1 Definitions and some backgrounds of Fourier transform}

We use \(\mathbf{i}\) to denote \(\sqrt{-1}\). Note that \(e^{\mathbf{i} \theta}=\cos (\theta)+\mathbf{i} \sin (\theta)\). For any complex number \(z \in \mathbb{C}\), we have \(z=a+\mathbf{i} b\), where \(a, b \in \mathbb{R}\). We define the complement of \(z\) as \(\bar{z}=a-\mathbf{i} b\). We define \(|z|=\sqrt{z \bar{z}}=\sqrt{a^{2}+b^{2}}\). For any complex vector \(x \in \mathbb{C}^{n}\), we use \(\operatorname{supp}(x)\) to denote the support of \(x\), and then \(\|x\|_{0}=|\operatorname{supp}(x)|\).

The discrete convolution of functions \(f\) and \(g\) is given by,
\[
(f * g)[n]=\sum_{m=-\infty}^{+\infty} f[m] g[n-m]
\]

For a complex vector \(x \in \mathbb{C}^{n}\), we use \(\widehat{x} \in \mathbb{C}^{n}\) to denote its Fourier spectrum,
\[
\widehat{x}_{i}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e^{-2 \pi \mathbf{i} i j / n} x_{j}, \forall i \in[n] .
\]

Then the inverse transform is
\[
x_{j}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} e^{2 \pi \mathbf{i} i j / n} \widehat{x}_{i}, \forall j \in[n] .
\]

We define
\[
\operatorname{Err}(x, k)=\min _{k-\text { sparse } y}\|x-y\|_{2}
\]

\subsection*{14.3.2 Permutation and filter function}

We use the same (pseudorandom) spectrum permutation as [HIKP12a],

Definition 14.3.1. Suppose \(\sigma^{-1}\) exists \(\bmod n\). We define the permutation \(P_{\sigma, a, b}\) by
\[
\left(P_{\sigma, a, b} x\right)_{i}=x_{\sigma(i-a)} e^{-2 \pi \mathbf{i} \sigma b i / n}
\]

We also define \(\pi_{\sigma, b}=\sigma(i-b)(\bmod n)\). Then we have
Claim 14.3.1. \({\widehat{P_{\sigma, a, b} x}}_{\pi_{\sigma, b}(i)}=\widehat{x}_{i} e^{-2 \pi \mathrm{i} \sigma a i / n}\).
\(h_{\sigma, b}(i)=\operatorname{round}\left(\pi_{\sigma, b}(i) B / n\right)\) and \(o_{\sigma, b}(i)=\pi_{\sigma, b}(i)-h_{\sigma, b}(i) n / B\). We say \(h_{\sigma, b}(i)\) is the "bin" that frequency \(i\) is mapped into, and \(o_{\sigma, b}(i)\) is the "offset".

We use the same filter function as [HIKP12a, PS15, CKPS16],
Definition 14.3.2. Given parameters \(B \geq 1, \delta>0, \alpha>0\). We say that \(\left(G, \widehat{G}^{\prime}\right)=\) \(\left(G_{B, \delta, \alpha}, \widehat{G}_{B, \delta, \alpha}^{\prime}\right) \in \mathbb{R}^{n}\) is a filter function(Figure 14.1) if it satisfies the following properties
(I) \(|\operatorname{supp}(G)|=O\left(\alpha^{-1} B \log (n / \delta)\right)\),
(I) \(\widehat{G}_{i}^{\prime}=1\),
(II) \(\widehat{G}_{i}^{\prime}=0\),
\[
\text { if }|i| \leq(1-\alpha) n /(2 B)
\]
if \(|i| \geq n /(2 B)\),
(III) \(\widehat{G}_{i}^{\prime} \in[0,1], \quad\) for all \(i\),
(IV) \(\left\|\widehat{G}^{\prime}-\widehat{G}\right\|_{\infty}<\infty\).


Figure 14.1: Filter \(\widehat{G}^{\prime}\)

\subsection*{14.3.3 Collision event, large offset event, and large noise event}

We use three types of events defined in [HIKP12a] as basic building blocks for analyzing Fourier set query algorithms. For any \(i \in S\), we define three types of events associated with \(i\) and \(S\) and defined over the probability space induced by \(\sigma\) and \(b\) :

Definition 14.3.3 (Collision, large offset, large noise). "Collision" event \(E_{\text {coll }}(i)\) : holds iff \(h_{\sigma, b}(i) \in h_{\sigma, b}(S \backslash\{i\})\).
"Large offset" event \(E_{\text {off }}(i)\) : holds iff \(\left|o_{\sigma, b}(i)\right| \geq(1-\alpha) n /(2 B)\).
"Large noise" event \(E_{\text {noise }}(i)\) : holds iff
\[
\mathbb{E}\left[\left\|\widehat{x}_{h_{\sigma, b}^{-1}\left(h_{\sigma, b}(i)\right) \backslash S}^{\prime}\right\|_{2}^{2}\right] \geq \operatorname{Err}^{2}\left(\widehat{x}^{\prime}, k\right) /(\alpha B)
\]

Claim 14.3.2 (Claim 3.1 in [HIKP12a]). For any \(i \in S\), the event \(E_{\text {coll }}(i)\) holds with probability at most \(4|S| / B\).

Claim 14.3.3 (Claim 3.2 in [HIKP12a]). For any \(i \in S\), the event \(E_{\text {off }}(i)\) holds with probability at most \(\alpha\).

Claim 14.3.4 (Claim 4.1 in [HIKP12a]). For any \(i \in S, \operatorname{Pr}\left[E_{\text {noise }(i)}\right] \leq 4 \alpha\).

Lemma 14.3.5 (Lemma 4.2 in [HIKP12a]). Let \(a \in[n]\) uniformly at random, \(B\) divide \(n\), and the other parameters be arbitrary in
\[
\widehat{u}=\operatorname{HashToBins}\left(x, \widehat{z}, P_{\sigma, a, b}, B, \delta, \alpha\right) .
\]

Then for any \(i \in[n]\) with \(j=h_{\sigma, b}(i)\) and none of \(E_{\text {coll }}(i), E_{\text {off }}(i)\) or \(E_{\text {noise }}(i)\) holding,
\[
\mathbb{E}\left[\left|\widehat{u}_{j}-\widehat{x}_{i}^{\prime} e^{-\frac{2 \pi \mathrm{i}}{n} a \sigma i}\right|^{2}\right] \leq 2 \frac{\rho^{2}}{\alpha B} .
\]

Lemma 14.3.6. Suppose \(B\) divides \(n\). The output \(\widehat{u}\) of HAShToBins satisfies
\[
\left.\widehat{u}_{j}=\sum_{h_{\sigma, b}(i)=j} \widehat{(x-z}\right)_{i}\left(\widehat{G_{B, \delta, \alpha}^{\prime}}\right)_{-o_{\sigma, b}(i)} \omega^{a \sigma i} \pm \delta\|\widehat{x}\|_{1} .
\]

Let \(\zeta=\left|\left\{i \in \operatorname{supp}(\widehat{z}) \mid E_{\text {off }}(i)\right\}\right|\). The running time of HASHToBins is \(O\left(\frac{B}{\alpha} \log (n / \delta)+\right.\) \(\left.\|\widehat{z}\|_{0}+\zeta \log (n / \delta)\right)\).

\subsection*{14.3.4 Iterative loop analysis}

Iterative loop analysis for Fourier set query is more tricky than the classic set query, because in the Fourier case, hashing is not perfect, in the sense that by using spectrum permutation and filter function (as the counterpart of hashing techniques), one coordinate can non-trivially contribute to multiple bins. We give iterative loop induction in Lemma 14.3.7.

Lemma 14.3.7. Given parameters \(C \geq 1000, \gamma \leq 1 / 1000\). For any \(k \geq 1, \epsilon \in(0,1), R \geq 1\). For each \(i \in[R]\), we define
\[
k_{i}=k \gamma^{i}, \epsilon_{i}=\epsilon(10 \gamma)^{i}, \alpha_{i}=1 /\left(200 i^{3}\right), B_{i}=C \cdot k_{i} /\left(\alpha_{i}^{2} \epsilon_{i}\right) .
\]

For each \(i \in[R]\) :
If for all \(j \leq[i-1]\) we have
\[
\operatorname{supp}\left(\widehat{w}^{(j)}\right) \subseteq S_{j}, \quad\left|S_{j+1}\right| \leq k_{j+1}, \quad \widehat{z}^{(j+1)}=\widehat{z}^{(j)}+\widehat{w}^{(j)}, \quad \widehat{x}^{(j+1)}=\widehat{x}-\widehat{z}^{(j+1)},
\]
and
\[
\left\|\widehat{x}_{\bar{S}_{j+1}}^{(j+1)}\right\|_{2}^{2} \leq\left(1+\epsilon_{j}\right)\left\|\widehat{x}_{\bar{S}_{j}}^{(j)}\right\|_{2}^{2}+\epsilon_{j} \delta^{2} n\|\widehat{x}\|_{1}^{2} .
\]

Then, with probability \(1-10 \alpha_{i} / \gamma\), we have
\[
\operatorname{supp}\left(\widehat{w}^{(i)}\right) \subseteq S_{i}, \quad\left|S_{i+1}\right| \leq k_{i+1}, \quad \widehat{z}^{(i+1)}=\widehat{z}^{(i)}+\widehat{w}^{(i)}, \quad \widehat{x}^{(i+1)}=\widehat{x}-\widehat{z}^{(i+1)}
\]
and
\[
\left\|\widehat{x}_{\bar{S}_{i+1}}^{(i+1)}\right\|_{2}^{2} \leq\left(1+\epsilon_{i}\right)\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\epsilon_{i} \delta^{2} n\|\widehat{x}\|_{1}^{2} .
\]

Proof. We consider a particular step \(i\). We can condition on \(\left|S_{i}\right| \leq k_{i}\).
Collision. Using Claim 14.3.2, for any \(t \in S_{i}\), the event \(E_{\text {coll }}(t)\) holds with probability at most
\[
4\left|S_{i}\right| / B_{i} \leq \frac{4 k_{i}}{C k_{i} /\left(\alpha_{i}^{2} \epsilon_{i}\right)}=4 \alpha_{i}^{2} \epsilon_{i} / C \leq \alpha_{i} .
\]

It means
\[
\operatorname{Pr}_{\sigma, b}\left[E_{\text {coll }}(t)\right] \leq \alpha_{i} .
\]

Large offset. Using Claim 14.3.3, for any \(t \in S_{i}\), the event \(E_{\text {off }}(t)\) holds with probability at most \(\alpha_{i}\), i.e.
\[
\underset{\sigma, b}{\operatorname{Pr}}\left[E_{\text {off }}(t)\right] \leq \alpha_{i}
\]

Large noise. Using Claim 14.3.4, for any \(t \in S_{i}\),
\[
\underset{\sigma, b}{\operatorname{Pr}}\left[E_{\text {noise }}(t)\right] \leq 4 \alpha_{i}
\]

We say a coordinate \(t\) is "well isolated" if none of the above three events holding. By a union bound over the above three events, we have \(t\) is "well isolated" with probability at least \(1-6 \alpha_{i}\).

Therefore, each \(t \in S_{i}\) lies in \(T_{i}\) with probability at least \(1-6 \alpha_{i}\). Then by Markov's inequality, we have \(\left|S_{i} \backslash T_{i}\right| \leq \gamma k_{i}\) with probability \(1-6 \alpha_{i} / \gamma\). By definition \(S_{i+1}=S_{i} \backslash T_{i}\), then we know that
\[
\left|S_{i+1}\right|=\left|S_{i} \backslash T_{i}\right| \leq \gamma k_{i} \leq k_{i+1}
\]

Upper bound \(\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}\). By Lemma statement we have
\[
\begin{align*}
\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2} & \leq\left(1+\epsilon_{i}\right)\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\epsilon_{i} \delta^{2} n\|\widehat{x}\|_{1}^{2} \\
& \leq\left(1+\epsilon_{i}\right)\left(1+\epsilon_{i-1}\right)\left\|\widehat{x}_{\bar{S}_{i-1}}^{(i-1)}\right\|_{2}^{2}+\left(\left(1+\epsilon_{i}\right) \epsilon_{i-1}+\epsilon_{i}\right) \delta^{2} n\|\widehat{x}\|_{1}^{2} \\
& \leq \cdots \\
& \leq \prod_{j=1}^{i}\left(1+\epsilon_{j}\right)\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}+\sum_{j=1}^{i} \epsilon_{j} \delta^{2} n\|\widehat{x}\|_{1}^{2} \prod_{l=j+1}^{i}\left(1+\epsilon_{l}\right) \\
& \leq 8\left(\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right) \tag{14.6}
\end{align*}
\]
where the third step refers to recursively apply the second step, the last step follows by a geometric sum.

For a fixed \(t \in S_{i}\), let \(j=h_{\sigma, b}(t)\). By Lemma 3.3, we have
\[
\widehat{u}_{j}-\widehat{x}_{t}^{(i)} \omega^{a \sigma t}=\sum_{t^{\prime} \in T_{i}} \widehat{G}_{-o_{\sigma}\left(i^{\prime}\right)}^{\prime} \widehat{x}_{t^{\prime}}^{(i)} \omega^{a \sigma t^{\prime}} \pm \delta\|\widehat{x}\|_{1}
\]

For each \(t \in S_{i}\), we define set \(Q_{i, t}=h_{\sigma, b}^{-1}(j) \backslash\{t\}\). Let \(T_{i}\) be the set of coordinates \(t \in S_{i}\) such that \(Q_{i, t} \cap S_{i}=\emptyset\). Then it is easy to observe that
\[
\begin{aligned}
\sum_{t \in T_{i}}\left|\sum_{t^{\prime} \in Q_{i, t}} \widehat{G}_{-o_{\sigma}(t)}^{\prime} \widehat{x}_{t^{\prime}}^{(i)} \omega^{a \sigma t^{\prime}}\right|^{2} & =\sum_{t \in T}\left|\sum_{t^{\prime} \in Q_{i, t} \backslash S} \widehat{G}_{-o_{\sigma}\left(t^{\prime}\right)}^{\prime} \widehat{x}_{t^{\prime}}^{(i)} \omega^{a \sigma t^{\prime}}\right|^{2} \\
& \leq \sum_{t \in S}\left|\sum_{t^{\prime} \in Q_{i, t} \backslash S} \widehat{G}_{-o_{\sigma}\left(t^{\prime}\right)}^{\prime} \widehat{x}_{t^{\prime}}^{(i)} \omega^{a \sigma t^{\prime}}\right|^{2}
\end{aligned}
\]

We can calculate the expectation of \(\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2}\),
\[
\begin{aligned}
\underset{\sigma, a, b}{\mathbb{E}}\left[\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2}\right] & =\underset{\sigma, a, b}{\mathbb{E}}\left[\sum_{t \in T_{i}}\left\|\widehat{x}_{t}^{(i)}-\widehat{w}_{t}^{(i)}\right\|_{2}^{2}\right] \\
& \leq \sum_{i \in S} 2 \underset{\sigma, a, b}{\mathbb{E}}\left[\left|\sum_{i^{\prime} \in Q_{i} \backslash S} \widehat{G}_{-o_{\sigma}(i)}^{\prime} \omega^{a \sigma i}\right|^{2}\right]+\delta^{2}\|\widehat{x}\|_{1}^{2} \\
& \leq \sum_{t \in S_{i}}\left(\frac{1}{B_{i}}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2}\|\widehat{x}\|_{1}^{2}\right) \\
& \leq \frac{\left|S_{i}\right|}{B_{i}}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2}\left|S_{i}\right| \cdot\|\widehat{x}\|_{1}^{2} \\
& \leq \frac{\epsilon_{i} \alpha_{i}^{2}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2}\left|S_{i}\right| \cdot\|\widehat{x}\|_{1}^{2}
\end{aligned}
\]
where the last step follows from \(\left|S_{i}\right| \leq k_{i}\) and \(B_{i}=C \cdot k_{i} /\left(\alpha_{i}^{2} \epsilon_{i}\right)\).

Then, using Markov's inequality, we have,
\[
\operatorname{Pr}\left[\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} \geq \frac{\epsilon_{i} \alpha_{i}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} \frac{\left|S_{i}\right|}{\alpha_{i}}\|\widehat{x}\|_{1}^{2}\right] \leq \alpha_{i} .
\]

Note that
\[
\begin{aligned}
\frac{\epsilon_{i} \alpha_{i}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} \frac{\left|S_{i}\right|}{\alpha_{i}}\|\widehat{x}\|_{1}^{2} & \leq \frac{\epsilon_{i}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} \frac{\left|S_{i}\right|}{\alpha_{i}}\|\widehat{x}\|_{1}^{2} \\
& \leq \frac{\epsilon_{i}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\frac{\epsilon_{i}}{C} \delta^{2} B_{i}\|\widehat{x}\|_{1}^{2} \\
& \leq \frac{\epsilon_{i}}{C}\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\frac{\epsilon_{i}}{C} \delta^{2} n\|\widehat{x}\|_{1}^{2} \\
& \leq \frac{\epsilon_{i}}{20}\left(\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right)
\end{aligned}
\]
where the first step follows by \(\alpha_{i} \leq 1\), the second step follows by \(\left|S_{i}\right| \leq k_{i}=\epsilon_{i} B_{i} \alpha_{i}^{2} / C\), the third step follows by \(B_{i} \leq n\), the last step follows by \(C \geq 1000\).

Thus, we have
\[
\begin{equation*}
\operatorname{Pr}\left[\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} \leq \frac{\epsilon_{i}}{20}\left(\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right)\right] \geq 1-\alpha_{i} . \tag{14.7}
\end{equation*}
\]

Recall that \(\widehat{w}^{(i)}=\widehat{z}^{(i+1)}-\widehat{z}^{(i)}=\widehat{x}^{(i)}-\widehat{x}^{(i+1)}\). It is obvious that \(\operatorname{supp}\left(\widehat{w}^{(i)}\right) \subseteq T_{i}\).

Conditioning on all coordinates in \(T_{i}\) are well isolated and Eq. (14.7) holds, we have
\[
\begin{array}{rlr}
\left\|\widehat{x}_{\bar{S}_{i+1}}^{(i+1)}\right\|_{2}^{2} & =\left\|\left(\widehat{x}^{(i)}-\widehat{w}^{(i)}\right)_{\bar{S}_{i+1}}\right\|_{2}^{2} & \\
& =\left\|\widehat{x}_{\bar{S}_{i+1}}^{(i)}-\widehat{w}_{\bar{S}_{i+1}}^{(i)}\right\|_{2}^{2} & \\
& =\left\|\widehat{x}_{\bar{S}_{i+1}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} & \\
& =\left\|\widehat{x}_{\bar{S}_{i} \cup T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} & \text { by } S_{i}=T_{i} \cup S_{i+1} \\
& =\left\|\widehat{x}_{\bar{S}_{\bar{S}}}^{(i)}\right\|_{2}^{2}+\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} & \text { by } \bar{S}_{i} \cap T_{i}=\emptyset \\
& \leq\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\epsilon_{i}\left(\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right) & \text { by Eq. }(14.7) \\
& =\left(1+\epsilon_{i}\right)\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\epsilon_{i} \delta^{2} n\|\widehat{x}\|_{1}^{2} . & \text { by definition } \mu_{(i)}
\end{array}
\]

\subsection*{14.3.5 Main result}

In this subsection, we give the main result as the following theorem.
Theorem 14.3.8 (Main result). Given a vector \(x \in \mathbb{C}^{n}\), for every \(\epsilon \in(0,1)\) and \(k \geq 1\), any \(S \subseteq[n],|S|=k\), there exists an algorithm (Algorithm 14.2) that takes
\[
O\left(\epsilon^{-1} k \log (n / \delta)\right)
\]
samples, runs in
\[
O\left(\epsilon^{-1} k \log (n / \delta)\right)
\]
time, and outputs a vector \(x^{\prime} \in \mathbb{C}^{n}\) such that
\[
\left\|\left(x^{\prime}-\widehat{x}\right)_{S}\right\|_{2}^{2} \leq \epsilon\left\|\widehat{x}_{[n] \backslash S}\right\|_{2}^{2}+\delta\|\widehat{x}\|_{1}^{2}
\]
holds with probability at least 9/10.

Proof. Proof of Sample Complexity. The sample complexity of Estimation is
\[
\sum_{i=1}^{R}\left(B_{i} / \alpha_{i}\right) \log (n / \delta)=\epsilon^{-1} k \log (n / \delta)
\]

\section*{Proof of Success Probability.}

The failure probability is
\[
\sum_{i=1}^{R} 10 \alpha_{i} / \gamma<1 / 10
\]

\section*{Proof of Final Error}
\[
\begin{array}{rlr}
\left\|\widehat{x}_{S}-\widehat{z}^{(R+1)}\right\|_{2}^{2} & =\sum_{i=1}^{R}\left\|\widehat{x}_{T_{i}}^{(i)}-\widehat{w}^{(i)}\right\|_{2}^{2} & \\
& \leq \sum_{i=1}^{R} k_{i} \mu^{(i)} / 20 & \\
& \leq \sum_{i=1}^{R} \epsilon_{i}\left(\left\|\widehat{x}_{\bar{S}_{i}}^{(i)}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right) / 20 & \text { by Eq. (14.7) } \\
& \leq \sum_{i=1}^{R} \epsilon_{i} \cdot 10\left(\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right) / 20 & \text { by Definition of } \mu^{(i)}  \tag{14.6}\\
& \leq \epsilon\left(\left\|\widehat{x}_{\bar{S}}\right\|_{2}^{2}+\delta^{2} n\|\widehat{x}\|_{1}^{2}\right) . & \text { by Eq. (14.6) }
\end{array}
\]
```

Algorithm 14.2 Fourier Set Query Algorithm
procedure FourierSetQuery $(x, S, \epsilon, k)$
$\triangleright$ Theorem 14.3.8
$\gamma \leftarrow 1 / 1000, C \leftarrow 1000, \widehat{z}^{(1)} \leftarrow 0, S_{1} \leftarrow S$
for $i=1 \rightarrow R$ do
$k_{i} \leftarrow k \gamma^{i}, \epsilon_{i} \leftarrow \epsilon(10 \gamma)^{i}, \alpha_{i} \leftarrow 1 /\left(100 i^{3}\right), B_{i} \leftarrow C \cdot k_{i} /\left(\alpha_{i}^{2} \epsilon_{i}\right)$
$\widehat{w}^{(i)}, T_{i} \leftarrow \operatorname{EstiamteValues}\left(x, \widehat{z}^{(i)}, S_{i}, B_{i}, \delta, \alpha_{i}\right) \quad \triangleright \widehat{w}^{(i)}$ is $\left|T_{i}\right|$-sparse
$S_{i+1} \leftarrow S_{i} \backslash T_{i}$
$\widehat{z}^{(i+1)} \leftarrow z^{(i)}+\widehat{w}^{(i)}$
end for
return $\widehat{z}^{(R+1)}$
end procedure
procedure EstimateValues $(x, \widehat{z}, S, B, \delta, \alpha) \quad \triangleright$ Lemma 14.3.7
Choose $a, b \in[n]$ uniformly at random
Choose $\sigma$ uniformly at random from the set of odd numbers in $[n]$
$\widehat{u} \leftarrow \operatorname{Hash} T o B i n s\left(x, \widehat{z}, P_{\sigma, a, b}, B, \delta, \alpha\right)$
$\widehat{w} \leftarrow 0, T \leftarrow \emptyset$
for $t \in S$ do
if $t$ is isolated from other coordinates of $S$ then $\quad \triangleright h_{\sigma, b}(t) \notin h_{\sigma, b}(S \backslash\{t\})$
if no large offset then
$\widehat{w}_{t} \leftarrow \widehat{u}_{h_{\sigma, b}(t)} e^{\frac{2 \pi \mathrm{i}}{n} \sigma a t}$
$T \leftarrow T \cup\{t\}$
end if
end if
end for
return $\widehat{w}, T$
end procedure
procedure $\operatorname{HAShToBins}\left(x, \widehat{z}, P_{\sigma, a, b}, B, \delta, \alpha\right)$
Compute $\widehat{y}_{j n / B}$ for $j \in[B]$, where $y=G_{B, \alpha, \delta} \cdot\left(P_{\sigma, a, b} x\right)$
Compute $\widehat{y}_{j n / B}^{\prime}=\widehat{y}_{j n / B}-\left(\widehat{G_{B, \alpha, \delta}^{\prime}} * \widehat{P_{\sigma, a, b} z}\right)_{j n / B}$
return $\widehat{u}_{j}=\widehat{y}_{j n / B}^{\prime}$
end procedure

```

\section*{Chapter 15}

\section*{Robust Sparse Recovery via M-estimators}

We consider the extensively studied problem of sparse recovery, where the error is measured with respect to \(M\)-estimators, such as the Huber or the Tukey loss functions. All previous works have studied the problem under the \(\ell_{p}\) norms. Thus, our work is the first to explore the more robust error measures of \(M\)-estimators, which are very popular in statistics. In specific, given linear measurements \(y=A x\), we want to output a \(k\)-sparse vector \(x^{\prime} \in \mathbb{R}^{n}\) such that
\[
\left\|x^{\prime}-x\right\|_{M} \leq(1+\epsilon) \min _{k-\text { sparse } y}\|y-x\|_{M}
\]
where \(\|x\|_{M}\) is corresponds to some \(M\)-estimator of \(x\). We show that the measurement complexity of different versions of the sparse recovery problem under these more sophisticated error measures does not change, igniting thus an interesting new line of research.

\subsection*{15.1 Introduction}

The mathematical framework of compressed sensing, or sparse recovery, aims to reconstruct an approximately \(k\)-sparse vector \(x \in \mathbb{R}^{n}\) from linear measurements \(y=A x\). This model can capture many significant problems, which appear in a variety of fields, such as Discrete Signal Processing[LDP07b], Machine Learning [LDW+18], Statistics [Rip04] etc. Depending on the application, the measurement matrix \(A\) is drawn from some random matrix ensemble, or can be designed without constraints.

What is important and interesting about this framework, is that it enables us to bypass the Shannon/Nyquist sampling theorem in the case of \(x\) being \(k\)-sparse or approximately \(k\)-sparse. The Shannon/Nyquist theorem tells us that in order to preserve information when uniformly sampling a signal, we must sample at least two times faster than its bandwidth, thus putting a lower bound on the number of measurements we need to obtain.

The applications of sparse recovery to Machine Learning are numerous, see [CDHB09, VGT12, DPFJ16, CMM11, SH11]. Moreover, deep learning approaches combined with sparse recovery techniques in [MPB15, ABEZ16, \(\mathrm{KLT}^{+} 16, \mathrm{LDW}^{+} 18\), ZLSD18, BJPD17, BPD18] are proposed, in order to more finely reconstruct signals that are approximately \(k\)-sparse, with focus on images. In [VGT12], the authors employ compressed sensing techniques to develop routines for brain mapping situations in neuroscience, where the goal is to solve a support-recovery type of problem for functional MRI (fMRI) data. In [DPFJ16], the authors extend compressed sensing to signals that are represented via a graphical model.

On a high-level, the reason why machine learning applications benefit from sparse recovery is because in such applications we aim to find a mapping between sensory data and
data semantics (the label). In order to do that, a standard approach is to exploit a set of features which captures important data characteristics, and is a closely associated to data labels. We thus transform the raw data into a feature space, where the similarity between data points corresponds to the similarity between features.

The work on compressed sensing is vast, initiated with the seminal paper of Candes and Tao [CRT06b]. The authors show that \(\ell_{1}\) minimization satisfies the so-called \(\ell_{2} / \ell_{1}\) guarantee, when the matrix \(A\) is chosen from a Gaussian ensemble. Other important guarantees, such as \(\ell_{1} / \ell_{1}\) and \(\ell_{2} / \ell_{2}\) have been extensively studied. The authors in [BIR08b, IR08b] showed that \(O\left(\epsilon^{-1} k \log (n / k)\right)\) measurements suffice for a uniform \((1+\epsilon) \ell_{1} / \ell_{1}\) guarantee. It is known that uniform reconstruction (i.e. deterministic algorithms) is not possible under \(\ell_{2} / \ell_{2}\), so one has to resort to randomized algorithm. In [PW11] Price and Woodruff give a variety of interesting results for the randomized cases of \(\ell_{2} / \ell_{2}\) and \(\ell_{1} / \ell_{1}\) sparse recovery, where they also show a difference between the exactly \(k\)-sparse and the \(O(k)\)-sparse case. More precisely, they show that if one is allowed to output a \(2 k\)-sparse vector, the dependence on \(\epsilon\) is strictly better than if one is allowed to output an exactly \(k\)-sparse vector. This fact, apart from being an interesting phenomenon, is useful in applications such as imaging, where we are not constrained to output an exactly \(k\)-spare vector. The state of the art for \(\ell_{2} / \ell_{2}\) is [GLPS10], where the authors show that \(O((k / \epsilon) \log (n / k))\) measurements are sufficient, and also give a sub-linear time recovery procedure.

All previous work was focused on \(\ell_{p} / \ell_{p}\), where the error is measured with respect to some \(\ell_{p}\) norm. In applications, sometimes these error measurements might be insufficient. For example, in the presence of outliers the strongest of the above \(\ell_{2} / \ell_{2}\) guarantees, behaves poorly. For that, the Huber norm is introduced [Hub64], which combines an \(\ell_{2}\) norm for
small \(x\) with an \(\ell_{1}\) norm for large \(x\). As mentioned in [CKY97, GS \({ }^{+} 99\) ] the Huber norm is of particular interest, because it is "recommended for almost all situations", and because it is "most robust" with respect to the presence of outliers and to the number of iterations than the \(\ell_{2}\) norm. The aforementioned facts, along with its smoothness properties, have made the Huber norm useful in Machine learning applications. Moreover, while some measures, such as \(\ell_{1}\), treat small residuals with the same importance as large residuals, it is often more appropriate to use Huber norm, since relatively small noise insensitive misfit measures can yield far more stable estimates in several cases, such as in geophysics applications [GS \({ }^{+} 99\) ].

Recently, [SK18] studies a formulation of robust sparse recovery, where the noise is sparse but adversarial.

Roadmap. Section 15.1 .1 provides a summary of our techniques. We present our main result in Section 15.1.2. We provide a complete proof for Huber set query and a short proof sketch for Huber sparse recovery in Section 15.2. We made a conclusion in Section 15.3. We deferred the complete proof for Huber, Tukey and other results into later sections.

Notations. We use \([n]\) to denote \(\{1,2, \cdots, n\}\). For a vector \(x \in \mathbb{R}^{n}\), we use \(\|x\|_{1}\) to denote its entry-wise \(\ell_{1}\) norm. We use \(\|x\|_{2}\) to denote its entry-wise \(\ell_{2}\) norm. We use \(\operatorname{supp}(x) \subseteq[n]\) to denote a set of non-zero indices. We use \(\|x\|_{0}\) to denote the number of non-zero entries in \(x . \quad\left(\|x\|_{0}=|\operatorname{supp}(x)|\right)\) Let \(x_{-k}\) denote the vector obtained by zeroing out largest \(k\) coordinates (in absolute) of \(x\). We will sometimes refer to \(x_{-k}\) as the tail of \(x\), whereas we will refer to \(x-x_{-k}\) as the head of \(x\).

\subsection*{15.1.1 Our techniques}

All of our results are based on the ubiquitous CountSketch data structure, which hashes every coordinate \(i \in[n]\) to one of \(O(k)\) buckets, and repeats \(O(\log n)\) times. This data structure can be used to solve the \(\ell_{p}\) heavy hitters problems, as well as the sparse recovery under the \(\ell_{2} / \ell_{2}\) guarantee [PW11]. It is not hard to see that \(\ell_{1} / \ell_{1}\) can also be achieved via the same data structure. Interestingly, our theorems indicate that the Huber and Tukey guarantees can also be obtained via CountSketch.

In specific, we use the CountSketch to obtain estimates for all \(i \in[n]\), and then form the set \(S\) of the \(k\) coordinates with the largest estimates, as in previous work. Now, it might be the case that some elements in the head are not included in \(S\), which means that they have been displaced by some other elements in the tail. In the case that the threshold \(\tau\) for the Huber function is "small" enough, i.e. less than every \(\left|x_{j}\right|\), for every \(j \in S\) and \(j \in \operatorname{head}(k)\), we can bound the error similarly to the \(\ell_{1} / \ell_{1}\) case. An analogous thing happens in the case that \(\tau\), is large enough, i.e. \(\tau \geq\|x\|_{\infty}\), where can bound the error similarly to the \(\ell_{2} / \ell_{2}\) case. Things are more complicated in the case that \(\tau\) falls somewhere in between \(S\) and head \((k)\), where our guarantee needs to bound the \(\ell_{1}\) norm on the left-hand side, by the \(\ell_{2}\) norm on the right-hand side. This at first glance seems to be something impossible to do, but a careful glance reveals an interesting property: in the case of \(\tau=1\), if we estimate every \(\left|x_{i}\right|\) up to \(\Delta\) and if \(\Delta\) is, then every displaced element in the head should should be \(1+\Delta=(1+\Theta(\Delta))^{2}\), so we can hope to employ a similar argument to the \(\ell_{2} / \ell_{2}\), as this property implicitly allows us to reduce the problem to the case where the right-hand side and the left-hand side are measured with respect to the \(\ell_{2}\) norm. If \(\Delta\) is large enough then intuitively the mass of coordinates displaced "does not matter". because they were small
compared to the noise, and we can charge them to the tail. Of course, a careful combination of arguments and techniques needs to be addressed for the analysis to work out.

We note that the algorithm we suggest is not novel per se, but we rather indicate that the classic CountSketch data structure gives also the stronger Huber guarantee.

\subsection*{15.1.2 Our results}

In the field of sparse recovery / compressive sensing, researchers usually consider \(\ell_{p}\) norms as error estimates. Two well-known problems, arise when setting \(p=2\), giving birth to \(\ell_{2} / \ell_{2}\) and \(\ell_{1} / \ell_{1}\) problems.
\[
\begin{aligned}
& \ell_{2} / \ell_{2}:\left\|x-x^{\prime}\right\|_{2} \leq(1+\epsilon)\left\|x_{-k}\right\|_{2}, \\
& \ell_{1} / \ell_{1}:\left\|x-x^{\prime}\right\|_{1} \leq(1+\epsilon)\left\|x_{-k}\right\|_{1},
\end{aligned}
\]
where \(x\) is the ground-truth vector, \(x_{-k}\) is the vector that is obtained after zeroing out the largest \(k\) coordinates (in absolute) of \(x, x^{\prime}\) is the \(k\)-sparse we output and \(\epsilon \in(0,1)\) is the accuracy parameter.

We consider the problem of sparse recovery, when the error is measured with respect to an \(M\)-estimators. \(M\)-estimators are specified by a function \(H: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}\) where \(H(x)=\) \(H(-x), H(0)=0\), and \(H()\) is non-decreasing \(|x|\). We use \(\|\cdot\|_{H}\) to denote a new "norm" (However, it might not be true norms in fact, because it doesn't satisfies triangle inequality). For a vector \(x \in \mathbb{R}^{n}\), we use \(\|x\|_{H}\) to denote \(\sum_{i=1}^{n} H\left(x_{i}\right)\).

Huber function [Hub64] and Tukey function [Tuk60] have been two well-known \(M\) estimators, which have been proven useful to researchers for more than 50 years. In this
work, we will mainly focus on these two estimators, which are also the most common ones. We first provide the definition of Huber function and Tukey function.

Definition 15.1.1 (Huber function). Given parameter \(\tau>0\),
\[
H(x)= \begin{cases}|x|^{2} / \tau & \text { if }|x| \leq \tau \\ |x| & \text { if }|x|>\tau\end{cases}
\]

Note that an alternative definition of Huber is \(|x|^{2} / 2 \tau\) if \(|x| \leq \tau\) and \(|x|-\tau / 2\) if \(|x|>\tau\). Our techniques work for both of those definitions. This is also being observed in some other problems, e.g. regression [CW15b] and low-rank approximation [CW15a].

We define Tukey function [Tuk60] as follows

Definition 15.1.2 (Tukey function). Given parameter \(\tau>0\),
\[
H(x)= \begin{cases}1-\left(1-(x / \tau)^{2}\right)^{3}, & \text { if }|x| \leq \tau \\ 1, & \text { if }|x|>\tau\end{cases}
\]

It is not hard to observe that both the Huber and Tukey function satisfy three basic properties: they vanish at zero, i.e., \(H(0)=0\), are symmetric and non-decreasing.

\subsection*{15.1.2.1 Set-query}

We start by presenting a problem called "set query" which plays a crucial role in solving sparse recovery problem. Set query problem is first formally defined by Price [Pri11] and recently got studied in the context of Sparse Fourier transform[Kap17].

Definition 15.1.3 (Set-query). Let \(A \in \mathbb{R}^{m \times n}\) be some implicit matrix we want to design. For any accuracy parameter \(\epsilon\) and set \(S\) with \(|S|=k\), our goal is to read \(A x\) and output


Figure 15.1: (a) Huber function (top) (b) Tukey function (bottom)
vector \(x^{\prime} \in \mathbb{R}^{k}\) such that
\[
\left\|x^{\prime}-x_{S}\right\|_{H} \leq \epsilon \cdot\left\|x_{[n] \backslash S}\right\|_{H},
\]
where \(\|x\|_{H}=\sum_{i} H\left(x_{i}\right)\) and \(H\) is some function.
We give some formal definitions of what we are able to achieve in terms of measurements, column sparsity and decoding time.

Definition 15.1.4 (Measurements, column sparsity, decoding time). There are several things we want to optimize,
1. The number of measurements, is the number of rows of \(A\).
2. Column sparsity is, for any \(u \cdot e_{i}\), the time we need to compute \(A \cdot u \cdot e_{i}\), where \(u \in \mathbb{R}\) and \(e_{i} \in \mathbb{R}^{n}\) has 1 in the \(i\)-th coordinate and 0 everywhere else.
3. Decoding time means once \(A x\) is given, the time we need to output \(x^{\prime}\).

Note that the decoding time is not necessarily larger than the number of measurements.

Our set-query results on \(M\)-estimators are given in the following theorem.

Theorem 15.1.1 (Set-query). Let function \(H: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}\) be either Huber function or Tukey function. There is an implicit matrix \(A \in \mathbb{R}^{m \times n}\) with \(m=O\left(\epsilon^{-1} k \log k\right)\) and \(O(\log k)\) column sparsity. For any \(S \subseteq[n]\) such that \(|S|=k\), there is an algorithm which given \(A x\), runs in \(O(k \log k)\) decoding time, and outputs a vector \(x^{\prime} \in \mathbb{R}^{k}\) such that
\[
\left\|x^{\prime}-x_{S}\right\|_{H} \leq \epsilon \cdot\left\|x_{[n] \backslash S}\right\|_{H}
\]
holds with probability 9/10.

Remark 15.1.1. Although the matrix has \(m=O\left(\epsilon^{-1} k \log k\right)\), but our algorithm doesn't need to use all the measurements for the set-query algorithm. The way our algorithm is designed implies that the decoding time is independent of accuracy parameter \(\epsilon\).

For a vector \(x \in \mathbb{C}^{n}\), we define its Fourier transform \(\widehat{x} \in \mathbb{C}^{n}\) where \(\forall i \in[n], \widehat{x}_{i}=\) \(\sum_{j=1}^{n} \frac{1}{\sqrt{n}} x_{j} e^{-2 \pi i \mathbf{i} j / n}\). Similarly, we define the inverse Fourier transform of \(\widehat{x} \in \mathbb{C}^{n}\) to be \(x\) where \(\forall j \in[n], x_{j}=\sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widehat{x}_{i} e^{2 \pi \mathrm{i} i j / n}\). Now, we're ready to present our Fourier set query result,

Theorem 15.1.2 (Fourier set query). Given a vector \(x \in \mathbb{C}^{n}\), for every \(\epsilon \in(0,1)\) and \(k \geq 1\), any \(S \subseteq[n],|S| \leq k\), there exists an algorithm (Algorithm 15.3) that takes \(O\left(\epsilon^{-1} k \log k\right.\). \(\log (n / \delta))\) samples, runs in \(O\left(\epsilon^{-1} k \log k \cdot \log (n / \delta)\right)\) time, and outputs a vector \(x^{\prime} \in \mathbb{C}^{n}\) such that
\[
\left\|\left(x^{\prime}-\widehat{x}\right)_{S}\right\|_{H} \leq \epsilon\left\|\widehat{x}_{[n] \backslash S}\right\|_{H}+\delta\|\widehat{x}\|_{H}
\]
holds with probability at least \(1-1 / \operatorname{poly}(k)\).

We can think of \(\|\widehat{x}\|_{H}\) being bounded by \(\operatorname{poly}(n)\). Then we can set \(\delta=1 / \operatorname{poly}(n)\). This assumption, along with the additional \(\delta\) factor is common in Fourier literature, e.g. [HIKP12a, PS15, CKPS16].

\subsection*{15.1.2.2 Sparse Recovery}

We first present \(k\)-sparse recovery results under Huber/Tukey function. Our algorithm achieves \(O\left(\epsilon^{-2} k \log n\right)\) measurements which matches the state-of-the-art \(\ell_{2} / \ell_{2}\) algorithm (see [PW11]).

Theorem 15.1.3 (Main result, Sparse recovery, Optimal measurements). Let \(H\) denote either Huber function (see Def. 15.1.1) or Tukey function (see Def. 15.1.2). There exists a distribution of \(\Phi \in \mathbb{R}^{m \times n}\) with \(m=O\left(\epsilon^{-2} k \log n\right)\) and \(O(\log n)\) column sparsity, and a recovery algorithm, such that for each \(x \in \mathbb{R}^{n}, k \in[n]\) and \(\epsilon \in(0,1)\), the recovery algorithm takes \(\Phi x\) as its input, runs in \(O(n \log n)\) time, and outputs \(k\)-sparse vector \(x^{\prime} \in \mathbb{R}^{n}\) so that with probability \(1-1 / \operatorname{poly}(n)\),
\[
\left\|x^{\prime}-x\right\|_{H} \leq(1+\epsilon) \min _{k-\text { sparse } y}\|y-x\|_{H}
\]

\subsection*{15.2 Algorithm and Analysis}

We start by defining a well-known tool called Count-Sketch [CCF02].
Definition 15.2.1 (Count-Sketch [CCF02]). A count sketch data structure with bucket size \(B\) and replicates \(R\) corresponds to a measurement matrix \(\Phi \in R^{B R \times n}\). Matrix \(\Phi\) is a concatenation of \(\Phi^{(1)}, \ldots, \Phi^{(R)}\), where each \(\Phi^{(r)} \in \mathbb{R}^{B \times n}(r \in[R])\) is defined by a pariwise hash function \(h_{i}:[n] \rightarrow[B]\) and a pairwise sign function \(\sigma_{i}:[n] \rightarrow\{-1,1\}\), such that for
each \(j \in[B]\) and \(i \in[n]\),
\[
\Phi_{j, i}^{(r)}= \begin{cases}\sigma_{r}(i) & \text { if } h_{r}(i)=j \\ 0 & \text { otherwise }\end{cases}
\]

The data structure maintains the value of \(\Phi x\) and for each \(i \in[n]\), it gives
\[
x_{i}^{\prime}=\operatorname{median}\left(\sigma_{1}(i) \cdot\left(\Phi^{(1)} x\right)_{h_{1}(i)}, \ldots, \sigma_{R}(i) \cdot\left(\Phi^{(R)} x\right)_{h_{R}(i)}\right)
\]
as estimation to \(x_{i}\).

\subsection*{15.2.1 Set query algorithm for Huber}

Our set query algorithm for Huber loss function is presented in Algorithm 15.1. The algorithm uses count-sketch data structure with bucket number \(B=O\left(\epsilon^{-1} k\right)\) and replicate number \(R=O(\log k)\).
```

Algorithm 15.1 Set Query Algorithm
procedure $\operatorname{SetQuery}(n, k, \epsilon, S, x) \quad \triangleright$ Theorem 15.2.1
$B \leftarrow O\left(\epsilon^{-1} k\right)$
$R \leftarrow O(\log k)$
Construct count sketch with bucket size $B$ and replicates $R$ according to Defini-
tion 15.2.1
$y \leftarrow \Phi x \quad \triangleright$ In streaming setting we maintain $y$ when receiving updates to $x$
for $i \in S$ do
$x_{i}^{\prime} \leftarrow \operatorname{median}_{r \in[R]} \sigma_{r}(i) y_{h_{r}(i)}^{(r)} \quad \triangleright y=\left(y^{(1)}, \ldots, y^{(R)}\right)$
end for
return $x_{S}^{\prime}$
end procedure

```

Now we provide a correctness proof for the set-query algorithm under Huber function. For simplicity we let \(\tau=1\), but our proof extends to arbitrary \(\tau\). In order to express \(\left\|x_{[n] \backslash S}\right\|_{H}\)
in a handy form, we first partition the coordinates in \([n] \backslash S\) into \(P\) and \(Q\), where \(P\) contains small coordinates whose absolute values are less than \(\tau\) and \(Q\) contains those who are larger than \(\tau\). By guarantee of the count-sketch, we can bound the error of each estimate for coordinates in \(S\). We then bound the error in Huber loss function by discussing the absolute error is either less than or greater than \(\tau\).

Theorem 15.2.1 (Set-query, Huber case of Theorem 15.1.1). Let function \(H\) be defined as Definition 15.1.1. There is an algorithm (Algorithm 15.1) that takes \(O\left(\epsilon^{-1} k \log k\right)\) samples/times and outputs a vector \(x^{\prime} \in \mathbb{R}^{n}\) such that
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq \epsilon \cdot\left\|x_{[n] \backslash S}\right\|_{H}
\]
holds with probability \(1-1 / \operatorname{poly}(k)\).

Proof. We choose \(B=\epsilon^{-1} k\). We define set \(P, Q \subset[n] \backslash S\) as follows
\[
P=\left\{i| | x_{i} \mid \leq 1, i \in[n] \backslash S\right\}, Q=\left\{i| | x_{i} \mid \geq 1, i \in[n] \backslash S\right\} .
\]

We define \(P_{B / 6}\) to be top \(B / 6\) coordinates in \(P\), and define \(P^{\prime}=P \backslash P_{B / 6}\). Similarly we define \(Q_{B / 6}\) to be top \(B / 6\) coordinates in \(Q\), and define \(Q^{\prime}=Q \backslash Q_{B / 6}\).

Let \(R=O(\log k)\). For each \(i \in S\), we estimate \(x_{i}\) as \(x_{i}^{\prime}=\operatorname{median}_{j \in[R]}\left\{y_{h_{j}(i)}^{(j)}\right\}\). We can prove that with probability \(1-1 / \operatorname{poly}(k)\),
\[
\left|x_{i}^{\prime}-x_{i}\right| \leq \sqrt{\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) / B}
\]

Note that \(\left\|x_{\bar{S}}\right\|_{H}=\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{1}\).

We prove the final result by considering two cases:
Case (1)
\[
\sqrt{\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) / B} \leq 1
\]

Case (2)
\[
\sqrt{\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) / B}>1
\]

Case (1) \(\sqrt{\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) / B} \leq 1\).
In the following, we prove that \(\left\|x_{Q^{\prime}}\right\|_{2}^{2} \leq\left\|x_{Q^{\prime}}\right\|_{1}\). First, note that
\[
\left\|x_{Q^{\prime}}\right\|_{2} \leq \sqrt{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}} \leq \sqrt{B}
\]

By Lemma 15.5.2, we can also bound \(\left\|x_{Q^{\prime}}\right\|_{2}\) to be
\[
\left\|x_{Q^{\prime}}\right\|_{2} \leq \frac{1}{\sqrt{B}}\left\|x_{Q}\right\|_{1}
\]

Combining these two inequality on \(\left\|x_{Q^{\prime}}\right\|_{2}\), we get
\[
\left\|x_{Q^{\prime}}\right\|_{2}^{2} \leq \sqrt{B} \cdot \frac{1}{\sqrt{B}}\left\|x_{Q}\right\|_{1} \leq\left\|x_{Q}\right\|_{1} .
\]

By definition of Huber norm,
\[
\begin{aligned}
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} & \leq \frac{k}{B}\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) \\
& \leq \frac{k}{B}\left(\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{1}\right) \\
& =\epsilon\left\|x_{\bar{S}}\right\|_{H} .
\end{aligned}
\]

Case (2) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}}>1\).


Figure 15.2: \(\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{T \cap \bar{S}}\right\|_{H}\) is the displacement error

The error is \(\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq \frac{k}{\sqrt{B}}\left(\left\|x_{P^{\prime}}\right\|_{2}+\left\|x_{Q^{\prime}}\right\|_{2}\right)\). We can bound \(\left\|x_{Q^{\prime}}\right\|_{2} \leq \frac{1}{\sqrt{B}}\left\|x_{Q}\right\|_{1}\) by Lemma 15.5.2. Now trying to bound \(\left\|x_{P^{\prime}}\right\|_{2}\). If \(\left\|x_{P^{\prime}}\right\|_{2} \leq\left\|x_{Q^{\prime}}\right\|_{2}\) we are done. Otherwise we have \(\left\|x_{P^{\prime}}\right\|_{2} \geq \sqrt{B / 2}\) and so \(\left\|x_{P^{\prime}}\right\|_{2} \leq \frac{\left\|x_{P^{\prime}}\right\|_{2}}{\sqrt{B / 2}}\left\|x_{P^{\prime}}\right\|_{2} \leq \sqrt{2 / B}\left\|x_{P}\right\|_{2}^{2}\). Either case we can finally bound \(\left\|x_{S}^{\prime}-x_{S}\right\|_{H}\) by \(2 \epsilon\left\|x_{\bar{S}}\right\|_{H}\).

\subsection*{15.2.2 Proof of Theorem 15.1.3}
```

Algorithm 15.2 Sparse Recovery Algorithm
procedure $\operatorname{SparseRecovery}(n, k, \epsilon, x)$
$B \leftarrow O\left(\epsilon^{-2} k\right)$
$R \leftarrow O(\log n)$
Construct count sketch with bucket size $B$ and replicates $R$ according to Defini-
tion 15.2.1
$y \leftarrow \Phi x \quad \triangleright$ In streaming setting we maintain $y$ when receiving updates to $x$
for $i=1 \rightarrow n$ do
$x_{i}^{\prime} \leftarrow \operatorname{median}_{r \in[R]} \sigma_{r}(i) y_{h_{r}(i)}^{(r)} \quad \triangleright y=\left(y^{(1)}, \ldots, y^{(R)}\right)$
end for
Let $T$ denote the set of coordinates that are $k$ largest (in absolute) of $x^{\prime}$
return $x_{T}^{\prime}$
end procedure

```

The high-level idea. Let \(S\) denote the top- \(k\) largest coordinates in absolute. Let
\(T\) denote the set coordinates the algorithm outputs. Then we can rewrite \(\left\|x-x_{T}^{\prime}\right\|_{H}\) as
\[
\begin{aligned}
& \left\|x-x_{T}^{\prime}\right\|_{H} \\
= & \left\|\left(x-x^{\prime}\right)_{T}\right\|_{H}+\left\|x_{\bar{T}}\right\|_{H} \\
= & \left\|\left(x-x^{\prime}\right)_{T}\right\|_{H}+\left(\left\|x_{\bar{T}}\right\|_{H}-\left\|x_{\bar{S}}\right\|_{H}\right)+\left\|x_{\bar{S}}\right\|_{H} \\
= & \underbrace{\left\|\left(x-x^{\prime}\right)_{T}\right\|_{H}}_{\text {set-query }}+\underbrace{\left(\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{T \cap \bar{S}}\right\|_{H}\right)}_{\text {displacement }}+\left\|x_{\bar{S}}\right\|_{H} .
\end{aligned}
\]

Using Set-query, we know that \(\left\|\left(x-x^{\prime}\right)_{T}\right\|_{H} \leq(\epsilon / 2)\left\|x_{\bar{S}}\right\|_{H}\). Now the question is how to bound "displacement" by \((\epsilon / 2)\left\|x_{\bar{S}}\right\|_{H}\) and we explain the formal proof in next a few pages.

Proof. of Theorem 15.1.3. Our algorithm is presented in Algorithm 15.2. Let \(x_{-k}\) denotes the vector \(x\) with absolute largest \(k\) coordinates removed. We use count sketch to give each \(x_{i}\) (where \(i \in[n]\) ) an estimate. In particular, we choose the number of buckets \(B=O\left(\epsilon^{-2} k\right)\) and the number of duplicates \(R=O(\log n)\) for the count sketch data structure. Let \(x_{i}^{\prime}\) denote the estimate obtained by the count sketch for \(x_{i}\). Let \(T\) denote the largest \(k\) coordinates in absolute value in \(x^{\prime}\). The recovery algorithm outputs \(x_{T}^{\prime}\) as a \(k\)-sparse approximation to \(x\).

Note that the count sketch data structure takes \(B \cdot R=O\left(\epsilon^{-2} k \log n\right)\) measurements. Its update time is \(O(R)=O(\log n)\) time, and the time to obtain \(x^{\prime}\) is \(O(n \cdot R)=O(n \log n)\). Taking largest \(k\) coordinates from \(x^{\prime}\) requires \(O(n \log n)\) time. Thus the total query time is \(O(n \log n)\). In the following, we show that \(\left\|x-x_{T}^{\prime}\right\|_{H} \leq(1+\epsilon)\left\|x_{-k}\right\|_{H}\).

By Lemma 15.5.1, for each \(i \in[n]\), with probability \(1-1 / \operatorname{poly}(n)\),
\[
\begin{equation*}
\left(x_{i}-x_{i}^{\prime}\right)^{2} \leq \frac{\epsilon^{2}}{4 k}\left\|x_{-4 k / \epsilon^{2}}\right\|_{2}^{2} \leq \frac{\epsilon^{2}}{4 k}\left\|x_{-4 k}\right\|_{2}^{2} \tag{15.1}
\end{equation*}
\]

Let \(S\) denote the largest \(k\) coordinates in absolute value in \(x\). Recall that \(\bar{S}=[n] \backslash S\), \(\bar{T}=[n] \backslash T\), and \(x_{-k}=x_{\bar{S}}\). The recovery error is
\[
\begin{equation*}
\left\|x-x_{T}^{\prime}\right\|_{H}=\left\|\left(x-x^{\prime}\right)_{T}\right\|_{H}+\left\|x_{\bar{T}}\right\|_{H} . \tag{15.2}
\end{equation*}
\]

By point estimation guarantee given in Eq. (15.5) and results from Huber set query.
\[
\begin{aligned}
\left\|\left(x-x^{\prime}\right)_{T}\right\|_{H} & =\sum_{i \in T} H\left(x_{i}-x_{i}^{\prime}\right) \\
& \leq|T| \cdot H\left(\frac{\epsilon}{2 \sqrt{k}}\left\|x_{-4 k}\right\|_{2}\right) \\
& \leq \frac{\epsilon}{2}\left\|x_{-k}\right\|_{H} .
\end{aligned}
\]

Note that
\[
\begin{aligned}
\left\|x_{\bar{T}}\right\|_{H} & =\left(\left\|x_{\bar{T}}\right\|_{H}-\left\|x_{\bar{S}}\right\|_{H}\right)+\left\|x_{\bar{S}}\right\|_{H} \\
& =\left(\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{\bar{S} \cap T}\right\|_{H}\right)+\left\|x_{-k}\right\|_{H}
\end{aligned}
\]
where the second step follows by canceling out the coordinates in \(\bar{S} \cap \bar{T}\). In the following, our goal is to show that \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right) \leq \frac{\epsilon}{2}\left\|x_{-k}\right\|_{H}\).

If \(S \cap \bar{T}=\emptyset\), then \(S=T\) and \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right)=0\). In the following, we assume that \(S \cap \bar{T} \neq \emptyset\). Let \(b=\max _{i \in S \cap \bar{T}}\left|x_{i}\right|\), and \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|\). Because Huber function \(H(t)\) is monotonically increasing as \(|t|\) increases,
\[
\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{\bar{S} \cap T}\right\|_{H} \leq|\bar{S} \cap T| \cdot(H(b)-H(a)) .
\]

By Lemma 15.2.5, we have
\[
\begin{equation*}
b-a \leq \frac{\epsilon}{\sqrt{k}}\left\|x_{-4 k}\right\|_{2} \tag{15.3}
\end{equation*}
\]

Moreover, by definition that \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|\) and let \(r=|\bar{S} \cap T|\),
\[
\begin{equation*}
a \leq \frac{\left\|x_{\bar{S} \cap T}\right\|_{2}}{\sqrt{r}} \leq \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{r}} . \tag{15.4}
\end{equation*}
\]

We are going to prove that \(H(b)-H(a) \leq \frac{\epsilon}{2} \frac{\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|}\). We discuss in three cases: case (1) \(\tau \leq a\), case (2) \(a<\tau<b\), case (3) \(b \leq \tau\). We analyze these three cases in Claim 15.2.2, Claim 15.2.3 and Claim 15.2.4.

Claim 15.2.2. Let \(r=|\bar{S} \cap T|\). If \(\tau \leq a\), then \(H(b)-H(a) \leq \frac{\epsilon}{2} \frac{\left\|x_{-k}\right\|_{H}}{r}\).

Proof. For simplicity, we use \(r\) to denote \(|\bar{S} \cap T|\). By definition of \(T\), we know that \(1 \leq r \leq k\). Let \(P, Q\) be a partition of \(\bar{S}\) where
\[
P=\left\{i| | x_{i} \mid \leq \tau, i \in \bar{S}\right\}, Q=\left\{i| | x_{i} \mid>\tau, i \in \bar{S}\right\}
\]

By triangle inequality \(\left\|x_{-5 k}\right\|_{2} \leq\left\|x_{P}\right\|_{2}+\left\|\left(x_{Q}\right)_{-4 k}\right\|_{2}\). By definition of Huber function \(\left\|x_{-k}\right\|_{H}=\frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{1}\). Because \(\tau \leq a, \bar{S} \cap T \subseteq Q\). Thus \(\left\|x_{Q}\right\|_{1} \geq\left\|x_{\bar{S} \cap T}\right\|_{1} \geq \tau|\bar{S} \cap T|=\) \(\tau \cdot r\). Therefore,
\[
\left\|x_{-k}\right\|_{H} \geq \frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2}+\tau r \geq 2 \sqrt{\frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2} \cdot \tau r}=2 \sqrt{r} \cdot\left\|x_{P}\right\|_{2}
\]

So we have \(\left\|x_{P}\right\|_{2} \leq \frac{1}{2 \sqrt{r}}\left\|x_{-k}\right\|_{H}\). By Lemma 15.5.2,
\[
\left\|\left(x_{Q}\right)_{-4 k}\right\|_{2} \leq \frac{1}{2 \sqrt{k}}\left\|x_{Q}\right\|_{1} \leq \frac{1}{2 \sqrt{r}}\left\|x_{Q}\right\|_{1} \leq \frac{1}{2 \sqrt{r}}\left\|x_{-k}\right\|_{H}
\]

Therefore,
\[
\begin{aligned}
H(b)-H(a) & =b-a \leq \frac{\epsilon}{\sqrt{r}}\left\|x_{-5 k}\right\|_{2} \\
& \leq \frac{\epsilon}{\sqrt{r}}\left(\left\|x_{P}\right\|_{2}+\left\|\left(x_{Q}\right)_{-4 k}\right\|_{2}\right) \\
& \leq \frac{\epsilon}{\sqrt{r}}\left(\frac{1}{2 \sqrt{r}}\left\|x_{-k}\right\|_{H}+\frac{1}{2 \sqrt{r}}\left\|x_{-k}\right\|_{H}\right) \\
& \leq \frac{\epsilon\left\|x_{-k}\right\|_{H}}{r} .
\end{aligned}
\]

Claim 15.2.3. If \(a<\tau<b\), then \(H(b)-H(a) \leq \frac{\epsilon}{2} \frac{\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|}\).
Claim 15.2.4. If \(b \leq \tau\), then \(H(b)-H(a) \leq \frac{\epsilon}{2} \frac{\|x-k\|_{H}}{|S \cap T|}\).

We provide the proofs of the above two Claims in Section 15.7.

Lemma 15.2.5. Let vector \(u, v \in \mathbb{R}^{n}\) such that \(\|u-v\|_{\infty} \leq \Delta\). Let \(S\) be the largest \(k\) coordinates in \(u\), and let \(T\) be the largest \(k\) coordinates in \(v\). Let \(b=\max _{i \in S \cap \bar{T}} u_{i}\) and \(a=\min _{i \in \bar{S} \cap T} u_{i}\). Then \(b-a \leq 2 \Delta\).

Proof. Let \(\lambda=\max _{i \in \bar{T}} v_{i}\). We have
\[
b=\max _{i \in S \cap \bar{T}} u_{i} \leq \max _{i \in \bar{T}} u_{i} \leq \Delta+\max _{i \in \bar{T}} v_{i}=\Delta+\lambda .
\]

On the other hand,
\[
a=\min _{i \in \bar{S} \cap T} u_{i} \geq \min _{i \in T} u_{i} \geq-\Delta+\min _{i \in T} v_{i} \geq-\Delta+\lambda .
\]

Therefore,
\[
b-a \leq(\Delta+\lambda)-(-\Delta+\lambda) \leq 2 \Delta
\]

\subsection*{15.3 Conclusion}

In this work, we gave the first set of sparse recovery algorithms when the error is measured with respect to Huber and Tukey functions. Because of the usefulness of these Mestimators, we believe that this will be proved to be an important line of research, demanding new ideas and techniques, and offering fruitful results both in theory and in practice.

\subsection*{15.4 Preliminaries}

In this section, we give definitions of Huber function, reverse Huber function and Tukey function. All these functions have a parameter \(\tau>0\) such that the function is defined as one "simple" function on domain \(\{x:|x| \leq \tau\}\) and another "simple" function on domain \(\{x:|x|>\tau\}\). In particular, Huber function is defined to be a quadratic function for \(|x| \leq \tau\) and a linear function for \(|x|>\tau\). Inverse Huber function is opposite. Tukey function is defined approximately to be a quadratic function for \(|x| \leq \tau\), and a constant function for \(|x|>\tau\).

When measuring errors in terms of these functions, we are more robust to outliers. Because these functions in domain \(\{x:|x|>\tau\}\) grow slower than domain \(\{x:|x| \leq \tau\}\).

\subsection*{15.4.1 Huber estimator}

Given parameter \(\tau>0\), Huber function [Hub64] is defined as follows.
Definition 15.4.1 (Huber function).
\[
H(x)= \begin{cases}|x|^{2} / \tau & \text { if }|x| \leq \tau \\ |x| & \text { if }|x|>\tau\end{cases}
\]

In addition, as appeared in [SWZ18], one can also define reverse Huber function with parameter \(\tau\) as
\[
H(x)= \begin{cases}|x| & \text { if }|x| \leq \tau \\ |x|^{2} / \tau & \text { if }|x|>\tau\end{cases}
\]

\subsection*{15.4.2 Tukey estimator}

Tukey function [Tuk60] is defined as follows.

Definition 15.4.2 (Tukey function).
\[
H(x)= \begin{cases}1-\left(1-(x / \tau)^{2}\right)^{3}, & \text { if }|x| \leq \tau \\ 1, & \text { if }|x|>\tau\end{cases}
\]

It is easy to observe that for \(|x| \leq \tau\),
\[
\begin{aligned}
H(x) & =1-\left(1-3(x / \tau)^{2}+3(x / \tau)^{4}-(x / \tau)^{6}\right) \\
& =3(x / \tau)^{2}-3(x / \tau)^{4}+(x / \tau)^{6} \\
& =\frac{3}{4}(x / \tau)^{2}+\frac{9}{4}(x / \tau)^{2}-3(x / \tau)^{4}+(x / \tau)^{6} \\
& =\frac{3}{4}(x / \tau)^{2}+(x / \tau)^{2}\left(\frac{3}{2}-(x / \tau)^{2}\right)^{2} \\
& \geq \frac{3}{4}(x / \tau)^{2} .
\end{aligned}
\]

Similarly, we can also give an upper bound of \(H(x)\),
\[
\begin{aligned}
H(x) & =3(x / \tau)^{2}-3(x / \tau)^{4}+(x / \tau)^{6} \\
& \leq 3(x / \tau)^{2}+(x / \tau)^{6} \\
& \leq 4(x / \tau)^{2} .
\end{aligned}
\]

Therefore, we have the following fact, i.e. Tukey function is within a constant factor of the quadratic function for \(|x| \leq \tau\). Therefore, in our analysis in later sections, we approximate Tukey function as a quadratic function for \(|x| \leq \tau\).

Fact 15.4.1. If \(|x| \leq \tau, H(x) \in\left[\frac{3}{4}(x / \tau)^{2}, 4(x / \tau)^{2}\right]\); Otherwise \(H(x)=1\).

\subsection*{15.5 Set Query}

In this section, we present our set query results on reverse Huber function and Tukey function. The results on Huber function is presented in the main text. We summarize our results on set query in Table 15.1. Since we extensively apply the count-sketch data structure, we present as follows.

Definition 15.5.1 (Count Sketch). A count sketch data structure with bucket size \(B\) and replicates \(R\) corresponds to a measurement matrix \(\Phi \in R^{B R \times n}\). Matrix \(\Phi\) is a concatenation of \(\Phi^{(1)}, \ldots, \Phi^{(R)}\), where each \(\Phi^{(r)} \in \mathbb{R}^{B \times n}(r \in[R])\) is defined by a pariwise hash function \(h_{i}:[n] \rightarrow[B]\) and a pairwise sign function \(\sigma_{i}:[n] \rightarrow\{-1,1\}\), such that for each \(j \in[B]\) and \(i \in[n]\),
\[
\Phi_{j, i}^{(r)}= \begin{cases}\sigma_{r}(i) & \text { if } h_{r}(i)=j \\ 0 & \text { otherwise }\end{cases}
\]

The data structure maintains the value of \(\Phi x\) and for each \(i \in[n]\), it gives
\[
x_{i}^{\prime}=\operatorname{median}\left(\sigma_{1}(i) \cdot\left(\Phi^{(1)} x\right)_{h_{1}(i)}, \ldots, \sigma_{R}(i) \cdot\left(\Phi^{(R)} x\right)_{h_{R}(i)}\right)
\]
as esimation to \(x_{i}\).

Let \(x^{\prime} \in \mathbb{R}^{n}\) denote the approximation given by the count sketch data structure. We have the following guarantee for count sketch with bucket size \(B\) and replicates \(R\).

Lemma 15.5.1 ([CCF02]). Let \(x \in \mathbb{R}^{n}\), and let \(x^{\prime} \in \mathbb{R}^{n}\) be the output of a count sketch data structure (Definition 15.5.1) with bucket size \(B\) and replicate \(R\). For each \(i \in[n]\), with probability at least \(1-2^{-\Omega(R)}\),
\[
\left(x_{i}-x_{i}^{\prime}\right)^{2} \leq \frac{2}{B}\left\|x_{-B / 2}\right\|_{2}^{2}
\]

Table 15.1: Set Query
\begin{tabular}{|l|l|l|l|}
\hline & Measurements & Running time & Column sparsity \\
\hline Theorem 15.2.1, Huber & \(\epsilon^{-1} k \log k\) & \(k \log k\) & \(\log k\) \\
\hline Theorem 15.5.3, Reverse Huber & \(\epsilon^{-1} k \log k\) & \(k \log k\) & \(\log k\) \\
\hline Theorem 15.5.4, Tukey & \(\epsilon^{-1} k \log k\) & \(k \log k\) & \(\log k\) \\
\hline
\end{tabular}

The following is a standard lemma in compressive sensing literatures that bounds the \(\ell_{2}\) norm of a vector with largest (in absolute value) \(k\) coordinates removed in terms of \(\ell_{1}\) norm of its original vector. We also include its proof for completeness.

Lemma 15.5.2. For any \(x \in \mathbb{R}^{n}\) and any \(k \in[n],\left\|x_{-k}\right\|_{2} \leq \frac{1}{\sqrt{k}}\|x\|_{1}\), where \(x_{-k}\) denotes the vector obtained by zeroing out largest \(k\) coordinates (in absolute) of \(x\).

Proof. We partition the coordinates of \(x\) to be \(B_{1}, B_{2}, \ldots\) where \(B_{1}\) contains largest \(k\) coordinates, and \(B_{2}\) contains the next largest \(k\) coordinates, and so on. We have
\[
\begin{aligned}
\left\|x_{-k}\right\|_{2} & \leq \sum_{i=2}^{n / k}\left\|x_{B_{i}}\right\|_{2} \\
& \leq \sum_{i=2}^{n / k} \sqrt{k \cdot\left(\left\|x_{B_{i-1}}\right\|_{1} / k\right)^{2}} \\
& =\frac{1}{\sqrt{k}} \sum_{i=1}^{n / k-1}\left\|x_{B_{i}}\right\|_{1} \\
& \leq \frac{1}{k}\|x\|_{1} .
\end{aligned}
\]
where the second step follows by Cauchy-Schwarz inequality.

\subsection*{15.5.1 \(\epsilon\)-approximation for reverse Huber function}

We present our set query result for reverse Huber functions. The result is quite symmetric to our result for Huber function.

Theorem 15.5.3 (Reverse Huber set-query). Let function \(H\) be defined as Definition 15.4.1. There is an algorithm that takes \(O\left(\epsilon^{-1} k \log k\right)\) samples/times and outputs a vector \(x^{\prime} \in \mathbb{R}^{n}\) such that
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq \epsilon \cdot\left\|x_{[n] \backslash S}\right\|_{H}
\]
holds with probability \(1-1 / \operatorname{poly}(k)\).

Proof. We choose \(B=O\left(\epsilon^{-1} k\right)\) and \(R=O(\log k)\), and use the count-sketch data structure with bucket size \(O(B)\) and replicate number \(O(R)\). Let \(x^{\prime} \in \mathbb{R}^{n}\) denote the estimate given by the count-sketch data structure. By Lemma 15.5.1, we have the guarantee that with probability \(1-1 / \operatorname{poly}(k)\),
\[
\left|x_{i}^{\prime}-x_{i}\right| \leq \sqrt{\frac{\left\|x_{-B}\right\|_{2}^{2}}{B}}
\]

We define set \(P, Q \subset[n] \backslash S\) as follows
\[
P=\left\{i| | x_{i} \mid \leq 1, i \in[n] \backslash S\right\}, Q=\left\{i| | x_{i} \mid \geq 1, i \in[n] \backslash S\right\} .
\]

We define \(P_{B / 6}\) to be top \(B / 6\) coordinates in \(P\), and define \(P^{\prime}=P \backslash P_{B / 6}\). Similarly we define \(Q_{B / 6}\) to be top \(B / 6\) coordinates in \(Q\), and define \(Q^{\prime}=Q \backslash Q_{B / 6}\). We have \(\sqrt{\frac{\left\|x_{-B}\right\|_{2}^{2}}{B}} \leq\) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}}\).

Note that
\[
\left\|x_{\bar{S}}\right\|_{H}=\left\|x_{P}\right\|_{1}+\left\|x_{Q}\right\|_{2}^{2}
\]

We prove the final result by considering two cases: case (1) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}} \leq 1\); Case (2) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}}>1\).

Case (1) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}} \leq 1\).
The error is
\[
\begin{aligned}
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} & \leq k \sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}} \\
& \leq \frac{k}{\sqrt{B}}\left(\left\|x_{P^{\prime}}\right\|_{2}+\left\|x_{Q^{\prime}}\right\|_{2}\right) .
\end{aligned}
\]

By Lemma 15.5.2, we have \(\left\|x_{P^{\prime}}\right\|_{2} \leq \frac{1}{\sqrt{B}}\left\|x_{P}\right\|_{1}\). Now we are trying to upper bound \(\left\|x_{Q^{\prime}}\right\|_{2}\). If \(\left\|x_{Q^{\prime}}\right\|_{2} \leq\left\|x_{P^{\prime}}\right\|_{2}\) we are done. Otherwise we have \(\left\|x_{Q^{\prime}}\right\|_{2} \geq \sqrt{B / 2}\) and so \(\left\|x_{Q^{\prime}}\right\|_{2} \leq\) \(\frac{\left\|x_{Q^{\prime}}\right\|_{2}}{\sqrt{B / 2}}\left\|x_{Q^{\prime}}\right\|_{2} \leq \sqrt{2 / B}\left\|x_{Q}\right\|_{2}^{2}\). Either case we can finally bound \(\left\|x_{S}^{\prime}-x_{S}\right\|_{H}\) by \(2 \epsilon\left\|x_{\bar{S}}\right\|_{H}\).

Case (2) \(\sqrt{\frac{\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}}{B}}>1\).
We have
\[
\begin{aligned}
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} & \leq \frac{k}{B}\left(\left\|x_{P^{\prime}}\right\|_{2}^{2}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) \\
& \leq \frac{k}{B}\left(\left\|x_{P^{\prime}}\right\|_{1}+\left\|x_{Q^{\prime}}\right\|_{2}^{2}\right) \\
& \leq \frac{k}{B}\left(\left\|x_{P}\right\|_{1}+\left\|x_{Q}\right\|_{2}^{2}\right) \\
& =\epsilon\left\|x_{\bar{S}}\right\|_{H}
\end{aligned}
\]
where the second step follows by the fact that each coordinate in \(P^{\prime}\) is less than 1 .

\subsection*{15.5.2 \(\epsilon\)-approximation for Tukey function}

Theorem 15.5.4 (Tukey set-query). Let function \(H\) be defined as Definition 15.4.2. There is an algorithm that takes \(O\left(\epsilon^{-1} k \log k\right)\) samples, \(O(k \log k)\) decoding times, \(O(\log k)\) update time, and outputs a vector \(x^{\prime} \in \mathbb{R}^{n}\) such that
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq \epsilon \cdot\left\|x_{[n] \backslash S}\right\|_{H}
\]
holds with probability 9/10.

Proof. Without loss of generality, we assume that \(\tau=1\). We approximate Tukey function to be \(H(x)=1\) for \(|x|>1\) and \(H(x)=x^{2}\) for \(|x| \leq 1\).

Let \(B=O\left(\epsilon^{-1} k\right)\) and \(R=O(\log k)\), and use the count-sketch data structure with bucket size \(O(B)\) and replicate number \(O(R)\). Let \(x^{\prime} \in \mathbb{R}^{n}\) denote the estimate given by the count-sketch data structure.

We define \(P, Q \subseteq[n] \backslash S\) as follows
\[
P=\left\{i| | x_{i} \mid \leq 1, i \in[n] \backslash S\right\}, Q=\left\{i| | x_{i} \mid>1, i \in[n] \backslash S\right\} .
\]

We consider the following two cases.
Case 1. \(|Q|>B / 4\).
We have
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq k=\frac{k}{|Q|} \cdot|Q| \leq \frac{k}{B / 4}|Q| \leq \frac{4 k}{B}\left\|x_{-k}\right\|_{H} \leq \epsilon\left\|x_{-k}\right\|_{H}
\]

Case 2. \(|Q| \leq B / 4\).

By Lemma 15.5.1, for each \(i \in S\), with probability at least \(1-1 / \operatorname{poly}(k)\), we have
\[
\left|x_{i}^{\prime}-x_{i}\right| \leq \sqrt{\frac{\left\|x_{-2 B}\right\|_{2}^{2}}{2 B}} \leq \sqrt{\frac{\left\|x_{P}\right\|_{2}^{2}}{2 B}}
\]

Applying a union bound to coordinates in \(S\), we have with probability at least \(1-\operatorname{poly}(k)\),
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq k H\left(\sqrt{\frac{\left\|x_{P}\right\|_{2}^{2}}{2 B}}\right)
\]

Then Case 2(a) \(\sqrt{\left\|x_{P}\right\|_{2}^{2} / 2 B} \geq 1\). We have
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq k \leq \frac{k}{2 B}\left\|x_{P}\right\|_{2}^{2} \leq \frac{k}{2 B}\left\|x_{-k}\right\|_{H} \leq \epsilon\left\|x_{-k}\right\|_{H}
\]

Case 2(b) \(\sqrt{\left\|x_{P}\right\|_{2}^{2} / 2 B}<1\). We have
\[
\left\|x_{S}^{\prime}-x_{S}\right\|_{H} \leq \frac{k}{2 B}\left\|x_{P}\right\|_{2}^{2} \leq \frac{k}{2 B}\left\|x_{-k}\right\|_{H} \leq \epsilon\left\|x_{-k}\right\|_{H}
\]

\subsection*{15.6 Fourier set query}

In this section, we give set query algorithms from Fourier measurements, when the error is measured with respect to Huber norm and Tukey norm. All of the results in this section follow from the fact that we can simulate the count sketch data structure in Fourier case, by losing a factor of \(\log n\) on the number of measurements (we also \(\operatorname{lose}\) a \(\log n\) factor in update time and query time).

This simulation is standard (as in for example [HIKP12a]) by using (pseudo)random spectral permutation and filtering functions. Let \(B\) denote bucket size. Let \(P=\{i \in\) \([n]\left|\left|\widehat{x}_{i}\right|<\tau\right\}\) and \(Q=\left\{i \in[n]| | \widehat{x}_{i} \mid \geq \tau\right\}\). Let \(P^{\prime}\) denote the set after removing top \(O(k)\) coordinates from \(P\), and similarly let \(Q^{\prime}\) denote the set after removing top \(O(k)\) coordinates from \(Q\). We can guarantee that with high probability for each coordinate \(i \in S\), the error for our estimation to \(\widehat{x}_{i}\) is bounded by \(\sqrt{\frac{\left\|\widehat{x}_{P^{\prime}}\right\|_{2}^{2}+\left\|\widehat{x}_{Q^{\prime}}\right\|_{2}^{2}}{B}}\). Following the proof on set query results in Section 15.5, this yields to \(\ell_{H} / \ell_{H} \leq \epsilon\) guarantee for function \(H\) being Huber function or Tukey function.

Theorem 15.6.1 (Fourier point estimation guarantee). Given a vector \(x \in \mathbb{C}^{n}\), for every \(\epsilon \in(0,1)\) and \(k \geq 1\), any \(S \subseteq[n],|S| \leq k\), there exists an algorithm (Algorithm 15.3) that takes
\[
O\left(\epsilon^{-1} k \log k \cdot \log n\right)
\]
samples, runs in
\[
O\left(\epsilon^{-1} k \log k \cdot \log n\right)
\]
time, and outputs a vector \(x^{\prime} \in \mathbb{C}^{n}\) such that for each \(i \in S\),
\[
\left|x_{i}^{\prime}-\widehat{x}_{i}\right| \leq \sqrt{\frac{\left\|\widehat{x}_{P^{\prime}}\right\|_{2}^{2}+\left\|\widehat{x}_{Q^{\prime}}\right\|_{2}^{2}}{B}}
\]
holds with probability at least \(1-1 / \operatorname{poly}(k)\).

Before showing the proof to Theorem 15.6.1, we first present some basic definitions and basic building blocks for Fourier sparse recovery. Readers can refer to [HIKP12a] for more details.

For a complex vector \(x \in \mathbb{C}^{n}\), we use \(\widehat{x} \in \mathbb{C}^{n}\) to denote its Fourier spectrum,
\[
\widehat{x}_{i}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e^{-2 \pi \mathbf{i} i j / n} x_{j}, \forall i \in[n]
\]

Then the inverse transform is
\[
x_{j}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} e^{2 \pi \mathrm{i} i j / n} \widehat{x}_{i}, \forall j \in[n] .
\]

The discrete convolution of functions \(f\) and \(g\) is given by,
\[
(f * g)[n]=\sum_{m=-\infty}^{+\infty} f[m] g[n-m]
\]

We use the same (pseudorandom) spectrum permutation as [HIKP12a],
Definition 15.6.1. Suppose \(\sigma^{-1}\) exists \(\bmod n\). We define the permutation \(P_{\sigma, a, b}\) by
\[
\left(P_{\sigma, a, b} x\right)_{i}=x_{\sigma(i-a)} e^{-2 \pi \mathbf{i} \sigma b i / n}
\]

We also define \(\pi_{\sigma, b}=\sigma(i-b)(\bmod n)\). Let \(h_{\sigma, b}(i)=\operatorname{round}\left(\pi_{\sigma, b}(i) B / n\right)\) and \(o_{\sigma, b}(i)=\) \(\pi_{\sigma, b}(i)-h_{\sigma, b}(i) n / B\). We say \(h_{\sigma, b}(i)\) is the "bin" that frequency \(i\) is mapped into, and \(o_{\sigma, b}(i)\) is the "offset".

We use the same filter function as [HIKP12a, PS15, CKPS16],

Definition 15.6.2. Given parameters \(B \geq 1, \delta>0, \alpha>0\). We say that \(\left(G, \widehat{G}^{\prime}\right)=\) \(\left(G_{B, \delta, \alpha}, \widehat{G}_{B, \delta, \alpha}^{\prime}\right) \in \mathbb{R}^{n}\) is a filter function if it satisfies the following properties
(I) \(|\operatorname{supp}(G)|=O\left(\alpha^{-1} B \log (n / \delta)\right)\),
(I) \(\widehat{G}_{i}^{\prime}=1\),
\[
\begin{array}{r}
\text { if }|i| \leq(1-\alpha) n /(2 B), \\
\quad \text { if }|i| \geq n /(2 B),
\end{array}
\]
(II) \(\widehat{G}_{i}^{\prime}=0\),
(III) \(\widehat{G}_{i}^{\prime} \in[0,1], \quad\) for all \(i\), (IV) \(\left\|\widehat{G}^{\prime}-\widehat{G}\right\|_{\infty}<\infty\).

We present our Fourier set query algorithm in Algorithm 15.3. We choose bucket size \(B=O(k / \epsilon)\) and number of repetitions \(R=O(\log k)\). For the filter function, we choose \(\delta=1 / \operatorname{poly}(n)\) so that the noise introduced by the filter is negligible. Let \(\alpha\) be a very small constant. We use procedure EstimateValues in \(r\)-th repetition where \(r \in[R]\) to obtain an unbiased estimator for \(\widehat{x}_{S}\) (up to error \(\delta\|\widehat{x}\|_{1}\) ), denoted by \(w^{(r)}\). Finally, for each \(i \in S\), we estimate \(\widehat{x}_{i}\) by \(x_{i}^{\prime} \leftarrow \operatorname{median}_{r \in[R]} w_{i}^{(r)}\). By taking the median of a set of complex numbers, we mean that we take the median of real part and imaginary part separately, and then add these two parts together.

We use three types of events defined in [HIKP12a] as basic building blocks for analyzing Fourier set query algorithms. For any \(i \in S\), we define three types of events associated with \(i\) and \(S\) and defined over the probability space induced by \(\sigma\) and \(b\) :

Definition 15.6.3 (Collision, large offset, large noise). "Collision" event \(E_{\text {coll }}(i)\) : holds iff \(h_{\sigma, b}(i) \in h_{\sigma, b}(S \backslash\{i\})\).
"Large offset" event \(E_{\text {off }}(i)\) : holds iff \(\left|o_{\sigma, b}(i)\right| \geq(1-\alpha) n /(2 B)\).
"Large noise" event \(E_{\text {noise }}(i)\) : holds iff
\[
\mathbb{E}\left[\left\|\widehat{x}_{h_{\sigma, b}^{-1}\left(h_{\sigma, b}(i)\right) \backslash S}^{\prime}\right\|_{2}^{2}\right] \geq \operatorname{Err}^{2}\left(\widehat{x}^{\prime}, k\right) /(\alpha B)
\]

Claim 15.6.2 (Claim 3.1 in [HIKP12a]). For any \(i \in S\), the event \(E_{\text {coll }}(i)\) holds with probability at most \(4|S| / B\).

Claim 15.6.3 (Claim 3.2 in [HIKP12a]). For any \(i \in S\), the event \(E_{\text {off }}(i)\) holds with probability at most \(\alpha\).

Claim 15.6.4 (Claim 4.1 in [HIKP12a]). For any \(i \in S, \operatorname{Pr}\left[E_{\text {noise }(i)}\right] \leq 4 \alpha\).

Lemma 15.6.5 (Lemma 4.2 in [HIKP12a]). Let \(a \in[n]\) uniformly at random, \(B\) divide \(n\), and the other parameters be arbitrary in
\[
\widehat{u}=\operatorname{HaShToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right) .
\]

Then for any \(i \in[n]\) with \(j=h_{\sigma, b}(i)\) and none of \(E_{\text {coll }}(i), E_{\text {off }}(i)\) or \(E_{\text {noise }}(i)\) holding,
\[
\mathbb{E}\left[\left|\widehat{u}_{j}-\widehat{x}_{i}^{\prime} e^{-\frac{2 \pi \mathrm{i}}{n} a \sigma i}\right|^{2}\right]>2 \frac{\rho^{2}}{\alpha B}
\]

Lemma 15.6.6. Suppose \(B\) divides \(n\). The output \(\widehat{u}\) of HASHTOBINS satisfies
\[
\widehat{u}_{j}=\sum_{h_{\sigma, b}(i)=j} \widehat{x}_{i}\left(\widehat{G_{B, \delta, \alpha}^{\prime}}\right)_{-o_{\sigma, b}(i)} \omega^{a \sigma i} \pm \delta\|\widehat{x}\|_{1} .
\]

The running time of HashToBins is \(O\left(\frac{B}{\alpha} \log (n / \delta)\right)\).

Proof of Theorem 15.6.1. We give Fourier set query algorithm in Algorithm 15.3. The total number of measurements and decoding time is \(O(R) \cdot O\left(B \log \frac{n}{\alpha}\right)=O\left(\epsilon^{-1} k \log k \log n\right)\).

For each repetition \(r\), for each \(i \in S\), we can union bound the probability that none of three bad events (collision, large offset, large noise) happens by \(\frac{1}{10}\). Conditioned on no bad events happened, by Lemma 15.6.5, \(w_{i}^{(r)}\) is a good estimation for \(\widehat{x}_{i}\) in the sense that \(\mathbb{E}\left[\left|\widehat{x}_{i}-w_{i}^{(r)}\right|^{2}\right]=O\left(\frac{\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{2}^{2}}{B}\right)\). By Markov inequality with only very small constant probability that \(\left|\widehat{x}_{i}-w_{i}^{(r)}\right| \geq \frac{1}{2} \sqrt{\frac{\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{2}^{2}}{B}}\). By applying Chernoff bound, we can prove that with probability \(2^{-\Omega(R)},\left|\widehat{x}_{i}-\operatorname{median}_{r \in[R]} w_{i}^{(r)}\right| \geq \frac{1}{2} \sqrt{\frac{\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{2}^{2}}{B}}\).

Corollary 15.6.7 (Fourier set query). Given a vector \(x \in \mathbb{C}^{n}\), for every \(\epsilon \in(0,1)\) and \(k \geq 1\), any \(S \subseteq[n],|S| \leq k\), there exists an algorithm (Algorithm 15.3) that takes
\[
O\left(\epsilon^{-1} k \log k \cdot \log n\right)
\]
samples, runs in
\[
O\left(\epsilon^{-1} k \log k \cdot \log n\right)
\]
time, and outputs a vector \(x^{\prime} \in \mathbb{C}^{n}\) such that
\[
\left\|\left(x^{\prime}-\widehat{x}\right)_{S}\right\|_{H} \leq \epsilon\left\|\widehat{x}_{\bar{S}}\right\|_{H},
\]
holds with probability at least \(1-1 / \operatorname{poly}(k)\). The corollary holds when function \(H\) is Huber function or Tukey function.
```

Algorithm 15.3 Fourier set query algorithm
procedure FourierCountSketch $(x, S, \epsilon, k) \quad \triangleright$ Theorem 15.6.1
$B \leftarrow O(k / \epsilon), R \leftarrow O(\log k), \delta \leftarrow 1 / \operatorname{poly}(n), \alpha \leftarrow 1 / 100$
for $r=1 \rightarrow R$ do
$\widehat{w}^{(r)} \leftarrow \operatorname{EstiamTEVALUES}(x, S, B, \delta, \alpha)$
end for
for $i \in S$ do
$x_{i}^{\prime} \leftarrow \operatorname{median}_{r \in[R]} \widehat{w}_{i}^{(r)}$
end for
return $x_{S}^{\prime}$
end procedure
procedure EstimateValues $(x, S, B, \delta, \alpha)$
Choose $a, b \in[n]$ uniformly at random
Choose $\sigma$ uniformly at random from the set of odd numbers in $[n]$
$\widehat{u} \leftarrow \operatorname{Hash} \operatorname{ToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right)$
$\widehat{w} \leftarrow 0$
for $t \in S$ do
$\widehat{w}_{t} \leftarrow \widehat{u}_{h_{\sigma, b}(t)} e^{\frac{2 \pi i}{n} \sigma a t}$
end for
return $\widehat{w}$
end procedure
procedure $\operatorname{HAShToBins}\left(x, P_{\sigma, a, b}, B, \delta, \alpha\right)$
Compute $\widehat{y}_{j n / B}$ for $j \in[B]$, where $y=G_{B, \alpha, \delta} \cdot\left(P_{\sigma, a, b} x\right)$
return $\widehat{u}_{j}=\widehat{y}_{j n / B}$
end procedure

```

\subsection*{15.7 Sparse recovery}

\subsection*{15.7.1 \(k\)-sparse recovery for Huber function}

In this subsection, we present our \(k\)-sparse recovery results for Huber function.

Theorem 15.7.1. Let \(H\) denote Huber function defined in Definition 15.4.1. There exists a distribution of \(\Phi \in \mathbb{R}^{m \times n}\) with \(m=O\left(\epsilon^{-2} k \log n\right)\) and a recovery algorithm, such that for each \(x \in \mathbb{R}^{n}, k \in[n]\) and \(\epsilon \in(0,1)\), the recovery algorithm takes \(\Phi x\) as its input and outputs


Figure 15.3: \(\left\|x_{S \cap \bar{T}}\right\|_{H}-\left\|x_{T \cap \bar{S}}\right\|_{H}\) is the displacement error
\(k\)-sparse vector \(x^{\prime} \in \mathbb{R}^{n}\) so that with probability \(1-1 / \operatorname{poly}(n)\),
\[
\left\|x^{\prime}-x\right\|_{H} \leq(1+\epsilon) \min _{k-\text { sparse } y}\|y-x\|_{H} .
\]

The update time is \(O(\log n)\) and the recovery time is \(O(n \log n)\).

Proof. Let \(x_{-k}\) denotes the vector \(x\) with the largest \(k\) coordinates in magnitude zeroed out.
We use count sketch to give each \(x_{i}\) (where \(i \in[n]\) ) an estimate. In particular, we choose the number of buckets to be \(B=O\left(\epsilon^{-2} k\right)\) and the number of repetitions to be \(R=O(\log n)\). Let \(x_{i}^{\prime}\) denote the estimate obtained by the count sketch for \(x_{i}\). Let \(T\) denote the largest \(k\) coordinates in absolute value in \(x^{\prime}\). The recovery algorithm outputs \(x_{T}^{\prime}\) as a \(k\)-sparse approximation to \(x\).

Note that the count sketch data structure takes \(B \cdot R=O\left(\epsilon^{-2} k \log n\right)\) measurements. Its update time is \(O(R)=O(\log n)\) time, and the time to obtain \(x^{\prime}\) is \(O(n \cdot R)=O(n \log n)\). Taking largest \(k\) coordinates from \(x^{\prime}\) requires \(O(n \log n)\) time. Thus the total query time is \(O(n \log n)\). In the following, we show that \(\left\|x-x^{\prime}\right\|_{H} \leq(1+\epsilon)\left\|x_{-k}\right\|_{H}\).

By Lemma 15.5.1, for each \(i \in[n]\), with probability \(1-1 / \operatorname{poly}(n)\),
\[
\begin{equation*}
\left(x_{i}-x^{\prime}{ }_{i}\right)^{2} \leq \frac{\epsilon^{2}}{64 k}\left\|x_{-64 k / \epsilon^{2}}\right\|_{2}^{2} \leq \frac{\epsilon^{2}}{64 k}\left\|x_{-64 k}\right\|_{2}^{2} \tag{15.5}
\end{equation*}
\]

Let \(S\) denote the largest \(k\) coordinates of \(x\) in magnitude. The error is
\[
\begin{equation*}
\left\|x-x^{\prime}\right\|_{H}=\sum_{i \in T} H\left(x_{i}-x_{i}^{\prime}\right)+\sum_{i \in \bar{T}} H\left(x_{i}\right) . \tag{15.6}
\end{equation*}
\]

By point estimation guarantee given in Eq. (15.5) and results from Huber set query,
\[
\begin{aligned}
\sum_{i \in T} H\left(x_{i}-x_{i}^{\prime}\right) & \leq|T| \cdot H\left(\frac{\epsilon}{8 \sqrt{k}}\left\|x_{-64 k}\right\|_{2}\right) \\
& \leq \frac{\epsilon}{8}\left\|x_{-k}\right\|_{H}
\end{aligned}
\]

Note that
\[
\begin{aligned}
\sum_{i \in \bar{T}} H\left(x_{i}\right) & =\left(\sum_{i \in \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S}} H\left(x_{i}\right)\right)+\sum_{i \in \bar{S}} H\left(x_{i}\right) \\
& =\left(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right)\right)+\left\|x_{-k}\right\|_{H}
\end{aligned}
\]
where the second step follows by canceling out the coordinates in \(\bar{S} \cap \bar{T}\). In the following, our goal is to show that \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right) \leq \frac{7}{8} \epsilon\left\|x_{-k}\right\|_{H}\).

If \(S \cap \bar{T}=\emptyset\), then \(S=T\) and \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right)=0\). In the following, we assume that \(S \cap \bar{T} \neq \emptyset\). Let \(b=\max _{i \in S \cap \bar{T}}\left|x_{i}\right|\), and \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|\). Because Huber function \(H(t)\) is monotonically increasing as \(|t|\) increases,
\[
\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right) \leq|\bar{S} \cap T| \cdot(H(b)-H(a)) .
\]

Our final goal is to prove that \(H(b)-H(a) \leq \frac{7 \epsilon\left\|x_{-k}\right\|_{H}}{8|\bar{S} \cap T|}\). We discuss in three cases: case (1) \(\tau \leq a\), case (2) \(a<\tau<b\), case (3) \(b \leq \tau\). We analyze these three cases in Claim 15.7.2, Claim 15.7.3 and Claim 15.7.4.

Before diving into case analysis, we first prove two inequalities: one is an upper bound of \(b-a\), and the other is an upper b ound of \(a\). They will be used repeatedly in the case analysis.

By Eq. (15.5), any \(i \in[n],\left|x_{i}-x_{i}^{\prime}\right| \leq \frac{\epsilon}{8 \sqrt{k}}\left\|x_{-64 k}\right\|_{2}\). That is, \(\left\|x-x^{\prime}\right\|_{\infty} \leq \Delta\) where \(\Delta=\frac{\epsilon}{8 \sqrt{k}}\left\|x_{-64 k}\right\|_{2}\). By Lemma 15.7.5,
\[
\begin{equation*}
b-a \leq \frac{\epsilon}{4 \sqrt{k}}\left\|x_{-64 k}\right\|_{2} . \tag{15.7}
\end{equation*}
\]

Moreover, by definition that \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|\),
\[
\begin{equation*}
a \leq \frac{\left\|x_{\bar{S} \cap T}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \leq \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \tag{15.8}
\end{equation*}
\]

Claim 15.7.2. If \(\tau \leq a\), then \(H(b)-H(a) \leq \frac{7 \epsilon}{8} \frac{\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|}\).

Proof. Let \(P, Q\) be a partition of \(\bar{S}\) where
\[
P=\left\{i| | x_{i} \mid \leq \tau, i \in \bar{S}\right\}, Q=\left\{i| | x_{i} \mid>\tau, i \in \bar{S}\right\} .
\]

Note that the coordinates in \(x_{-64 k}\), which equals to \(\bar{S}=P \cup Q\) with largest (in absolute value) \(63 k\) coordinates removed, are fully contained in \(P\) union \(Q\) with largest (in absolute value) \(63 k\) coordinates removed. By triangle inequality,
\[
\begin{equation*}
\left\|x_{-64 k}\right\|_{2} \leq\left\|x_{P}\right\|_{2}+\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2} . \tag{15.9}
\end{equation*}
\]

In the following, we are going to bound both \(\left\|x_{P}\right\|_{2}\) and \(\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2}\) in terms of \(\left\|x_{-k}\right\|_{H}\).

By definition of Huber function \(\left\|x_{-k}\right\|_{H}=\frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2}+\left\|x_{Q}\right\|_{1}\). Because \(\tau \leq a, \bar{S} \cap T \subseteq Q\). Thus \(\left\|x_{Q}\right\|_{1} \geq\left\|x_{\bar{S} \cap T}\right\|_{1} \geq \tau|\bar{S} \cap T|\). Therefore,
\[
\begin{aligned}
\left\|x_{-k}\right\|_{H} & \geq \frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2}+\tau|\bar{S} \cap T| \\
& \geq 2 \sqrt{\frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2} \cdot \tau|\bar{S} \cap T|}=2 \sqrt{|\bar{S} \cap T|} \cdot\left\|x_{P}\right\|_{2}
\end{aligned}
\]

So we have
\[
\left\|x_{P}\right\|_{2} \leq \frac{1}{2 \sqrt{|\bar{S} \cap T|}}\left\|x_{-k}\right\|_{H}
\]

In order to bound \(\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2}\), by Lemma 15.5.2,
\[
\begin{aligned}
\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2} & \leq \frac{1}{\sqrt{63 k}}\left\|x_{Q}\right\|_{1} \leq \frac{1}{7 \sqrt{|\bar{S} \cap T|}}\left\|x_{Q}\right\|_{1} \\
& \leq \frac{1}{7 \sqrt{|\bar{S} \cap T|}}\left\|x_{-k}\right\|_{H}
\end{aligned}
\]

Therefore,
\[
\begin{aligned}
& H(b)-H(a) \\
= & b-a \\
\leq & \frac{\epsilon}{4 \sqrt{|\bar{S} \cap T|}}\left\|x_{-64 k}\right\|_{2} \\
\leq & \frac{\epsilon}{4 \sqrt{|\bar{S} \cap T|}}\left(\left\|x_{P}\right\|_{2}+\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2}\right) \\
\leq & \frac{\epsilon}{4 \sqrt{|\bar{S} \cap T|}}\left(\frac{1}{2 \sqrt{|\bar{S} \cap T|}}\left\|x_{-k}\right\|_{H}+\frac{1}{7 \sqrt{|\bar{S} \cap T|}}\left\|x_{-k}\right\|_{H}\right) \\
\leq & \frac{\epsilon\left\|x_{-k}\right\|_{H}}{4|\bar{S} \cap T|}
\end{aligned}
\]
where the first line follows from definition of Huber function and \(a \geq \tau\), the second line follows by Eq. (15.7), the third follows by Eq. (15.9), the forth line follows by the bounds of \(\left\|x_{P}\right\|_{2}\) and \(\left\|\left(x_{Q}\right)_{-63 k}\right\|_{2}\) we just obtained.

Claim 15.7.3. If \(a<\tau<b\), then \(H(b)-H(a) \leq \frac{7 \epsilon}{8} \frac{\|x-k\|_{H}}{|\bar{S} \cap T|}\).

Proof. Let \(P=\left\{i| | x_{i} \mid \leq \tau, i \in \bar{S}\right\}, Q=\left\{i| | x_{i} \mid>\tau, i \in \bar{S}\right\}\). We discuss in two cases depending on whether the size of \(Q\) is greater than \(9 k\) or not.
(1) If \(|Q| \leq 9 k\). We first bound \(H(b)-H(a)\) as follows
\[
\begin{aligned}
& H(b)-H(a) \\
= & b-a^{2} / \tau \\
\leq & b^{2} / \tau-a^{2} / \tau \\
= & \frac{1}{\tau}(b-a)(b+a) \\
\leq & \frac{\epsilon\left\|x_{-10 k}\right\|_{2}}{4 \tau \sqrt{k}}\left(\frac{\epsilon\left\|x_{-10 k}\right\|_{2}}{4 \sqrt{k}}+2 a\right) \\
\leq & \frac{\epsilon\left\|x_{-10 k}\right\|_{2}}{4 \tau \sqrt{k}}\left(\frac{\epsilon\left\|x_{-10 k}\right\|_{2}}{4 \sqrt{k}}+2 \frac{\left\|x_{P}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
= & \frac{\epsilon^{2}\left\|x_{-10 k}\right\|_{2}^{2}}{16 \tau k}+\frac{\epsilon\left\|x_{-10 k}\right\|_{2}\left\|x_{P}\right\|_{2}}{2 \sqrt{k} \sqrt{|\bar{S} \cap T|}} \\
\leq & \frac{\epsilon}{\tau|\bar{S} \cap T|}\left(\frac{1}{16}\left\|x_{-10 k}\right\|_{2}^{2}+\frac{1}{2}\left\|x_{-10 k}\right\|_{2} \cdot\left\|x_{P}\right\|_{2}\right)
\end{aligned}
\]
where the forth step follows by Eq.(15.7), and the fifth step follows by Eq.(15.8).
Because \(|Q| \leq 9 k,\left\|x_{-10 k}\right\|_{2} \leq\left\|x_{P}\right\|_{2}\), and thus
\[
H(b)-H(a) \leq \frac{\epsilon}{\tau|\bar{S} \cap T|} \cdot \frac{9}{16}\left\|x_{P}\right\|_{2}^{2} \leq \frac{9 \epsilon\left\|x_{-k}\right\|_{H}}{16|\bar{S} \cap T|}
\]
(2) If \(|Q|>9 k\). First note that
\[
b-a^{2} / \tau \leq 2(b-a)
\]
because
\[
b+a^{2} / \tau \geq 2 \sqrt{b \cdot a^{2} / \tau} \geq 2 a
\]

Furthermore, \(b-a \leq \frac{\epsilon\left\|x_{-64}\right\|_{2}}{4 \sqrt{k}} \leq \frac{\epsilon\left\|x_{-10}\right\|_{2}}{4 \sqrt{k}}\), where
\[
\left\|x_{-10 k}\right\|_{2} \leq\left\|\left(x_{Q}\right)_{-9 k}\right\|_{2}+\left\|x_{P}\right\|_{2} \leq \frac{1}{\sqrt{9 k}}\left\|x_{Q}\right\|_{1}+\left\|x_{P}\right\|_{2}
\]

Also note that \(\left\|x_{-k}\right\|_{H}=\left\|x_{Q}\right\|_{1}+\frac{1}{\tau}\left\|x_{P}\right\|_{2}^{2} \geq 2 \sqrt{\left\|x_{Q}\right\|_{1} \cdot\left\|x_{P}\right\|_{2}^{2} / \tau} \geq 6 \sqrt{k}\left\|x_{P}\right\|_{2}\). Therefore,
\[
\begin{aligned}
H(b)-H(a) & =b-a^{2} / \tau \\
& \leq \frac{2 \epsilon}{4 \sqrt{k}}\left\|x_{-10}\right\|_{2} \\
& \leq \frac{2 \epsilon}{4 \sqrt{k}}\left(\frac{1}{\sqrt{9 k}}\left\|x_{-k}\right\|_{H}+\frac{1}{6 \sqrt{k}}\left\|x_{-k}\right\|_{H}\right) \\
& =\frac{\epsilon\left\|x_{-k}\right\|_{H}}{4 k} \leq \frac{\epsilon\left\|x_{-k}\right\|_{H}}{4|\bar{S} \cap T|} .
\end{aligned}
\]

Claim 15.7.4. If \(b \leq \tau\), then \(H(b)-H(a) \leq \frac{7 \in}{8} \frac{\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|}\).

Proof. The analysis is similar to classical \(\ell_{2} / \ell_{2}\) sparse recovery case. We have
\[
\begin{aligned}
& H(b)-H(a) \\
= & \frac{b^{2}}{\tau}-\frac{a^{2}}{\tau} \\
= & \frac{1}{\tau}(b-a)(b+a) \\
= & \frac{1}{\tau}(b-a)(b-a+2 a) \\
\leq & \frac{1}{\tau} \cdot \frac{\epsilon}{4 \sqrt{k}}\left\|x_{-k}\right\|_{2} \cdot\left(\frac{\epsilon}{4 \sqrt{k}}\left\|x_{-k}\right\|_{2}+2 \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
\leq & \frac{1}{\tau} \cdot \frac{\epsilon\left\|x_{-k}\right\|_{2}}{4 \sqrt{|\bar{S} \cap T|}} \cdot\left(\frac{\left\|x_{-k}\right\|_{2}}{4 \sqrt{|\bar{S} \cap T|}}+2 \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
= & \frac{1}{\tau} \cdot \frac{9 \epsilon\left\|x_{-k}\right\|_{2}^{2}}{16|\bar{S} \cap T|} \\
= & \frac{9 \epsilon\left\|x_{-k}\right\|_{H}}{16|\bar{S} \cap T|}
\end{aligned}
\]
where the first step follows by definition of Huber function, the forth step follows by Eq. (15.7) and Eq.(15.8), the fifth step follows by \(|\bar{S} \cap T| \leq|T|=k\) and \(\epsilon \leq 1\), the last step follows because by definition of \(b=\max _{i \in S \cap \bar{T}}\left|x_{i}\right|\), for any \(j \in[n] \backslash S,\left|x_{j}\right| \leq \min _{i \in S}\left|x_{i}\right| \leq b \leq \tau\) and then by definition of Huber function \(\left\|x_{-k}\right\|_{H}=\frac{1}{\tau}\left\|x_{-k}\right\|_{2}^{2}\).

Lemma 15.7.5. Let vector \(u, v \in \mathbb{R}^{n}\) such that \(\|u-v\|_{\infty} \leq \Delta\). Let \(S\) be the largest \(k\) coordinates in \(u\), and let \(T\) be the largest \(k\) coordinates in \(v\). Let \(b=\max _{i \in S \cap \bar{T}} u_{i}\) and \(a=\min _{i \in \bar{S} \cap T} u_{i}\). Then \(b-a \leq 2 \Delta\).

Proof. Let \(\lambda=\max _{i \in \bar{T}} v_{i}\). We have
\[
b=\max _{i \in S \cap \bar{T}} u_{i} \leq \max _{i \in \bar{T}} u_{i} \leq \Delta+\max _{i \in \bar{T}} v_{i}=\Delta+\lambda .
\]

On the other hand,
\[
a=\min _{i \in \bar{S} \cap T} u_{i} \geq \min _{i \in T} u_{i} \geq-\Delta+\min _{i \in T} v_{i} \geq-\Delta+\lambda .
\]

Therefore
\[
b-a \leq(\Delta+\lambda)-(-\Delta+\lambda) \leq 2 \Delta
\]

\subsection*{15.7.2 \(k\)-sparse recovery for Tukey function}

In this subsection, we present our \(k\)-sparse recovery results for Tukey function. Similar to results for Huber function, we use count-sketch to estimate each coordinate and then find the top \(k\) ones. Moreover, our proof for Tukey function has a similar structure, where we first decompose estimation error into set query error and displacement error, and then discuss the displacement error in several cases.

Theorem 15.7.6. Let \(H\) denote Tukey function defined in Definition 15.4.2. There exists a distribution of \(\Phi \in \mathbb{R}^{m \times n}\) with \(m=O\left(\epsilon^{-2} k \log n\right)\) and a recovery algorithm, such that for each \(x \in \mathbb{R}^{n}, k \in[n]\) and \(\epsilon \in(0,1)\), the recovery algorithm takes \(\Phi x\) as its input and outputs \(k\)-sparse vector \(x^{\prime} \in \mathbb{R}^{n}\) so that with probability \(1-1 / \operatorname{poly}(n)\),
\[
\left\|x^{\prime}-x\right\|_{H} \leq(1+\epsilon) \min _{k-\text { sparse } y}\|y-x\|_{H}
\]

The update time is \(O(\log n)\) and the recovery time is \(O(n \log n)\).

Proof. Let \(x_{-k}\) denotes the vector \(x\) with absolute largest \(k\) coordinates removed.

We use count sketch to give each \(x_{i}\) (where \(i \in[n]\) ) an estimate. In particular, we choose the number of buckets \(B=O\left(\epsilon^{-2} k\right)\) and the number of duplicates \(R=O(\log n)\) for the count sketch data structure. Let \(x_{i}^{\prime}\) denote the estimate obtained by the count sketch for \(x_{i}\). Let \(T\) denote the largest \(k\) coordinates in absolute value in \(x^{\prime}\). The recovery algorithm outputs \(x_{T}^{\prime}\) as a \(k\)-sparse approximation to \(x\).

Note that the count sketch data structure takes \(B \cdot R=O\left(\epsilon^{-2} k \log n\right)\) measurements. Its update time is \(O(R)=O(\log n)\) time, and the time to obtain \(x^{\prime}\) is \(O(n \cdot R)=O(n \log n)\). Taking largest \(k\) coordinates from \(x^{\prime}\) requires \(O(n \log n)\) time. Thus the total query time is \(O(n \log n)\). In the following, we show that \(\left\|x-x_{T}^{\prime}\right\|_{H} \leq(1+\epsilon)\left\|x_{-k}\right\|_{H}\).

By Lemma 15.5.1, for each \(i \in[n]\), with probability \(1-1 / \operatorname{poly}(n)\),
\[
\left(x_{i}-x_{i}^{\prime}\right)^{2} \leq \frac{\epsilon^{2}}{10 k}\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}^{2}
\]

Let \(S\) denote the largest \(k\) coordinates in absolute value in \(x\). The recovery error is
\[
\left\|x-x_{T}^{\prime}\right\|_{H}=\sum_{i \in T} H\left(x_{i}-x_{i}^{\prime}\right)+\sum_{i \in \bar{T}} H\left(x_{i}\right) .
\]

By point estimation guarantee and results from Tukey set query in Theorem 15.2.1,
\[
\sum_{i \in T} H\left(x_{i}-x_{i}^{\prime}\right) \leq|T| \cdot H\left(\frac{\epsilon}{\sqrt{10 k}}\left\|x_{-4 k}\right\|_{2}\right) \leq \frac{\epsilon}{3}\left\|x_{-k}\right\|_{H} .
\]

Note that
\[
\begin{aligned}
\sum_{i \in \bar{T}} H\left(x_{i}\right) & =\left(\sum_{i \in \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S}} H\left(x_{i}\right)\right)+\sum_{i \in \bar{S}} H\left(x_{i}\right) \\
& =\left(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right)\right)+\left\|x_{-k}\right\|_{H}
\end{aligned}
\]
where the second step follows by canceling out the coordinates in \(\bar{S} \cap \bar{T}\). In the following, our goal is to show that \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right) \leq \frac{2}{3} \epsilon\left\|x_{-k}\right\|_{H}\).

If \(S \cap \bar{T}=\emptyset\), then \(S=T\) and \(\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right)=0\). In the following, we assume that \(S \cap \bar{T} \neq \emptyset\). Let \(b=\max _{i \in S \cap \bar{T}}\left|x_{i}\right|\), and \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|\). Because Huber function \(H(t)\) is monotonically increasing as \(|t|\) increases,
\[
\sum_{i \in S \cap \bar{T}} H\left(x_{i}\right)-\sum_{i \in \bar{S} \cap T} H\left(x_{i}\right) \leq|\bar{S} \cap T| \cdot(H(b)-H(a)) .
\]

By Lemma 15.7.5
\[
b-a \leq \frac{\epsilon}{\sqrt{10 k}}\left\|x_{-10 k / \epsilon^{2}}\right\|_{2} .
\]

In the following, we are going to prove that \(H(b)-H(a) \leq \frac{\epsilon}{2} \frac{\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|}\). We discuss in three cases: case (1) \(\tau \leq a\), case (2) \(a<\tau<b\), case (3) \(b \leq \tau\).

Case (1) \(\tau \leq a\).

In this case \(H(a)=H(b)=1\) and \(H(b)-H(a)=0\).
Case (2) \(a<\tau<b\).
Let \(P=\left\{i \in \bar{S}| | x_{i} \mid<\tau\right\}\), and \(Q=\left\{i \in \bar{S}| | x_{i} \mid \geq \tau\right\}\). We have
\[
\left\|x_{-k}\right\|_{H}=|Q|+\left\|x_{P}\right\|_{2}^{2}
\]
and
\[
\begin{aligned}
H(b)-H(a) & =1-a^{2}=(1-a)(1+a) \\
& \leq \frac{\epsilon\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}}{\sqrt{k}} \cdot(1+a) \leq \frac{2 \epsilon\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}}{\sqrt{k}} .
\end{aligned}
\]

If \(|Q|>\epsilon^{-2} k\), then we have \(H(b)-H(a) \leq 1\) while \(\left\|x_{-k}\right\|_{H} \geq|Q|>\epsilon^{-2} k\). Thus \(H(b)-\) \(H(a) \leq \frac{\epsilon}{k}\left\|x_{-k}\right\|_{H} \leq \frac{\epsilon}{|S \cap \bar{T}|}\left\|x_{-k}\right\|_{H}\).

If \(|Q| \leq \epsilon^{-2} k\) and \(\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}>\sqrt{k}\), then \(\left\|x_{P}\right\|_{2} \geq\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}>\sqrt{k}\), and so \(\left\|x_{-10 k / \epsilon^{2}}\right\|_{2} \leq \frac{\left\|x_{P}\right\|_{2}}{\sqrt{k}} \cdot\left\|x_{P}\right\|_{2}=\frac{\left\|x_{P}\right\|_{2}^{2}}{\sqrt{k}} \leq \frac{1}{\sqrt{k}}\left\|x_{-k}\right\|_{H}\). Thus \(H(b)-H(a) \leq \frac{2 \epsilon}{k}\left\|x_{-k}\right\|_{H} \leq\) \(\frac{2 \epsilon}{|S \cap \bar{T}|}\left\|x_{-k}\right\|_{H}\).

If \(|Q| \leq \epsilon^{-2} k\) and \(\left\|x_{-10 k / \epsilon^{2}}\right\|_{2} \leq \sqrt{k}\). We have \(\left\|x_{P}\right\|_{2} \geq\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}\). By definition that \(a=\min _{i \in \bar{S} \cap T}\left|x_{i}\right|, a \leq \frac{\left\|x_{\bar{S} \cap T}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \leq \frac{\left\|x_{P}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\). Therefore,
\[
\begin{aligned}
H(b)-H(a) & \leq \frac{\epsilon\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}}{\sqrt{k}} \cdot\left(\frac{\epsilon\left\|x_{-10 k / \epsilon^{2}}\right\|_{2}}{\sqrt{k}}+2 \frac{\left\|x_{P}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
& \leq \frac{\epsilon\left\|x_{P}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \cdot 3 \frac{\left\|x_{P}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \\
& \leq \frac{3 \epsilon}{|\bar{S} \cap T|}\left\|x_{P}\right\|_{2}^{2} \\
& \leq \frac{3 \epsilon}{|\bar{S} \cap T|}\left\|x_{-k}\right\|_{H} .
\end{aligned}
\]

Case (3) \(b \leq \tau\).

The analysis is similar to classical \(\ell_{2} / \ell_{2}\) sparse recovery case. We have
\[
\begin{aligned}
H(b)-H(a) & =\frac{b^{2}}{\tau}-\frac{a^{2}}{\tau} \\
& =\frac{1}{\tau}(b-a)(b+a) \\
& =\frac{1}{\tau}(b-a)(b-a+2 a) \\
& \leq \frac{1}{\tau} \cdot \frac{\epsilon}{\sqrt{k}}\left\|x_{-k}\right\|_{2} \cdot\left(\frac{\epsilon}{\sqrt{k}}\left\|x_{-k}\right\|_{2}+2 \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
& \leq \frac{1}{\tau} \cdot \frac{\epsilon\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}} \cdot\left(\frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}+2 \frac{\left\|x_{-k}\right\|_{2}}{\sqrt{|\bar{S} \cap T|}}\right) \\
& =\frac{1}{\tau} \cdot \frac{3 \epsilon\left\|x_{-k}\right\|_{2}^{2}}{|\bar{S} \cap T|} \\
& =\frac{3 \epsilon\left\|x_{-k}\right\|_{H}}{|\bar{S} \cap T|},
\end{aligned}
\]
where the first step follows by definition of Huber function, the forth step follows by Eq. (15.7) and Eq.(15.8), the fifth step follows by \(|\bar{S} \cap T| \leq|T|=k\) and \(\epsilon \leq 1\), the last step follows because by definition of \(b=\max _{i \in S \cap \bar{T}}\left|x_{i}\right|\), for any \(j \in[n] \backslash S,\left|x_{j}\right| \leq \min _{i \in S}\left|x_{i}\right| \leq b \leq \tau\) and then by definition of Huber function \(\left\|x_{-k}\right\|_{H}=\frac{1}{\tau}\left\|x_{-k}\right\|_{2}^{2}\).
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\section*{Matrix Factorizations}

\section*{Chapter 16}

\section*{Weighted Low Rank Approximation}

The classical low rank approximation problem is: given a matrix \(A\), find a rank- \(k\) matrix \(B\) such that the Frobenius norm of \(A-B\) is minimized. It can be solved efficiently using, for instance, the Singular Value Decomposition (SVD). If one allows randomization and approximation, it can be solved in time proportional to the number of non-zero entries of \(A\) with high probability.

Inspired by practical applications, we consider a weighted version of low rank approximation: for a non-negative weight matrix \(W\) we seek to minimize \(\sum_{i, j}\left(W_{i, j} \cdot\left(A_{i, j}-B_{i, j}\right)\right)^{2}\). The classical problem is a special case of this problem when all weights are 1. Weighted low rank approximation is known to be NP-hard, so we are interested in a meaningful parametrization that would allow efficient algorithms.

In this paper we present several efficient algorithms for the case of small \(k\) and under the assumption that the weight matrix \(W\) is of low rank, or has a small number of distinct columns. An important feature of our algorithms is that they do not assume anything about the matrix \(A\). We also obtain lower bounds that show that our algorithms are nearly optimal in these parameters. We give several applications in which these parameters are small. To the best of our knowledge, the present paper is the first to provide algorithms for the weighted low rank approximation problem with provable guarantees.

Perhaps even more importantly, our algorithms proceed via a new technique, which we call "guess the sketch". The technique turns out to be general enough to give solutions to several other fundamental problems: adversarial matrix completion, weighted non-negative matrix factorization and tensor completion.

\subsection*{16.1 Introduction}

Low rank approximation is arguably one of the most well-studied problems in randomized numerical linear algebra, with diverse applications to clustering [DFK \({ }^{+}\)04, FSS13, LBKW14, \(\mathrm{CEM}^{+}\)15], data mining [ \(\mathrm{AFK}^{+} 01\) ], distance matrix completion [Cha12], information retrieval [PRTV00], learning mixtures of distributions [AM05, KSV08], recommendation systems [DKR02], and web search [AFKM01, Kle99]. In practice one often has a low rank matrix which has been corrupted with noise of bounded norm, and low rank approximation allows one to approximately recover the original matrix. Low rank approximation may also help explain a dataset, revealing low dimensional structure in high dimensional data. Given a low rank approximation, one can store a matrix and compute a matrix-vector product much more efficiently by storing the corresponding factorization. It can also be used as a preprocessing step in applications, that is, by first projecting data onto a lower-dimensional subspace one preserves important properties of the input, but can now run subsequent algorithms in the lower-dimensional space. For example, it has been proposed to reduce the data dimension in Non-Negative Matrix Factorization [LS00] (more on this below), and Latent Dirichlet Allocation (LDA) [BNJ01].

The basic low rank approximation problem is: given an \(n \times n\) matrix \(A\), find a matrix \(\widehat{A}\) of rank at most \(k\) for which \(\|A-\widehat{A}\|_{F}\) is minimized, where for a matrix \(B\), \(\|B\|_{F}=\left(\sum_{i, j} B_{i, j}^{2}\right)^{1 / 2}\) is its Frobenius norm. This formulation intuitively corresponds to the matrix \(\widehat{A}\) capturing as much of the variance of \(A\) as possible. It is well-known that the optimal solution is given by \(A_{k}\), which if \(U \Sigma V^{\top}\) is the singular value decomposition (SVD) of \(A\), where \(U\) and \(V\) are orthogonal matrices and \(\Sigma\) is a non-negative diagonal matrix with \(\Sigma_{1,1} \geq \Sigma_{2,2} \geq \cdots \geq \Sigma_{n, n}\), then \(A_{k}=U \Sigma_{k} V^{\top}\), where \(\Sigma_{k}\) agrees with \(\Sigma\) on its first \(k\)
diagonal entries and is 0 otherwise. Although the SVD is computable in polynomial time, it is often acceptable to output a matrix \(\widehat{A}\) for which \(\|A-\widehat{A}\|_{F} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}\) with high probability. In the latter case, much more efficient algorithms are known, and it is possible to compute such an \(\widehat{A}\) in \(n n z(A)+n \cdot \operatorname{poly}(k / \epsilon)\) time, where \(n n z(A)\) denotes the number of non-zero entries of \(A\) [CW13, MM13, NN13a]. We note that for typical applications \(k\) and \(1 / \epsilon\) are assumed to be much smaller than \(n\), e.g., in [Har14] they are treated as absolute constants.

Despite the large body of work on low rank approximation, the weighted case is not well understood. In this case one is given an \(n \times n\) matrix \(A\) and an \(n \times n\) matrix \(W\) with \(W_{i, j} \geq 0\), and one seeks to solve:
\[
\min _{\text {rank-k matrices } \widehat{A}}\|W \circ(A-\widehat{A})\|_{F}^{2}=\min _{\text {rank-k matrices }} \sum_{i, j} W_{i, j}^{2}\left(A_{i, j}-\widehat{A}_{i, j}\right)^{2} .
\]

The classical low rank approximation is a special case in which \(W_{i, j}=1\) for all \(i\) and \(j\). However, in general there may not be a good reason to weight all elements of the approximation error \(A-\widehat{A}\) equally, especially if one is given prior knowledge about the distribution of the errors. For example, suppose the columns of \(A\) each come from a low-dimensional subspace but one of the columns is then shifted by a fixed large vector so that its mean is different. One may first want to recenter the data by subtracting off the mean from each of the columns. While this is possible without weighted low rank approximation, suppose instead that each of the columns of \(A\) comes from a perturbation of columns in a low dimensional subspace but one of the columns has a much larger variance. Then if all weights were equal, it would be enough for \(\widehat{A}\) to fit this one single large variance column, which fails to capture the entire low-dimensional subspace. One way of fixing this is to reweight each entry of \(A\)
by the inverse of its variance. This is a common technique used in gene expression analysis, where the error model for microarray measurements provides entry-specific noise estimates, or when entries of \(A\) represent aggregates of many samples such as in word co-occurrence matrices and non-uniform weights are needed to appropriately capture any differences in the sample sizes; see [SJ03] for a discussion, and also the Wikipedia entry on weighted low rank approximation for a brief introduction.

While the extension of low rank approximation to the weighted case goes back to work of Young in 1940 [You40], its complexity is not well-understood, partly because the weighted case does not admit a solution via the SVD and may have many local minima [SJ03]. Early work by Shpak [Shp90] looked at gradient-based approaches while Lu et al. [LPW97, LA03] looked at alternating minimization methods. These were significantly sped up in practice by the work of Srebro and Jaakkola [SJ03], with success in various applications such as color image restoration [MES08], though there are no provable time bounds and in the worst case the running times could be exponential or worse. In fact, weighted low rank approximation is known to be NP-hard to approximate up to a \((1 \pm 1 / \operatorname{poly}(n))\) factor [GG11]. We note that this also follows from the fact that matrix completion, arguably one of the most important special cases of weighted low rank approximation in which case all weights are 0 or 1 , which we discuss more below, is also known to be NP-hard [Pee96, HMRW14]. Typically, though, assumptions such as incoherence and randomly sampled entries allow one to circumvent this hardness [CR09, LLR16]. There is some debate as to whether these assumptions are valid, for instance in [SW15] an argument is made why randomly missing entries may not hold for real-world datasets.

Many natural questions are left open from previous work. In particular the main
question as we see it is the following:
- For which weight matrices \(W\) is the problem tractable? More generally, is it possible to identify a natural parameter of \(W\) and to obtain parameterized complexity bounds in terms of that parameter?

\subsection*{16.1.1 Our Results}

In this work we provide an answer to the above questions by parameterizing the complexity of the problem in terms of the rank of the weight matrix \(W\) and the number of distinct columns of the weight matrix. Note that we make no assumptions about the input matrix \(A\). Let OPT denote the quantity \(\min _{\text {rank- } k \text { matrices }}\|W \circ(\widehat{A}-A)\|_{F}^{2}\). Our main theorems are the following. For a function \(f\), define \(\tilde{f}=f \cdot \operatorname{poly}(\log (f))\).

Theorem 16.1.1 (Algorithm for Weighted Low Rank Approximation). Let \(r\) be the rank of \(W\). There is an algorithm running in time \(n^{O\left(k^{2} r / \epsilon\right)}\) which outputs a factorization (into an \(n \times k\) and a \(k \times n\) matrix) of a rank-k matrix \(\widehat{A}\) for which
\[
\|W \circ(A-\widehat{A})\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
\]
with probability at least 9/10.

We also have the following theorem.
Theorem 16.1.2 (Algorithm for Weighted Distinct Columns). Let \(r\) be the number of distinct columns of \(W\). For every \(\epsilon>0\) and for an arbitrarily small constant \(\gamma>0\), there is an algorithm running in time \(O\left((\operatorname{nnz}(A)+\mathrm{nnz}(W)) \cdot n^{\gamma}\right)+n \cdot 2^{\widetilde{O}\left(k^{2} r^{2} / \epsilon\right)}\) which outputs a factorization (into an \(n \times k\) and a \(k \times n\) matrix) of a rank-k matrix \(\widehat{A}\) for which
\[
\|W \circ(A-\widehat{A})\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
\]
with probability at least 9/10.

Note that Theorem 16.1.2 does not make any assumptions on the number of distinct rows, which is important for the applications described below.

Let us point out two things here:
- Before only the case of \(W\) having rank 1 was known to be provably solvable in polynomial time by a direct reduction to the \(\mathrm{SVD}^{1}\);
- The result for at most \(r\) distinct columns implies that, with respect to this parametrization, the weighted low rank approximation problem is fixed-parameter tractable.

We complement the above positive results by proving a lower bound, which assumes the Exponential Time Hypothesis for the average case hardness of random 4-SAT. We state the assumption as follows.

Assumption 16.1.3 ("Random Exponential Time Hypothesis"). Let \(c>\ln 2\) be a constant. Consider a random 4-SAT formula on \(n\) variables in which each clause has 4 literals, and in which each of the \(16 n^{4}\) clauses is picked independently with probability \(c / n^{3}\). Then any algorithm which always outputs 1 when the random formula is satisfiable, and outputs 0 with probability at least \(1 / 2\) when the random formula is unsatisfiable, must run in \(2^{c^{\prime n}}\) time on some input, where \(c^{\prime}>0\) is an absolute constant.

We are not aware of prior work using this form of the Exponential Time Hypothesis, though both the Exponential Time Hypothesis and Feige's original assumption [Fei02] that there is no polynomial time algorithm for the problem in Assumption 16.1.3 are commonly

\footnotetext{
\({ }^{1}\) Namely, in that case, we can rewrite the problem as \(\min _{\text {rank- } k \text { matrices } \widehat{A}}\|D(\widehat{A}-A) E\|_{F}^{2}\) for diagonal matrices \(D\) and \(E\), from which we can replace \(A\) with \(D A E\) and solve the unweighted low rank approximation, obtaining an \(\widehat{A}\) for which we can then output \(D^{-1} \widehat{A} E^{-1}\) if the diagonal entries of \(D\) and \(E\) are non-zero. If they are zero we can first remove rows and columns from \(A\)
}
used. We do not know of any better algorithm for the problem in Assumption 16.1.3 and have consulted several experts \({ }^{2}\) about the assumption who do not know a counterexample to it. Instead of calling it "Random-ETH", some experts" suggest other names, e.g. average case ETH or Feige-ETH.

Theorem 16.1.4 (Weighted Low Rank Approximation Hardness). Let \(r\) be an upper bound on the number of distinct columns of \(W\). Under Assumption 16.1.3, there is an absolute constant \(\epsilon_{0} \in(0,1)\) for which any algorithm for solving the weighted low rank approximation algorithm with \(\epsilon \leq \epsilon_{0}\) and for any \(k \geq 1\), with constant probability, requires \(2^{\Omega(r)}\) time. Further, this holds even if \(W\) also only has \(r\) distinct rows.

Note that for constant \(k\) and \(\epsilon\), and \(r \geq C \log n\) for a constant \(C>0\), our upper bound assuming at most \(r\) distinct columns is \(2^{\widetilde{O}\left(r^{2}\right)}\), which nearly matches our lower bound in Theorem 16.1.4 of \(2^{\Omega(r)}\).

There are naturally arising applications in which the rank of the weight matrix or the number of distinct columns is small. Consider a matrix in which the rows correspond to users and the columns correspond to ratings of a movie, such as in the Netflix matrix. Further, suppose for each movie, there are \(r\) columns, indicating different aspects of the movie to be rated, such as acting, plot, sound effects, visual effects, etc. For a given user, one can look at the distribution of scores across movies along one of these aspects. These distributions may have different variances for that user and one can renormalize the scores by the reciprocal of their variance. In this case, the weight matrix consists of \(r\) distinct columns, one for each

\footnotetext{
\({ }^{2}\) Personal communication with Russell Impagliazzo and Ryan Williams.
\({ }^{3}\) Personal communication with Lijie Chen and Aviad Rubinstein.
}
aspect, each copied \(n / r\) times, where \(n / r\) is the total number of movies. Each entry of a column is a variance for a certain user for that aspect. This naturally generalizes to other applications for which the columns can be clustered into \(r\) groups, such as in stochastic block models or more general latent space models [Cha12]. Also, in some of these applications, one would want a low rank nonnegative factorization, and we remark that we can achieve this below.

Suppose now that \(A\) has constant rank \(k\). A consequence of Theorem 16.1.1, which we elaborate on more below, is that even if an adversary deletes up to \(O(1)\) entries in each column of \(A\) in an arbitrary way, one can still recover a matrix \(\widehat{A}\) of rank at most \(k\) which agrees with \(A\) on all of the remaining entries in \(\operatorname{poly}(n)\) time. This is a form of adversarial matrix completion, which was studied in [HKZ11, SW15]. In these works the authors had to make an incoherence assumption on the entries of \(A\), which may not always hold, e.g., in the presence of outliers. Without this assumption the prior results would not be able to recover such an \(\widehat{A}\) even if a single adversarially chosen entry was deleted in each column.

\subsection*{16.1.2 Other Results}

Our techniques can be applied to weighted non-negative factorization, a problem that has been extensively studied both in the unweighted (see, e.g., [AGKM12, Moi13]) and weighted cases (see, e.g., [GVS03, GZD10, KG12, ZZGM15, YC09]). In this problem, one seeks non-negative matrices \(U \in \mathbb{R}^{n \times k}\) and \(V \in \mathbb{R}^{k \times n}\) for which
\[
\forall i, j \text { such that } W_{i, j}>0, A_{i, j}=(U \cdot V)_{i, j},
\]
where the unweighted case corresponds to \(W_{i, j}=1\) for all \(i\) and \(j\). This problem naturally arises in applications such as topic modeling in which negative entries do not make sense. In a beautiful line of work [AGKM12, Moi13], an upper bound of \(n^{O\left(k^{2}\right)}\) was established for the unweighted case. By combining their techniques with ours, we obtain the first results for the weighted case when the weight matrix \(W\) has rank at most \(r\). We defer the details to the full version of the paper.

Finally, there is a simple bi-criteria approximation algorithm for weighted low rank approximation when the weight matrix has entries that are all either 0 or 1 . In this case it is possible to obtain a rank- \(r k\) approximation to \(A\) in \(n n z(A)+\mathrm{nnz}(W)+n \cdot \operatorname{poly}(r k / \epsilon)\) time with cost at most \((1+\epsilon)\) times the cost of the best rank- \(k\) approximation. Here \(r\) denotes the rank of the weight matrix. This has a better dependence on \(r\) and could be useful when one does not need to output a matrix of rank exactly \(k\). This is given in the full version of the paper.

\subsection*{16.1.3 Our Techniques}

To prove Theorem 16.1.1, we first prove a structural theorem about regression. Then our main new theme is what we call "guessing a sketched matrix".

Structural Regression Theorem Given any number \(t\) of multiple response regression instances, i.e., instances of the form \(\min _{X^{1}, X^{2}, \ldots, X^{t}}\left\|A^{i} X^{i}-B^{i}\right\|_{F}^{2}\), where \(A^{1}, \ldots, A^{t}\) and \(B^{1}, \ldots, B^{t}\) are matrices and each \(A^{i}\) has rank at most \(k\), if one is interested in simultaneously minimizing the sum of their costs, i.e., the objective function is \(\min _{X^{1}, X^{2}, \ldots, X^{t}} \sum_{i=1}^{t}\left\|A^{i} X^{i}-B^{i}\right\|_{F}^{2}\), then one can choose a Gaussian matrix \(S\) with \(O(k / \epsilon)\) rows and if one solves the problem \(\min _{Y^{1}, Y^{2}, \cdots, Y^{t}} \sum_{i=1}^{t}\left\|S A^{i} Y^{i}-S B^{i}\right\|_{F}^{2}\), then the minimizers \(Y^{1}, Y^{2}, \cdots, Y^{t}\) for this latter problem satisfy \(\sum_{i=1}^{t}\left\|A^{i} Y^{i}-B^{i}\right\|_{F}^{2} \leq(1+\epsilon) \min _{X^{1}, X^{2}, \cdots, X^{t}} \sum_{i=1}^{t}\left\|A^{i} X^{i}-B^{i}\right\|_{F}^{2}\) with high constant probability. Interestingly, the number of rows of \(S\) does not depend on the number \(t\) of regression instances, and is optimal already for \(t=1\) and when \(B^{1}\) only has a single column [CW09]. This also generalizes affine embeddings in [CW13] in which \(t=1\) and \(B^{1}\) may have multiple columns; we stress that the design matrices \(A^{i}\) may be different. The proof uses a novel observation that a Gaussian \(S\) is a subspace embedding on average over \(i\). This part uses a tail bound from [CD05] for the condition number for a Gaussian matrix. Having this, we bootstrap the approximation to \((1 \pm \epsilon)\) using the approximate matrix product property of a Gaussian matrix.

Guessing a Sketched Matrix Given our structural result, the main new theme of this paper is to "guess a sketched matrix". Suppose one is given an optimization problem of the
form
\[
p_{1}\left(x_{1}, \ldots, x_{v}\right) \geq 0, p_{2}\left(x_{1}, \ldots, x_{v}\right) \geq 0, \ldots, p_{m}\left(x_{1}, \ldots, x_{v}\right) \geq 0
\]
where each \(p_{i}\) is a polynomial of degree at most \(d\), the \(x_{1}, \ldots, x_{v}\) are indeterminates over the reals, and we are are interested in an assignment to \(x_{1}, \ldots, x_{v}\) which simultaneously satisfies these \(c\) polynomial inequalities. Then this can be solved in time \((m d)^{O(v)}\) using generic solvers [Ren92d, Ren92b, Ren92a, BPR96], and such techniques have been used in the context of database theory [EFW10], non-negative matrix factorization [AGKM12, Moi13], learning mixtures of Gaussians [LS15], computing approximate PSD factorizations [BDL16], and solving small-scale mixed-norm low rank approximation instances [CW15a]. There are two kinds of algorithms for semi-algebraic sets: the ones from [Ren92a, Ren92b, BPR96] are able to determine if a given sem-algebraic set is empty or not. The one from [Ren92d] is able to return a \(\delta\)-approximate solution to a given semi-algebraic formulae by paying an extra factor of \(\log \left(\frac{1}{\delta}\right)\) in the running time. For weighted low-rank approximation, there are two ways to output the matrices. One is using the algorithm from [Ren92d] directly. Another option is to perform binary search using the algorithm from [Ren92a, Ren92b, BPR96] for the entries of \(\widehat{A}_{i j}\) one by one.

Our main idea here is to use polynomial optimization for large-scale non-convex optimization by combining it directly with sketching. For example, suppose one is given the multiple response regression problem \(\min _{V}\|U V-A\|_{F}^{2}\) in which the number of columns of \(U\) is small. The twist though, is that both \(U\) and \(V\) are unknown! Then \(U V\) is just a low rank approximation to \(A\), and if we knew \(U\) we could solve the sketched optimization problem \(\min _{X}\|S U V-S A\|_{F}^{2}\), for a random oblivious sketching matrix \(S\), and our solution \(V\) would
be a good solution to the original problem. Since we do not know \(U\), we instead choose a random \(S\) and create variables for \(S \cdot U\), which is small, and also compute \(S \cdot A\), which we know. We then solve a regression problem for \(V\) in terms of the variables that we created for \(S \cdot U\). Given \(V\), we can then plug it into the original regression problem and solve for \(U\) in terms of \(V\) which is in turn in terms of our variables for \(S \cdot U\). Finally we can verify the solution by requiring that \(\|U V-A\|_{F}^{2}\) is small, which is now a system in a small number of variables. This verification step is essential because our \(S\) only has a probabilistic guarantee that it works for a fixed \(U\) with good probability, but crucially, we know there exists a \(U\) for which it works, and so by doing the verification step we will find such a \(U\). We note there are several issues with this approach which we discuss below.

While this may seem like an unnecessarily complicated way of doing standard low rank approximation, this idea proves crucial for weighted low rank approximation. In this case, using say, the rank constraint on the weight matrix \(W\), and using our structural result on multiple instances of regression, we are able to choose a single sketching matrix \(S\) and create variables for only \(r\) regression problems, \(S D_{W_{1}} U, \ldots, S D_{W_{r}} U\), where \(D_{W_{1}}, \ldots, D_{W_{r}}\) are diagonal matrices with independent columns of \(W\) on each diagonal, and \(U\) is a fixed optimal solution. We can then try to express all regression solutions \(\min _{X^{i}}\left\|D_{W_{i}} U X^{i}-D_{W_{i}} A^{i}\right\|_{2}^{2}\), for \(i=1, \ldots, n\) and where \(X^{i}\) and \(A^{i}\) are the \(i\)-th columns of \(X\) and \(A\) respectively, in terms of these variables, and hope to carry out the procedure above.

Dealing with Linear Dependencies At this point another obstacle arises which is that when the columns of a given \(D_{W_{i}} U\) are not linearly independent, there is no way to write down the pseudoinverse of \(D_{W_{i}} U\) in terms of the variables we have created. We also cannot afford
to create more than \(r \cdot \operatorname{poly}(k / \epsilon)\) variables, since our optimization procedure is exponential in this quantity, and so we cannot create new variables for each \(i=1, \ldots, n\). To get around this, we observe that there is a solution \(U \cdot V\) for which for all \(i\), the first \(\min \left(\left|\operatorname{supp}\left(D_{W_{i}}\right)\right|, k\right)\) columns of \(U\) are linearly independent, where \(\operatorname{supp}\left(D_{W_{i}}\right)\) denotes the set of non-zero entries of \(W_{i}\), and further the solution cost of \(U \cdot V\) is an arbitrarily small amount larger than that of the optimal cost. This follows by a simple perturbation argument applied to the optimal solution. This immediately gives an algorithm with additive error when we parameterize \(W\) by its rank.

In order to turn it into a relative error algorithm, we need a lower bound on the cost assuming that the cost is non-zero. The main idea here is that if we correctly guess which subsets of columns are linearly independent for the different matrices \(D_{W_{i}}\), then we can set up a non-negative polynomial system and provided this system has non-zero cost, we can apply known lower bounds on the cost of polynomial optimazation problems as a function of the degrees, number of variables, number of constraints, and coefficient sizes [Bas14]. While this is not an algorithmic procedure, since we cannot afford to make guess for each \(D_{W_{i}}\) without spending exponential in \(n\) time, it suffices for lower bounding the cost. Given such a lower bound, the above perturbation argument can then be used to argue that we achieve relative error.

While this leads to our time bound in the case in which we parameterize the weight matrix by its rank, in the case in which we parameterize by the number of distinct columns of \(W\), this is too slow. The issue is that we have at least \(n\) constraints to enforce, namely, that the first \(\min \left(\operatorname{supp}\left(W_{i}\right), k\right)\) columns of \(S D_{W_{i}} U\) are linearly independent. This would lead to a running time of \(n^{\operatorname{poly}(r k / \epsilon)}\) as opposed to the \(\operatorname{poly}(n) \cdot 2^{\operatorname{poly}(k r / \epsilon)}\) that we desire. We
notice though that when we have \(r\) distinct columns, there are only \(r\) constraints to enforce, one for each distinct column. These are "not equal" constraints but can be transformed to a single equality constraint of degree \(\operatorname{poly}(r k / \epsilon)\) by introducing a single auxiliary variable. While this ultimately enables us to write down all the entries of \(V\) using only a poly \((r k / \epsilon)\) number of variables, we are then faced with the task of writing down \(U\) in terms of such a \(V\). Here a priori we could have many distinct rows in \(W\), and may have \(n\) constraints to enforce. We observe though that since the entries of \(W\) are integers in \(\{1,2, \ldots, \operatorname{poly}(n)\}\), if we round them to the nearest power of \(1+\epsilon\), the solution cost changes only by a \((1+\epsilon)\) factor. Moreover, given that we have \(r\) distinct columns, for any row it is entirely specified on these \(r\) columns and after rounding, there are only \(O((\log n) / \epsilon)^{r}\) choices for entries on these \(r\) columns, which upper bounds the number of distinct rows. This ultimately allows us to write down \(U\) in terms of \(V\) with only \(O((\log n) / \epsilon)^{r}\) not equal constraints. This ultimately yields our improved running time when parameterizing \(W\) by its number of distinct columns.

Dealing with Rational Functions There is a subtle problem with the above arguments. When one solves for the \(i\)-th column \(V^{i}\) of \(V\) in terms of \(S D_{W_{i}} U\), the entries of \(V^{i}\) are rational functions rather than polynomials, and we cannot afford to clear the denominators of \(V^{i}\) for every \(i\) without blowing up the degree of the polynomials to \(\Omega(n)\), which would give a running time of \(n^{\operatorname{poly}(k r / \epsilon)}\). While this is not a problem when we parameterize the problem by the rank of \(W\), since we anyway spend this amount of time, this is a problem when we parameterize by the number of distinct columns of \(W\), in which we seek polynomial time even for super-constant \(r\) (and constant \(k / \epsilon\) ). Instead, we write \(V\) as \(V^{\prime} \cdot D\), where \(V^{\prime}\) has entries which are polynomials, and \(D\) is a diagonal matrix whose entries are \(\frac{1}{\operatorname{det}\left(U^{\top} D_{W_{i}} S^{\top} S D_{W_{i}} U\right)}\),
given by Cramer's rule. The entries of \(D\) are rational functions, and we would like to make them polynomials. Since \(W\) has at most \(r\) distinct columns, \(D\) has at most \(r\) distinct entries and we can create \(r\) new variables for the entries of \(D\). However, when we try to solve for \(U\) in terms of \(V\) we face the same problem again: we can write \(U\) as \(E \cdot U^{\prime}\), where \(U^{\prime}\) only has polynomial entries, but since we do not assume a small number of distinct rows of \(W\), it follows that \(E\) could have \(n\) distinct entries \(\frac{1}{\operatorname{det}\left(U^{\top} D_{W^{i}} S^{\top} S D_{W^{i}} U\right)}\) for \(i=1, \ldots, n\), where \(D_{W^{i}}\) is the diagonal matrix with the \(i\)-th row of \(W\) on the diagonal. As mentioned above, we fix this problem by rounding the entries of \(W\) to powers of \(1+\epsilon\), and then observing that the number of distinct rows of \(W\) can only be \(O((\log n) / \epsilon)^{r}\) after rounding.

Other Methods Our techniques for weighted non-negative matrix factorization and tensor completion largely follow these ideas as well, where we combine our "guessing a sketched matrix" approach with techniques of Arora, Ge, Kannan and Moitra [AGKM12] and Moitra [Moi13]. Our bi-criteria solution directly follows from known sketching results.

\subsection*{16.2 Preliminaries}

Notation Let \(\mathbb{R}\) denote the real numbers, and \(\mathbb{R}_{\geq 0}\) denote the nonnegative real numbers. Let \(\|A\|\) (and sometimes \(\|A\|_{2}\) ) denote the spectral norm of matrix \(A\). Let \(\|A\|_{F}^{2}=\sum_{i, j} A_{i, j}^{2}\) denote the Frobenius norm of \(A\). Let \(W \circ A\) denote the entry-wise product of matrices \(W\) and \(A\). Let \(\|A\|_{W}^{2}=\sum_{i, j} W_{i, j}^{2} A_{i, j}^{2}\) denote the weighted Frobenius norm of \(A\). Let nnz \((A)\) denote the number of nonzero entries of \(A\). Let \(\operatorname{det}(A)\) denote the determinant of a square matrix \(A\). Let \(A^{\top}\) denote the transpose of \(A\). Let \(A^{\dagger}\) denote the Moore-Penrose pseudoinverse of \(A\). Let \(A^{-1}\) denote the inverse of a full rank square matrix \(A\).

For the weight matrix \(W\), we always use \(W_{j}\) to denote the \(j\)-th column vector of \(W\), and \(W^{i}\) to denote the \(i\)-th row of \(W\). Let \(D_{W_{j}}\) denote the diagonal matrix with entries from the column vector \(W_{j}\) and \(D_{W^{i}}\) denote the diagonal matrix with entries from the row vector \(W^{i}\).

The following real algebraic geometry definitions are needed when proving a lower bound for the minimum nonzero cost of our problem. For a full discussion, we refer the reader to Bochnak et al. [BCR87]. Here we use the brief summary by Basu et al.[BPR05].

Definition 16.2.1 ([BPR05]). Let \(R\) be a real closed field.
Given \(x=\left(x_{1}, \cdots, x_{v}\right) \in R^{v}, r \in R, r>0\), we denote
\[
\begin{array}{ll}
B_{v}(x, r)=\left\{y \in R^{v} \mid\|y-x\|^{2}<r^{2}\right\} & \text { (open ball), } \\
\bar{B}_{v}(x, r)=\left\{y \in R^{v} \mid\|y-x\|^{2} \leq r^{2}\right\} & \text { (closed ball). }
\end{array}
\]

A set \(S \subset R^{v}\) is open if it is the union of open balls, i.e., if every point of \(U\) is contained in an open ball contained in \(U\).

A set \(S \subset R^{v}\) is closed if its complement is open. Clearly, the arbitrary union of open sets is open and the arbitrary intersection of closed sets is closed.

Semi-algebraic sets are defined by a finite number of polynomial inequalities and equalities.

A semi-algebraic set has a finite number of connected components, each of which is semi-algebraic. Here, we use the topological definition of a connected component, which is a maximal connected subset (ordered by inclusion), where connected means it cannot be divided into two disjoint nonempty closed sets.

A closed and bounded semi-algebraic set is compact.

A semi-algebraic set \(S \subset R^{v}\) is semi-algebraically connected if \(S\) is not the disjoint union of two non-empty semi-algebraic sets that are both closed in \(S\). Or, equivalently, \(S\) does not contain a non-empty semi-algebraic strict subset which is both open and closed in \(S\).

A semi-algebraically connected component of a semi-algebraic set \(S\) is a maximal semi-algebraically connected subset of \(S\).

Renegar [Ren92a, Ren92b] and Basu et al. [BPR96] independently provided an algorithm for the decision problem for the existential theory of the reals is to decide the truth or falsity of a sentence \(\left(x_{1}, \cdots, x_{v}\right) F\left(f_{1}, \cdots, f_{m}\right)\) where \(F\) is a quantifier-free Boolean formula with atoms of the form \(\operatorname{sign}\left(f_{i}\right)=\sigma\) with \(\sigma \in\{0,1,-1\}\). Note that this problem is equivalent to deciding if a given semi-algebraic set is empty or not. Here we formally state that theorem. For a full discussion of algorithms in real algebraic geometry, we refer reader to [BPR05] and [Bas14].

Theorem 16.2.1 (Decision Problem [Ren92a, Ren92b, BPR96]). Given a real polynomial system \(P\left(x_{1}, x_{2}, \cdots, x_{v}\right)\) having \(v\) variables and \(m\) polynomial constraints
\[
f_{i}\left(x_{1}, x_{2}, \cdots, x_{v}\right) \Delta_{i} 0, \forall i \in[m]
\]
where \(\Delta_{i}\) is any of the "standard relations": \(\{>, \geq,=, \neq, \leq,<\}\), let d denote the maximum degree of all the polynomial constraints and let \(H\) denote the maximum bitsize of the coefficients of all the polynomial constraints. Then in
\[
(m d)^{O(v)} \operatorname{poly}(H)
\]
time one can determine if there exists a solution to the polynomial system \(P\).

The key result we used for proving lower bound is the following bound on the minimum value attained by an integer polynomial restricted to a compact connected component of a basic closed semi-algebraic subset of \(\mathbb{R}^{v}\) defined by polynomials with integer coefficients in terms of the degrees and the bitsizes of the coefficients of the polynomials involved.

Theorem 16.2.2 (Jeronimo, Perrucci and Tsigaridas [JPT13]). Let \(T=\left\{x \in \mathbb{R}^{v} \mid f_{1}(x) \geq\right.\) \(\left.0, \cdots, f_{\ell}(x) \geq 0, f_{\ell+1}(x)=0, \cdots, f_{m}(x)=0\right\}\) be defined by polynomials \(f_{1}, \cdots, f_{m} \in\) \(\mathbb{Z}\left[x_{1}, \cdots, x_{v}\right]\) with \(n \geq 2\), degrees bounded by an even integer \(d\) and coefficients of absolute value at most \(H\), and let \(C\) be a compact connected component of \(T\). Let \(g \in \mathbb{Z}\left[x_{1}, \cdots, x_{v}\right]\) be a polynomial of degree at most \(d\) and coefficients of absolute value bounded by \(H\). Then, the minimum value that \(g\) takes over \(C\) is satisfies that if it is not zero, then its absolute value is greater than or equal to
\[
\left(2^{4-v / 2} \widetilde{H} d^{v}\right)^{-v 2^{v} d^{v}},
\]
where \(\widetilde{H}=\max \{H, 2 v+2 m\}\).

While the above theorem involves notions from topology, we shall apply it in an elementary way. Namely, in our setting \(T\) will be bounded and so every connected component, which is by definition closed, will also be bounded and therefore compact. As the connected components partition \(T\) the theorem will just be applied to give a global minimum value of \(g\) on \(T\) provided that it is non-zero.

\subsection*{16.3 Multiple Regression Sketch}

Theorem 16.3.1. Let \(A^{1}, \ldots, A^{m} \in \mathbb{R}^{n \times k}\) be \(m\) matrices of size \(n \times k\). Let \(b^{1}, \ldots, b^{m} \in \mathbb{R}^{n \times 1}\) be \(m\) column vectors of dimension \(n\).

For \(1 \leq i \leq m\) denote:
\[
x^{i}=\underset{x \in \mathbb{R}^{k \times 1}}{\operatorname{argmin}}\left\|A^{i} x-b^{i}\right\|_{2}^{2}
\]
the solution of the \(i\)-th regression problem.
Let \(S \in \mathbb{R}^{t \times n}\) be a random matrix with i.i.d. Gaussian entries with zero mean and standard deviation \(1 / \sqrt{t}\). For \(1 \leq i \leq m\) denote:
\[
y^{i}=\underset{y \in \mathbb{R}^{k \times 1}}{\operatorname{argmin}}\left\|S A^{i} y-S b^{i}\right\|_{2}^{2}
\]
the solution of the \(i\)-th regression problem in the sketch space.

We claim that for every \(0<\epsilon<1 / 2\) one can set \(t=O(k / \epsilon)\) such that:
\[
\sum_{i=1}^{m}\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2} \leq(1+\epsilon) \cdot \sum_{i=1}^{m}\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} .
\]

The rest of this section is devoted to the proof of this theorem.
For \(1 \leq i \leq m\) we let \(D^{i} \geq 1\) denote the smallest number such that for every \(x \in \mathbb{R}^{k \times 1}\) and \(\lambda \in \mathbb{R}\) one has:
\[
\left\|S\left(A^{i} x+\lambda b^{i}\right)\right\|_{2}^{2} \in\left[\frac{1}{D^{i}} ; D^{i}\right] \cdot\left\|A^{i} x+\lambda b^{i}\right\|_{2}^{2}
\]

Claim 16.3.2. For every \(i\)
\[
\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2} \leq\left(D^{i}\right)^{2} \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2}
\]

Proof. This follows from the definition of \(D^{i}\).

Claim 16.3.3. One can set \(t=O(k / \epsilon)\) such that for every \(i\)
\[
\operatorname{Pr}_{S}\left[D^{i} \geq 1.01\right] \leq 2^{-\Omega(1 / \epsilon)} .
\]

Proof. This follows from Theorem 2.1 from [Woo14b].

Claim 16.3.4. One can set \(t=O(k / \epsilon)\) such that for every \(i\)
\[
\underset{S}{\mathbb{E}}\left[\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2}-\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \mid D^{i} \leq 1.01\right] \leq \epsilon \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2}
\]

Proof. This follows from the proofs of Theorem 2.8 and Theorem 2.16 from [Woo14b] (adapted to Gaussian matrices).

Claim 16.3.5. One can set \(t=O(k / \epsilon)\) such that for every \(i\)
\[
\underset{S}{\mathbb{E}}\left[\left(D^{i}\right)^{2} \mid D^{i} \geq 1.01\right]=O(1)
\]

Proof. One can see that \(D^{i}\) is polynomially related to the condition number of a random \(O(k / \epsilon) \times(k+1)\) matrix with i.i.d. Gaussian entries; indeed it corresponds to the maximum distortion of \(S\) applied to the vectors in the column span of an \(n \times(k+1)\) orthonormal matrix \(U\) whose columns span the space spanned by the columns of \(A^{i}\) together with \(b^{i}\). By rotational invariance, \(S \cdot U\) also has i.i.d. Gaussian entries. To understand the condition number one can invoke the main result from [CD05] which gives for all sufficiently large \(t\) : \(\operatorname{Pr}_{S}\left[D^{i} \geq t\right]=\frac{1}{t \Theta(k / \epsilon)}\). Thus,
\[
\underset{S}{\mathbb{E}}\left[\left(D^{i}\right)^{2} \mid D_{i} \geq 1.01\right] \leq O(1)+\int_{1.01}^{\infty} \frac{t^{2}}{t^{\Theta(k / \epsilon)}} d t=O(1)
\]

Having these Claims, let us complete the proof. We have for every \(1 \leq i \leq m\) :
\[
\begin{aligned}
& \underset{S}{\mathbb{E}}\left[\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2}-\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2}\right] \\
= & \operatorname{Pr}_{S}\left[D^{i} \geq 1.01\right] \cdot \underset{S}{\mathbb{E}}\left[\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2}-\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \mid D^{i} \geq 1.01\right] \\
+ & \operatorname{Pr}_{S}\left[D^{i} \leq 1.01\right] \cdot \underset{S}{\mathbb{E}}\left[\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2}-\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \mid D^{i} \leq 1.01\right] \\
\leq & 2^{-\Omega(1 / \epsilon)} \cdot \underset{S}{\mathbb{E}}\left[\left(D^{i}\right)^{2}-1 \mid D^{i} \geq 1.01\right] \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \\
+ & \operatorname{Pr}_{S}\left[D^{i} \leq 1.01\right] \cdot \underset{S}{\mathbb{E}}\left[\left\|A^{i} y^{i}-b^{i}\right\|_{2}^{2}-\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \mid D^{i} \leq 1.01\right] \\
\leq & 2^{-\Omega(1 / \epsilon)} \cdot \underset{S}{\mathbb{E}}\left[\left(D^{i}\right)^{2}-1 \mid D^{i} \geq 1.01\right] \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \\
+ & \epsilon \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2} \\
\leq & O(\epsilon) \cdot\left\|A^{i} x^{i}-b^{i}\right\|_{2}^{2},
\end{aligned}
\]
where the second step is by Claim 16.3.2 and Claim 16.3.3, the third step is by Claim 16.3.4, and the fourth step is by Claim 16.3.5.

Summing over \(i\) and applying the Markov's inequality, we are done.
While the above result is for Gaussian sketching matrices, one can also combine a Gaussian random matrix with a Count-Sketch matrix [CW13]. This way we are still getting \(O(k / \epsilon)\) rows, but now one can perform a matrix-vector multiplication in time proportional to the sparsity of the vector plus poly \((k \widetilde{r} / \epsilon)\), where \(\widetilde{r}\) is the dimension of the union of column spaces of \(A^{i}\) (which is at most \(k m\) in the worst case, but is much smaller for our applications).

\subsection*{16.4 Additive Approximation}

In this Section, to demonstrate the new technique, we prove the following theorem.

Theorem 16.4.1. Given \(A, W \in \mathbb{R}^{n}, 1 \leq k \leq n\) and \(0<\epsilon, \tau<0.1\) such that:
- \(\operatorname{rank}(W)=r\);
- all the non-zero entries of \(A\) and \(W\) are multiples of \(\delta>0\);
- all the entries of \(A\) and \(W\) are at most \(\Delta>0\) in absolute value,
one can output a number \(\Lambda\) in time \(n^{O\left(k^{2} r / \epsilon\right)} \cdot \log ^{O(1)}\left(\frac{\Delta}{\delta \tau}\right)\) such that \(\mathrm{OPT} \leq \Lambda \leq(1+\epsilon) \mathrm{OPT}+\tau\), where
\[
\mathrm{OPT}=\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|(U V-A) \circ W\|_{F}^{2}
\]

We first assume that \(W\) has no zero entries; later, we will remove this assumption by being slightly more careful.

\section*{Lemma 16.4.2.}
\[
\mathrm{OPT} \leq \operatorname{poly}(n, \Delta)
\]

Proof. Set \(U\) and \(V\) to be the zero matrices.

Let us expand the objective function in two ways. On the one hand:
\[
\begin{equation*}
\|(U V-A) \circ W\|_{F}^{2}=\sum_{i=1}^{n}\left\|U^{i} V D_{W^{i}}-A^{i} D_{W^{i}}\right\|_{2}^{2} \tag{16.1}
\end{equation*}
\]

On the other hand:
\[
\begin{equation*}
\|(U V-A) \circ W\|_{F}^{2}=\sum_{j=1}^{n}\left\|D_{W_{j}} U V_{j}-D_{W_{j}} A_{j}\right\|_{2}^{2} \tag{16.2}
\end{equation*}
\]

We can sketch (16.1) and (16.2) using Gaussian matrices \(S^{\prime} \in \mathbb{R}^{n \times t}\) and \(S^{\prime \prime} \in \mathbb{R}^{t \times n}\) as follows:
\[
\sum_{i=1}^{n}\left\|U^{i} V D_{W^{i}} S^{\prime}-A^{i} D_{W^{i}} S^{\prime}\right\|_{2}^{2}
\]
and
\[
\sum_{j=1}^{n}\left\|S^{\prime \prime} D_{W_{j}} U V_{j}-S^{\prime \prime} D_{W_{j}} A_{j}\right\|_{2}^{2}
\]

Denote, for \(1 \leq i \leq n, P^{i}:=V D_{W^{i}} S^{\prime}\) and for \(1 \leq j \leq n\) denote \(Q_{j}:=S^{\prime \prime} D_{W_{j}} U\).
The crucial observation is that we can encode all \(P^{i}\) 's and \(Q_{j}\) 's using linear functions of \(2 k r t\) variables, since \(W\) has rank \(r\), and we can represent its rows/columns as linear combinations of \(r\) fixed rows/columns.

For fixed \(P^{i}\),s we define:
\[
\widehat{U}:=\underset{U \in \mathbb{R}^{n \times k}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|U^{i} P^{i}-A^{i} D_{W^{i}} S^{\prime}\right\|_{2}^{2} .
\]

Similarly, for fixed \(Q_{j}\) 's we define:
\[
\widehat{V}:=\underset{V \in \mathbb{R}^{k \times n}}{\operatorname{argmin}} \sum_{j=1}^{n}\left\|Q_{j} V_{j}-S^{\prime \prime} D_{W_{j}} A_{j}\right\|_{2}^{2}
\]

Let us use \(\|(\widehat{U} \widehat{V}-A) \circ W\|_{F}^{2}\) as a proxy for the objective function. We need to argue that we can, in fact, minimize the new objective function efficiently, and that it gives a good approximation to the original objective function, if \(t=\Theta(k / \epsilon)\), with high probability.

Optimization We assume that all \(P^{i}\) 's and \(Q_{j}\) 's have the maximum rank \(k\). Later we will show that, since \(W\) has no zero entries, this does not affect the quality of the solution found under this non-degeneracy constraint.

Assuming non-degeneracy of \(P^{i}\) 's and \(Q_{j}\) 's, we can express \(\widehat{U}\) and \(\widehat{V}\) as follows:
\[
\widehat{U}^{i}=A^{i} D_{W^{i}} S^{\prime}\left(P^{i}\right)^{\top}\left(P^{i}\left(P^{i}\right)^{\top}\right)^{-1}
\]
and
\[
\begin{equation*}
\widehat{V}_{j}=\left(Q_{j}^{\top} Q_{j}\right)^{-1} Q_{j}^{\top} S^{\prime \prime} D_{W_{j}} A_{j} \tag{16.3}
\end{equation*}
\]

Since the entries of \(P^{i}\) 's and \(Q_{j}\) 's are linear functions of \(2 k r t\) variables, we can represent the entries of \(\widehat{U}\) and \(\widehat{V}\) as rational functions over \(2 k r t\) variables and of degree \(O(k)\) (we use Cramer's formula for that).

Finally, we can represent \(\|(\widehat{U} \widehat{V}-A) \circ W\|_{F}^{2}\) as a rational function over \(2 k r t\) variables of degree \(O(k n)\).

We can minimize the objective function using the algorithm for checking the feasibility of a system of polynomial inequalities from Theorem 16.2.1, together with a binary search over the value of the objective function. Each iteration of the binary search takes time
\[
\left.(\# \text { degree of the polynomials })^{O(\# \text { variables })} \cdot \text { poly(input size }\right) .
\]

Since the degree is \(O(n k)\), the number of variables is \(O(r k t)=O\left(k^{2} r / \epsilon\right)\), and the input size is \(\operatorname{poly}(n, \log (\Delta / \delta))\), the running time of a single iteration of the binary search is
\[
n^{O\left(k^{2} r / \epsilon\right)} \cdot \log ^{O(1)}(\Delta / \delta)
\]

Finally, to perform the binary search, we need \(O(\log (n \Delta / \tau) / \epsilon)\) iterations to check for the existence of a solution with cost at most \((1+\epsilon) \mathrm{OPT}+\tau\) (assuming that sketching and non-degeneracy constraints on \(P^{i}\) 's and \(Q_{j}\) 's increase the cost to at most \((1+\epsilon) \mathrm{OPT}+\tau\), which we will show later), since, by Lemma 16.4.2, \(\mathrm{OPT} \leq \operatorname{poly}(n, \Delta)\). The overall running time is thus: \(n^{O\left(k^{2} r / \epsilon\right)} \cdot \log ^{O(1)}\left(\frac{\Delta}{\delta \tau}\right)\).

Near-optimality Here we show that one can set \(t=O(k / \epsilon)\) so that, with high probability,
\[
\begin{equation*}
\min _{P^{i}, Q_{j}}\|(\widehat{U} \widehat{V}-A) \circ W\|_{F}^{2} \leq(1+\epsilon) \cdot \min _{U, V}\|(U V-A) \circ W\|_{F}^{2}+\tau^{\prime} \tag{16.4}
\end{equation*}
\]
for every \(\tau^{\prime}>0\). This, together with the above discussion about the optimization procedure, concludes the analysis of the algorithm.

As such, (16.4) follows from Theorem 16.3.1. Indeed, if the optimal solution is \(U^{*} V^{*}\), then set \(Q_{j}:=S^{\prime \prime} D_{W_{j}} U^{*} . Q_{j}\) may be degenerate, but, since \(W\) has no zero entries, we can perturb \(U^{*}\) by an arbitrarily small amount to make \(Q_{j}\) non-degenerate (with probability one over \(\left.S^{\prime \prime}\right)\). Then, with high probability over \(S^{\prime \prime}\), we have
\[
\begin{equation*}
\left\|\left(U^{*} \widehat{V}-A\right) \circ W\right\|_{F}^{2} \leq(1+\epsilon) \cdot\left\|\left(U^{*} V^{*}-A\right) \circ W\right\|_{F}^{2}+\tau^{\prime} \tag{16.5}
\end{equation*}
\]
for an arbitrarily small \(\tau^{\prime}>0\). Similarly, we can set \(P^{i}=\widehat{V} D_{W^{i}} S^{\prime}\) (again, it can be degenerate, but the same argument as above for \(Q_{j}\) applies), which gives, with high probability over \(S^{\prime}\),
\[
\begin{equation*}
\|(\widehat{U} \widehat{V}-A) \circ W\|_{F}^{2} \leq(1+\epsilon) \cdot\left\|\left(U^{*} \widehat{V}-A\right) \circ W\right\|_{F}^{2}+\tau^{\prime} \tag{16.6}
\end{equation*}
\]
for an arbitrarily small \(\tau^{\prime}>0\).
Combining (16.5) and (16.6), we are done.

\subsection*{16.4.1 Handling Weight Matrices With Zero Entries}

Here we prove the version of Theorem 16.4.1 for the case when \(W\) is allowed to have zero entries. Let us first see what breaks in the previous argument.

What does not work anymore is that (after a small perturbation) \(Q_{j}=S^{\prime \prime} D_{W_{j}} U\) and \(P^{i}=V D_{W^{i}} S^{\prime}\) can be assumed to have the maximum possible rank \(k\). Nevertheless, we can assume that every \(Q_{j}\) has rank equal to
\[
t_{j}=\min \left(k, \text { the number of non-zero entries of } W_{j}\right)
\]

Moreover, we can assume that the first \(t_{j}\) columns of \(Q_{j}\) are linearly-independent. A similar argument applies to \(P^{i}\),s as well.

The above argument allows us to express \(\widehat{U}\) and \(\widehat{V}\) as before, but instead of \(Q_{j}\) we use the first \(t_{j}\) columns of \(Q_{j}\) (and, similarly for the \(P^{i}\), s ).

\subsection*{16.5 Multiplicative Approximation}

In order to get a genuine multiplicative \((1+\epsilon)\)-approximation, we need to lower bound OPT-provided that it is not equal to zero-which would allow us to set \(\tau \leq \epsilon \cdot\) OPT in the algorithm from the previous section.

We do this for the following optimization problem:
\[
\min _{\substack { U, V: \\
\begin{subarray}{c}{F}(\Delta / \delta)^{\operatorname{poly}(n){ U , V : \\
\begin{subarray} { c } { F } ( \Delta / \delta ) ^ { \operatorname { p o l y } ( n ) } }\end{subarray}}\|(U V-A) \circ W\|_{F}^{2}
\]

Note that we assume \(\|U V\|_{F}\) has an upper bound, as otherwise we cannot write down \(U\) and \(V\) using poly \((n)\) bits.

Using the approach outlined above, one can write down a rational function \(p\left(x_{1}, \ldots, x_{l}\right) / q\left(x_{1}, \ldots, x_{l}\right)\) such that:
- \(l=O\left(k^{2} r / \epsilon\right)\);
- for every \(x\) such that \(q(x) \neq 0\), one has \(p(x) / q(x) \geq\) OPT;
- for every \(\tau^{\prime}>0\), there exists \(x^{*}\) such that \(p\left(x^{*}\right) / q\left(x^{*}\right) \leq(1+\epsilon)\) OPT \(+\tau^{\prime}\);
- both \(p\) and \(q\) are homogeneous, and their degrees are \(O(k n)\);
- the coefficients of \(p\) and \(q\) are integers with absolute values at most \((\Delta / \delta)^{\operatorname{poly}(n)}\);
- \(q(x)=\prod_{i=1}^{2 n} g_{i}^{2}(x)\), where every \(g_{i}(x)\) is the determinant polynomial.

Only the fifth item needs an explanation. If sketch matrices \(S^{\prime}\) and \(S^{\prime \prime}\) were integer, then the last item would hold automatically (by scaling up all the coefficients). But, in
reality, \(S^{\prime}\) and \(S^{\prime \prime}\) are Gaussian matrices. Fortunately, one can show that it is possible to discretize them up to \(\pm 1 / \operatorname{poly}(n)\) so that the multiple regression theorem (Theorem 16.3.1) still goes through. Indeed, this just follows from the fact that discretization to \(\pm 1 / \operatorname{poly}(n)\) preserves condition number and subspace embeddings (since one argues about preserving lengths of unit vectors), and approximate matrix product properties used in that theorem.

Lower Bound We use the same way explained in section 16.4 to create variables, write down the system in a small number of variables, and also create some " \(\neq 0\) " constraints. It will generate \(2 n\) determinant polynomials, which are defined in the following way,
\[
\begin{aligned}
g_{i}(x) & =\operatorname{det}\left(\left(S D_{W_{i}} U\right)_{P_{i}}^{\top}\left(S D_{W_{i}} U\right)_{P_{i}}\right), \forall i \in[n] \\
g_{i+n}(x) & \left.=\operatorname{det}\left(\left(V D_{W^{i}} S\right)^{Q_{i}}\left(\left(V D_{W^{i}} S\right)^{Q_{i}}\right)\right)^{\top}\right), \forall i \in[n]
\end{aligned}
\]
where \(P_{i}\) and \(Q_{i}\) are maximal linearly indepdent subsets. Then we can write down the following optimization problem,
\[
\begin{array}{ll}
\min _{x \in \mathbb{R}^{l}} & p(x) / q(x) \\
\text { s.t. } & g_{i}^{2}(x) \neq 0, \forall i \in[2 n], \\
& q(x)=\prod_{i=1}^{2 n} g_{i}^{2}(x)
\end{array}
\]

To lower bound \(p(x) / q(x)\), let us introduce a new variable \(y\). Lower bounding \(p(x) / q(x)\) is equivalent to lower bounding \(p(x) y\) subject to \(q(x) y-1=0\). By assumption \(\|U\|_{F}^{2},\|V\|_{F}^{2} \leq(\Delta / \delta)^{\mathrm{poly}(n) 4}\), we know the upper bound of all the variables we created

\footnotetext{
\({ }^{4}\) A priori, we know only that \(\|U V\|_{F}^{2}\) is bounded. But we can get that each of the matrices is bounded by taking an optimal solution and orthonormalizing one of the matrices.
}
except for \(y\). In order to give an upper bound for \(y\), it suffices to show a lower bound for \(q(x)\). By definition, \(q(x)\) is the square of the product of all the determinant polynomials. Thus, for every determinant polynomial \(g_{i}(x)\), we need to show that if \(g_{i}^{2}(x)\) is nonzero, then it is at least something.

Define \(B\) to be an \(\ell_{2}\)-ball with bounded radius, e.g.,
\[
B=\left\{x \in \mathbb{R}^{l} \mid \sum_{i=1}^{l} x_{i}^{2} \leq(\Delta / \delta)^{\operatorname{poly}(n)}\right\}
\]

By [BPR05], we know that \(B\) is a closed and bounded semi-algebraic set. Thus \(B\) is also compact. Let \(x^{*}\) denote the optimal solution of the original problem \(\min _{x \in \mathbb{R}^{2}} g_{i}^{2}(x)\) when all variables are bounded. Because the radius of the ball \(B\) is large enough, \(x^{*} \in B\). Define \(T_{1}=\left\{x \in \mathbb{R}^{l} \mid g_{i}(x) \geq 0\right\}\) and let \(T=T_{1} \cap B\). By definition (see [BPR05]), \(T_{1}\) is a basic closed semi-algebraic set. Thus, the intersection of \(T_{1}\) and \(B\) is a semi-algebraic set with a finite number of connected components. Because \(B\) is compact and \(T_{1}\) is closed, each of these connected components is compact. There must exist one compact connected component \(C\) which contains the optimal soltuion \(x^{*}\). Applying Theorem 16.2.2 on system \(\left\{T, C, g_{i}^{2}(x)\right\}\), we conclude that if \(g_{i}^{2}(x)\) is not zero, then it is at least
\[
\begin{aligned}
\left((\Delta / \delta)^{\operatorname{poly}(n)}\right)^{-k^{O(l)}} & =(\Delta / \delta)^{-\operatorname{poly}(n) 2^{\tilde{O}(l)}} \\
& =(\Delta / \delta)^{-\operatorname{poly}(n)}
\end{aligned}
\]
which immediately gives us an upper bound for \(y\),
\[
y \leq\left((\Delta / \delta)^{\operatorname{poly}(n)}\right)^{n}=(\Delta / \delta)^{\operatorname{poly}(n)}
\]

Now, we are able to show a lower bound for \(p(x) y\). Define
\[
T_{1}=\left\{x \in \mathbb{R}^{l}, y \in \mathbb{R} \mid \prod_{i=1}^{m} g_{i}^{2}(x) y-1=0\right\}
\]

Define \(B\) to be a bounded ball over \(l+1\) variables,
\[
B=\left\{(x, y) \in \mathbb{R}^{l+1} \mid \sum_{i=1}^{l} x_{i}^{2}+y^{2} \leq(\Delta / \delta)^{\operatorname{poly}(n)}\right\} .
\]

By [BPR05], \(B\) is a closed and bounded semi-algebraic set. Thus \(B\) is also compact. Define \(T=T_{1} \cap B\). Let \(\left(x^{*}, y^{*}\right)\) denote the optimal solution of \(\min _{(x, y) \in T_{1}} p(x) y\), then \(\left(x^{*}, y^{*}\right)\) is also the optimal solution of \(\min _{(x, y) \in T} p(x) y\), because all variables are bounded and the radius of the ball is large enough.

By definition (see [BPR05]), \(T_{1}\) is a basic closed semi-algebraic set. Thus, the intersection of \(T_{1}\) and \(B\) is a semi-algebraic set with a finite number of connected components. Because \(B\) is compact and \(T_{1}\) is closed, each of the connected components is compact.

There must exist a compact connected component that contains the optimal solution \(\left(x^{*}, y^{*}\right)\). Let \(C\) denote that component. Applying Theorem 16.2.2 on system \(\{T, C, p(x) y\}\), where the number of constraints is bounded by \(O(1)\), the maximum coefficient of absolute value is bounded by \((\Delta / \delta)^{\operatorname{poly}(n)}\), the maximum degree is bounded by \(O(n k)\), the number of variables is bounded by \(l=O\left(r k^{2} / \epsilon\right)\), we conclude that if the minimum cost is not zero, then it is at least
\[
\begin{equation*}
\left((\Delta / \delta)^{\operatorname{poly}(n)}\right)^{-n^{O\left(r k^{2} / \epsilon\right)}}=\exp \left(-n^{O\left(k^{2} r / \epsilon\right)} \log ^{O(1)}(\Delta / \delta)\right) . \tag{16.7}
\end{equation*}
\]

Hence, OPT is at least (16.7) as well.
Plugging \(\tau \ll \epsilon \cdot(16.7) \leq \epsilon\) OPT into the algorithm from the previous section with an additional constraint \(\|\widehat{U} \widehat{V}\|_{F}^{2} \leq(\Delta / \delta)^{\text {poly }(n)}\), we do binary search to narrow down the range of \(\left[\Lambda^{-}, \Lambda^{+}\right]\)until we reach \(\Lambda\). During the \(j\) th step of binary search, we use Theorem 16.2.1
to check if the following semi-algebraic set is empty or not,
\[
S=\left\{x \in \mathbb{R}^{l} \mid p(x) \leq \Lambda_{j}^{+} q(x), p(x) \geq \Lambda_{j}^{-} q(x), q(x) \neq 0\right\}
\]
where \(\Lambda_{1}^{-}\)is initialized to be \(\tau\) and \(\Lambda_{1}^{+}\)is initialized to be poly \((n, \Delta)\). We obtain the following theorem.

Theorem 16.5.1. Given \(A, W \in \mathbb{R}^{n}, 1 \leq k \leq n\) and \(0<\epsilon, \tau<0.1\) such that:
- \(\operatorname{rank}(W)=r\);
- all the non-zero entries of \(A\) and \(W\) are multiples of \(\delta>0\);
- all the entries of \(A\) and \(W\) are at most \(\Delta>0\) in absolute value,
one can output a number \(\Lambda\) in time \(n^{O\left(k^{2} r / \epsilon\right)} \cdot \log ^{O(1)} \frac{\Delta}{\delta \tau}\) such that \(\mathrm{OPT} \leq \Lambda \leq(1+\epsilon) \mathrm{OPT}\), where
\[
\mathrm{OPT}=\min _{\substack{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n} \\\|U V\|_{F}^{2} \leq\left(\frac{\Delta}{\delta}\right)^{\operatorname{poly}(n)}}}\|(U V-A) \circ W\|_{F}^{2}
\]

\subsection*{16.6 Recovering the Solution Itself}

Here we show how to recover an approximate solution, not only the value of OPT.
The idea is to recover the entries of \(U\) and \(V\) one by one and use the algorithm from the previous section for the corresponding decision problem. We initialize the semi-algebraic set to be
\[
S=\left\{x \in \mathbb{R}^{l} \mid q(x) \neq 0, p(x) \leq \Lambda q(x)\right\}
\]

We start by recovering the first entry of \(U\). We perform the binary search to localize the entry within an interval of length \(\delta^{\prime}\), which takes poly \((n) \cdot \log \left(\frac{\Delta}{\delta \delta^{\prime}}\right)\) invocations of the decision algorithm. For each step of binary search, we use 16.2.1 to determine if the following semi-algebraic set \(S\) is empty or not,
\[
S \cap\left\{U_{1,1}(x) \geq \widehat{U}_{1,1}^{-}, U_{1,1}(x) \leq \widehat{U}_{1,1}^{+}\right\}
\]

After that, we declare the first entry of \(U\) to be any point in this interval. This changes the cost of the solution by at most \(\delta^{\prime} \cdot\left(\frac{\Delta}{\delta}\right)^{\operatorname{poly}(n)}\). Then, we add an equality constraint that fixes the entry of \(\widehat{U}\) to this value, and add a new constraint into \(S\) permanently, e.g. \(S \leftarrow S \cap\left\{U_{1,1}(x)=\widehat{U}_{1,1}\right\}\). Next, we repeat the same with the second entry of \(U\) and so on.

This allows us to recover a solution of cost at most \((1+\epsilon) \mathrm{OPT}+\tau\) in time
\[
n^{O\left(k^{2} r / \epsilon\right)} \cdot \log ^{O(1)}(\Delta /(\delta \tau)) .
\]

\subsection*{16.7 Adversarial Matrix Completion}

Here we prove the following theorem.
Theorem 16.7.1. Let \(B \in \mathbb{R}^{n \times n}\) be a rank- \(k\) matrix with entries that are multiples of \(\delta>0\) bounded by \(\Delta>0\).

Let \(1 \leq r \leq n\) be an integer parameter.
Let \(C\) be an \(n \times n\) matrix, where in every column there are at most \(r\) question marks and other entries are equal to the corresponding entries of \(B\).

Then, there is an algorithm that:
- receives \(C\) as an input;
- outputs a rank-k matrix that is \(\tau\)-close to \(C\) in Frobenius norm (restricted to the entries that are not replaced with a question mark);
- has running time \(n^{O\left(k^{2} r\right)} \cdot \log ^{O(1)}\left(\frac{\Delta}{\delta \tau}\right)\).

A naive attempt is to use the algorithm from the previous section with \(W\) equal to 0 for the missing entries and to 1 for the "surviving" entries. Unfortunately, setting \(W\) like this does not work, since \(W\) may not have small rank.

We fix it by proving the following lemma.
Lemma 16.7.2. For every set system \(z_{1}, z_{2}, \ldots, z_{n} \subseteq[n]\) with \(\left|z_{j}\right| \leq r\) there exists a rank\((2 r+1)\) integer matrix \(W\) such that, for every \(1 \leq i \leq n\), the entry in the \(i\)-th column and j-th row,
\[
W_{i}^{j} \begin{cases}=0 & \text { if } j \in z_{i} \\ >0 & \text { if } j \in[n] \backslash z_{i}\end{cases}
\]

Moreover, all the entries of \(W\) are bounded by \(n^{O(r)}\) in absolute value.

Recall that for the \(i\)-th column of \(W, z_{i}\) denotes the set of row indices that have zero entry. For the \(i\)-th column of \(W\), define a polynomial \(p_{i}(x)\) such that
\[
p_{i}(x)=\prod_{\ell \in z_{i}}(x-j)^{2}=\sum_{\ell=1}^{2\left|z_{i}\right|+1} a_{i \ell} x^{\ell-1}
\]
where all \(a_{i \ell}\) are integers. Since \(2\left|z_{i}\right|+1\) is at most \(2 r+1\), we can also think of \(p_{i}(x)\) as a degree \(2 r\) polynomial,
\[
p_{i}(x)=\sum_{\ell=1}^{2 r+1} a_{i \ell} x^{\ell-1}
\]

Then, we can use \(a_{i \ell}\) to create a basis \(T \in \mathbb{R}^{n \times(2 r+1)}\) which has rank at most \(2 r+1\). Let \(T_{\ell}^{i}\) denote the entry of the \(i\)-th row and \(\ell\)-th column, then set \(T_{\ell}^{i}=a_{i \ell}, \forall i \in[n], \forall \ell \in[2 r+1]\). Let \(T_{\ell}\) denote the \(\ell\)-th column of matrix \(T, \forall \ell \in[2 r+1]\). To guarantee a linear combination of those \(2 r+1\) columns always outputs a nonnegative vector, we can just choose coefficients \(1, x, x^{2}, \cdots, x^{2 r}\). Let \(S\) denote a set of all possible vectors formed by the following linear combination,
\[
T(x)=\sum_{\ell=1}^{2 r+1} x^{\ell-1} T_{\ell} \in \mathbb{R}^{n \times 1}
\]

Moreover, we have
\[
\begin{aligned}
T(x) & =\sum_{\ell=1}^{2 r+1} x^{\ell-1} T_{\ell}=\sum_{\ell=1}^{2 r+1} x^{\ell-1}\left[\begin{array}{llll}
a_{1 \ell} & a_{2 \ell} & \cdots & a_{n \ell}
\end{array}\right]^{\top} \\
& =\left[\begin{array}{llll}
\sum_{\ell=1}^{2 r+1} x^{\ell-1} a_{1 \ell} & \sum_{\ell=1}^{2 r+1} x^{\ell-1} a_{2 \ell} & \cdots & \sum_{\ell=1}^{2 r+1} x^{\ell-1} a_{n \ell}
\end{array}\right]^{\top} \\
& =\left[\begin{array}{llll}
p_{1}(x) & p_{2}(x) & \cdots & p_{n}(x)
\end{array}\right]^{\top},
\end{aligned}
\]
where the second equality follows by the definition of \(T_{\ell}\) and the last equality follows by the definition of \(p_{i}(x)\). Let \(T^{j}(x)\) denote the \(j\) th entry of column vector \(T(x) \in \mathbb{R}^{n \times 1}\). For any
column vector \(W_{i}\), we assign \(T(i)\) to it,
\[
W_{i} \leftarrow T(i)
\]
which has the following property: for every \(1 \leq i \leq n\), the entry at the \(i\)-th column and \(j\)-th row satisfies
\[
W_{i}^{j}= \begin{cases}T^{j}(i)=p_{i}(j)=0 & \text { if } j \in z_{i}, \\ T^{j}(i)=p_{i}(j)>0 & \text { if } j \in[n] \backslash z_{i} .\end{cases}
\]

Note that for any column vector \(W_{i}\), we know that \(W_{i} \in S\) and \(\operatorname{rank}(S)=2 r+1\). Thus, \(\operatorname{rank}(W)=2 r+1\).

\subsection*{16.8 Few distinct columns}

In this section we show how to improve the running time from \(n^{\operatorname{poly}(k, r, 1 / \epsilon)}\) to \(\operatorname{poly}(n)\). \(2^{\operatorname{poly}(k, r, 1 / \epsilon)}\) under the following assumptions: (1) \(\Delta=\operatorname{poly}(n) \delta\); and (2) \(\|U V\|_{F}^{2} \leq(\Delta / \delta)^{n^{\gamma}}\), for an arbitrarily small constant \(\gamma>0\). In Section 16.8.1, as a warmup we assume that \(W\) has \(r\) distinct columns and \(r\) distinct rows, while in Section 16.8.2 and 16.8.3 we give our main result assuming only that \(W\) has \(r\) distinct columns.

A crucial observation is that the term \(n^{\text {poly }(k, r, 1 / \epsilon)}\) shows up in the "rank- \(r\) " algorithm due to the fact that the degree of polynomials we optimize is \(\Omega(n)\). The reason for this is that entries of \(\widehat{U}\) and \(\widehat{V}\) are rational functions with \(\Omega(n)\) potentially different denominators. When we combine them in a single rational function that corresponds to \(\|(\widehat{U} \widehat{V}-A) \circ W\|_{F}^{2}\), we get a denominator of degree \(\Omega(n)\).

\subsection*{16.8.1 Few Distinct Rows and Columns}

In this subsection, as a warmup we assume that \(W\) has \(r\) distinct rows and \(r\) distinct columns. Then, we get rid of the dependence on \(n\) in the degree. Indeed, now we have only \(2 r\) distinct denominators (w.l.o.g., assume the first \(r\) columns are distinct and the first \(r\) rows are distinct),
\[
\begin{aligned}
g_{i}(x) & =\operatorname{det}\left(\left(S D_{W_{i}} U\right)_{P_{i}}^{\top}\left(S D_{W_{i}} U\right)_{P_{i}}\right), \forall i \in[r] \\
f_{i}(x) & \left.=\operatorname{det}\left(\left(V D_{W^{i}} S\right)^{Q_{i}}\left(\left(V D_{W^{i}} S\right)^{Q_{i}}\right)\right)^{\top}\right), \forall i \in[r]
\end{aligned}
\]
where \(P_{i}\) and \(Q_{i}\) are maximal linearly independent subsets. Then we can write down the following optimization problem,
\[
\begin{array}{cl}
\min _{x \in \mathbb{R}^{l}} & p(x) / q(x) \\
\text { s.t. } & g_{i}^{2}(x) \neq 0, f_{i}^{2}(x) \neq 0, \forall i \in[r], \\
& q(x)=\prod_{i=1}^{r} g_{i}^{2}(x) f_{i}^{2}(x)
\end{array}
\]
where \(q(x)\) has degree \(O(r k)\), the maximum coefficient in absolute value is \((\Delta / \delta)^{O\left(r k n^{\gamma}\right)}\), and the number of variables \(O\left(r k^{2} / \epsilon\right)\). Using the same argument as in the rank- \(r\) case and applying Theorem 16.2.2, we can achieve the following minimum nonzero cost: \((\Delta / \delta)^{-n^{\gamma} 2^{\widetilde{O}\left(r k^{2} / \epsilon\right)}}\). Now, using the approach described in section 16.6, we can find the solution in time
\[
(\mathrm{nnz}(A)+\operatorname{nnz}(W)) n^{\gamma}+n 2^{\widetilde{O}\left(r k^{2} / \epsilon\right)} \log ^{O(1)}(\Delta /(\delta \tau))
\]
within a multiplicative factor of \(1+\epsilon\) and additive factor of \(\tau\).
One can adjust the lower bound on OPT accordingly, and conclude that an algorithm for approximating OPT within a multiplicative factor of \(1+\epsilon\) can be done in time
\[
(\mathrm{nnz}(A)+\mathrm{nnz}(W)) n^{\gamma}+n 2^{\widetilde{O}\left(r k^{2} / \epsilon\right)} \log ^{O(1)}(\Delta / \delta)
\]
where
\[
\mathrm{OPT}=\min _{\substack{U, V \\\|U V\|_{F}^{2} \leq(\Delta / \delta)^{n^{\gamma}}}}\|(U V-A) \circ W\|_{F}^{2}
\]

\subsection*{16.8.2 Few Distinct Columns When OPT \(=0\)}

This section, we explain how to find the solution to the weighted low rank approximation problem when \(W\) has at most \(r\) distinct columns and \(\mathrm{OPT}=0\).

The key observation is that for any matrix \(A\) and \(W \in \mathbb{R}_{\geq 0}^{n \times n}\), if there exists a solution of an \(n \times k\) matrix \(U\) and a \(k \times n\) matrix \(V\) such that,
\[
\|W \circ(U V-A)\|_{F}^{2}=\mathrm{OPT},
\]
then there exists another matrix \(W^{\prime} \in\{0,1\}^{n \times n}\) such that
\[
\left\|W^{\prime} \circ(U V-A)\right\|_{F}^{2}=\mathrm{OPT}
\]
where \(W_{i, j}^{\prime}=0\) if \(W_{i, j}=0\) and \(W_{i, j}^{\prime}=1\) if \(W_{i, j}>0\).
The above observation states that modifying the weight matrix to be Boolean does not change the optimal cost. Since \(W\) has \(r\) distinct columns, now that it is Boolean it has at most \(2^{r}\) distinct rows. Indeed, each row of \(W\) is completely determined after fixing its values on the \(r\) distinct columns, and there are only \(2^{r}\) possibly fixings. W.l.o.g. we assume that the first \(r\) columns are distinct. Instead of having at most \(2 r\) distinct denominators as in Section 16.8.1, we have at most \(r+2^{r}\) distinct denominators. We create \(l\) variables for \(\left\{S D_{W_{1}} U, \cdots, S D_{W_{r}} U\right\}\). Then we can write down \(\widehat{V}\) in the following way,
\[
\widehat{V}_{j}=\left(S D_{W_{j}} U\right)^{\dagger} \cdot S D_{W_{j}} A_{j}=\left(\left(\left(S D_{W_{j}} U\right)_{P_{i}}\right)^{\top} \cdot\left(S D_{W_{j}} U\right)_{P_{i}}\right)^{-1} \cdot\left(\left(S D_{W_{j}} U\right)_{P_{i}}\right)^{\top} S D_{W_{j}} A_{j}
\]
where \(P_{i}\) denotes a subset of rows. For all \(D_{W_{j}} \mathrm{~s}\) in the group \(Z_{i}\), they share the same \(P_{i}\), where for any \(j \in Z_{i}, D_{W_{j}}=D_{W_{i}}\).

Thus to express \(\widehat{V}\), there are only \(r\) distinct denominators \(g_{i}(x)\) which are the determinants of \(\left(\left(S D_{W_{j}} U\right)_{P_{i}}\right)^{\top} \cdot\left(S D_{W_{j}} U\right)_{P_{i}}\). In order to remove these denominators, we can create a new variable \(x_{l+i}\) and add a new equality constaint \(g_{i}(x) x_{l+i}-1=0\). Therefore, we do not have any denominators in \(\widehat{V}\).
W.l.o.g., we assume that the first \(2^{r}\) rows of \(W\) are distinct. Using \(\widehat{V}\) we can write down \(\widehat{U}\) in the following way,
\[
\begin{aligned}
\widehat{U}^{j} & =A^{j} D_{W^{j}}\left(\widehat{V} D_{W^{j}}\right)^{\dagger} \\
& =A^{j} D_{W^{j}}\left(\left(\widehat{V} D_{W^{j}}\right)^{Q_{i}}\right)^{\top}\left(\left(\widehat{V} D_{W^{j}}\right)^{Q_{i}}\left(\left(\widehat{V} D_{W^{j}}\right)^{Q_{i}}\right)^{\top}\right)^{-1}
\end{aligned}
\]
where \(Q_{i}\) denotes a subset of columns, where all \(D_{W^{j}} \mathrm{~S}\) in the group \(Z_{i}^{\prime}\) can share the same \(Q_{i}\), and for any \(j \in Z_{i}^{\prime}, D_{W^{j}}=D_{W^{i}}\).

Thus, to express \(\widehat{U}\), there are only \(2^{r}\) distinct denominators \(f_{j}(x)\) which are the determinants of the matrices \(\left(\widehat{V} D_{W^{j}}\right)^{Q_{i}}\left(\left(\widehat{V} D_{W^{j}}\right)^{Q_{i}}\right)^{\top}\).

Finally, we can use a small number of variables to represent all the entries of \(\widehat{U}\) and \(\widehat{V}\). It allows us to write the following optmization problem,
\[
\begin{array}{rl}
\min _{x \in \mathbb{R}^{l+r}} & p(x) / q(x) \\
\text { s.t. } & g_{i}(x) x_{l+i}-1=0, \forall i \in[r] \\
& f_{j}^{2}(x) \neq 0, \forall j \in\left[2^{r}\right] \\
& q(x)=\prod_{j=1}^{2^{r}} f_{j}^{2}(x)
\end{array}
\]
where \(q(x)\) has degree \(O\left(2^{r} k^{2}\right)\), maximum coefficients bounded in absolute value by \((\Delta / \delta)^{O\left(2^{r} k n^{\gamma}\right)}\), \(l=O\left(r k^{2} / \epsilon\right)\) and the number of variables \(O\left(r k^{2} / \epsilon\right)\). Using the same argument as for the
rank- \(r\) case and applying Theorem 16.2.2, we have the following minimum nonzero cost: \((\Delta / \delta)^{-n \gamma 2^{\tilde{O}\left(r^{2} k^{2} / \epsilon\right)} .}\)

Using the approach described in section 16.6, we can find the solution achieving zero cost in time
\[
(\mathrm{nnz}(A)+\operatorname{nnz}(W)) n^{\gamma}+n 2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)} \log ^{O(1)}(\Delta / \delta)
\]

\subsection*{16.8.3 Few Distinct Columns When OPT \(\neq 0\)}

Lower Bound Let \(U, V\) denote the optimal solution \(A, W\), which gives nonzero cost. We can modify \(W\) to a new matrix \(W^{\prime}\) in the following sense, \(W_{i, j}^{\prime}=\delta\) if \(W_{i, j} \neq 0\) and \(W_{i, j}^{\prime}=0\) if \(W_{i, j}=0\). Then we know that
\[
\left\|W^{\prime} \circ(U V-A)\right\|_{F}^{2} \leq\|W \circ(U V-A)\|_{F}^{2} \neq 0
\]

Note that if problem \(A, W^{\prime}\) has a zero cost solution, then problem \(A, W\) also has a zero cost solution, which contradicts our assumption in this section. Thus problem \(A, W^{\prime}\) does not have a zero cost solution. It follows from previous sections that the minimum nonzero cost
 of problem \(A, W^{\prime}\). Thus we have
\[
\|W \circ(U V-A)\|_{F}^{2} \geq\left\|W^{\prime} \circ(U V-A)\right\|_{F}^{2} \geq\left\|W^{\prime} \circ\left(U^{\prime} V^{\prime}-A\right)\right\|_{F}^{2}
\]


Algorithm For notational convenience, let \(\delta=1\). Then each entry of the input weight matrix \(W^{\prime}\) is in \(\{0,1,2, \cdots, \operatorname{poly}(n)\}\). For each entry \(W_{i, j}^{\prime}\), we round it to the smallest \((1+\epsilon)^{x}\) such that \(W_{i, j}^{\prime} \leq(1+\epsilon)^{x}\) where \(x\) is an integer. Because \(W^{\prime}\) is bounded, the total number of choices for the power \(x\) is \(O(\log (n) / \epsilon)\). Define \(W\) to be the matrix after rounding. Define OPT to be \(\min _{U, V}\left\|W^{\prime} \circ(U V-A)\right\|_{F}^{2}\). Then \(W\) has the following properties
1. \(W\) has \(r\) distinct columns,
2. \(W\) has \(R:=(\log (n) / \epsilon)^{O(r)}\) distinct rows,
3. \(\quad \mathrm{OPT} \leq \min _{U, V}\|W \circ(U V-A)\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}\).

We prove the above three properties one by one.
The rounding is a deterministic procedure: if two values are the same in \(W^{\prime}\), then they are the same in \(W\). Hence, Property 1 holds.

To prove Property 2, take the \(r\) distinct columns \(i_{1}, \ldots, i_{r}\). Then every other column can be labeled \(j\) in \(\left\{i_{1}, \ldots, i_{r}\right\}\). If you fix the values on entries \(i_{1}, \ldots, i_{r}\) in a row, this fixes the values on every other column. So the number of distinct rows is the number of fixings to the values on \(i_{1}, \ldots, i_{r}\). Each entry has \(\log _{1+\epsilon} \operatorname{poly}(n)=O((\log n) / \epsilon)\) possibilities, so there are \(O((\log n) / \epsilon)^{r}\) distinct rows.

Because of the rounding procedure, each \(W_{i, j}^{\prime}\) satisifies that \(W_{i, j}^{\prime} \leq W_{i, j} \leq(1+\epsilon) W_{i, j}^{\prime}\), which implies Property 3.

We use the same approach as in Section 16.8.2 to create variables, write down the polynomial systems and add not equal constraints. Instead of having \(r+2^{r}\) distinct denominators, we have \(r+R\), where \(R=O((\log n) / \epsilon)^{r}\). We create \(l=O\left(r k^{2} / \epsilon\right)\) variables for \(\left\{S D_{W_{1}} U, \cdots, S D_{W_{r}} U\right\}\), then we can write down \(\widehat{V}\) with \(r\) distinct denominators \(g_{i}(x)\). Each \(g_{i}(x)\) is non-zero in an optimal solution using the perturbation argument in Section 16.4. We create new variables \(x_{i+l}\) to remove the denominators \(g_{i}(x)\). Then the entries of \(\widehat{V}\) are polynomials as opposed to rational functions. Using \(\widehat{V}\) we can express \(\widehat{U}\) with \(R=(\log (n) / \epsilon)^{O(r)}\) distinct denominators \(f_{i}(x)\), which are also non-zero by using the perturbation argument in 16.4, and using that \(W\) has at most this number of distinct rows. Finally we can write the
following optimization problem,
\[
\begin{array}{cl}
\min _{x \in \mathbb{R}^{l+r}} & p(x) / q(x) \\
\text { s.t. } & g_{i}(x) x_{l+i}-1=0, \forall i \in[r] \\
& f_{j}^{2}(x) \neq 0, \forall j \in[R] \\
& q(x)=\prod_{j=1}^{R} f_{j}^{2}(x)
\end{array}
\]

We then determine if there exists a solution to the above semi-algebraic set in time \(\left(k^{2} R\right)^{O\left(r k^{2} / \epsilon\right)}=\) \((\log (n) / \epsilon)^{O\left(r^{2} k^{2} / \epsilon\right)}\). Combining the binary search explained in section 16.5 and 16.6 with the lower bound we obtained, we can find the solution for the original problem in time
\[
(\mathrm{nnz}(A)+\operatorname{nnz}(W)) n^{\gamma}+n 2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)} \log ^{O(1)}(\Delta / \delta)
\]

Note that there is no \(\log \log n\) in the exponent \(2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)}\) since either \(r^{2} k^{2} / \epsilon=o(\log n / \log \log n)\), in which case this term is dominated by \(n^{1+\gamma}\), or \(\log \left(r^{2} k^{2} / \epsilon\right)=\Omega(\log \log n)\).

\subsection*{16.9 Hardness}

The Maximum Edge Biclique problem [AMS11] is defined as:
Input: An \(n\) by \(n\) bipartite graph \(G\).
Output: A \(k_{1}\) by \(k_{2}\) complete bipartite subgraph of \(G\).
Objective Function: Maximize \(k_{1} \cdot k_{2}\).
We use the Maximum Edge Biclique problem under the R4SAT assumption in [GL04], which extends the previous work done by Feige [Fei02] under the R3SAT assumption. That hardness result [GL04] shows under the R4SAT assumption there exist two constants \(\epsilon_{1}>\) \(\epsilon_{2}>0\) such that no efficient algorithm is able to distinguish between bipartite graphs \(G(U, V, E)\) with \(|U|=|V|=n\) which have a clique of size \(\geq(n / 16)^{2}\left(1+\epsilon_{1}\right)\) and those in which all bipartite cliques are of size \(\leq(n / 16)^{2}\left(1+\epsilon_{2}\right)\). Using the reduction of [GL04], one can show there exists a constant \(c\) such that for any instance of R4SAT with \(\widetilde{n}\) variables and \(c \widetilde{n}\) clauses, the corresponding bipartite graph \(G\) created in [GL04] has at least \(t n^{2}\) edges with large probability, for a constant \(t\), e.g. \(t=9 / 10\).

To construct a weighted low-rank appoximation problem from a given bipartite graph, for a given bipartite graph \(G(U, V, E)\), we generate the matrix \(A\) and \(W\) as in [GG11]: \(A_{i j}=1\) if edge \(\left(U_{i}, V_{j}\right) \in E, A_{i j}=0\) if edge \(\left(U_{i}, V_{j}\right) \notin E . W_{i j}=1\) if edge \(\left(U_{i}, V_{j}\right) \in E, W_{i j}=\operatorname{poly}(n)\) if edge \(\left(U_{i}, V_{j}\right) \notin E\). One can then show if there exists a biclique in \(G\) such the number of remaining edges is at most \(t n^{2}-(n / 16)^{2}\left(1+\epsilon_{1}\right)\), then the solution to min \(\|W \circ \widehat{A}-W \circ A\|_{F}^{2}\) has cost at most \(t n^{2}-(n / 16)^{2}\left(1+\epsilon_{1}\right)\). On the other hand, if there does not exist a biclique that has more than \((n / 16)^{2}\left(1+\epsilon_{2}\right)\) edges, which leads to the number of remaining edges being at least \(t n^{2}-(n / 16)^{2}\left(1+\epsilon_{2}\right)\), then any solution to \(\min \|W \circ \widehat{A}-W \circ A\|_{F}^{2}\) has cost at
least \(t n^{2}-(n / 16)^{2}\left(1+\epsilon_{2}\right)\).

\subsection*{16.10 Bicriteria Approximation}

\subsection*{16.10.1 Rank \(r\) and Binary Weights \(W\)}

This section, we explain how to get a polynomial time bicriteria algorithm when weighted matrix is boolean.

Lemma 16.10.1. Given matrix \(A \in \mathbb{R}^{n \times n}\) and rank-r weighted matrix \(W \in \mathbb{R}_{\geq 0}^{n \times n}\). We can find some rank-rk matrix \(B \in \mathbb{R}^{n \times n}\) such that
\[
\|B-W \circ A\|_{F}^{2} \leq(1+\epsilon) \min _{\operatorname{rank}\left(B^{\prime}\right)=r k}\left\|B^{\prime}-W \circ A\right\|_{F}^{2}
\]
in \(O(\operatorname{nnz}(A)+\operatorname{nnz}(W)+n \cdot \operatorname{poly}(r k / \epsilon))\) time.

Proof. It directly follows by the input sparsity low-rank approximation result in [CW13].
Lemma 16.10.2. For any matrix \(W, A \in \mathbb{R}^{n \times n}\) and \(\operatorname{rank}(W)=r\), we have
\[
\min _{\operatorname{rank}\left(B^{\prime}\right)=r k}\left\|B^{\prime}-W \circ A\right\|_{F}^{2} \leq \min _{\operatorname{rank}\left(C^{\prime}\right)=k}\left\|W \circ C^{\prime}-W \circ A\right\|_{F}^{2}
\]

Proof. For any rank- \(k\) matrix \(C^{\prime}\), matrix \(W \circ C^{\prime}\) has rank at most \(r k\). Then, for any rank- \(k\) matrix \(C^{\prime}\), there must exists a rank-rk matrix \(B^{\prime}\) such that
\[
\left\|B^{\prime}-W \circ A\right\|_{F}^{2} \leq\left\|W \circ C^{\prime}-W \circ A\right\|_{F}^{2}
\]

Theorem 16.10.3. Given two matrices \(W \in \mathbb{F}_{2}^{n \times n}\) and \(A \in \mathbb{R}^{n \times n}\), where \(\operatorname{rank}(W)=r\). Define \(A_{k}^{*}=\underset{\operatorname{rank}\left(A^{\prime}\right)=k}{\arg \min }\left\|A^{\prime}-A\right\|_{W}\). We can find a matrix \(B\) that has rank rk and such that
\[
\|B-A\|_{W}^{2} \leq(1+\epsilon)\left\|A_{k}^{*}-A\right\|_{W}^{2}
\]
in \(O(\operatorname{nnz}(A)+\operatorname{nnz}(W)+n \cdot \operatorname{poly}(k r / \epsilon))\) time.

Proof. Let matrix \(B\) denote the output of Lemma 16.10.1, let \(\Omega\) denote the support set of weighted matrix \(W, \Omega=\left\{(i, j) \mid W_{i, j}>0\right\}\).
\[
\begin{aligned}
& \|B-A\|_{W}^{2} \\
= & \|W \circ B-W \circ A\|_{F}^{2} \\
= & \sum_{(i, j) \in \Omega} W_{i j}^{2}\left(B_{i j}-A_{i j}\right)^{2}+\sum_{(i, j) \in[n]^{2} \backslash \Omega} W_{i j}^{2}\left(B_{i j}-A_{i j}\right)^{2} \\
= & \sum_{(i, j) \in \Omega} 1 \cdot\left(B_{i j}-A_{i j}\right)^{2}+\sum_{(i, j) \in[n]^{2} \backslash \Omega} 0 \cdot\left(B_{i j}-A_{i j}\right)^{2} \\
\leq & \sum_{(i, j) \in \Omega} 1 \cdot\left(B_{i j}-A_{i j}\right)^{2}+\sum_{(i, j) \in[n]^{2} \backslash \Omega} 1 \cdot\left(B_{i j}\right)^{2} \\
= & \|B-W \circ A\|_{F}^{2} \\
\leq & (1+\epsilon) \min _{\operatorname{rank}\left(B^{\prime}\right)=r k}\left\|B^{\prime}-W \circ A\right\|_{F}^{2} \text { by Lemma 16.10.1 } \\
\leq & \left(1+\epsilon \min _{\operatorname{rank}\left(C^{\prime}\right)=k}\left\|W \circ C^{\prime}-W \circ A\right\|_{F}^{2}\right. \text { by Lemma 16.10.2 }
\end{aligned}
\]

\subsection*{16.10.2 Modulo \(p\) Integer Weights \(W\)}

Theorem 16.10.4. Given two matrices \(W \in \mathbb{F}_{p}^{n \times n}\) and \(A \in \mathbb{R}^{n \times n}\), where \(\operatorname{rank}(W)=r\). Define \(A_{k}^{*}=\underset{\operatorname{rank}\left(A^{\prime}\right)=k}{\arg \min }\left\|A^{\prime}-A\right\|_{W}\). We can find a matrix \(A^{\prime}\) that has rank \(p^{r} \cdot k\) and satisfies the following
\[
\left\|A^{\prime}-A\right\|_{W}^{2} \leq(1+\epsilon)\left\|A_{k}^{*}-A\right\|_{W}^{2}
\]
in \(O\left(\operatorname{nnz}(A)+\operatorname{nnz}(W)+p^{r} \cdot n \cdot \operatorname{poly}(k / \epsilon)\right)\) time.

Proof. Since each entry of weight matrix \(W\) is chosen from \(\{0,1, \cdots, p-1\}\) and has rank \(r\). Thus, for any given \(r\) linearly independent basis, weight matrix \(W\) has at most \(p^{r}\) distinct columns. For any column vector \(A_{j}\) in \(A_{Z_{i}}\), its weighted column vector \(W_{j}\) is equal to \(W_{i}\). Then we can reduce the original problem to
\[
\begin{equation*}
\sum_{i=1}^{g} \min _{\operatorname{rank}\left(A_{i}^{\prime}\right)=k}\left\|D_{W_{i}} A_{i}^{\prime}-D_{W_{i}} A_{Z_{i}}\right\|_{F}^{2} \tag{16.8}
\end{equation*}
\]
where \(g \leq p^{r}, A_{Z_{i}} \in \mathbb{R}^{n \times\left|Z_{i}\right|}, \sum_{i=1}^{g}\left|Z_{i}\right|=n\). Since these \(g\) problems are independent, we can just solve them in parallel. Let \(\Omega_{i}\) denote the support set of rows of \(D_{W_{i}}\), ignoring the zero rows of \(D_{W_{i}} A_{Z_{i}}\), we can have a new matrix \(B_{i} \in \mathbb{R}^{\left|\Omega_{i}\right| \times\left|Z_{i}\right|}\). Consider the following low rank approximation problem
\[
\min _{\operatorname{rank}\left(B_{i}^{\prime}\right)=k}\left\|B_{i}^{\prime}-B_{i}\right\|_{F}^{2}
\]

By the input sparsity low-rank approximation result in [CW13], in time \(O\left(\mathrm{nnz}(B)+\max \left(\left|\Omega_{i}\right|,\left|Z_{i}\right|\right)\right.\). \(\operatorname{poly}(k / \epsilon)\) ), we can find some rank- \(k\) matrix \(B_{i}^{\prime} \in \mathbb{R}^{\left|\Omega_{i}\right| \times\left|Z_{i}\right|}\) such that
\[
\left\|B_{i}^{\prime}-B\right\|_{F}^{2} \leq(1+\epsilon) \min _{\operatorname{rank}\left(B_{i}^{*}\right)=k}\left\|B_{i}^{*}-B_{i}\right\|_{F}^{2}
\]

Since \(D_{W_{i}}\) is diagonal matrix, we can recover a rank- \(k\) matrix \(A_{i}^{\prime} \in \mathbb{R}^{n \times\left|Z_{i}\right|}\) by using matrix \(B_{i}^{\prime}\) and \(D_{W_{i}}\) in the follwoing way, for \(j\) th row of \(n \times\left|Z_{i}\right|\) matrix \(A_{i}^{\prime}\), if \(j\) th entry of \(W_{i}\) is zero,
then make \(j\) th row matrix \(A_{i}^{\prime}\) zero everywhere; otherwise, copy the corresponding row from \(B_{i}^{\prime}\) and rescale it by \(1 /\left(j\right.\) th entry of \(\left.W_{i}\right)\). Then the \(n \times\left|Z_{i}\right|\) matrix \(A_{i}^{\prime}\) we obtained has the following property
\[
\begin{aligned}
& \left\|D_{W_{i}} A_{i}^{\prime}-D_{W_{i}} A_{Z_{i}}\right\|_{F}^{2} \\
= & \left\|B_{i}^{\prime}-B_{i}\right\|_{F}^{2} \\
\leq & (1+\epsilon) \min _{\operatorname{rank}\left(B_{i}^{*}\right)=k}\left\|B_{i}^{*}-B_{i}\right\|_{F}^{2} \\
\leq & (1+\epsilon) \min _{\operatorname{rank}\left(A_{i}^{*}\right)=k}\left\|D_{W_{i}} A_{i}^{*}-D_{W_{i}} A_{Z_{i}}\right\|_{F}^{2} \text { by Lemma 16.10.2 }
\end{aligned}
\]

Since all the \(g\) subproblems are independent, then we can solve them separately and merge all the \(A_{i}^{\prime}\) to a matrix \(A^{\prime}\) that has rank- \(p^{r} k\). The entire procedure takes \(O(\mathrm{nnz}(A)+\mathrm{nnz}(W)+\) \(\left.p^{r} \cdot n \cdot \operatorname{poly}(k / \epsilon)\right)\).

\subsection*{16.10.3 \(r\) Distinct Columns Weights \(W\)}

Theorem 16.10.5. Given two matrices \(W \in \mathbb{R}_{\geq 0}^{n \times n}\) and \(A \in \mathbb{R}^{n \times n}\), \(W\) has \(r\) distinct columns. Define \(A_{k}^{*}=\underset{\operatorname{rank}\left(A^{\prime}\right)=k}{\arg \min }\left\|A^{\prime}-A\right\|_{W}\). We can find a matrix \(A^{\prime} \in \mathbb{R}^{n \times n}\) that has rank \(r \cdot k\) and satisfies the following
\[
\left\|A^{\prime}-A\right\|_{W}^{2} \leq(1+\epsilon)\left\|A_{k}^{*}-A\right\|_{W}^{2}
\]
in \(O(\mathrm{nnz}(A)+\mathrm{nnz}(W)+n r \cdot \operatorname{poly}(k / \epsilon))\) time.

Proof. In previous proof, we have \(p^{r}\) distinct columns in \(W\). But now, we only have \(r\) distinct columns in \(W\). We still use the same algorithm to solve each subproblem. Since the total numbe of subproblems is \(r\), thus the running time doesn't have exponential dependence for \(r\) any more.

\subsection*{16.11 Weighted Nonnegative Matrix Factorization Problem}

Arora, Ge, Moitra and Kannan [AGKM12] provided the first provably result for nonnegative matrix factorization. Later, Moitra [Mad13] improved it to almost optimal. This section explains the details of getting an algorithm for weighted nonnegative matrix factorization. We combine our new technique "guess the sketch" with previous work done by Moitra [Mad13] to write down a low degree polynomial system with some number of inequalities in terms of small number of variables. Next, we can use polynomial solver [Ren92a, Ren92b, Ren92c] to determine if there exists a nonnegative factorization of target matrix \(A\) under weighted matrix \(W\). The slover takes \((m d)^{O(v)}\) time to run, if \(m\) is the number of inequality constraints, \(d\) is the maximum degree of polynomials and \(v\) is the number of variables. We first show an algorithm that needs try \(2^{k^{O(r)}}\) guesses, the running time of which has double exponential dependence in \(r\). Then we expalin how to write down a slightly bigger polynomial systems without \(2^{k^{O(r)}}\) guesses, which reduces the double exponential of \(r\) down to single exponential dependence.

Notations Let \(W \in \mathbb{R}_{\geq 0}^{n \times n}\) denote the nonnegative weight matrix, let \(A\) denote the target \(n \times n\) matrix, our goal is to factorize \(A\) into two low-dimensional nonnegative matrices \(B \in \mathbb{R}_{\geq 0}^{n \times k}\) and \(C \in \mathbb{R}_{\geq 0}^{k \times n}\). Let \(A_{i}\) denote the \(i\) th column of matrix \(A\) and \(A^{j}\) denote the \(j\) th row of matrix \(A\). Let \(A \circ W\) denote the entry-wise product of two matrices \(A\) and \(W\), and let \(u \circ v\) denote the entry-wise product of two vectors \(A\) and \(W\). Let \(D_{\text {lev }}\) denote the leverage score matrix. Let \(D_{W_{i}}\) denote the diagonal matrix, where each entry on diagonal is from the vector \(W_{i}\), similarly for \(D_{W^{j}}\).

Definition 16.11.1. The nonnegative weighted \(\operatorname{rank} \operatorname{rank}^{+}(A)\) is defined to be the smallest
\(k\) such that \(A\) can be written as
\[
A_{i j}= \begin{cases}B^{i} C_{j}=(B C)_{i j} & \text { if } W_{i j}>0  \tag{16.9}\\ \text { arbitrary } & \text { otherwise }\end{cases}
\]
where \(B\) and \(C\) are nonnegative and have dimension \(n \times k\) and \(k \times n\) respectively, \(W\) has rank \(r\).

We use the notations \(\operatorname{aff}(A)\) and lexicographic ordering from [Mad13] directly, and extend the stable definition and addmissible definition into weighted version. The standard lexicographic ordering is usually for the subsets that have the same size, additionally, we assume the smaller size subset has early order than larger size subset.

Definition 16.11.2 (Affine Hull). Given \(n \times n\) matrix \(A\) and let \(S \subseteq[n]\). Define
\[
\operatorname{aff}\left(A_{S}\right)=\left\{\sum_{i \in S} \alpha_{i} A_{i} \mid \forall i, \alpha_{i} \geq 0\right\} .
\]

Definition 16.11.3 (Weighted Stable). \(\forall i \in[n]\), let \(S_{i} \subseteq[k]\) be the lexicographically first admissible subset ( of columns of \(B \in \mathbb{R}^{n \times k}\) ) for \(A_{i}\). \(\forall j \in[n]\), , let \(T^{j} \subseteq[k]\) be the lexicographically first admissible subset ( of rows of \(C \in \mathbb{R}^{k \times n}\) ) for \(A^{j}\). We call \(W \circ A=\) \(W \circ(B C)\) weighted stable if:
1. \(\forall i \in[n], C_{i}\) is supported in \(S_{i} \subseteq[k]\)
2. \(\forall j \in[n], B^{j}\) is supported in \(T^{j} \subseteq[k]\)

Definition 16.11.4 (Weighted Admissible). Given a weighted vector \(w \in \mathbb{R}_{\geq 0}^{n}\) and a vector \(v \in \mathbb{R}^{n}\), let \(S\) denote a subset of columns of \(A, S\) is weighted admissible if there exists some \(u \in \operatorname{aff}\left(A_{S}\right)\) such that \(w \circ v=w \circ u\).

Another interpretation of weighted admissible is thinking of we have \(*\) entry in vector \(v\) instead of thinking there is antoher weighted vector. Given a vector \(v \in\{\mathbb{R}, *\}^{n}\), let \(q \subseteq[n]\) denote the subset of coordinates that contain \(*\), we will call a subset \(S\) of columns of \(A\) admissible if there exists some \(u \in \operatorname{aff}\left(A_{S}\right)\) such that, \(\forall i \notin q, v_{i}=u_{i}\).

Lemma 16.11.1. Given matrices \(A \in \mathbb{R}^{n \times n}\) and \(W \in \mathbb{R}_{\geq 0}^{n \times n}\). If there exist some nonnegative inner-dimension \(k\) matrices \(B\) and \(C\) such that \(W \circ A=W \circ(B C)\), then there exist \(\widetilde{B}\) and \(\widetilde{C}\) such that:
1. \(W \circ A=W \circ(\widetilde{B} \widetilde{C}), \widetilde{B}\) and \(\widetilde{C}\) are nonnegative and have inner-dimension \(k\);
2. \(W \circ A=W \circ(\widetilde{B} \widetilde{C})\) is weighted stable.

Proof. In this proof, we modify the matrix \(A\) according to the zero position of matrix \(W\), \(A_{i j}=*\) if \(W_{i j}=0\). At the beginning, we have some \(B\) and \(C\) such that \(A\) and \(B C\) are entrywise consistent except the \(*\) positions. Then each update phase will alternately switching between \(B\)-updating phase and \(C\)-updating phase. In the \(C\)-updating phase, for each column vector \(A_{i} \in\{\mathbb{R}, *\}^{n \times 1}\), let \(S_{i}\) be the lexicographically first subset of columns of \(B\) that is admissible for \(A_{i}\). If \(S_{i} \subseteq[k]\) is lexicographically (strictly) earlier than the support of column vector \(C_{i} \in \mathbb{R}^{k \times 1}\), then we can find a column vector \(\widetilde{C}_{i} \in \mathbb{R}_{\geq 0}^{k \times 1}, \operatorname{supp}\left(\widetilde{C}_{i}\right) \subseteq S_{i}\) satisfies that \(A_{i}\) is entry-wise consistent with \(B \widetilde{C}_{i}\) except \(*\) position. Otherwise, we choose \(\widetilde{C}_{i}=C_{i}\). Since, we don't change anything for matrix \(B\) and \(C_{[n] \backslash i}\), then \(A\) is still entry-wise consistent with \(B \widetilde{C}\) except the * positions. The last step of this \(C\)-updating phase is updating \(C\) by \(\widetilde{C}\). Similarly, we can define the \(B\)-updating phase. During the overall updating, (1) the lexicographically order of support monotonically decrease, if \(B^{j}\) or \(C_{i}\) got updated. (2) the
matrices \(B\) and \(C\) always satisfy that \(A\) is entry-wise consistent with \(B C\) except \(*\) position, in other words. Thus, the overall updating phases will terminate with \(W \circ A=W \circ(B C)\).

\subsection*{16.11.1 Combining with Our Techniques}

Here we explain how to adapt our technique for solving the exact case to weighted nonnegative matrix factorization. (Note that there exists a low-rank matrix \(A^{\prime}\) to make the optimal cost 0, but it doesn't mean \(A\) is low-rank.) We first do leverage score sampling on the LHS of the problem, there exists some diagonal matrix \(D_{l e v}\) respect to \(\operatorname{span}\left(D_{W_{1}} B, D_{W_{2}} B, \cdots, D_{W_{n}} B\right)\) such that
\[
\min _{B, C} \sum_{i=1}^{n}\left\|D_{l e v} D_{W_{i}} B C_{i}\right\|_{2}^{2} \leq(1+\epsilon) \min _{B, C} \sum_{i=1}^{n}\left\|D_{W_{i}} B C_{i}\right\|_{2}^{2}
\]

If we know matrix \(B\), then we can compute the leverage sampling matrix deterministically and exactly. Here, we don't know the \(B\), thus, we have to either guess those nonzero probabilities or creat variables for nonzero probabilities. Let \(t\) denote the number of nonzero probabilities in leverage score sampling matrix, then

Claim 16.11.2. There are \(O\left(n^{t}\right)\) leverage score sampling matrix we need to guess.

Since \(D_{\text {lev }}\) is the leverage score sampling matrix that has \(t=\left(k r / \epsilon^{2}\right)\) nonzero probability on diagonal. Thus, the nonzero position of \(D_{\text {lev }}\) will determine the set of rows of \(B\). We create variables for the rows of \(B\) which are chosen by \(D_{l e v}\). There are \(t\) such rows, thus we need \(t r\) variables in total. To write down \(D_{l e v} D_{W_{i}} B\) by a small number of variables, we also need to create \(t\) variables for the nonzero probability of \(D_{\text {lev }}\). Thus,

Claim 16.11.3. \(\forall i \in[n], t \times k\) matrix \(D_{l e v} D_{W_{i}} B\) can expressed as \(O(t r)\) variables, where each entry of that matrix is single monomial that has degree at most 2.

In order to write down \(C_{i}\) by these \(O(t r)\) small number of variables, we need to group \(C_{i}\) by looking at the zero-pattern of \(D_{l e v} D_{W_{i}}\). Let \(g\) denote the number of different
zero-patterns, let \(z_{i}\) denote the set of indices belong to the same group,
\[
\min _{B, C} \sum_{i=1}^{n}\left\|D_{l e v} D_{W_{i}} B C_{i}\right\|_{2}^{2}=\min _{B, C} \sum_{\ell=1}^{g} \sum_{i \in z_{\ell}}\left\|D_{l e v} D_{W_{i}} B C_{i}\right\|_{2}^{2}
\]

By the similar result from previous section, there are only \(\binom{t}{r}=k^{r}\) different zeropatterns. Let \(D_{l e v} D_{W_{\ell}^{\prime}}\) denote the zero-pattern of group \(z_{\ell}, \forall \ell \in[g]\). Let rank \(\left(D_{l e v} D_{W_{\ell}^{\prime}}\right)=s_{\ell}\). For each group, we first guess \(s_{\ell}\) which is the size of maximal linearly independent of rows of \(D_{l e v} D_{W_{\ell}^{\prime}} B\), it has \(k\) possibilities. Second we need to guess the maximal linearly independent set of rows of \(D_{l e v} D_{W_{\ell}^{\prime}} B\), let \(U_{\ell}\) denote the subset of rows of \(D_{l e v} D_{W_{\ell}^{\prime}} B\). Then we define \(S_{1}, S_{2}, \cdots, S_{p}\) to be the full list of sets of \(s_{\ell}\) linearly independent columns of \(D_{l e v} D_{W_{\ell}^{\prime}} B\) in lexicographic order, where \(p \leq\binom{ k}{s_{\ell}} \leq 2^{k}\). By the definition of \(U_{\ell}\) and \(S_{i}\), we have the property that each \(s_{\ell} \times s_{\ell}\) submatrix \(\left(D_{l e v} D_{W_{\ell}^{\prime}} B\right)_{S_{i}}^{U_{\ell}}\) is full rank and invertible.

Claim 16.11.4. If \(D_{l e v} D_{W_{i}}\) and \(D_{l e v} D_{W_{j}}\) belong to the same zero pattern group \(z_{\ell}\), then they must have the same rank. There are \(k\) possibilities for the rank of \(D_{l e v} D_{W_{\ell}^{\prime}} B, \forall \ell \in\left[k^{r}\right]\). In total, there are \(O\left(k^{k^{r}}\right)\) guesses need to try.

Claim 16.11.5. If \(D_{l e v} D_{W_{i_{1}}}\) and \(D_{\text {lev }} D_{W_{i_{2}}}\) belong to the same zero pattern group \(z_{\ell}\), then they must have the same \(U_{\ell}\). There are \(r^{O(k)}\) possibilities for row subset \(U_{\ell}\) of \(D_{l e v} D_{W_{\ell}^{\prime}} B, \forall \ell \in\) [ \(k^{r}\) ]. In total, there are \(2^{k^{O(r)}}\) guesses need to try. Fix a guess of \(U_{\ell}\), there are at most \(2^{k}\) possibilities for column subset \(S_{j}\) of \(D_{l e v} D_{W_{\ell}^{\prime}} B, \forall \ell \in\left[k^{r}\right]\). In total, there are \(2^{k^{O(r)}}\) guesses need to try.

\subsection*{16.11.2 Few Entries Determine \(B\) and \(C\)}

We extend Lemma 2.7 in [Mad13] to the the following weighted version.

Lemma 16.11.6. For each column vector \(A_{i} \in \mathbb{R}^{n \times 1}\), let \(D_{l e v} D_{W_{i}}\) belong to the group \(z_{\ell}\), then among the set of vectors
\[
\mathcal{S}=\left\{\widehat{B}_{1}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}, \widehat{B}_{2}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}, \cdots, \widehat{B}_{p}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\right\}
\]
column vector \(C_{i} \in \mathbb{R}^{k \times 1}\) is the unique vector with lexicographically minimal support among all nonnegative vectors in the above set. Note that \(\left(D_{\text {lev }} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}} \in \mathbb{R}^{s_{\ell} \times s_{\ell}},\left(\left(D_{\text {lev }} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger} \in\) \(\mathbb{R}^{s_{\ell} \times s_{\ell}}, \widehat{B}_{j}^{i, \ell} \in \mathbb{R}^{k \times s_{\ell}}, \forall j \in[p]\),
\[
\widehat{B}_{j}^{i, \ell}=\underbrace{P_{\pi:[s e] \rightarrow[k]}}_{k \times s_{\ell}} \cdot\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger}, \forall i \in[n]
\]
\(P_{\pi:[s] \rightarrow[k]}\) denotes a permutation matrix that has exact one 1 in each column, and there are \(s\) out of \(k\) rows has exact one 1, everywhere else are all 0.

Proof. We already shown that the weighted stable \(C_{i}\) belongs to the set \(\mathcal{S}\). Thus, there must exist some \(j^{*} \in[p]\) such that \(C_{i}=\widehat{B}_{j^{*}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\). Then, for any \(j \neq j^{*}\), consider the nonnegative vector \(\widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}=v\). We need to show that the support of \(v\) is lexicographically later than the support of \(C_{i}\).

First, we claim that if \(v \neq C_{i}\) then the support of \(C_{i}\) is not the same as the support of \(v\). Let's prove it by getting a contradiction. Suppose \(v \neq C_{i}\) and both of them have support \(R_{i}\). Indeed \(R_{i}\) must correspond to a linearly independent set of columns of \(D_{W_{i}} B\). By Claim 16.11.8, we obtain that \(\left(D_{W_{i}} B\left(v-C_{i}\right)\right)^{\Omega_{i}}=(\overrightarrow{0})^{\Omega_{i}}\). By \(v-C_{i} \neq \overrightarrow{0}\) and support of \(v-C_{i}\) contained in \(R_{i}\), we get \(\left(D_{W_{i}} B\left(v-C_{i}\right)\right)^{\Omega_{i}} \neq(\overrightarrow{0})^{\Omega_{i}}\). Thus, we get a contradiction.

So the support \(C_{i}\) and \(v\) are not identical and one of these must be lexicographically earlier. Suppose (for contradiction) that the support of \(v\) is earlier. By Claim 16.11.7, we have that the support of \(C_{i}\) is a weighted admissible set of columns of \(B\) for \(A_{i}\). This contradicts stability (because we could update \(C_{i}\) to \(v\) ), and so we can conclude that the support of \(C_{i}\) is lexicographically earlier.

It remains to prove Claim 16.11.7 and Claim 16.11.8, which are the weighted version of Lemma 2.8 and Lemma 2.9 in [Mad13].

Claim 16.11.7. For each column vector \(C_{i} \in \mathbb{R}^{k \times 1}\), it is contained in the set \(\mathcal{S}\).

Proof. Let \(R_{i}\) denote the support of column vector \(C_{i} \in \mathbb{R}^{k \times 1}\). Then \(R_{i}\) must correspond to a linearly independent set of columns of \(B\) - otherwise we could find a nonnegative \(\widetilde{C}_{i}\) whose support is a strict subset of \(R_{i}\) such that \(W_{i} \circ\left(B \widetilde{C}_{i}\right)=W_{i} \circ A_{i}\), but this would violate the condition of stability.

Suppose \(D_{l e v} D_{W_{i}}\) belongs to zero pattern \(z_{\ell}\), let \(U_{\ell}\) denote maximal linearly indepedent set of rows of \(D_{l e v} D_{W_{\ell}^{\prime}} B\) and \(s_{\ell}\) is the rank. Because the sets of linearly independent columns of \(D_{\text {lev }} D_{W_{i}} B \in \mathbb{R}^{n \times k}\) are a matroid, there is a set \(S_{j} \subset[k]\) of \(s_{\ell}\) linearly independent columns of \(D_{l e v} D_{W_{i}} B\) for which \(R_{i} \subset S_{j}\), hence
\[
\begin{aligned}
& \widehat{B}_{j}^{i, \ell}\left(D_{\text {lev }} D_{W_{i}} A_{i}\right)^{U_{\ell}} \\
= & \widehat{B}_{j}^{i, \ell}\left(D_{\text {lev }} D_{W_{i}} B C_{i}\right)^{U_{\ell}} \text { by } A_{i}=B C_{i} \\
= & \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} B\right)^{U_{\ell}} C_{i} \\
= & P_{\pi:\left[s_{\ell}\right] \rightarrow[k]} \cdot\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger} \cdot\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}} \cdot C_{i} \\
= & v
\end{aligned}
\]

Note that \(\widehat{B}_{j}^{i, \ell}\) is zero on rows outside the set \(S_{j}\) and support \(C_{i}\) is contained in \(S_{j}\), then we have \(C_{i}=v\)

Claim 16.11.8. For each column vector \(\widehat{B}_{j}^{i, \ell}\left(D_{\text {lev }} D_{W_{i}} A_{i}\right)^{U_{\ell}} \in \mathbb{R}^{k \times 1}\), we have
\[
W_{i} \circ\left(B \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\right)=W_{i} \circ A_{i}
\]
or equivalently
\[
D_{W_{i}}\left(B \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\right)=D_{W_{i}} A_{i}
\]

Proof. Let \(\Omega_{i}\) denote the support of \(W_{i}\). Define \(v=B \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \in \mathbb{R}^{n \times 1}\). First, we prove that \(v^{U_{\ell}, \Omega_{i}}=A_{i}^{U_{\ell}, \Omega_{i}}\). Since \(\widehat{B}_{j}^{i, \ell} \in \mathbb{R}^{k \times\left|U_{\ell} \cap \Omega_{i}\right|}\) is zero on rows outside the set \(S_{j}\), we have
\[
\underbrace{B}_{n \times k} \underbrace{\widehat{B}_{j}^{i, \ell}}_{k \times\left|U \cap \Omega_{i}\right|}=B_{S_{j}}\left(\widehat{B}_{j}^{i, \ell}\right)^{S_{j}}=B_{S_{j}}\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger}
\]

Thus
\[
\begin{aligned}
v^{U_{\ell}, \Omega_{i}} & =\left(B \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}}\right)^{U_{\ell}, \Omega_{i}} \\
& =\left(B \widehat{B}_{j}^{i, \ell}\right)^{U_{\ell}, \Omega_{i}}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \\
& =B^{U_{\ell}, \Omega_{i}} \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \\
& =B_{S_{j}}^{U_{\ell}, \Omega_{i}}\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \\
& =A_{i}^{U_{\ell}, \Omega_{i}}
\end{aligned}
\]

Second, we prove that \(v^{\overline{U_{\ell}}, \Omega_{i}}=A_{i}^{\overline{U_{\ell}}, \Omega_{i}}\). Since \(U_{\ell}\) is the maximal linearly independent set of rows of \(D_{\text {lev }} D_{W_{i}} B\) and \(D_{\text {lev }}\) preserves the rank of \(D_{W_{i}} B\). For any \(t \in \overline{U_{\ell}} \cap \Omega_{i}\), the row vector \(B^{t} \in \mathbb{R}^{1 \times k}\) can be written as a linear combination of rows in \(B\) in the set \(U_{\ell} \cap \Omega_{i}\) :
\[
B^{t}=\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} B^{t^{\prime}}
\]

Note that \(W_{i} \circ\left(B C_{i}\right)=W_{i} \circ A_{i}\) implies \(\left(B C_{i}\right)^{\Omega_{i}}=\left(A_{i}\right)^{\Omega_{i}}\). Then we have for \(t \in \overline{U_{\ell}} \cap \Omega_{i}\), \(A_{i}^{t}=B^{t} C_{i}=\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} B^{t^{\prime}} C_{i}=\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} A_{i}^{t^{\prime}}\) and hence:
\[
\begin{aligned}
v^{t} & =\left(B \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}}\right)^{t} \\
& =B^{t} \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \\
& =\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} B^{t^{\prime}} \widehat{B}_{j}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}, \Omega_{i}} \\
& =\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} v^{t^{\prime}} \\
& =\sum_{t^{\prime} \in U_{\ell} \cap \Omega_{i}} \alpha_{t, t^{\prime}} A_{i}^{t^{\prime}} \\
& =A_{i}^{t}
\end{aligned}
\]

We still need to show that leverage score sampling matrix doesn't destroy first lexicographically order property.

Claim 16.11.9. If \(\widetilde{C} \in \mathbb{R}^{k \times n}\) is the first lexicographically order solution of the original problem \(A=B C\) under \(W\), then it is also a solution to the problem \(D_{\text {lev }} A=D_{\text {lev }} B C\) under \(W\).

Proof. Subspace embedding preserves the equality. For each \(i \in[n], D_{W_{i}} A_{i}=D_{W_{i}} B \widetilde{C}_{i}\) implies that \(D_{l e v} D_{W_{i}} A_{i}=D_{l e v} D_{W_{i}} B \widetilde{C}_{i}\).

Claim 16.11.10. If \(C^{\prime} \in \mathbb{R}^{k \times n}\) is the first lexicographically order solution of the new problem \(D_{\text {lev }} A=D_{\text {lev }} B C\) under \(W\), then the \(C^{\prime}\) has to be equal to \(\widetilde{C}\).

Proof. Let's prove it by contradiction. Suppose the order of \(C^{\prime}\) is early than \(\widetilde{C}\). For each \(i \in[n]\), we know that \(D_{l e v} D_{W_{i}} A_{i}=D_{\text {lev }} D_{W_{i}} B C_{i}^{\prime}\). Since we also know that \(D_{l e v} D_{W_{i}} A_{i}=\) \(D_{l e v} D_{W_{i}} B \widetilde{C}_{i}\). Combing the above equation gives that \(D_{l e v} D_{W_{i}} B C_{i}^{\prime}=D_{\text {lev }} D_{W_{i}} B \widetilde{C}_{i}\), since \(C^{\prime} \neq \widetilde{C}\), then there must exist one \(i\) such that \(C_{i}^{\prime} \neq \widetilde{C}_{i}\), which means \(D_{W_{i}} B C_{i}^{\prime} \neq D_{W_{i}} B \widetilde{C}_{i}\).

By leverage score sampling, if \(D_{W_{i}} B C_{i}^{\prime} \neq D_{W_{i}} B \widetilde{C}_{i}\), then \(D_{\text {lev }} D_{W_{i}} B C_{i}^{\prime} \neq D_{\text {lev }} D_{W_{i}} B \widetilde{C}_{i}\)

\subsection*{16.11.3 A Semi-Algebraic Set with Double Exponential Depence in \(r\)}

Here, we explain the details of constraints should be added into the polynomials system solver.

Constraints 1 Define first \((\mathcal{S})\) to be the function that takes a collection of vectors as input and outputs the vector with lexicographically minimal support among all nonnegative vectors in \(\mathcal{S}\). For each \(k\)-dimensional column vector \(C_{i}, i \in[n]\), we need to add nonnegative constraints to it,
\[
C_{i} \geq \overrightarrow{0}, \forall i \in[n]
\]
where \(C_{i}=\operatorname{first}\left(\left\{\widehat{B}_{1}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}, \widehat{B}_{2}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}, \cdots, \widehat{B}_{p}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\right\}\right)\) and \(D_{l e v} D_{W_{i}}\) belong to the zero-pattern \(z_{\ell}\).

Similarly, we can choose a leverage score sampling matrix \(D_{l e v^{\prime}}\) on the RHS of the original problem and create variables for \(C^{\operatorname{supp}\left(D_{l e v^{\prime}}\right)}\). Thus, for each \(k\)-dimensional row vector \(B^{j}, j \in[n]\), we also need to add nonnegative constraints to it,
\[
B^{j} \geq \overrightarrow{0}, \forall j \in[n]
\]
where \(B^{j}=\operatorname{first}\left(\left\{\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)^{U_{\ell}} \widehat{C}_{1}^{j, \ell},\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)^{U_{\ell}} \widehat{C}_{2}^{j, \ell}, \cdots,\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)^{U_{\ell}} \widehat{C}_{p}^{j, \ell}\right\}\right)\) and \(D_{W^{j}} D_{l e v^{\prime}}\) belong to the zero-pattern \(z_{\ell}\).

Constraints 2 Since we know the representation of \(C_{i}, B^{j}\) and the exact value of \(A_{i}^{j}\), then we need to add \(n^{2}\) equality constraints,
\[
B^{j} C_{i}=A_{i}^{j}, \text { if } W_{i}^{j} \neq 0, \forall i \in[n], \forall j \in[n]
\]
where we need to clean up the denominator of \(B^{j}\) and \(C_{i}\) when writing down this constraint.

Constraints 3 We also need to write down the inequality constraints for the denominators of every \(\widehat{B}_{j}^{i, \ell}\), by definition, the denominator is from \(\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger}\). To guarantee the denominator is nonzero, we need to add this constraint,
the denominator of \(\left(\left(D_{\text {lev }} D_{W_{i}} B\right)_{S_{j}}^{U_{\ell}}\right)^{\dagger} \neq 0\).
where the number of such constraints is
\[
\# D_{W_{i}} \cdot \# S_{j} \leq n \cdot 2^{k}
\]
which is same for the other side \(C\).

Polynomial system Claim 2.12 in [Mad13] is able to write the explicit Boolean fucntion \(\mathbb{P}\) for the unweighted case of nonnegative matrix factorization problem. Note that \(\mathbb{P}\) is a function of sign constraints on polynomials. Here, we extend that the Boolean function to a weighted case of nonnegative matrix factorization.
\[
\wedge \wedge_{\ell \in[g]} \wedge_{\ell^{\prime} \in\left[g^{\prime}\right]}\left(\underset{i \in\left[z_{\ell}\right]}{\wedge} \wedge_{j \in\left[z_{\ell^{\prime}}\right]}\left(\underset{i_{1} \in\left[\binom{k}{s_{\ell}}\right]}{\vee} \underset{j_{1} \in\left[\binom{k}{\omega_{\ell^{\prime}}}\right]}{\vee}\left(f_{1} \wedge f_{2} \wedge f_{3} \wedge f_{4} \wedge f_{5} \wedge f_{6} \wedge f_{7}\right)\right)\right)
\]
where
\[
\begin{gathered}
f_{1}:\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\ell^{\prime}}}{\widehat{C_{j}}}_{j, \ell^{\prime}} \cdot \widehat{B}_{i_{1}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell},}-A_{j}^{i}\right)=0 \\
f_{2}:=\left(\widehat{B}_{i_{1}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}}\right) \geq 0 \\
f_{3}:=\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\ell^{\prime}}}{\widehat{j_{1}}}_{j, \ell^{\prime}}\right) \geq 0
\end{gathered}
\]
\[
\begin{gathered}
f_{4}:=\left(\widehat{B}_{i_{1}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{\ell}} \text { is the first out of } \mathcal{S}^{i}\right) \\
f_{5}:=\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\ell^{\prime}}} \widehat{C}_{j_{1}}^{j, \ell^{\prime}} \text { is the first out of } \mathcal{T}^{j}\right) \\
f_{6}:=\left(\text { denominator polynomial of } \widehat{B}_{i_{1}}^{i, \ell}\right) \neq 0 \\
f_{7}:=\left(\text { denominator polynomial of } \widehat{C}_{j_{1}}^{j, \ell^{\prime}}\right) \neq 0
\end{gathered}
\]
where the sign of the polynomial in each constraint can be recovered as a Boolean function of signs of degree at most poly \((k r)\).

Theorem 16.11.11. Given matrix \(A \in \mathbb{R}^{n \times n}\) and rank-r weighted matrix \(W \in \mathbb{R}_{\geq 0}^{n \times n}\). It takes \(n^{O\left(r k^{2}\right)} 2^{2^{O(r \log k)}}\) time to determine if there exists some matrices \(B \in \mathbb{R}_{\geq 0}^{n \times k}\) and \(C \in\) \(\mathbb{R}_{\geq 0}^{k \times n}\) such that \(W \circ(B C)=W \circ A\), which means existing a weighted nonnegative matrix factorization.

Proof. The final running time comes from two parts, (1) solving the polynomial system, it is known that the running time is
\[
(\text { degree } \cdot \# \text { constraints) })^{\# \text { variables }}
\]

The number of variables is \(O(t k)=O\left(r k^{2}\right)\). The degree is increasing by using Cramer rule to compute the inverse of full rank square matrix, the degree is at most poly \((k r)\). The number of constraints is at most \(n^{2} \cdot 2^{\text {poly }(k r)}\). Thus, running time of polynomial system solver is at most \(n^{O\left(r k^{2}\right)} 2^{\text {poly(kr)}}\). (2) The number of guesses for leverage score sampling matrix is \(n^{O(t)}\) and the number of guesses for each group's maximum linearly independent rows in \(B\) is \(2^{k^{O(r)}}\). Thus, we need to rerun the solver for \(n^{O(t)} 2^{k^{O(r)}}\) different polynomial systems. In summary, the entire running is \(n^{O\left(r k^{2}\right)} 2^{k^{O(r)}}\) by plugging \(t=O(k r)\).

\subsection*{16.11.4 A Semi-Algebraic Set with Single Exponential Dependence in \(r\)}

The intuition of improving double exponential dependence to single exponential dependence is, instead of guessing a possibility of rank and maximum linearly independent rows for each group at a time, we can write down all the possibilities into a slightly bigger polynomial system.

We define
\[
\begin{aligned}
& \mathcal{S}^{i, s_{\ell}, p_{s_{\ell}}}= \\
& \left\{\widehat{B}_{1,1}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, 1}}, \cdots, \widehat{B}_{1,\left(,{ }_{s_{\ell}}^{k}\right)}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, 1}}\right. \\
& \widehat{B}_{2,1}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, 2}}, \cdots, \widehat{B}_{\left.2,{ }_{s_{\ell}}^{k}\right)}^{i,}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, 2}}, \\
& \cdots, \\
& \left.\widehat{B}_{p_{s_{\ell}, 1}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, p_{s}}}, \cdots, \widehat{B}_{p_{s_{\ell}},\left({ }_{s_{\ell}}^{k}\right)}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}, p_{s_{\ell}}}}\right\}
\end{aligned}
\]
where \(z_{\ell}\) is corresponding to the zero-pattern of \(D_{l e v} D_{W_{i}}, s_{\ell}\) is the rank of \(D_{l e v} D_{W_{\ell}^{\prime}}\), \(U_{s_{\ell}, i}, \forall i \in\left[p_{s_{\ell}}\right]\) is a set of indices of \(s_{\ell}\) rows of submatrix \(D_{l e v} D_{W_{\ell}^{\prime}}, p_{s_{\ell}}=\binom{t}{s_{\ell}} \leq\binom{ t}{k}=O\left(r^{k}\right)\). Then we define
\[
\mathcal{S}^{i}=\bigcup_{s_{\ell}=1}^{k} \mathcal{S}^{i, s_{\ell}, p_{s_{\ell}}}
\]
where the number of entries in set \(S^{i}\) is at most \(k \cdot r^{k} \cdot 2^{k}\).
Then the Constraints 3 is slightly changing to the following,

Constraints 3' We also need to write down the inequality constraints for the denominators of every \(\widehat{B}_{i_{1}, i_{2}}^{i, \ell}\), by definition, the denominator is from \(\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{i_{2}}}^{U_{s_{i}, i_{1}}}\right)^{\dagger}\). To guarantee the
denominator is nonzero, we need to add this constraint,
\[
\text { the denominator of }\left(\left(D_{l e v} D_{W_{i}} B\right)_{S_{i_{2}}}^{U_{s_{i}, i_{1}}}\right)^{\dagger} \neq 0
\]
where the number of such constraints is
\[
\# D_{W_{i}} \cdot \# s_{\ell} \cdot \# i_{1} \cdot \# S_{i_{2}} \leq n \cdot k \cdot r^{O(k)} \cdot 2^{k}=n \cdot 2^{O(k \log r)}
\]
which is same for the other side \(C\).

Polynomial System Finally, we can write down the boolean function \(\mathbb{P}\) over the polynomial inequality constraints,
\(\wedge \wedge_{\ell \in[g]} \wedge \in\left(\underset{\ell^{\prime} \in\left[g^{\prime}\right]}{\wedge}\left(\underset{s_{\ell} \in[k]}{\vee} \underset{\omega_{\ell^{\prime}} \in[k]}{\vee} \underset{i_{1} \in\left[p_{s_{\ell}}\right]}{\vee} \underset{j_{1} \in\left[q_{\left.\omega_{\ell^{\prime}}\right]}\right]}{\vee}\left(\underset{i \in\left[z_{\ell}\right]}{\wedge} \wedge_{j \in\left[z_{\ell^{\prime}}\right]}^{\wedge}\left(\underset{i_{2} \in\left[\binom{k}{s_{\ell}}\right]}{\vee} \underset{j_{2} \in\left[\binom{k}{\omega_{\ell^{\prime}}}\right]}{\vee}\left(f_{1} \wedge f_{2} \wedge \cdots \wedge f_{6} \wedge f_{7}\right)\right)\right)\right)\right.\)
where
\[
\begin{gathered}
f_{1}:=\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\omega_{\ell^{\prime}}, j_{1}}} \widehat{C}_{j_{1}, j_{2}}^{j, \ell^{\prime}} \cdot \widehat{B}_{i_{1}, i_{2}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell}}, i_{1}}-A_{j}^{i}\right)=0 \\
f_{2}:=\left(\widehat{B}_{i_{1}, i_{2}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell} \ell}, i_{1}}\right) \geq 0 \\
f_{3}:=\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\omega_{\ell^{\prime}}, j_{1}}} \widehat{C}_{j_{1}, j_{2}}^{j, \ell^{\prime}}\right) \geq 0 \\
f_{4}:=\left(\widehat{B}_{i_{1}, i_{2}}^{i, \ell}\left(D_{l e v} D_{W_{i}} A_{i}\right)^{U_{s_{\ell},}, i_{1}} \text { is the first out of } \mathcal{S}^{i}\right) \\
f_{5}:=\left(\left(A^{j} D_{W^{j}} D_{l e v^{\prime}}\right)_{V_{\omega_{\ell^{\prime}, j_{1}}}} \widehat{C}_{j_{1}, j_{2}}^{j, \ell^{\prime}} \text { is the first out of } \mathcal{T}^{j}\right)
\end{gathered}
\]
\[
\begin{aligned}
& f_{6}:=\left(\text { denominator polynomial of } \widehat{B}_{i_{1}, i_{2}}^{i, \ell}\right) \neq 0 \\
& f_{7}:=\left(\text { denominator polynomial of } \widehat{C}_{j_{1}, j_{2}}^{j, \ell^{\prime}}\right) \neq 0
\end{aligned}
\]

Note that we only need to adding the functions \(f_{1}, f_{2}, f_{3}, f_{4}, f_{5}\) into the this big polynomial system when \(W_{j i} \neq 0\).

Theorem 16.11.12. Given matrix \(A \in \mathbb{R}^{n \times n}\) and rank-r weighted matrix \(W \in \mathbb{R}_{\geq 0}^{n \times n}\). It takes \(n^{O\left(r k^{2}\right)} 2^{\widetilde{O}\left(r k^{3}\right)}\) time to determine if there exists some matrices \(B \in \mathbb{R}_{\geq 0}^{n \times k}\) and \(C \in\) \(\mathbb{R}_{\geq 0}^{k \times n}\) such that \(W \circ(B C)=W \circ A\), which means existing a weighted nonnegative matrix factorization.
```

Algorithm 16.1 Bicriteria Approximation Algorithm - Section 16.10
procedure LowRankApproximation $(A, n, k, \epsilon)$
Use [CW13] to find rank- $k$ matrix $A^{\prime}$ such that:
$\left\|A^{\prime}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\operatorname{rank}(B)=k}\|B-A\|_{F}^{2}$.
return $A^{\prime}$.
end procedure
procedure BicriteriaLowRankBooleanW $(A, W, n, r, k, \epsilon)$ - Section 16.10.1
Comment $\operatorname{rank}(W)=r$ and $W \in \mathbb{F}_{2}^{n \times n}$.
$B \leftarrow$ LowRankApproximation $(A \circ W, n, r k, \epsilon)$.
return $B$.
end procedure
procedure BicriteriaLowRankFiniteFieldW $(A, W, n, r, k, p, \epsilon)$ - Section 16.10.2
Comment $\operatorname{rank}(W)=r$ and $W \in \mathbb{F}_{p}^{n \times n}$.
$g \leftarrow \#$ distinct columns of $W$.
for $i=1 \rightarrow g$ do
Let $Z_{i}$ denote the subset of columns of $A$ such that, all the columns have the same
weight column vector.
$\Omega_{i} \leftarrow \operatorname{supp}\left(D_{W_{i}}\right)$.
$B_{i} \leftarrow\left(D_{W_{i}} A_{Z_{i}}\right)^{\Omega_{i}}$.
$B_{i}^{\prime} \leftarrow$ LowRankApproximation $\left(B_{i},\left(\left|\Omega_{i}\right|,\left|Z_{i}\right|\right), k, \epsilon\right)$.
end for
Reconstruct rank $k \cdot p^{r}$ matrix $B$ by merging all $B_{i}^{\prime}$.
return $B$.
end procedure
procedure BicriteriaRDistinctColumnsW $(A, W, n, r, k, \epsilon)$ - Section 16.10.3
Comment $W$ has $r$ distinct columns and $W \in \mathbb{R}_{\geq 0}^{n \times n}$
for $i=1 \rightarrow r$ do
Let $Z_{i}$ denote the subset of columns of $A$ such that, all the columns have the same
weight column vector.
$\Omega_{i} \leftarrow \operatorname{supp}\left(D_{W_{i}}\right)$.
$B_{i} \leftarrow\left(D_{W_{i}} A_{Z_{i}}\right)^{\Omega_{i}}$.
$B_{i}^{\prime} \leftarrow \operatorname{LowRankApproximation}\left(B_{i},\left(\left|\Omega_{i}\right|,\left|Z_{i}\right|\right), k, \epsilon\right)$.
end for
Reconstruct rank $r k$ matrix $B$ by merging all $B_{i}^{\prime}$.
return $B$
end procedure

```
```

Algorithm 16.2 Weighted Nonnegative Matrix Factorization
procedure WeightedNonnegativeMatrixFactorization $(A, W, n, r, k)$
$t \leftarrow O\left(k r / \epsilon^{2}\right)$
Guess leverage sampling matrix $D_{l e v}$ and $D_{l e v^{\prime}}$
Create $t$ variables for the nonzero probablities on diagonal of $D_{\text {lev }}$.
Create $t$ variables for the nonzero probablities on diagonal of $D_{l e v^{\prime}}$.
Create $t r$ variables for $r$ rows of $B$ based on the nonzero rows of $D_{\text {lev }}$.
Create $r t$ variables for $r$ columns of $C$ based on the nonzero columns of $D_{l e v^{\prime}}$.
for $i \in[n]$ do
Write down $D_{l e v} D_{W_{i}} B$ and $C D_{W^{i}} D_{l e v^{\prime}}$.
end for
$g \leftarrow$ \# zero-patterns of $\left\{D_{l e v} D_{W_{i}}\right\}_{i \in[n]}$
$g^{\prime} \leftarrow \#$ zero-patterns of $\left\{D_{W^{i}} D_{l e v^{\prime}}\right\}_{i \in[n]}$
for $\ell \in[g], \ell^{\prime} \in\left[g^{\prime}\right]$ do
Guess a rank $s_{\ell} \in[k]$ for zero-pattern $D_{\text {lev }} D_{W_{\ell}^{\prime}}$
Guess a maximal linearly independent set of rows $U_{\ell}$ for $D_{l e v} D_{W_{\ell}^{\prime}} B,\left|U_{\ell}\right|=s_{\ell}$
Guess a rank $s_{\ell^{\prime}} \in[k]$ for zero-pattern $D_{\text {lev }} D_{W_{1}^{\ell^{\prime}}}$
Guess a maximal linearly independent set of columns $V_{\ell^{\prime}}$ for $C D_{W_{\prime}^{\prime \prime}} D_{l e v^{\prime}},\left|U_{\ell}\right|=s_{\ell}$
end for
for $i \in[n], j \in[p]$ do
Write down $\widehat{B}_{j}^{i, \ell}$ in terms of $O(r t)$ variables created early
Write down $\widehat{C}_{j}^{i, \ell^{\prime}}$ in terms of $O(r t)$ variables created early
end for
Write down semi-algebraic set
Run an algorithm for deciding if the semi-algebraic set is non-empty.
end procedure

```
```

Algorithm 16.3 Weighted Nonnegative Matrix Factorization
procedure FasterWeightedNonnegativeMatrixFactorization $(A, W, n, r, k)$
$t \leftarrow O\left(k r / \epsilon^{2}\right)$
Guess leverage sampling matrix $D_{l e v}$ and $D_{l e v^{\prime}}$
Create $t$ variables for the nonzero probablities on diagonal of $D_{l e v}$.
Create $t$ variables for the nonzero probablities on diagonal of $D_{l e v^{\prime}}$.
Create $t r$ variables for $r$ rows of $B$ based on the nonzero rows of $D_{\text {lev }}$.
Create $r t$ variables for $r$ columns of $C$ based on the nonzero columns of $D_{l e v^{\prime}}$.
for $i \in[n]$ do
Write down $D_{l e v} D_{W_{i}} B$ and $C D_{W^{i}} D_{l e v^{\prime}}$.
end for
$g \leftarrow \#$ zero-patterns of $\left\{D_{l e v} D_{W_{i}}\right\}_{i \in[n]}$
$g^{\prime} \leftarrow \#$ zero-patterns of $\left\{D_{W^{i}} D_{l e v^{\prime}}\right\}_{i \in[n]}$
for $\ell \in[g]$ do
for $s_{\ell} \in[k]$ do
$\operatorname{rank} \leftarrow s_{\ell}, p_{s_{\ell}} \leftarrow \#$ size $s_{\ell}$ subset rows of $D_{\text {lev }} D_{W_{\ell}^{\prime}} B$
for $i_{1} \in\left[p_{s_{\ell}}\right]$ do
for $i \in\left[z_{\ell}\right]$ do
for $i_{2} \in\left[\binom{k}{s_{\ell}}\right]$ do
Write down $\widehat{B}_{i_{1}, i_{2}}^{i, \ell}$ in terms of $O(r t)$ variables created early, by
Cramer rule
end for
end for
end for
end for
end for
for $\ell^{\prime} \in\left[g^{\prime}\right]$ do
for $\omega_{\ell^{\prime}} \in[k]$ do
rank $\leftarrow \omega_{\ell^{\prime}}, q_{\omega_{\ell^{\prime}}} \leftarrow \#$ size $\omega_{\ell^{\prime}}$ subset columns of $C D_{W_{1}^{\ell^{\prime}}} D_{l e v^{\prime}}$
for $j_{1} \in\left[q_{\omega_{\ell}}\right]$ do
for $j \in\left[z_{\ell^{\prime}}\right]$ do
for $j_{2} \in\left[\binom{k}{\omega_{\ell^{\prime}}}\right]$ do
Write down $\widehat{C}_{j_{1}, j_{2}}^{j, \ell}$ in terms of $O(r t)$ variables created early, by
Cramer rule
end for
end for
end for
end for
end for1107
Write down semi-algebraic set
Run an algorithm for deciding if the semi-algebraic set is non-empty.
end procedure

```

\section*{Chapter 17}

\section*{Entry-wise L1 Low Rank Approximation}

We study the \(\ell_{1}\)-low rank approximation problem, where for a given \(n \times d\) matrix \(A\) and approximation factor \(\alpha \geq 1\), the goal is to output a rank- \(k\) matrix \(\widehat{A}\) for which
\[
\|A-\widehat{A}\|_{1} \leq \alpha \cdot \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}
\]
where for an \(n \times d\) matrix \(C\), we let \(\|C\|_{1}=\sum_{i=1}^{n} \sum_{j=1}^{d}\left|C_{i, j}\right|\). This error measure is known to be more robust than the Frobenius norm in the presence of outliers and is indicated in models where Gaussian assumptions on the noise may not apply. The problem was shown to be NP-hard by Gillis and Vavasis and a number of heuristics have been proposed. It was asked in multiple places if there are any approximation algorithms.

We give the first provable approximation algorithms for \(\ell_{1}\)-low rank approximation, showing that it is possible to achieve approximation factor \(\alpha=(\log d) \cdot \operatorname{poly}(k)\) in \(n n z(A)+(n+d)\) poly \((k)\) time, where \(n n z(A)\) denotes the number of non-zero entries of \(A\). If \(k\) is constant, we further improve the approximation ratio to \(O(1)\) with a poly \((n d)\)-time algorithm. Under the Exponential Time Hypothesis, we show there is no poly(nd)-time algorithm achieving a \(\left(1+\frac{1}{\log ^{1+\gamma}(n d)}\right)\)-approximation, for \(\gamma>0\) an arbitrarily small constant, even when \(k=1\).

\subsection*{17.1 Introduction}

Two well-studied problems in numerical linear algebra are regression and low rank approximation. In regression, one is given an \(n \times d\) matrix \(A\), and an \(n \times 1\) vector \(b\), and one seeks an \(x \in \mathbb{R}^{d}\) which minimizes \(\|A x-b\|\) under some norm. For example, for least squares regression one minimizes \(\|A x-b\|_{2}\). In low rank approximation, one is given an \(n \times d\) matrix \(A\), and one seeks a rank- \(k\) matrix \(\widehat{A}\) which minimizes \(\|A-\widehat{A}\|\) under some norm. For example, in Frobenius norm low rank approximation, one minimizes \(\|A-\widehat{A}\|_{F}=\left(\sum_{i, j}\left(A_{i, j}-\widehat{A}_{i, j}\right)^{2}\right)^{1 / 2}\). Algorithms for regression are often used as subroutines for low rank approximation. Indeed, one of the main insights of [DMM06c, DMM06b, Sar06, DMM08, CW09] was to use results for generalized least squares regression for Frobenius norm low rank approximation. Algorithms for \(\ell_{1}\)-regression, in which one minimizes \(\|A x-b\|_{1}=\) \(\sum_{i}\left|(A x)_{i}-b_{i}\right|\), were also used [BD13, SW11] to fit a set of points to a hyperplane, which is a special case of entrywise \(\ell_{1}\)-low rank approximation, the more general problem being to find a rank- \(k\) matrix \(\widehat{A}\) minimizing \(\sum_{i, j}\left|A_{i, j}-\widehat{A}_{i, j}\right|\).

Randomization and approximation were introduced to significantly speed up algorithms for these problems, resulting in algorithms achieving relative error approximation with high probability. Such algorithms are based on sketching and sampling techniques; we refer to [Woo14b] for a survey. For least squares regression, a sequence of work [Sar06, CW13, MM13, NN13a, LMP13, BDN15, Coh16a] shows how to achieve algorithms running in \(n n z(A)+\operatorname{poly}(d)\) time. For Frobenius norm low rank approximation, using the advances for regression this resulted in \(n n z(A)+(n+d) \operatorname{poly}(k)\) time algorithms. For \(\ell_{1}\)-regression, sketching and sampling-based methods [Cla05, SW11, CDMI \({ }^{+}\)13, CW13, MM13, LMP13, WZ13, CW15b, CP15] led to an \(n n z(A)+\operatorname{poly}(d)\) time algorithm.

Just like Frobenius norm low rank approximation is the analogue of least squares regression, entrywise \(\ell_{1}\)-low rank approximation is the analogue of \(\ell_{1}\)-regression. Despite this analogy, no non-trivial upper bounds with provable guarantees are known for \(\ell_{1}\)-low rank approximation. Unlike Frobenius norm low rank approximation, which can be solved exactly using the singular value decomposition, no such algorithm or closed-form solution is known for \(\ell_{1}\)-low rank approximation. Moreover, the problem was recently shown to be NP-hard [GV15]. A major open question is whether there exist approximation algorithms, sketchingbased or otherwise, for \(\ell_{1}\)-low rank approximation. Indeed, the question of obtaining betters algorithms was posed in section 6 of [GV15], in [Exc13], and as the second part of open question 2 in [Woo14b], among other places. The earlier question of NP-hardness was posed in Section 1.4 of [KV09], for which the question of obtaining approximation algorithms is a natural followup. The goal of our work is to answer this question.

We now formally define the \(\ell_{1}\)-low rank approximation problem: we are given an \(n \times d\) matrix \(A\) and approximation factor \(\alpha \geq 1\), and we would like, with large constant probability, to output a rank- \(k\) matrix \(\widehat{A}\) for which
\[
\|A-\widehat{A}\|_{1} \leq \alpha \cdot \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}
\]
where for an \(n \times d\) matrix \(C\), we let \(\|C\|_{1}=\sum_{i=1}^{n} \sum_{j=1}^{d}\left|C_{i, j}\right|\). This notion of low rank approximation has been proposed as a more robust alternative to Frobenius norm low rank approximation \(\left[K K 03, ~ K K 05\right.\), KLC \(^{+} 15\), Kwa08, ZLS \({ }^{+} 12\), BJ12, BD13, BDB13, MXZZ13, MKP13, MKP14, MKCP16, PK16], and is sometimes referred to as \(\ell_{1}\)-matrix factorization or robust PCA. \(\ell_{1}\)-low rank approximation gives improved results over Frobenius norm low rank approximation since outliers are less exaggerated, as one does not square their contribution
in the objective. The outlier values are often erroneous values that are far away from the nominal data, appear only a few times in the data matrix, and would not appear again under normal system operation. These works also argue \(\ell_{1}\)-low rank approximation can better handle missing data, is appropriate in noise models for which the noise is not Gaussian, e.g., it produces the maximum likelihood estimator for Laplacian noise [Gao08, \(\mathrm{KAC}^{+}\)08, VT01], and can be used in image processing to prevent image occlusion [YZD12].

To see that \(\ell_{1}\)-low rank approximation and Frobenius norm low rank approximation can give very different results, consider the \(n \times n\) matrix \(A=\left[\begin{array}{ll}n & 0 \\ 0 & B\end{array}\right]\), where \(B\) is any ( \(n-\) 1) \(\times(n-1)\) matrix with \(\|B\|_{F}<n\). The best rank-1 approximation with Frobenius norm error is given by \(\widehat{A}=n \cdot e_{1} e_{1}^{\top}\), where \(e_{1}\) is the first standard unit vector. Here \(\widehat{A}\) ignores all but the first row and column of \(A\), which may be undesirable in the case that this row and column represent an outlier. Note \(\|A-\widehat{A}\|_{1}=\|B\|_{1}\). If, for example, \(B\) is the all 1 s matrix, then \(\widehat{A}=[0,0 ; 0, B]\) is a rank- 1 approximation for which \(\|A-\widehat{A}\|_{1}=n\), and therefore this solution is a much better solution to the \(\ell_{1}\)-low rank approximation problem than \(n \cdot e_{1} e_{1}^{\top}\), for which \(\left\|A-n \cdot e_{1} e_{1}^{\top}\right\|_{1}=(n-1)^{2}\).

Despite the advantages of \(\ell_{1}\)-low rank approximation, its main disadvantage is its computationally intractability. It is not rotationally invariant and most tools for Frobenius low rank approximation do not apply. To the best of our knowledge, all previous works only provide heuristics. Using that for an \(n \times d\) matrix \(C,\|C\|_{F} \leq\|C\|_{1} \leq \sqrt{n d}\|C\|_{F}\), a Frobenius norm low rank approximation gives a \(\sqrt{n d}\) approximation for \(\ell_{1}\)-low rank approximation. A bit better is to use algorithms for low rank approximation with respect to the sum of distances, i.e., to find a rank- \(k\) matrix \(\widehat{A}\) minimizing \(\|A-\widehat{A}\|_{1,2}\), where for an \(n \times d\) matrix \(C,\|C\|_{1,2}=\sum_{i=1}^{n}\left\|C_{i}\right\|_{2}\), where \(C_{i}\) is the \(i\)-th row of \(C\). A sequence of work
[DV07, FMSW10, FL11, SV12a, CW15a] shows how to obtain an \(O(1)\)-approximation to this problem in \(\operatorname{nnz}(A)+(n+d)\) poly \((k)+\exp (k)\) time, and using that \(\|C\|_{1,2} \leq\|C\|_{1} \leq \sqrt{d}\|C\|_{1,2}\) results in an \(O(\sqrt{d})\)-approximation.

\subsection*{17.1.1 Our Results}

We give the first efficient algorithms for \(\ell_{1}\)-low rank approximation with provable approximation guarantees. By symmetry of the problem, we can assume \(d \leq n\). We first give an algorithm which runs in \(O(\operatorname{nnz}(A))+n \cdot \operatorname{poly}(k)\) time and solves the \(\ell_{1}\)-low rank approximation problem with approximation factor \((\log d) \cdot \operatorname{poly}(k)\). This is an exponential improvement over the previous approximation factor of \(O(\sqrt{d})\), provided \(k\) is not too large, and is polynomial time for every \(k\). Moreover, \(\operatorname{provided~} n n z(A) \geq n \cdot \operatorname{poly}(k)\), our time is optimal up to a constant factor as any relative error algorithm must spend nnz \((A)\) time. We also give a hard instance for our algorithm ruling out \(\frac{\log d}{k \log k}+k^{1 / 2-\gamma}\) approximation for arbitrarily small constant \(\gamma>0\), and hard instances for a general class of algorithms based on linear sketches, ruling out \(k^{1 / 2-\gamma}\) approximation.

Via a different algorithm, we show how to achieve an \(\widetilde{O}(k)\)-approximation factor in \(\operatorname{poly}(n) d^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{2}\right)}\) time. This is useful for constant \(k\), for which it gives an \(O(1)\)-approximation in poly \((n)\) time, improving the \(O(\log d)\)-approximation for constant \(k\) of our earlier algorithm. The approximation ratio of this algorithm, although \(O(1)\) for constant \(k\), depends on \(k\). We also show one can find a rank- \(2 k\) matrix \(\widehat{A}\) in \(\operatorname{poly}(n)\) time for constant \(k\) for which \(\|A-\widehat{A}\|_{1} \leq C \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}\), where \(C>1\) is an absolute constant independent of \(k\). We refer to this as a bicriteria algorithm. Finally, one can output a rank- \(k\) matrix \(\widehat{A}\), instead of a rank- \(2 k\) matrix \(\widehat{A}\), in \(\operatorname{poly}(n)\) time with the same absolute constant \(C\) approximation factor, under an additional assumption that the entries of \(\widehat{A}\) are integers in the range \(\{-b,-b+1, \ldots, b\}\) for an integer \(b \leq \operatorname{poly}(n)\). Unlike our previous algorithms, this very last algorithm has a bit complexity assumption, and runs in poly \((b)\) time instead of poly \((\log (b))\) time.

We also give a number of results for variants of \(\ell_{1}\)-low rank approximation which are studied for Frobenius norm low rank approximation; prior to our work nothing was known about these problems.

Column Subset Selection and CUR Decomposition: In the column subset selection problem, one seeks a small subset \(C\) of columns of \(A\) for which there is a matrix \(X\) for which \(\|C X-A\|\) is small, under some norm. The matrix \(C X\) provides a low rank approximation to \(A\) which is often more interpretable, since it stores actual columns of \(A\), preserves sparsity, etc. These have been extensively studied when the norm is the Frobenius or operator norm (see, e.g., [BMD09, DR10, BDM11] and the references therein). We initiate the study of this problem with respect to the \(\ell_{1}\)-norm. We first prove an existence result, namely, that there exist matrices \(A\) for which any subset \(C\) of \(\operatorname{poly}(k)\) columns satisfies \(\min _{X}\|C X-A\|_{1} \geq k^{1 / 2-\gamma} \cdot \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}\), where \(\gamma>0\) is an arbitrarily small constant. This result is in stark contrast to the Frobenius norm for which for every matrix there exist \(O\left(\frac{k}{\epsilon}\right)\) columns for which the approximation factor is \(1+\epsilon\). We also show that our bound is nearly optimal in this regime, by showing for every matrix there exists a subset of \(O(k \log k)\) columns providing an \(O(\sqrt{k \log k})\)-approximation. One can find such columns in \(\operatorname{poly}(n) d^{O(k \log k)}\) time by enumerating and evaluating the cost of each subset. Although this is exponential in \(k\), we show it is possible to find \(O(k \log k)\) columns providing an \(O(\sqrt{k \log k} \log d)\)-approximation in polynomial time for every \(k\).

We extend these results to the CUR decomposition problem (see, e.g., [DMM08, BW14]), in which one seeks a factorization \(C U R\) for which \(C\) is a subset of columns of \(A, R\) is a subset of rows of \(A\), and \(\|C U R-A\|\) is as small as possible. In the case of Frobenius norm, one can choose \(O(k / \epsilon)\) columns and rows, have \(\operatorname{rank}(U)=k\), have \(\|C U R-A\|_{F}\) be at most
\((1+\epsilon)\) times the optimal cost, and find the factorization in \(n n z(A) \log n+n \cdot \operatorname{poly}((\log n) k / \epsilon)\) time [BW14]. Using our column subset selection results, we give an nnz \((A)+n \cdot \operatorname{poly}(k)\) time algorithm choosing \(O(k \log k)\) columns and rows, for which \(\operatorname{rank}(U)=k\), and for which \(\|C U R-A\|_{1}\) is poly \((k) \log d\) times the cost of any rank- \(k\) approximation to \(A\).

\subsection*{17.1.2 Technical Overview}

Initial Algorithm and Optimizations: Let \(A^{*}\) be a rank- \(k\) matrix for which \(\left\|A-A^{*}\right\|_{1}=\min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}\). Let \(A^{*}=U^{*} V^{*}\) be a factorization for which \(U^{*}\) is \(n \times k\) and \(V^{*}\) is \(k \times d\). Suppose we somehow knew \(U^{*}\) and consider the multi-response \(\ell_{1}\)-regression problem \(\min _{V}\left\|U^{*} V-A\right\|_{1}=\min _{V} \sum_{i=1}^{d}\left\|U^{*} V_{i}-A_{i}\right\|_{1}\), where \(V_{i}, A_{i}\) denote the \(i\)-th columns of \(V\) and \(A\), respectively. We could solve this with linear programming though this is not helpful for our argument here.

Instead, inspired by recent advances in sketching for linear algebra (see, e.g., [Woo14b] for a survey), we could choose a random matrix \(S\) and solve \(\min _{V}\left\|S U^{*} V-S A\right\|_{1}=\) \(\min _{V} \sum_{i=1}^{d}\left\|\left(S U^{*}\right) V_{i}-S A_{i}\right\|_{1}\). If \(V\) is an approximate minimizer of the latter problem, we could hope \(V\) is an approximate minimizer of the former problem. If also \(S\) has a small number \(t\) of rows, then we could instead solve \(\min _{V} \sum_{i=1}^{d}\left\|\left(S U^{*}\right) V_{i}-S A_{i}\right\|_{2}\), that is, minimize the sum of Euclidean norms rather than the sum of \(\ell_{1}\)-norms. Since \(t^{-1 / 2}\left\|\left(S U^{*}\right) V_{i}-S A_{i}\right\|_{1} \leq\) \(\left\|\left(S U^{*}\right) V_{i}-S A_{i}\right\|_{2} \leq\left\|\left(S U^{*}\right) V_{i}-S A_{i}\right\|_{1}\), we would obtain a \(\sqrt{t}\)-approximation to the problem \(\min _{V}\left\|S U^{*} V-S A\right\|_{1}\). A crucial observation is that the solution to \(\min _{V} \sum_{i=1}^{d} \|\left(S U^{*}\right) V_{i}-\) \(S A_{i} \|_{2}\) is given by \(V=\left(S U^{*}\right)^{\dagger} S A\), which implies that \(V\) is in the row span of \(S A\). If also \(S\) were oblivious to \(U^{*}\), then we could compute \(S A\) without ever knowing \(U^{*}\). Having a low-dimensional space containing a good solution in its span is our starting point.

For this to work, we need a distribution on oblivious matrices \(S\) with a small number of rows, for which an approximate minimizer \(V\) to \(\min _{V}\left\|S U^{*} V-S A\right\|_{1}\) is also an approximate minimizer to \(\min _{V}\left\|U^{*} V-A\right\|_{1}\). It is unknown if there exists a distribution on \(S\) with this property. What is known is that if \(S\) has \(O(d \log d)\) rows, then the Lewis weights (see, e.g., [CP15] and references therein) of the concatenated matrix \(\left[U^{*}, A\right]\) give a distribution for
which the optimal \(V\) for the latter problem is a \((1+\epsilon)\)-approximation to the former problem; see also earlier work on \(\ell_{1}\)-leverage scores [Cla05, \(\left.\mathrm{DDH}^{+} 09\right]\) which have poly \((d)\) rows and the same \((1+\epsilon)\)-approximation guarantee. Such distributions are not helpful here as (1) they are not oblivious, and (2) the number \(O(d \log d)\) of rows gives an \(O(\sqrt{d \log d})\) approximation factor, which is much larger than what we want.

There are a few oblivious distributions \(S\) which are useful for single-response \(\ell_{1-}{ }^{-}\) regression \(\min \left\|U^{*} v-a\right\|_{1}\) for column vectors \(v, a \in \mathbb{R}^{k}\) [SW11, CDMI \({ }^{+} 13\), WZ13]. In particular, if \(S\) is an \(O(k \log k) \times n\) matrix of i.i.d. Cauchy random variables, then the solution \(v\) to \(\min \left\|S U^{*} v-S a\right\|_{1}\) is an \(O(k \log k)\)-approximation to min \(\left\|U^{*} v-a\right\|_{1}\) [SW11]. The important property of Cauchy random variables is that if \(X\) and \(Y\) are independent Cauchy random variables, then \(\alpha X+\beta Y\) is distributed as a Cauchy random variable times \(|\alpha|+|\beta|\), for any scalars \(\alpha, \beta \in \mathbb{R}\). The \(O(k \log k)\) approximation arises because all possible regression solutions are in the column span of \(\left[U^{*}, a\right]\) which is \((k+1)\)-dimensional, and the sketch \(S\) gives an approximation factor of \(O(k \log k)\) to preserve every vector norm in this subspace. If we instead had a multi-response regression problem \(\min \left\|S U^{*} V^{*}-S A\right\|_{1}\) the dimension of the column span of \(\left[U^{*}, A\right]\) would be \(d+k\), and this approach would give an \(O(d \log d)\) approximation. Unlike Frobenius norm multi-response regression min \(\left\|S U^{*} V^{*}-S A\right\|_{F}\), which can be bounded if \(S\) is a subspace embedding for \(U^{*}\) and satisfies an approximate matrix product theorem [Sar06], there is no convenient linear-algebraic analogue for the \(\ell_{1}\)-norm.

We first note that since regression is a minimization problem, to obtain an \(O(\alpha)\) approximation by solving the sketched version of the problem, it suffices that (1) for the optimal \(V^{*}\), we have \(\left\|S U^{*} V^{*}-S A\right\|_{1} \leq O(\alpha)\left\|U^{*} V^{*}-A\right\|_{1}\), and (2) for all \(V\), we have \(\left\|S U^{*} V-S A\right\|_{1} \geq \Omega(1) \cdot\left\|U^{*} V-A\right\|_{1}\).

We show (1) holds for \(\alpha=O(\log d)\) and any number of rows of \(S\). Our analysis follows by truncating the Cauchy random variables \(\left(S U^{*} V_{j}^{*}-S A_{j}\right)_{i}\) for \(i \in[O(k \log k)]\) and \(j \in[d]\), so that their expectation exists, and applying linearity of expectation across the \(d\) columns. This is inspired from an argument of Indyk [Ind06] for embedding a vector into a lower-dimensional vector while preserving its \(\ell_{1}\)-norm; for single-response regression this is the statement that \(\left\|S U^{*} v^{*}-S a\right\|_{1}=\Theta(1)\left\|U^{*} v-a\right\|_{1}\), implied by [Ind06]. However, for multi-response regression we have to work entirely with expectations, rather than the tail bounds in [Ind06], since the Cauchy random variables \(\left(S U^{*} V_{j}-S A_{j}\right)_{i}\), while independent across \(i\), are dependent across \(j\). Moreover, our \(O(\log d)\)-approximation factor is not an artifact of our analysis - we show in Section 17.6 that there is an \(n \times d\) input matrix \(A\) for which with probability \(1-1 / \operatorname{poly}(k)\), there is no \(k\)-dimensional space in the span of \(S A\) achieving a \(\left(\frac{\log d}{t \log t}+k^{1 / 2-\gamma}\right)\)-approximation, for \(S\) a Cauchy matrix with \(t\) rows, where \(\gamma>0\) is an arbitrarily small constant. This shows \((k \log d)^{\Omega(1)}\)-inapproximability. Thus, the fact that we achieve \(O(\log d)\)-approximation instead of \(O(1)\) is fundamental for a matrix \(S\) of Cauchy random variables or any scaling of it.

While we cannot show (2), we instead show for all \(V,\left\|S U^{*} V-S A\right\|_{1} \geq \| U^{*} V-\) \(A\left\|_{1} / 2-O(\log d)\right\| U^{*} V^{*}-A \|_{1}\) if \(S\) has \(O(k \log k)\) rows. This suffices for regression, since the only matrices \(V\) for which the cost is much smaller in the sketch space are those providing an \(O(\log d)\) approximation in the original space. The guarantee follows from the triangle inequality: \(\left\|S U^{*} V-S A\right\|_{1} \geq\left\|S U^{*} V-S U^{*} V^{*}\right\|_{1}-\left\|S U^{*} V^{*}-S A\right\|_{1}\) and the fact that \(S\) is known to not contract any vector in the column span of \(U^{*}\) if \(S\) has \(O(k \log k)\) rows [SW11]. Because of this, we have \(\left\|S U^{*} V-S U^{*} V^{*}\right\|_{1}=\Omega(1)\left\|U^{*} V-U^{*} V^{*}\right\|_{1}=\Omega(1)\left(\left\|U^{*} V-A\right\|_{1}-\right.\) \(\left\|U^{*} V^{*}-A\right\|_{1}\) ), where we again use the triangle inequality. We also bound the additive term
\(\left\|S U^{*} V^{*}-S A\right\|_{1}\) by \(O(\log d)\left\|U^{*} V^{*}-A\right\|_{1}\) using (1) above.
Given that \(S A\) contains a good rank- \(k\) approximation in its row span, our algorithm with a slightly worse \(\operatorname{poly}(n)\) time and poly \((k \log (n))\)-approximation can be completely described here. Let \(S\) and \(T_{1}\) be independent \(O(k \log k) \times n\) matrices of i.i.d. Cauchy random variables, and let \(R\) and \(T_{2}\) be independent \(d \times O(k \log k)\) matrices of i.i.d. Cauchy random variables. Let
\[
X=\left(T_{1} A R\right)^{\dagger}\left(\left(T_{1} A R\right)\left(T_{1} A R\right)^{\dagger}\left(T_{1} A T_{2}\right)\left(S A T_{2}\right)\left(S A T_{2}\right)^{\dagger}\right)_{k}\left(S A T_{2}\right)^{\dagger}
\]
which is the rank- \(k\) matrix minimizing \(\left\|T_{1} A R X S A T_{2}-T_{1} A T_{2}\right\|_{F}\), where for a matrix \(C\), \(C_{k}\) is its best rank-k approximation in Frobenius norm. Output \(\widehat{A}=A R X S A\) as the solution to \(\ell_{1}\)-low rank approximation of \(A\). We show with constant probability that \(\widehat{A}\) is a poly \((k \log (n))\)-approximation.

To improve the approximation factor, after computing \(S A\), we \(\ell_{1}\)-project each of the rows of \(A\) onto \(S A\) using linear programming or fast algorithms for \(\ell_{1}\)-regression [CW13, MM13], obtaining an \(n \times d\) matrix \(B\) of \(\operatorname{rank} O(k \log k)\). We then apply the algorithm in the previous paragraph with \(A\) replaced by \(B\). This ultimately leads to a \(\log d \cdot \operatorname{poly}(k)\) approximation.

To improve the running time from \(\operatorname{poly}(n)\) to \(\operatorname{nnz}(A)+n \cdot \operatorname{poly}(k)\), we show a similar analysis holds for the sparse Cauchy matrices of [MM13]; see also the matrices in [WZ13].

CUR Decompositions: To obtain a CUR decomposition, we first find a \(\log d \cdot \operatorname{poly}(k)\) approximate rank- \(k\) approximation \(\widehat{A}\) as above. Let \(B_{1}\) be an \(n \times k\) matrix whose columns span those of \(\widehat{A}\), and consider the regression \(\min _{V}\left\|B_{1} V-A\right\|_{1}\). Unlike the problem \(\min _{V} \| U^{*} V-\)
\(A \|_{1}\) where \(U^{*}\) was unknown, we know \(B_{1}\) so can compute its Lewis weights efficiently, sample by them, and obtain a regression problem \(\min _{V}\left\|D_{1}\left(B_{1} V-A\right)\right\|_{1}\) where \(D_{1}\) is a sampling and rescaling matrix. Since
\[
\left\|D_{1}\left(B_{1} V-A\right)\right\|_{1} \leq\left\|D_{1}\left(B_{1} V-B_{1} V^{*}\right)\right\|_{1}+\left\|D_{1}\left(B_{1} V^{*}-A\right)\right\|_{1},
\]
where \(V^{*}=\operatorname{argmin}_{V}\left\|B_{1} V-A\right\|_{1}\), we can bound the first term by \(O\left(\left\|B_{1} V-B_{1} V^{*}\right\|_{1}\right)\) using that \(D_{1}\) is a subspace embedding if it has \(O(k \log k)\) rows, while the second term is \(O(1)\left\|B_{1} V^{*}-A\right\|_{1}\) by a Markov bound. Note that
\[
\left\|B_{1} V^{*}-A\right\|_{1} \leq(\log d) \cdot \operatorname{poly}(k) \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}
\]

By switching to \(\ell_{2}\) as before, we see that \(\widehat{V}=\left(D_{1} B_{1}\right)^{\dagger} D_{1} A\) contains a \((\log d) \operatorname{poly}(k)\) approximation in its span. Here \(D_{1} A\) is an actual subset of rows of \(A\), as required in a CUR decomposition. Moreover the subset size is \(O(k \log k)\). We can sample by the Lewis weights of \(\widehat{V}\) to obtain a subset \(C\) of \(O(k \log k)\) rescaled columns of \(A\), together with a rank- \(k\) matrix \(U\) for which
\[
\|C U R-A\|_{1} \leq(\log d) \operatorname{poly}(k) \min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1} .
\]

Algorithm for Small \(k\) : Our CUR decomposition shows how we might obtain an \(O(1)\) approximation for constant \(k\) in \(\operatorname{poly}(n)\) time. If we knew the Lewis weights of \(U^{*}\), an \(\alpha\) approximate solution to the problem \(\min _{V}\left\|D_{1}\left(U^{*} V-A\right)\right\|_{1}\) would be an \(O(\alpha)\)-approximate solution to the problem \(\min _{V}\left\|U^{*} V-A\right\|_{1}\), where \(D_{1}\) is a sampling and rescaling matrix of \(O(k \log k)\) rows of \(A\). Moreover, an \(O(\sqrt{k \log k})\)-approximate solution to \(\min _{V} \| D_{1}\left(U^{*} V-\right.\)
\(A) \|_{1}\) is given by \(V=\left(D_{1} U^{*}\right)^{\dagger} D_{1} A\), which implies the \(O(k \log k)\) rows of \(D_{1} A\) contain an \(O(\sqrt{k \log k})\)-approximation. For small \(k\), we can guess every subset of \(O(k \log k)\) rows of \(A\) in \(n^{O(k \log k)}\) time (if \(d \ll n\), by taking transposes at the beginning one can replace this with \(d^{O(k \log k)}\) time). For each guess, we set up the problem \(\min _{\text {rank-k } U}\left\|U\left(D_{1} A\right)-A\right\|_{1}\). If \(D_{2}\) is a sampling and rescaling matrix according to the Lewis weights of \(D_{1} A\), then by a similar triangle inequality argument as for our CUR decomposition, minimizing \(\left\|U\left(D_{1} A\right) D_{2}-A D_{2}\right\|_{1}\) gives an \(O(\sqrt{k \log k})\) approximation. By switching to \(\ell_{2}\), this implies there is an \(O(k \log k)\) approximation of the form \(A D_{2} W D_{1} A\), where \(W\) is an \(O\left(k \log ^{2} k\right) \times O(k \log k)\) matrix of rank \(k\). By setting up the problem \(\min _{\text {rank-k } W}\left\|A D_{2} W D_{1} A-A\right\|_{1}\), one can sample from Lewis weights on the left and right to reduce this to a problem independent of \(n\) and \(d\), after which one can use polynomial optimization to solve it in \(\exp (\operatorname{poly}(k))\) time. One of our guesses \(D_{1} A\) will be correct, and for this guess we obtain an \(\widetilde{O}(k)\)-approximation. For each guess we can compute its cost and take the best one found. This gives an \(O(1)\)-approximation for constant \(k\), removing the \(O(\log d)\)-factor from the approximation of our earlier algorithm.

Existential Results for Subset Selection: In our algorithm for small \(k\), the first step was to show there exist \(O(k \log k)\) rows of \(A\) which contain a rank- \(k\) space which is an \(O(\sqrt{k \log k})\)-approximation.

While for Frobenius norm one can find \(O(k)\) rows with an \(O(1)\)-approximation in their span, one of our main negative results for \(\ell_{1}\)-low rank approximation is that this is impossible, showing that the best approximation one can obtain with poly \((k)\) rows is \(k^{1 / 2-\gamma}\) for an arbitrarily small constant \(\gamma>0\). Our hard instance is an \(r \times(r+k)\) matrix \(A\) in which the first \(k\) columns are i.i.d. Gaussian, and the remaining \(r\) columns are an identity
matrix. Here, \(r\) can be twice the number of rows one is choosing. The optimal \(\ell_{1}\)-low rank approximation has cost at most \(r\), obtained by choosing the first \(k\) columns.

Let \(R \in \mathbb{R}^{r / 2 \times k}\) denote the first \(k\) entries of the \(r / 2\) chosen rows, and let \(y\) denote the first \(k\) entries of an unchosen row. For \(r / 2>k\), there exist many solutions \(x \in \mathbb{R}^{r / 2}\) for which \(x^{\top} R=y\). However, we can show the following tradeoff:
\[
\text { whenever }\left\|x^{\top} R-y\right\|_{1}<\frac{\sqrt{k}}{\operatorname{poly}(\log k)} \text {, then }\|x\|_{1}>\frac{\sqrt{k}}{\operatorname{poly}(\log k)} \text {. }
\]

Then no matter which linear combination \(x^{\top}\) of the rows of \(R\) one chooses to approximate \(y\) by, either one incurs a \(\frac{\sqrt{k}}{\operatorname{poly}(\log k)}\) cost on the first \(k\) coordinates, or since \(A\) contains an identity matrix, one incurs cost \(\|x\|_{1}>\frac{\sqrt{k}}{\text { poly }(\log k)}\) on the last \(r\) coordinates of \(x^{\top} R\).

To show the tradeoff, consider an \(x \in \mathbb{R}^{r / 2}\). We decompose \(x=x^{0}+\sum_{j \geq 1} x^{j}\), where \(x^{j}\) agrees with \(x\) on coordinates which have absolute value in the range \(\frac{1}{\sqrt{k} \log ^{c} k} \cdot\left[2^{-j}, 2^{-j+1}\right]\), and is zero otherwise. Here, \(c>0\) is a constant, and \(x^{0}\) denotes the restriction of \(x\) to all coordinates of absolute value at least \(\frac{1}{\sqrt{k} \log ^{c} k}\). Then \(\|x\|_{1}<\frac{\sqrt{k}}{\log ^{c} k}\), as otherwise we are done. Hence, \(x^{0}\) has small support. Thus, one can build a small net for all \(x^{0}\) vectors by choosing the support, then placing a net on it. For \(x^{j}\) for \(j>0\), the support sizes are increasing so the net size needed for all \(x^{j}\) vectors is larger. However, since \(x^{j}\) has all coordinates of roughly the same magnitude on its support, its \(\ell_{2}\)-norm is decreasing in \(j\). Since \(\left(x^{j}\right)^{\top} R \sim N\left(0,\left\|x^{j}\right\|_{2}^{2} I_{k}\right)\), this makes it much less likely that individual coordinates of \(\left(x^{j}\right)^{\top} R\) can be large. Since this probability goes down rapidly, we can afford to union bound over the larger net size. What we show is that for any sum of the form \(\sum_{j \geq 1} x^{j}\), at most \(\frac{k}{10}\) of its coordinates are at least \(\frac{1}{\log k}\) in magnitude.

For \(\left\|x^{\top} R-y\right\|_{1}\) to be at most \(\frac{\sqrt{k}}{\log ^{c} k}\), for at least \(\frac{k}{2}\) coordinates \(i\), we must have \(\left|\left(x^{\top} R-y\right)_{i}\right|<\frac{2}{\sqrt{k} \log ^{c} k}\). With probability \(1-2^{-\Omega(k)},\left|y_{i}\right| \geq \frac{1}{100}\) on at least \(\frac{2 k}{3}\) coordinates. From the previous paragraph, it follows there are at least \(\frac{k}{2}-\frac{k}{10}-\frac{k}{3}=\Omega(k)\) coordinates \(i\) of \(x\) for which (1) \(\left|\left(x^{\top} R-y\right)_{i}\right|<\frac{2}{\sqrt{k} \log ^{c} k}\), (2) \(\left|\sum_{j \geq 1} x_{i}^{j}\right|<\frac{1}{\log k}\), and (3) \(\left|y_{i}\right| \geq \frac{1}{100}\). On these \(i,\left(x^{0}\right)^{\top} R_{i}\) must be in an interval of width \(\frac{1}{\log k}\) at distance at least \(\frac{1}{100}\) from the origin. Since \(\left(x^{0}\right)^{\top} R \sim N\left(0,\left\|x^{0}\right\|_{2}^{2} I_{k}\right)\), for any value of \(\left\|x^{0}\right\|_{2}^{2}\) the probability this happens on \(\Omega(k)\) coordinates is at most \(2^{-\Theta(k)}\). Since the net size for \(x^{0}\) is small, we can union bound over every sequence \(x^{0}, x^{1}, \ldots\), coming from our nets.

Some care is needed to union bound over all possible subsets \(R\) of rows which can be chosen. We handle this by conditioning on a few events of \(A\) itself, which imply corresponding events for every subset of rows. These events are such that if \(R\) is the chosen set of half the rows, and \(S\) the remaining set of rows of \(A\), then the event that a constant fraction of rows in \(S\) are close to the row span of \(R\) is \(2^{-\Theta(k r)}\), which is small enough to union bound over all choices of \(R\).

Curiously, we also show there are some matrices \(A \in \mathbb{R}^{n \times d}\) for which any \(\ell_{1}\) rank- \(k\) approximation in the entire row span of \(A\) cannot achieve better than a \((2-\Theta(1 / d))\) approximation.

Bicriteria Algorithm: Our algorithm for small \(k\) gives an \(O(1)\)-approximation in poly \((n)\) time for constant \(k\), but the approximation factor depends on \(k\). We show how one can find a rank- \(2 k\) matrix \(\widehat{A}\) for which \(\|A-\widehat{A}\|_{1} \leq C\). OPT, where \(C\) is an absolute constant, and \(\mathrm{OPT}=\min _{\text {rank-k matrices } A^{\prime}}\left\|A-A^{\prime}\right\|_{1}\). We first find a rank- \(k\) matrix \(B^{1}\) for which \(\left\|A-B^{1}\right\|_{1} \leq p \cdot\) OPT for a factor \(1 \leq p \leq \operatorname{poly}(n)\). We can use any of our algorithms above
for this.
Next consider the problem \(\min _{V \in \mathbb{R}^{2 k \times d}}\left\|U^{*} V-\left(A-B^{1}\right)\right\|_{1}\), and let \(U^{*} V^{*}\) be a best \(\ell_{1}\)-low rank- \(2 k\) approximation to \(A-B^{1}\); we later explain why we look at this problem. We can assume \(V^{*}\) is an \(\ell_{1}\) well-conditioned basis [Cla05, \(\left.\mathrm{DDH}^{+} 09\right]\), since we can replace \(U^{*}\) with \(U^{*} R^{-1}\) and \(V^{*}\) with \(R V^{*}\) for any invertible linear transformation \(R\). For any vector \(x\) we then have \(\frac{\|x\|_{1}}{f} \leq\left\|x^{\top} V^{*}\right\|_{1} \leq e\|x\|_{1}\), where \(1 \leq e, f \leq \operatorname{poly}(k)\). This implies all entries of \(U^{*}\) are at most \(2 f\|A-B\|_{1}\), as otherwise one could replace \(U^{*}\) with \(0^{n \times 2 k}\) and reduce the cost. Also, any entry of \(U^{*}\) smaller than \(\frac{\|A-B\|_{1}}{100 \text { enkp }}\) can be replaced with 0 as this incurs additive error \(\frac{\mathrm{OPT}}{100}\). If we round the entries of \(U^{*}\) to integer multiples of \(\frac{\|A-B\|_{1}}{100 \text { enkp }}\), then we only have \(O(e n k p f)\) possibilities for each entry of \(U^{*}\), and still obtain an \(O(1)\)-approximation. We refer to the rounded \(U^{*}\) as \(U^{*}\), abusing notation.

Let \(D\) be a sampling and rescaling matrix with \(O(k \log k)\) non-zero diagonal entries, corresponding to sampling by the Lewis weights of \(U^{*}\). We do not know \(D\), but handle this below. By the triangle inequality, for any \(V\),
\[
\begin{aligned}
\left\|D\left(U^{*} V-\left(A-B^{1}\right)\right)\right\|_{1} & =\left\|D\left(U^{*} V-U^{*} V^{*}\right)\right\|_{1} \pm\left\|D\left(U^{*} V^{*}-\left(A-B^{1}\right)\right)\right\|_{1} \\
& =\Theta(1)\left\|U^{*} V-U^{*} V^{*}\right\|_{1} \pm O(1)\left\|U^{*} V^{*}-\left(A-B^{1}\right)\right\|_{1}
\end{aligned}
\]
where the Lewis weights give \(\left\|D\left(U^{*} V-U^{*} V^{*}\right)\right\|_{1}=\Theta(1)\left\|U^{*} V-U^{*} V^{*}\right\|_{1}\) and a Markov bound gives \(\left\|D\left(U^{*} V^{*}-\left(A-B^{1}\right)\right)\right\|_{1}=O(1)\left\|U^{*} V^{*}-\left(A-B^{1}\right)\right\|_{1}\). Thus, minimizing \(\| D U^{*} V-\) \(D\left(A-B^{1}\right) \|_{1}\) gives a fixed constant factor approximation to the problem \(\min _{V \in \mathbb{R}^{2 k \times d}} \| U^{*} V-\) \(\left(A-B^{1}\right) \|_{1}\). The non-zero diagonal entries of \(D\) can be assumed to be integers between 1 and \(n^{2}\).

We guess the entries of \(D U^{*}\) and note for each entry there are only \(O\left(\operatorname{enkpf} \log \left(n^{2}\right)\right)\)
possibilities. One of our guesses corresponds to Lewis weight sampling by \(U^{*}\). We solve for \(V\) and by the guarantees of Lewis weights, the row span of this \(V\) provides an \(O(1)\) approximation. We can find the corresponding \(U\) via linear programming. As mentioned above, we do not know \(D\), but can enumerate over all \(D\) and all possible \(D U^{*}\). The total time is \(n^{\text {poly (k) }}\).

After finding \(U\), which has \(2 k\) columns, we output the rank- \(3 k\) space formed by the column span of \(\left[U, B^{1}\right]\). By including the column span of \(B^{1}\), we ensure our original transformation of the problem \(\min _{V \in \mathbb{R}^{k \times d}}\left\|U^{*} \cdot V-A\right\|_{1}\) to the problem \(\min _{V \in \mathbb{R}^{2 k \times d}}\left\|U^{*} \cdot V-\left(A-B^{1}\right)\right\|_{1}\) is valid, since we can first use the column span of \(B^{1}\) to replace \(A\) with \(A-B^{1}\). Replacing \(A\) with \(A-B^{1}\) ultimately results in a rank- \(3 k\) output. Had we used \(A\) instead of \(A-B^{1}\) our output would have been rank \(k\) but would have additive error \(\frac{\|A\|_{1}}{\operatorname{poly}(k / \epsilon)}\). If we assume the entries of \(A\) are in \(\{-b,-b+1, \ldots, b\}\), then we can lower bound the cost \(\left\|U^{*} V-A\right\|_{1}\), given that it is non-zero, by \((n d b)^{-O(k)}\) (if it is zero then we output \(A\) ) using Lemma 4.1 in [CW09] and relating entrywise \(\ell_{1}\)-norm to Frobenius norm. We can go through the same arguments above with \(A-B\) replaced by \(A\) and our running time will now be \((n d b)^{\operatorname{poly}(k)}\).

Hard Instances for Cauchy Matrices and More General Sketches: We consider a \(d \times d\) matrix \(A=I_{d}+(\log d) e_{1}^{\top} e\), where \(e_{1}=(1,0, \ldots, 0)\) and \(e=(1,1, \ldots, 1)\) and \(I_{d}\) is the \(d \times d\) identity. For an \(O(k \log k) \times d\) matrix \(S\) of i.i.d. Cauchy random variables, \(S A=S+(\log d) S_{1}^{\top} e\), where \(S_{1}\) is the first column of \(S\). For a typical column of \(S A\), all entries are at most \(\operatorname{poly}(k) \log d\) in magnitude. Thus, in order to approximate the first row of \(A\), which is \((\log d) e\), by \(x^{\top} S A\) for an \(x \in \mathbb{R}^{k \log k}\), we need \(\|x\|_{1} \geq \frac{1}{\operatorname{poly}(k)}\). Also \(\left\|x^{\top} S\right\|_{1}=\Omega\left(\|x\|_{1} d \log d\right)\) with \(1-\exp (-k \log k)\) probability, for \(d\) large enough, so by a net
argument \(\|x\|_{1} \leq \operatorname{poly}(k)\) for all \(x\).

However, there are entries of \(S A\) that are very large, i.e., about one which is \(r=\) \(\Theta(d k \log k)\) in magnitude, and in general about \(2^{i}\) entries about \(r 2^{-i}\) in magnitude. These entries typically occur in columns \(C_{j}\) of \(S A\) for which all other entries in the column are bounded by poly \((k)\) in magnitude. Thus, \(\left|x^{\top} C_{j}\right| \approx r 2^{-i}\) for about \(2^{i}\) columns \(j\). For each such column, if \(r 2^{-i} \gg \log d\), then we incur cost \(\frac{r 2^{-i}}{\operatorname{poly}(k)}\) in approximating the first row of \(A\). In total the cost is \(\frac{r \log r}{\operatorname{poly}(k)}=\frac{d \log d}{\operatorname{poly}(k)}\), but the optimal cost is at most \(d\), giving a \(\frac{\log d}{\operatorname{poly}(k)}\) lower bound. We optimize this to a \(\frac{\log d}{k \log ^{2} k}\) lower bound.

When \(k\) is large this bound deteriorates, but we also show a \(k^{1 / 2-\gamma}\) lower bound for arbitrarily small constant \(\gamma>0\). This bound applies to any oblivious sketching matrix. The idea is similar to our row subset selection lower bound. Let \(A\) be as in our row subset selection lower bound, consider \(S A\), and write \(S=U \Sigma V^{\top}\) in its full SVD. Then \(S A\) is in the row span of the top \(O(k \log k)\) rows of \(V^{\top} A\), since \(\Sigma\) only has \(O(k \log k)\) non-zero singular values. Since the first \(k\) columns of \(A\) are rotationally invariant, \(V^{\top} A\) has first \(k\) columns i.i.d. Gaussian and remaining columns equal to \(V^{\top}\). Call the first \(O(k \log k)\) rows of \(V^{\top} A\) the matrix \(B\). We now try to approximate a row of \(A\) by a vector in the row span \(B\). There are two issues that make this setting different from row subset selection: (1) \(B\) no longer contains an identity submatrix, and (2) the rows of \(B\) depend on the rows of \(A\). We handle the first issue by building nets for subsets of coordinates of \(x^{\top} V^{\top}\) rather than \(x\) as before; since \(\left\|x^{\top} V^{\top}\right\|_{2}=\|x\|_{2}\) similar arguments can be applied. We handle the second issue by observing that if the number of rows of \(B\) is considerably smaller than that of \(A\), then the distribution of \(B\) had we replaced a random row of \(A\) with zeros would be statistically close to i.i.d. Gaussian. Hence, typical rows of \(A\) can be regarded as being independent of
\(B\).

\subsection*{17.1.3 Several Theorem Statements, an Algorithm, and a Roadmap}
```

Algorithm 17.1 Main Meta-Algorithm
procedure L1LowRAnkApprox $(A, n, d, k) \quad \triangleright$ Theorem 17.1.1
Choose sketching matrix $S$ (a Cauchy matrix or a sparse Cauchy matrix.)
Compute $S A$, form $C$ by $C^{i} \leftarrow \arg \min _{x}\left\|x S A-A^{i}\right\|_{1}$. Form $B=C \cdot S A$.
Choose sketching matrices $T_{1}, R, D, T_{2}$ (Cauchy matrices or sparse Cauchy matrices.)
Solve $\min _{X, Y}\left\|T_{1} B R X Y D B T_{2}-T_{1} B T_{2}\right\|_{F}$.
return $B R X, Y D B$.
end procedure

```

Theorem 17.1.1 (Informal Version of Theorem 17.4.6). Given \(A \in \mathbb{R}^{n \times d}\), there is an algorithm which in \(\mathrm{nnz}(A)+(n+d) \cdot \operatorname{poly}(k)\) time, outputs a (factorization of a) rank-k matrix \(A^{\prime}\) such that with probability \(9 / 10,\left\|A^{\prime}-A\right\|_{1} \leq(\log d) \operatorname{poly}(k) \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\).

Theorem 17.1.2 (Informal Version of Theorem 17.4.7). Given \(A \in \mathbb{R}^{n \times d}\), there is an algorithm that takes poly \((n) d^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{2}\right)}\) time and outputs a rank-k matrix \(A^{\prime}\) such that, with probability 9/10, \(\left\|A^{\prime}-A\right\|_{1} \leq \widetilde{O}(k) \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\). In addition, \(A^{\prime}\) is a CUR decomposition.

Theorem 17.1.3 (Informal Version of Theorem 17.6.26). For any \(k \geq 1\), and any constant \(c \geq 1\), let \(n=k^{c}\). There exists a matrix \(A\) such that for any matrix \(A^{\prime}\) in the span of \(n / 2\) rows of \(A,\left\|A^{\prime}-A\right\|_{1}=\Omega\left(k^{0.5-\alpha}\right)_{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\), where \(\alpha>0\) is an arbitrarily small constant.

Road map Section 17.2 introduces some notation and definitions. Section 17.3 includes several useful tools. We provide several \(\ell_{1}\)-low rank approximation algorithms in Section 17.4. Section 17.5 contains the no contraction and no dilation analysis for our main algorithm.

We provide our existential hardness results for Cauchy matrices, row subset selection and oblivious subspace embeddings in Section 17.6.

\subsection*{17.2 Notation}

Let \(\mathbb{N}_{+}\)denote the set of positive integers. For any \(n \in \mathbb{N}_{+}\), let \([n]\) denote the set \(\{1,2, \cdots, n\}\). For any \(p \in[1,2]\), the \(\ell_{p}\)-norm of a vector \(x \in \mathbb{R}^{d}\) is defined as
\[
\|x\|_{p}=\left(\sum_{i=1}^{d}\left|x_{i}\right|^{p}\right)^{1 / p}
\]

For any \(p \in[1,2)\), the \(\ell_{p}\)-norm of a matrix \(A \in \mathbb{R}^{n \times d}\) is defined as
\[
\|A\|_{p}=\left(\sum_{i=1}^{n} \sum_{j=1}^{d}\left|A_{i j}\right|^{p}\right)^{1 / p}
\]

Let \(\|A\|_{F}\) denote the Frobenius norm of matrix \(A\). Let \(\operatorname{nnz}(A)\) denote the number of nonzero entries of \(A\). Let \(\operatorname{det}(A)\) denote the determinant of a square matrix \(A\). Let \(A^{\top}\) denote the transpose of \(A\). Let \(A^{\dagger}\) denote the Moore-Penrose pseudoinverse of \(A\). Let \(A^{-1}\) denote the inverse of a full rank square matrix. We use \(A_{j}\) to denote the \(j^{\text {th }}\) column of \(A\), and \(A^{i}\) to denote the \(i^{\text {th }}\) row of \(A\). For an \(n \times d\) matrix \(A\), for \(S\) a subset of \([n]\) and \(T\) a subset of \([d]\), we let \(A^{S}\) denote the \(|S| \times d\) submatrix of \(A\) with rows indexed by \(S\), while \(A_{T}\) denotes the \(n \times|T|\) submatrix of \(A\) with columns indexed by \(T\), and \(A_{T}^{S}\) denote the \(|S| \times|T|\) submatrix \(A\) with rows in \(S\) and columns in \(T\).

For any function \(f\), we define \(\widetilde{O}(f)\) to be \(f \cdot \log ^{O(1)}(f)\). In addition to \(O(\cdot)\) notation, for two functions \(f, g\), we use the shorthand \(f \lesssim g\) (resp. \(\gtrsim\) ) to indicate that \(f \leq C g\) (resp. \(\geq\) ) for an absolute constant \(C\). We use \(f \approx g\) to mean \(c f \leq g \leq C f\) for constants \(c, C\). We use OPT to denote \(\min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{1}\), unless otherwise specified.

\subsection*{17.3 Preliminaries}

\subsection*{17.3.1 Polynomial system verifier}

Renegar [Ren92a, Ren92b] and Basu et al. [BPR96] independently provided an algorithm for the decision problem for the existential theory of the reals, which is to decide the truth or falsity of a sentence \(\left(x_{1}, \cdots, x_{v}\right) F\left(f_{1}, \cdots, f_{m}\right)\) where \(F\) is a quantifier-free Boolean formula with atoms of the form \(\operatorname{sign}\left(f_{i}\right)=\sigma\) with \(\sigma \in\{0,1,-1\}\). Note that this problem is equivalent to deciding if a given semi-algebraic set is empty or not. Here we formally state that theorem. For a full discussion of algorithms in real algebraic geometry, we refer the reader to [BPR05] and [Bas14].

Theorem 17.3.1 (Decision Problem [Ren92a, Ren92b, BPR96]). Given a real polynomial system \(P\left(x_{1}, x_{2}, \cdots, x_{v}\right)\) having \(v\) variables and \(m\) polynomial constraints
\[
f_{i}\left(x_{1}, x_{2}, \cdots, x_{v}\right) \Delta_{i} 0, \forall i \in[m]
\]
where \(\Delta_{i}\) is any of the "standard relations": \(\{>, \geq,=, \neq, \leq,<\}\), let \(d\) denote the maximum degree of all the polynomial constraints and let \(H\) denote the maximum bitsize of the coefficients of all the polynomial constraints. Then in
\[
(m d)^{O(v)} \operatorname{poly}(H),
\]
time one can determine if there exists a solution to the polynomial system \(P\).

Recently, this technique has been used to solve a number of low-rank approximation and matrix factorization problems [AGKM12, Mad13, CW15a, BDL16, RSW16].

\subsection*{17.3.2 Cauchy and \(p\)-stable transform}

Definition 17.3.1 (Dense Cauchy transform). Let \(S=\sigma \cdot C \in \mathbb{R}^{m \times n}\) where \(\sigma\) is a scalar, and each entry of \(C \in \mathbb{R}^{m \times n}\) is chosen independently from the standard Cauchy distribution. For any matrix \(A \in \mathbb{R}^{n \times d}, S A\) can be computed in \(O(m \cdot \mathrm{nnz}(A))\) time.

Definition 17.3.2 (Sparse Cauchy transform). Let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(\sigma\) is a scalar, \(S \in \mathbb{R}^{m \times n}\) has each column chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and \(C \in \mathbb{R}^{n \times n}\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. For any matrix \(A \in \mathbb{R}^{n \times d}, \Pi A\) can be computed in \(O(\operatorname{nnz}(A))\) time.

Definition 17.3.3 (Dense \(p\)-stable transform). Let \(p \in(1,2)\). Let \(S=\sigma \cdot C \in \mathbb{R}^{m \times n}\) where \(\sigma\) is a scalar, and each entry of \(C \in \mathbb{R}^{m \times n}\) is chosen independently from the standard \(p\)-stable distribution. For any matrix \(A \in \mathbb{R}^{n \times d}, S A\) can be computed in \(O(m \mathrm{nnz}(A))\) time.

Definition 17.3.4 (Sparse \(p\)-stable transform). Let \(p \in(1,2)\). Let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(\sigma\) is a scalar, \(S \in \mathbb{R}^{m \times n}\) has each column chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and \(C \in \mathbb{R}^{n \times n}\) is a diagonal matrix with diagonals chosen independently from the standard \(p\)-stable distribution. For any matrix \(A \in \mathbb{R}^{n \times d}, \Pi A\) can be computed in \(O(\mathrm{nnz}(A))\) time.

\subsection*{17.3.3 Lewis weights}

We follow the exposition of Lewis weights from [CP15].
Definition 17.3.5. For a matrix \(A\), let \(a_{i}\) denote \(i^{\text {th }}\) row of \(A\), and \(a_{i}\left(=\left(A^{i}\right)^{\top}\right)\) is a column vector. The statistical leverage score of a row \(a_{i}\) is
\[
\tau_{i}(A) \stackrel{\text { def }}{=} a_{i}^{\top}\left(A^{\top} A\right)^{-1} a_{i}=\left\|\left(A^{\top} A\right)^{-1 / 2} a_{i}\right\|_{2}^{2} .
\]

For a matrix \(A\) and norm \(p\), the \(\ell_{p}\) Lewis weights \(w\) are the unique weights such that for each row \(i\) we have
\[
w_{i}=\tau_{i}\left(W^{1 / 2-1 / p} A\right)
\]
or equivalently
\[
a_{i}^{\top}\left(A^{\top} W^{1-2 / p} A\right)^{-1} a_{i}=w_{i}^{2 / p}
\]

Lemma 17.3.2 (Lemma 2.4 of [CP15] and Lemma 7 of \(\left[\mathrm{CLM}^{+} 15\right]\) ). Given a matrix \(A \in\) \(\mathbb{R}^{n \times d}, n \geq d\), for any constant \(C>0,4>p \geq 1\), there is an algorithm which can compute \(C\)-approximate \(\ell_{p}\) Lewis weights for every row \(i\) of \(A\) in \(O\left(\left(n n z(A)+d^{\omega} \log d\right) \log n\right)\) time, where \(\omega<2.373\) is the matrix multiplication exponent/Str69, CW87, Wil12].

Lemma 17.3.3 (Theorem 7.1 of [CP15]). Given matrix \(A \in \mathbb{R}^{n \times d}(n \geq d)\) with \(\ell_{p}(4>p \geq\) 1) Lewis weights \(w\), for any set of sampling probabilities \(p_{i}, \sum_{i} p_{i}=N\),
\[
p_{i} \geq f(d, p) w_{i}
\]
if \(S \in \mathbb{R}^{N \times n}\) has each row chosen independently as the \(i^{\text {th }}\) standard basis vector, times \(1 / p_{i}^{1 / p}\), with probability \(p_{i} / N\), then with probability at least 0.999 ,
\[
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\|S A x\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
\]

Furthermore, if \(p=1, N=O(d \log d)\). If \(1<p<2, N=O(d \log d \log \log d)\). If \(2 \leq p<4\), \(N=O\left(d^{p / 2} \log d\right)\).

Given a matrix \(A \in \mathbb{R}^{n \times d}(n \geq d)\), by Lemma 17.3.3 and Lemma 17.3.2, we are able to compute a sampling/rescaling matrix \(S\) in \(O\left(\left(n n z(A)+d^{\omega} \log d\right) \log n\right)\) with \(\widetilde{O}(d)\) nonzero entries such that
\[
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\|S A x\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
\]

Sometimes, \(\operatorname{poly}(d)\) is much smaller than \(\log n\). In this case, we are able to compute the such sampling/rescaling matrix \(S\) in \(n\) poly \((d)\) time in the following way: basically we can run one of the input sparsity \(\ell_{p}\) embedding algorithm (see e.g. [MM13]) to compute a well conditioned basis \(U\) of column span of \(A\) in \(n\) poly \((d)\) time. By sampling according to the well conditioned basis (see e.g. [Cla05, \(\mathrm{DDH}^{+} 09\), Woo14b]), we can compute a sampling/rescaling matrix \(S_{1}\) such that \((1-\epsilon)\|A x\|_{p}^{p} \leq\left\|S_{1} A x\right\|_{p}^{p} \leq(1+\epsilon)\|A x\|_{p}^{p}\) where \(\epsilon \in(0,1)\) is an arbitrary constant. Notice that \(S_{1}\) has poly \((d)\) nonzero entries, thus \(S_{1} A\) has size poly \((d)\). Now, we apply Lewis weights sampling according to \(S_{1} A\), we can get a sampling/rescaling matrix \(S\) such that
\[
\forall x \in \mathbb{R}^{d},\left(1-\frac{1}{3}\right)\left\|S_{1} A x\right\|_{p}^{p} \leq\left\|S S_{1} A x\right\|_{p}^{p} \leq\left(1+\frac{1}{3}\right)\left\|S_{1} A x\right\|_{p}^{p}
\]

It means that
\[
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\left\|S S_{1} A x\right\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
\]

Note that \(S S_{1}\) is still a sampling/rescaling matrix according to \(A\), and the number of non-zero entries is \(\widetilde{O}(d)\). And the total running time is thus \(n \operatorname{poly}(d)\).

\subsection*{17.3.4 Frobenius norm and \(\ell_{2}\) relaxation}

Theorem 17.3.4 (Generalized rank-constrained matrix approximations, Theorem 2 in [FT07]). Given matrices \(A \in \mathbb{R}^{n \times d}, B \in \mathbb{R}^{n \times p}\), and \(C \in \mathbb{R}^{q \times d}\), let the \(S V D\) of \(B\) be \(B=U_{B} \Sigma_{B} V_{B}^{\top}\) and the \(S V D\) of \(C\) be \(C=U_{C} \Sigma_{C} V_{C}^{\top}\). Then,
\[
B^{\dagger}\left(U_{B} U_{B}^{\top} A V_{C} C_{C}^{\top}\right)_{k} C^{\dagger}=\underset{\operatorname{rank}-k}{\arg \min } \| \in \mathbb{R}^{p \times q}\left(\|A-B X C\|_{F},\right.
\]
where \(\left(U_{B} U_{B}^{\top} A V_{C} V_{C}^{\top}\right)_{k} \in \mathbb{R}^{p \times q}\) is of rank at most \(k\) and denotes the best rank-k approximation to \(U_{B} U_{B}^{\top} A V_{C} V_{C}^{\top} \in \mathbb{R}^{p \times d}\) in Frobenius norm.

Claim 17.3.5 ( \(\ell_{2}\) relaxation of \(\ell_{p}\)-regression). Let \(p \in[1,2)\). For any \(A \in \mathbb{R}^{n \times d}\) and \(b \in \mathbb{R}^{n}\), define \(x^{*}=\underset{x \in \mathbb{R}^{d}}{\arg \min }\|A x-b\|_{p}\) and \(x^{\prime}=\underset{x \in \mathbb{R}^{d}}{\arg \min }\|A x-b\|_{2}\). Then,
\[
\left\|A x^{*}-b\right\|_{p} \leq\left\|A x^{\prime}-b\right\|_{p} \leq n^{1 / p-1 / 2} \cdot\left\|A x^{*}-b\right\|_{p}
\]

Proof. The lower bound trivially holds by definition; we will focus on proving the upper bound. Because \(A x-b\) is an \(n\)-dimensional vector, \(\forall x\),
\[
\begin{equation*}
\frac{1}{n^{1 / p-1 / 2}}\|A x-b\|_{p} \leq\|A x-b\|_{2} \leq\|A x-b\|_{p} \tag{17.1}
\end{equation*}
\]

Then,
\[
\begin{aligned}
& \left\|A x^{\prime}-b\right\|_{p} \\
\leq & \\
\leq & \\
\leq & \sqrt{n}\left\|A x^{\prime}-b\right\|_{2}-b \|_{2} \\
\leq & \text { by LHS of Equation }(17.1) \\
\leq & \text { by } x^{\prime}=\underset{x}{\arg \min }\|A x-b\|_{2}^{*}-b \|_{p}
\end{aligned} \quad \text { by RHS of Equation (17.1) }
\]

This completes the proof.

Claim 17.3.6 (Frobenius norm relaxation of \(\ell_{p}\)-low rank approximation). Let \(p \in[1,2)\) and for any matrix \(A \in \mathbb{R}^{n \times d}\), define \(A^{*}=\underset{\operatorname{rank}-k}{\arg \min } B \in \mathbb{R}^{n \times d}\|B-A\|_{p}\) and \(A^{\prime}=\underset{\operatorname{rank}-k}{\arg \min }\left\|\in \mathbb{R}^{n \times d}\right\| B-\) \(A \|_{F}\). Then
\[
\begin{equation*}
\left\|A^{*}-A\right\|_{p} \leq\left\|A^{\prime}-A\right\|_{p} \leq(n d)^{1 / p-1 / 2}\left\|A^{*}-A\right\|_{p} \tag{17.2}
\end{equation*}
\]

Proof. The lower bound of \(\left\|A^{\prime}-A\right\|_{p}\) trivially holds by definition. We show an upper bound of \(\left\|A^{\prime}-A\right\|_{p}\) in the rest of the proof. For any \(A^{\prime}-A \in \mathbb{R}^{n \times d}\), we have
\[
\begin{equation*}
\frac{1}{(n d)^{1 / p-1 / 2}}\left\|A^{\prime}-A\right\|_{p} \leq\left\|A^{\prime}-A\right\|_{F} \leq\left\|A^{\prime}-A\right\|_{p} \tag{17.3}
\end{equation*}
\]

Then,
\[
\begin{aligned}
& \left\|A^{\prime}-A\right\|_{p} \\
\leq & (n d)^{1 / p-1 / 2}\left\|A^{\prime}-A\right\|_{F} \\
\leq & \text { by LHS of Equation (17.3) } \\
\leq & (n d)^{1 / p-1 / 2}\left\|A^{*}-A\right\|_{F}
\end{aligned} \quad \text { by } A^{\prime}=\underset{\text { rank }-k B}{\arg \min }\|B-A\|_{p} .
\]

\subsection*{17.3.5 Converting entry-wise \(\ell_{1}\) and \(\ell_{p}\) objective functions into polynomials}

Claim 17.3.7 (Converting absolute value constraints into variables). Given \(m\) polynomials \(f_{1}(x), f_{2}(x), \cdots, f_{m}(x)\) where \(x \in \mathbb{R}^{v}\), solving the problem
\[
\begin{equation*}
\min _{x \in \mathbb{R}^{v}} \sum_{i=1}^{m}\left|f_{i}(x)\right| \tag{17.4}
\end{equation*}
\]
is equivalent to solving another minimization problem with \(O(m)\) extra constraints and \(m\) extra variables,
\[
\begin{aligned}
& \quad \min _{x \in \mathbb{R}^{v}, \sigma \in \mathbb{R}^{m}} \sum_{i=1}^{m} \sigma_{i} f_{i}(x) \\
& \text { s.t. } \\
& \sigma_{i}^{2}=1, \forall i \in[m] \\
& \\
& \quad f_{i}(x) \sigma_{i} \geq 0, \forall i \in[m] .
\end{aligned}
\]

Claim 17.3.8. (Handling \(\ell_{p}\) ) Given \(m\) polynomials \(f_{1}(x), f_{2}(x), \cdots, f_{m}(x)\) where \(x \in \mathbb{R}^{v}\) and \(p=a / b\) for positive integers \(a\) and \(b\), solving the problem
\[
\begin{equation*}
\min _{x \in \mathbb{R}^{v}} \sum_{i=1}^{m}\left|f_{i}(x)\right|^{p}, \tag{17.5}
\end{equation*}
\]
is equivalent to solving another minimization problem with \(O(m)\) extra constraints and \(O(m)\) extra variables,
\[
\begin{array}{ll} 
& \min _{x \in \mathbb{R}^{v}, \sigma \in \mathbb{R}^{m}} \sum_{i=1}^{m} y_{i} \\
\text { s.t. } & \sigma_{i}^{2}=1, \forall i \in[m] \\
& f_{i}(x) \sigma_{i} \geq 0, \forall i \in[m] \\
& \left(\sigma_{i} f_{i}(x)\right)^{a}=y_{i}^{b}, \forall i \in[m] \\
& y_{i} \geq 0, \forall i \in[m] .
\end{array}
\]

\subsection*{17.3.6 Converting entry-wise \(\ell_{1}\) objective function into a linear program}

Claim 17.3.9. Given any matrix \(A \in \mathbb{R}^{n \times d}\) and matrix \(B \in \mathbb{R}^{k \times d}\), the problem \(\min _{U \in \mathbb{R}^{n \times k}} \| U B\) \(A \|_{1}\) can be solved by solving the following linear program,
\[
\begin{aligned}
& \min _{U \in \mathbb{R}^{n \times k}, x \in \mathbb{R}^{n \times d}} \sum_{i=1}^{n} \sum_{j=1}^{m} x_{i, j} \\
& U_{i} B^{j}-A_{i, j} \leq x_{i, j}, \forall i \in[n], j \in[d] \\
& U_{i} B^{j}-A_{i, j} \geq-x_{i, j}, \forall i \in[n], j \in[d] \\
& x_{i, j} \geq 0, \forall i \in[n], j \in[d],
\end{aligned}
\]
where the number of constraints is \(O(n d)\) and the number of variables is \(O(n d)\).

\section*{17.4 \(\quad \ell_{1}\)-Low Rank Approximation}

This section presents our main \(\ell_{1}\)-low rank approximation algorithms. Section 17.4.1 provides our three existence results. Section 17.4.2 shows an input sparsity algorithm with \(\operatorname{poly}(k) \log ^{2} d \log n\)-approximation ratio. Section 17.4.3 improves the approximation ratio to \(\operatorname{poly}(k) \log d\). Section 17.4.4 explains how to obtain \(\widetilde{O}(k)\) approximation ratio. Section 17.4.5 improves the approximation ratio to \(O(1)\) by outputting a rank- \(3 k\) solution. Section 17.4.6 presents our algorithm for CUR decomposition. Section 17.4.7 includes some useful properties. Our \(\ell_{1}\)-low rank approximation algorithm for a rank- \(r\) (where \(k \leq r \leq(n, d)\) ) matrix is used as a black box (by setting \(r=\operatorname{poly}(k)\) ) in several other algorithms.

\subsection*{17.4.1 Existence results via dense Cauchy transforms, sparse Cauchy transforms, Lewis weights}

The goal of this section is to present the existence results in Corollary 17.4.2. We first provide some bicriteria algorithms in Theorem 17.4.1 which can be viewed as a "warmup". Then the proof of our bicriteria algorithm actually implies the existence results.

Theorem 17.4.1. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any \(k \geq 1\), there exist bicriteria algorithms with running time \(T\) (specified below), which output two matrices \(U \in \mathbb{R}^{n \times m}, V \in \mathbb{R}^{m \times d}\) such that, with probability 9/10,
\[
\|U V-A\|_{1} \leq \alpha \min _{\mathrm{rank}-k}\left\|A_{k}-A\right\|_{1}
\]
(I). Using a dense Cauchy transform,
\(T=\operatorname{poly}(n, d, k), m=O(k \log k), \alpha=O(\sqrt{k \log k} \log d)\).
(II). Using a sparse Cauchy transform,
\(T=\operatorname{poly}(n, d, k), m=O\left(k^{5} \log ^{5} k\right), \alpha=O\left(k^{4.5} \log ^{4.5} k \log d\right)\).
(III). Sampling by Lewis weights,
\(T=(n d)^{\tilde{O}(k)}, m=O(k \log k), \alpha=O(\sqrt{k \log k})\).

The matrices in (I), (II), (III) here, are the same as those in (I), (II), (III), (IV) of Lemma 17.5.5. Thus, they have the properties shown in Section 17.5.2.

Proof. We define
\[
\mathrm{OPT}:=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1} .
\]

We define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution such that \(\left\|U^{*} V^{*}-A\right\|_{1}=\) OPT .
Part (I). Apply the dense Cauchy transform \(S \in \mathbb{R}^{m \times n}\) with \(m=O(k \log k)\) rows, and \(\beta=O(\log d)\).

Part (II). Apply the sparse Cauchy transform \(S\left(=\Pi \in \mathbb{R}^{m \times n}\right)\) with \(m=O\left(k^{5} \log ^{5} k\right)\) rows, and \(\beta=O(\sigma \log d)=O\left(k^{2} \log ^{2} k \log d\right)\).

Part (III). Use \(S\left(=D \in \mathbb{R}^{n \times k}\right)\) to denote an \(n \times n\) matrix which is a sampling and rescaling diagonal matrix according to the Lewis weights of matrix \(U^{*}\). It has \(m=O(k \log k)\) rows, and \(\beta=O(1)\). Sometimes we abuse notation, and should regard \(D\) as a matrix which has size \(m \times n\), where \(m=O(k \log k)\).

We can just replace \(M\) in Lemma 17.5.5 with \(U^{*} V^{*}-A\), replace \(U\) in Lemma 17.5.5 with \(U^{*}\), and replace \(c_{1} c_{2}\) with \(O(\beta)\). So, we can apply Lemma 17.5.5 for \(S\). Then we can plug it in Lemma 17.5.2, we have: with constant probability, for any \(c \geq 1\), for any \(V^{\prime} \in \mathbb{R}^{k \times d}\) which satisfies
\[
\begin{equation*}
\left\|S U^{*} V^{\prime}-S A\right\|_{1} \leq c \cdot \min _{V \in \mathbb{R}^{k \times d}}\left\|S U^{*} V-S A\right\|_{1}, \tag{17.6}
\end{equation*}
\]
it has
\[
\begin{equation*}
\left\|U^{*} V^{\prime}-A\right\|_{1} \leq c \cdot O(\beta)\left\|U^{*} V^{*}-A\right\|_{1} . \tag{17.7}
\end{equation*}
\]

Define \(\widehat{V}_{i}=\underset{V_{i} \in \mathbb{R}^{k}}{\arg \min }\left\|S U^{*} V_{i}-S A_{i}\right\|_{2}\) for each \(i \in[d]\). By using Claim 17.3.5 with
\(n=m\) and \(d=k\), it shows
\[
\begin{aligned}
\left\|S U^{*} \widehat{V}-S A\right\|_{1} & =\sum_{i=1}^{d}\left\|S U^{*} \widehat{V}_{i}-S A_{i}\right\|_{1} \\
& \leq \sum_{i=1}^{d} \sqrt{m}\left\|S U^{*} \widetilde{V}_{i}-S A_{i}\right\|_{1} \\
& =\sqrt{m} \min _{V \in \mathbb{R}^{k \times d}}\left\|S U^{*} V-S A\right\|_{1} .
\end{aligned}
\]
which means \(\widehat{V}\) is a \(\sqrt{m}\)-approximation solution to problem, \(\min _{V \in \mathbb{R}^{k x d}}\left\|S U^{*} V-S A\right\|_{1}\).
Now, let us look into Equation (17.6) and Equation (17.7), we can obtain that
\[
\left\|U^{*} \widehat{V}-A\right\|_{1} \leq \sqrt{m} O(\beta) \mathrm{OPT}
\]

Because \(\widehat{V}_{i}\) is the optimal solution of the \(\ell_{2}\) regression problem, we have
\[
\widehat{V}_{i}=\left(S U^{*}\right)^{\dagger} S A_{i} \in \mathbb{R}^{k}, \forall i \in[d] \text {, which means } \widehat{V}=\left(S U^{*}\right)^{\dagger} S A \in \mathbb{R}^{k \times d}
\]

Plugging \(\widehat{V}\) into original problem, we obtain
\[
\left\|U^{*}\left(S U^{*}\right)^{\dagger} \cdot S A-A\right\|_{1} \leq \sqrt{m} O(\beta) \mathrm{OPT}
\]

It means
\[
\begin{equation*}
\min _{\text {rank }-k \in \mathbb{R}^{n \times m}}\|X S A-A\|_{1} \leq \sqrt{m} O(\beta) \mathrm{OPT} \tag{17.8}
\end{equation*}
\]

If we ignore the constraint on the rank of \(X\), we can get a bicriteria solution:
For part (I), notice that \(X\) is an \(n \times m\) matrix which can be found by using a linear program, because matrices \(S A \in \mathbb{R}^{m \times d}\) and \(A \in \mathbb{R}^{n \times d}\) are known.

For part (II), notice that \(X\) is an \(n \times m\) matrix which can be found by using a linear program, because matrices \(S A \in \mathbb{R}^{m \times d}\) and \(A \in \mathbb{R}^{n \times d}\) are known.

For part (III), notice that \(X\) is an \(n \times m\) matrix which can be found by using a linear program, when the span of rows of \(D A \in \mathbb{R}^{m \times d}\) is known. We assume that \(D\) is known in all the above discussions. But \(D\) is actually unknown. So we need to try all the possible choices of the row span of \(D A\). Since \(D\) samples at most \(m=O(k \log k)\) rows of \(A\), then the total number of choices of selecting \(m\) rows from \(n\) rows is \(\binom{n}{m}=n^{O(k \log k)}\). This completes the proof.

Equation (17.8) in the proof of our bicriteria solution implies the following result,

Corollary 17.4.2. Given \(A \in \mathbb{R}^{n \times d}\), there exists a rank-k matrix \(A^{\prime} \in \mathbb{R}^{n \times d}\) such that \(A^{\prime} \in \operatorname{rowspan}\left(S^{\prime} A\right) \subseteq \operatorname{rowspan}(A)\) and \(\left\|A^{\prime}-A\right\|_{1} \leq \alpha \cdot \min _{\operatorname{rank}-k}\left\|A-A_{k}\right\|_{1}\), where \(S^{\prime} \in \mathbb{R}^{m \times n}\) is a sketching matrix. If \(S^{\prime}\)
(I). indicates the dense Cauchy transform, then \(\alpha=O(\sqrt{k \log k} \log d)\).
(II). indicates the sparse Cauchy transform, then \(\alpha=O\left(k^{4.5} \log ^{4.5} k \log d\right)\).
(III). indicates sampling by Lewis weights, then \(\alpha=O(\sqrt{k \log k})\).

Proof. Define \(\mathrm{OPT}=\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\).
Proof of (I). Choose \(S\) to be a dense Cauchy transform matrix with \(m\) rows, then
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times m}}\|U Z S A-A\|_{1} \leq O(\sqrt{m} \log d) \mathrm{OPT}
\]
where \(m=O(k \log k)\). Choosing \(A^{\prime}=U Z S A\) completes the proof.

Proof of (II). Choose \(\Pi=S D \in \mathbb{R}^{m \times n}\) where \(S \in \mathbb{R}^{m \times n}\) has each column chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and where \(D\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution, then
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times m}}\|U Z \Pi A-A\|_{1} \leq O(\sqrt{m} \sigma \log d) \mathrm{OPT}
\]
where \(m=O\left(k^{5} \log ^{5} k\right)\) and \(\sigma=O\left(k^{2} \log ^{2} k\right)\). Choosing \(A^{\prime}=U Z \Pi A\) completes the proof.

\section*{Proof of (III).}

Choose \(D\) to be the sampling and rescaling matrix corresponding to the Lewis weights of \(U^{*}\), and let it have \(m=O(k \log k)\) nonzero entries on the diagonal, then
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times m}}\|U Z D A-A\|_{1} \leq O(\sqrt{m}) \mathrm{OPT}
\]

Choosing \(A^{\prime}=U Z D A\) completes the proof.
17.4.2 Input sparsity time, \(\operatorname{poly}(k, \log n, \log d)\)-approximation for an arbitrary matrix \(A\)

The algorithm described in this section is actually worse than the algorithm described in the next section. But this algorithm is easy to extend to the distributed and streaming settings (See full version of [SWZ17]).
```

Algorithm 17.2 Input Sparsity Time Algorithm
procedure L1LowRankApproxInputSparsity $(A, n, d, k) \quad \triangleright$ Theorem 17.4.3
Set $s \leftarrow r \leftarrow t_{1} \leftarrow \widetilde{O}\left(k^{5}\right), t_{2} \leftarrow \widetilde{O}(k)$.
Choose sparse Cauchy matrices $S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{d \times r}, T_{1} \in \mathbb{R}^{t_{1} \times n}$.
Choose dense Cauchy matrices $T_{2} \in \mathbb{R}^{d \times t_{2}}$.
Compute $S \cdot A, A \cdot R$ and $T_{1} \cdot A \cdot T_{2}$.
Compute $X Y=\arg \min _{X, Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{F}$.
return $A R X, Y S A$.
end procedure

```

Theorem 17.4.3. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any \(k \geq 1\), there exists an algorithm which takes \(O(\operatorname{nnz}(A))+(n+d) \cdot \operatorname{poly}(k)\) time and outputs two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1} \leq O\left(\operatorname{poly}(k) \log n \log ^{2} d\right) \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
\]
holds with probability 9/10.

Proof. Choose a Cauchy matrix \(S \in \mathbb{R}^{s \times n}\) (notice that \(S\) can be either a dense Cauchy transform matrix or a sparse Cauchy transform matrix). Using Corollary 17.4.2, we have
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times s}}\|U Z S A-A\|_{1} \leq \alpha_{s} \mathrm{OPT}
\]
where \(\alpha_{s}\) is the approximation by using matrix \(S\). If \(S\) is a dense Cauchy transform matrix, then due to Part (I) of Corollary 17.4.2, \(\alpha_{s}=O(\sqrt{k \log k} \log d), s=O(k \log k)\), and computing \(S A\) takes \(O(s \mathrm{nnz}(A))\) time. If \(S\) is a sparse Cauchy transform matrix, then due to Part II of Corollary 17.4.2, \(\alpha_{s}=\widetilde{O}\left(k^{4.5} \log d\right), s=\widetilde{O}\left(k^{5}\right)\), and computing \(S A\) takes nnz \((A)\) time.

We define \(U^{*}, Z^{*}=\arg \min _{U, Z}\|U Z S A-A\|_{1}\). For the fixed \(Z^{*} \in \mathbb{R}^{k \times s}\), choose a Cauchy matrix \(R \in \mathbb{R}^{d \times r}\) (note that \(R\) can be either a dense Cauchy transform matrix or a sparse Cauchy transform matrix) and sketch on the right of \((U Z S A-A)\). If \(R\) is a dense Cauchy transform matrix, then \(\alpha_{r}=O(\log n), r=O(k \log k)\), computing \(A R\) takes \(O(r \cdot \operatorname{nnz}(A))\) time. If \(R\) is a sparse Cauchy transform matrix, then \(\alpha_{r}=\widetilde{O}\left(k^{2}\right) \log n\), \(r=\widetilde{O}\left(k^{5}\right)\), computing \(A R\) takes \(O(\mathrm{nnz}(A))\) time.

Define a row vector \(\widehat{U}^{j}=A^{j} R\left(\left(Z^{*} S A\right) R\right)^{\dagger} \in \mathbb{R}^{k}\). Then
\[
\forall j \in[n],\left\|\widehat{U}^{j} Z^{*} S A R-A^{j} R\right\|_{2}=\min _{x \in \mathbb{R}^{k}}\left\|x^{\top} Z^{*} S A R-A^{j} R\right\|_{2}
\]

Recall that \(r\) is the number of columns of \(R\). Due to Claim 17.3.5,
\[
\sum_{j=1}^{n}\left\|A^{j} R\left(\left(Z^{*} S A\right) R\right)^{\dagger} Z^{*} S A R-A^{j} R\right\|_{1} \leq O(\sqrt{r}) \sum_{j=1}^{n} \min _{U^{j} \in \mathbb{R}^{k}}\left\|U^{j} Z^{*} S A R-A^{j} R\right\|_{1}
\]
which is equivalent to
\[
\left\|A R\left(\left(Z^{*} S A\right) R\right)^{\dagger} Z^{*} S A R-A R\right\|_{1} \leq O(\sqrt{r}) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S A R-A R\right\|_{1}
\]
where \(A R\) is an \(n \times r\) matrix and \(S A\) is an \(s \times d\) matrix.
Using Lemma 17.5.2, we obtain,
\[
\left\|A R\left(\left(Z^{*} S A\right) R\right)^{\dagger} Z^{*} S A-A\right\|_{1} \leq O\left(\sqrt{r} \alpha_{r}\right) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S A-A\right\|_{1}
\]

We define \(X^{*} \in \mathbb{R}^{r \times k}, Y^{*} \in \mathbb{R}^{k \times s}\),
\[
X^{*}, Y^{*}=\underset{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}{\arg \min }\|A R X Y S A-A\|_{1} .
\]

Then,
\[
\begin{aligned}
\left\|A R X^{*} Y^{*} S A-A\right\|_{1} & \leq\left\|A R\left(\left(Z^{*} S A\right) R\right)^{\dagger} Z^{*} S A-A\right\|_{1} \\
& \leq O\left(\sqrt{r} \alpha_{r}\right) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S A-A\right\|_{1} \\
& =O\left(\sqrt{r} \alpha_{r}\right) \min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times s}}\|U Z S A-A\|_{1} \\
& \leq O\left(\sqrt{r} \alpha_{r} \alpha_{s}\right) \mathrm{OPT} .
\end{aligned}
\]

It means that \(A R X^{*}, Y^{*} S A\) gives an \(O\left(\alpha_{r} \alpha_{s} \sqrt{r}\right)\)-approximation to the original problem.
Thus it suffices to use Lemma 17.4.4 to solve
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}
\]
by losing an extra \(\operatorname{poly}(k) \log d\) factor in the approximation ratio.
By using a sparse Cauchy transform (for the place discussing the two options), combining the approximation ratios and running times all together, we can get \(\operatorname{poly}(k) \log (n) \log ^{2}(d)\) approximation ratio with \(O(n n z(A))+(n+d) \operatorname{poly}(k)\) running time. This completes the proof.

Lemma 17.4.4. Given matrices \(A \in \mathbb{R}^{n \times d}, S A \in \mathbb{R}^{s \times n}, R A \in \mathbb{R}^{r \times d}\) where \(S \in \mathbb{R}^{s \times n}\), \(R \in \mathbb{R}^{d \times r}\) with \(\min (n, d) \geq \max (r, s)\). For any \(1 \leq k \leq \min (r, s)\), there exists an algorithm that takes \(O(\mathrm{nnz}(A))+(n+d)\) poly \((s, r, k)\) time to output two matrices \(X^{\prime} \in \mathbb{R}^{r \times k}, Y^{\prime} \in \mathbb{R}^{k \times s}\) such that
\[
\left\|A R X^{\prime} \cdot Y^{\prime} S A-A\right\|_{1} \leq \operatorname{poly}(r, s) \log (d) \min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}
\]
holds with probability at least .999.

Proof. Choose sketching matrices \(T_{1} \in \mathbb{R}^{t_{1} \times n}\) to sketch on the left of ( \(A R X Y S A-A\) ) (note that \(S\) can be either a dense Cauchy transform matrix or a sparse Cauchy transform matrix). If \(T_{1}\) is a dense Cauchy transform matrix, then \(t_{1}=O(r \log r), \alpha_{t_{1}}=O(\log d)\), and computing \(T_{1} A\) takes \(O\left(t_{1} \cdot \operatorname{nnz}(A)\right)\) time. If \(T_{1}\) is a sparse Cauchy transform matrix, then \(t_{1}=\widetilde{O}\left(r^{5}\right)\), \(\alpha_{t_{1}}=\widetilde{O}\left(r^{2}\right) \log d\), and computing \(T_{1} A\) takes \(\mathrm{nnz}(A)\) time.

Choose dense Cauchy matrices \(T_{2}^{\top} \in \mathbb{R}^{t_{2} \times d}\) to sketch on the right of \(T_{1}(A R X Y S A-A)\) with \(t_{2}=O\left(\left(t_{1}+s\right) \log \left(t_{1}+s\right)\right)\). We get the following minimization problem,
\[
\begin{equation*}
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1} . \tag{17.9}
\end{equation*}
\]

Define \(X^{\prime}, Y^{\prime}\) to be the optimal solution of
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{F}
\]

Due to Claim 17.3.6,
\(\left\|T_{1} A R X^{\prime} Y^{\prime} S A T_{2}-T_{1} A T_{2}\right\|_{1} \leq \sqrt{t_{1} t_{2}} \min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}\).

Due to Lemma 17.5.4
\[
\left\|A R X^{\prime} Y^{\prime} S A-A\right\|_{1} \leq \sqrt{t_{1} t_{2}} \alpha_{t_{1}} \log t_{1} \min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}
\]

It remains to solve
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{F}
\]

By using Theorem 17.3.4 and choosing \(T_{1}\) to be a sparse Cauchy transform matrix, we have that the optimal rank- \(k\) solution \(X^{\prime} Y^{\prime}\) is \(\left(T_{1} A R\right)^{\dagger}\left(U_{B} U_{B}^{\top}\left(T_{1} A T_{2}\right) V_{C} V_{C}^{\top}\right)_{k}\left(S A T_{2}\right)\) which can be computed in \(O(\operatorname{nnz}(A))+(n+d)\) poly \((s, r, k)\) time. Here, \(U_{B}\) are the left singular vectors of \(T_{1} A R . V_{C}\) are the right singular vectors of \(S A T_{2}\).

An alternative way of solving Equation (17.9) is using a polynomial system verifier. Note that a polynomial system verifier does not allow absolute value constraints. Using Claim 17.3.7, we are able to remove these absolute value constraints by introducing new constraints and variables. Thus, we can get a better approximation ratio but by spending exponential running time in \(k\). In the previous step, we should always use a dense Cauchy transform to optimize the approximation ratio.

Corollary 17.4.5. Given \(A \in \mathbb{R}^{n \times d}\), there exists an algorithm which takes \(n d \cdot \operatorname{poly}(k)+\) \((n+d) \cdot 2^{\widetilde{O}\left(k^{2}\right)}\) time and outputs two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1} \leq O\left(\operatorname{poly}(k) \log n \log ^{2} d\right) \min _{\operatorname{rank}-k}\left\|A_{k}-A\right\|_{1}
\]
holds with probability 9/10.

The poly \((k)\) factor in the above corollary is much smaller than that in Theorem 17.4.3.

\subsection*{17.4.3 \(\operatorname{poly}(k, \log d)\)-approximation for an arbitrary matrix \(A\)}

In this section, we explain how to get an \(O(\log d) \cdot \operatorname{poly}(k)\) approximation.
```

Algorithm 17.3 poly $(k) \log d$-approximation Algorithm
procedure L1LowRankApproxPolykLogD $(A, n, d, k) \quad \triangleright$ Theorem 17.4.6
Set $s \leftarrow \widetilde{O}\left(k^{5}\right)$.
Choose sparse Cauchy matrices $S \in \mathbb{R}^{s \times n}$ and compute $S \cdot A$.
Implicitly obtain $B=U_{B} V_{B}$ by finding $V_{B}=S A \in \mathbb{R}^{s \times d}$ and $U_{B} \in \mathbb{R}^{n \times s}$ where
$\forall i \in[n]$, row vector $\left(U_{B}\right)^{i}$ gives an $O(1)$ approximation to $\min _{x \in \mathrm{R}^{1 \times s}}\left\|x S A-A^{i}\right\|_{1}$.
$U, V \leftarrow \mathrm{~L} 1 \mathrm{LowRAnkApproxB}\left(U_{B}, V_{B}, n, d, k, s\right) . \quad \triangleright$ Theorem 17.4.19
return $U, V$.
end procedure

```

Intuitively, our algorithm has two stages. In the first stage, we just want to find a low rank matrix \(B\) which is a good approximation to \(A\). Then, we can try to find a rank- \(k\) approximation to \(B\). Since now \(B\) is a low rank matrix, it is much easier to find a rank- \(k\) approximation to \(B\). The procedure L1LowRankApproxB \(\left(U_{B}, V_{B}, n, d, k, s\right)\) corresponds to Theorem 17.4.19.

Theorem 17.4.6. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any \(k \geq 1\), there exists an algorithm which takes \(\operatorname{nnz}(A)+(n+d) \cdot \operatorname{poly}(k)\) time to output two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1} \leq \operatorname{poly}(k) \log d \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{1}
\]
holds with probability 9/10.

Proof. We define
\[
\mathrm{OPT}:=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1} .
\]

The main idea is to replace the given \(n \times d\) matrix \(A\) with another low rank matrix \(B\) which also has size \(n \times d\). Choose \(S \in \mathbb{R}^{s \times n}\) to be a Cauchy matrix, where \(s \leq \operatorname{poly}(k)\) (note that, if \(S\) is a dense Cauchy transform matrix, computing \(S A\) takes \(O(s \mathrm{nnz}(A))\) time, while if \(S\) is a sparse Cauchy transform matrix, computing \(S A\) takes \(O(\mathrm{nnz}(A))\) time). Then \(B\) is obtained by taking each row of \(A\) and replacing it with its closest point (in \(\ell_{1}\)-distance) in the row span of \(S A\). By using Part II of Corollary 17.4.2, we have,
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times s}}\|U Z S A-A\|_{1} \leq O(\sqrt{s} \text { poly }(k) \log d) \mathrm{OPT}
\]

We define \(B\) to be the product of two matrices \(U_{B} \in \mathbb{R}^{n \times s}\) and \(V_{B} \in \mathbb{R}^{s \times d}\). We define \(V_{B}\) to be \(S A\) and \(U_{B}\) to be such that for any \(i \in[n],\left(U_{B}\right)^{i}\) gives an \(O(1)\)-approximation to problem \(\min _{x \in \mathbb{R}^{1 \times s}}\left\|x S A-A^{i}\right\|_{1}\), i.e.,
\[
\left\|\left(U_{B}\right)^{i} S A-A^{i}\right\|_{1} \leq O(1) \min _{x \in \mathbb{R}^{1 \times s}}\left\|x S A-A^{i}\right\|_{1}, \forall i \in[n],
\]
which means
\[
\left\|U_{B} S A-A\right\|_{1} \leq O(1) \min _{X \in \mathbb{R}^{n \times s}}\|X S A-A\|_{1}
\]

For a fixed \(S A \in \mathbb{R}^{s \times d}\), we can compute \(D \in \mathbb{R}^{d \times d}\), which is a sampling and rescaling matrix corresponding to Lewis weights of \((S A)^{\top}\), and let \(m=O(s \log s)\) be the number of nonzero entries on the diagonal of \(D\).

Define \(\widehat{X}=\underset{X \in \mathbb{R}^{n \times s}}{\arg \min }\|X S A D-A D\|_{1}\), thus by Lemma 17.5.5 and Lemma 17.5.2, we have
\[
\|\widehat{X} S A-A\|_{1} \leq O(1) \min _{X \in \mathbb{R}^{n \times s}}\|X S A-A\|_{1} .
\]

Notice that computing Lewis weights takes \(d \operatorname{poly}(s)\) time. We can use \(\ell_{1}\)-regression solver and linear programming to find \(\widehat{X} \in \mathbb{R}^{n \times s}\) in \((n+d)\) poly \((s)\) time. Thus \(U_{B}\) can be found in \(O(\operatorname{nnz}(A))+(n+d)\) poly \((s)\) time.

By the definition of \(B\), it is an \(n \times d\) matrix. Naïvely we can write down \(B\) after finding \(U_{B}\) and \(V_{B}\). The time for writing down \(B\) is \(O(n d)\). To avoid this, we can just keep a factorization \(U_{B}\) and \(V_{B}\). We are still able to run algorithm L1LowRANKApproxB. Because \(s=\operatorname{poly}(k)\), the running time of algorithm L1LowRANKAPPROXB is still \(O(\mathrm{nnz}(A))+(n+\) d) \(\operatorname{poly}(k)\).

By the definition of \(B\), we have that \(B\) has rank at most \(s\). Suppose we then solve \(\ell_{1}\)-low rank approximation problem for rank- \(s\) matrix \(B\), finding a rank- \(k g\)-approximation matrix \(U V\). Due to Lemma 17.4.15, we have that if \(B\) is an \(f\)-approximation solution to \(A\), then \(U V\) is also an \(O(f g)\)-approximation solution to \(A\),
\[
\|U V-A\|_{1} \leq O(\log d) \cdot \operatorname{poly}(k) \cdot g \mathrm{OPT} .
\]

Using Theorem 17.4.19 we have that \(g=\operatorname{poly}(s)\), which completes the proof.

\subsection*{17.4.4 \(\widetilde{O}(k)\)-approximation for an arbitrary matrix \(A\)}
```

Algorithm 17.4 $\widetilde{O}(k)$-approximation Algorithm
procedure L1LowRANKApproxK $(A, n, d, k)$
$\triangleright$ Theorem 17.4.7
$r \leftarrow O(k \log k), m \leftarrow t_{1} \leftarrow O(r \log r), t_{2} \leftarrow O(m \log m)$.
Guess a diagonal matrix $R \in \mathbb{R}^{d \times d}$ with only $r$ s. $\quad$ s selects $r$ columns of
$A \in \mathbb{R}^{n \times d}$.
Compute a sampling and rescaling matrix $D \in \mathbb{R}^{n \times n}, T_{1} \in \mathbb{R}^{n \times n}$ corresponding to
the Lewis weights of $A R$, and let them have $m, t_{1}$ nonzero entries on the diagonals,
respectively.
Compute a sampling and rescaling matrix $T_{2}^{\top} \in \mathbb{R}^{d \times d}$ according to the Lewis weights
of $(D A)^{\top}$, and let it have $t_{2}$ nonzero entries on the diagonal.
Solve $\min _{X, Y}\left\|T_{1} A R X Y D A T_{2}-T_{1} A T_{2}\right\|_{1}$.
Take the best solution $X, Y$ over all guesses of $R$.
return $A R X, Y D A$.
end procedure

```

Theorem 17.4.7. Given matrix \(A \in \mathbb{R}^{n \times d}\), there exists an algorithm that takes poly \((n)\). \(d^{\widetilde{O}(k)} \cdot 2^{\widetilde{O}\left(k^{2}\right)}\) time and outputs two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1} \leq \widetilde{O}(k) \min _{\mathrm{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
\]
holds with probability 9/10.

Proof. We define
\[
\mathrm{OPT}:=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
\]

Let \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) satisfy
\[
\left\|U^{*} V^{*}-A\right\|_{1}=\mathrm{OPT}
\]

Let \(S^{\top} \in \mathbb{R}^{d \times d}\) denote the sampling and rescaling matrix corresponding to the Lewis weights of \(\left(V^{*}\right)^{\top}\), where the number of nonzero entries on the diagonal of \(S\) is \(s=r=\) \(O(k \log k)\). Let \(R^{\top} \in \mathbb{R}^{d \times d}\) denote a diagonal matrix such that \(\forall i \in[d]\), if \(S_{i, i} \neq 0\), then \(R_{i, i}=1\), and if \(S_{i, i}=0\), then \(R_{i, i}=0\). Since rowspan \(\left(R^{\top} A^{\top}\right)=\operatorname{rowspan}\left(S^{\top} A^{\top}\right)\),
\[
\min _{Z \in \mathbb{R}^{m \times k}, V \in \mathbb{R}^{k \times d}}\|A S Z V-A\|_{1}=\min _{Z \in \mathbb{R}^{m \times k}, V \in \mathbb{R}^{k \times d}}\|A R Z V-A\|_{1} .
\]

Combining with Part III of Corollary 17.4.2, there exists a rank- \(k\) solution in the column span of \(A R\), which means,
\[
\begin{equation*}
\min _{Z \in \mathbb{R}^{m \times k}, V \in \mathbb{R}^{k \times d}}\|A R Z V-A\|_{1} \leq O(\sqrt{r}) \mathrm{OPT} \tag{17.10}
\end{equation*}
\]

Because the number of 1 s of \(R\) is \(r\), and the size of the matrix is \(d \times d\), there are \(\binom{d}{r}=d^{\widetilde{O}(k)}\) different choices for locations of 1 s on the diagonal of \(R\). We cannot compute \(R\) directly, but we can guess all the choices of locations of 1 s . Regarding \(R\) as selecting \(r\) columns of \(A\), then there are \(d^{\widetilde{O}(k)}\) choices. There must exist a "correct" way of selecting a subset of columns over all all choices. After trying all of them, we will have chosen the right one.

For a fixed guess \(R\), we can compute \(D \in \mathbb{R}^{n \times n}\), which is a sampling and rescaling matrix corresponding to the Lewis weights of \(A R\), and let \(m=O\left(k \log ^{2} k\right)\) be the number of nonzero entries on the diagonal of \(D\).

By Equation (17.10), there exists a \(W \in \mathbb{R}^{r \times k}\) such that,
\[
\begin{equation*}
\min _{V \in \mathbb{R}^{k \times d}}\|A R W V-A\|_{1} \leq O(\sqrt{r}) \mathrm{OPT} . \tag{17.11}
\end{equation*}
\]

We define \(\widehat{V}_{i}=\underset{V_{i} \in \mathbb{R}^{k \times d}}{\arg \min }\left\|D A R W V_{i}-D A_{i}\right\|_{2}, \forall i \in[d]\), which means \(\widehat{V}_{i}=(D A R W)^{\dagger} D A_{i} \in \mathbb{R}^{k}\). Then \(\widehat{V}=(D A R W)^{\dagger} D A \in \mathbb{R}^{k \times d}\). We define \(V^{*}=\underset{V \in \mathbb{R}^{k \times d}}{\arg \min }\|A R W V-A\|_{1}\). Then, by

Claim 17.3.5, it has
\[
\|D A R W \widehat{V}-D A\|_{1} \leq O(\sqrt{m}) \min _{V \in \mathbb{R}^{k \times d}}\|D A R W V-D A\|_{1}
\]

By applying Lemma 17.5.5, Lemma 17.5.2 and Equation (17.11), we can show
\[
\|A R W \widehat{V}-A\|_{1} \leq O(\sqrt{m})\left\|A R W V^{*}-A\right\|_{1} \leq O(\sqrt{m r}) \mathrm{OPT} \leq \widetilde{O}(k) \mathrm{OPT}
\]

Plugging \(\widehat{V}=(D A R W)^{\dagger} D A\) into \(\|A R W \widehat{V}-A\|_{1}\), we obtain that
\[
\left\|A R W(D A R W)^{\dagger} D A-A\right\|_{1} \leq \widetilde{O}(k) \mathrm{OPT}
\]
and it is clear that,
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times m}}\|A R X Y D A-A\|_{1} \leq\left\|A R W(D A R W)^{\dagger} D A-A\right\|_{1} \leq \widetilde{O}(k) \mathrm{OPT}
\]

Recall that we guessed \(R\), so it is known. We can compute \(T_{1} \in \mathbb{R}^{n \times n}\), which is a sampling and rescaling diagonal matrix corresponding to the Lewis weights of \(A R\), and \(t_{1}=O(r \log r)\) is the number of nonzero entries on the diagonal of \(T_{1}\).

Also, \(D A\) is known, and the number of nonzero entries in \(D\) is \(m=O\left(k \log ^{2} k\right)\). We can compute \(T_{2}^{\top} \in \mathbb{R}^{d \times d}\), which is a sampling and rescaling matrix corresponding to the Lewis weights of \((D A)^{\top}\), and \(t_{2}=O(m \log m)\) is the number of nonzero entries on the diagonal of \(T_{2}\).
\[
\text { Define } X^{*}, Y^{*}=\underset{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times m}}{\arg \min }\left\|T_{1}(A R) X Y(D A) T_{2}-T_{1} A T_{2}\right\|_{1} \text {. Thus, using Lemma 17.5.4, }
\] we have
\[
\left\|(A R) X^{*} Y^{*}(D A)-A\right\|_{1} \leq \widetilde{O}(k) \mathrm{OPT}
\]

To find \(X^{*}, Y^{*}\), we need to solve this minimization problem
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times m}}\left\|T_{1}(A R) X Y(D A) T_{2}-T_{1} A T_{2}\right\|_{1},
\]
which can be solved by a polynomial system verifier (see more discussion in Section 17.3.1 and 17.3.5).

In the next paragraphs, we explain how to solve the above problem by using a polynomial system verifier. Notice that \(T_{1}(A R)\) is known and \((D A) T_{2}\) is also known. First, we create \(r \times k\) variables for the matrix \(X\), i.e., one variable for each entry of \(X\). Second, we create \(k \times m\) variables for matrix \(Y\), i.e., one variable for each entry of \(Y\). Putting it all together and creating \(t_{1} \times t_{2}\) variables \(\sigma_{i, j}, \forall i \in\left[t_{1}\right], j \in\left[t_{2}\right]\) for handling the unknown signs, we write down the following optimization problem
\[
\begin{aligned}
\min _{X, Y} & \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sigma_{i, j}\left(T_{1}(A R) X Y(D A) T_{2}\right)_{i, j} \\
\text { s.t } & \sigma_{i, j}^{2}=1, \forall i \in\left[t_{1}\right], j \in\left[t_{2}\right] \\
& \sigma_{i, j} \cdot\left(T_{1}(A R) X Y(D A) T_{2}\right)_{i, j} \geq 0, \forall i \in\left[t_{1}\right], j \in\left[t_{2}\right] .
\end{aligned}
\]

Notice that the number of constraints is \(O\left(t_{1} t_{2}\right)=\widetilde{O}\left(k^{2}\right)\), the maximum degree is \(O(1)\), and the number of variables \(O\left(t_{1} t_{2}+k m+r k\right)=\widetilde{O}\left(k^{2}\right)\). Thus the running time is,
\[
(\# \text { constraints } \cdot \# \text { degree })^{O(\# \text { variables })}=2^{\widetilde{O}\left(k^{2}\right)} .
\]

To use a polynomial system verifier, we need to discuss the bit complexity. Suppose that all entries are multiples of \(\delta\), and the maximum is \(\Delta\), i.e., each entry
\[
\in\{-\Delta, \cdots,-2 \delta,-\delta, 0, \delta, 2 \delta, \cdots, \Delta\}
\]
and \(\Delta / \delta=2^{\operatorname{poly}(n d)}\). Then the running time is \(O(\operatorname{poly}(\Delta / \delta)) \cdot 2^{\widetilde{O}\left(k^{2}\right)}=\operatorname{poly}(n d) 2^{\widetilde{O}\left(k^{2}\right)}\).
Also, a polynomial system verifier is able to tell us whether there exists a solution in a semi-algebraic set. In order to find the solution, we need to do a binary search over the cost \(C\). In each step of the binary search we use a polynomial system verifier to determine if there exists a solution in,
\[
\begin{aligned}
& \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sigma_{i, j}\left(T_{1}(A R) X Y(D A) T_{2}\right)_{i, j} \leq C \\
& \sigma_{i, j}^{2}=1, \forall i \in\left[t_{1}\right], j \in\left[t_{2}\right] \\
& \sigma_{i, j} \cdot\left(T_{1}(A R) X Y(D A) T_{2}\right)_{i, j} \geq 0, \forall i \in\left[t_{1}\right], j \in\left[t_{2}\right]
\end{aligned}
\]

In order to do binary search over the cost, we need to know an upper bound on the cost and also a lower bound on the minimum nonzero cost. The upper bound on the cost is \(C_{\max }=O(n d \Delta)\), and the minimum nonzero cost is \(C_{\min }=2^{-\Omega(\operatorname{poly}(n d))}\). Thus, the total number of steps for binary search is \(O\left(\log \left(C_{\max } / C_{\min }\right)\right)\). Overall, the running time is
\[
n d^{\widetilde{O}(k)} \cdot 2^{\widetilde{O}\left(k^{2}\right)} \cdot \log (\Delta / \delta) \cdot \log \left(C_{\max } / C_{\min }\right)=\operatorname{poly}(n) d^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{2}\right)}
\]

This completes the proof.

Instead of solving an \(\ell_{1}\) problem at the last step of L1LowRANkApproxK by using a polynomial system verifier, we can just solve a Frobenius norm minimization problem. This slightly improves the running time and pays an extra \(\operatorname{poly}(k)\) factor in the approximation ratio. Thus, we obtain the following corollary,

Corollary 17.4.8. Given matrix \(A \in \mathbb{R}^{n \times d}\), there exists an algorithm that takes poly \((n) \cdot d^{\widetilde{O}(k)}\) time which outputs two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\mid U V-A\left\|_{1} \leq \operatorname{poly}(k) \min _{\text {rank }-k}\right\| A_{k}-A \|_{1}
\]
holds with probability 9/10.

\subsection*{17.4.5 Rank-3k and \(O(1)\)-approximation algorithm for an arbitrary matrix \(A\)}

In this section, we show how to output a rank- \(3 k\) solution that is able to achieve an \(O(1)\)-approximation.
```

Algorithm 17.5 Bicriteria $O(1)$-approximation Algorithm
procedure L1LowRankApproxBicriteria $(A, n, d, k) \quad \triangleright$ Theorem 17.4.9
$U_{B}, V_{B} \leftarrow \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{F}$.
$r \leftarrow O(k \log k)$.
Guess a diagonal matrix $D \in \mathbb{R}^{n \times n}$ with $r$ nonzero entries.
Guess matrix $D U \in \mathbb{R}^{r \times 2 k}$.
Find $V_{A}$ by solving $\min _{V}\|D U V-D(A-B)\|_{1}$.
Find $U_{A}$ by solving $\min _{U}\left\|U V_{A}-(A-B)\right\|_{1}$.
Take the best solution $\left[\begin{array}{ll}U_{A} & U_{B}\end{array}\right],\left[\begin{array}{l}V_{A} \\ V_{B}\end{array}\right]$ over all guesses.
return $\left[\begin{array}{ll}U_{A} & U_{B}\end{array}\right],\left[\begin{array}{l}V_{A} \\ V_{B}\end{array}\right]$.
end procedure

```

Theorem 17.4.9. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any \(k \geq 1\), there exists an algorithm which takes \((n d)^{\widetilde{O}\left(k^{2}\right)}\) time to output two matrices \(U \in \mathbb{R}^{n \times 3 k}, V \in \mathbb{R}^{3 k \times d}\),
\[
\|U V-A\|_{1} \lesssim \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{1}
\]
holds with probability 9/10.

Proof. We define OPT to be
\[
\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-A\|_{1}
\]

Solving the Frobenius norm problem, we can find a factorization of a rank- \(k\) matrix \(B=U_{B} V_{B}\) where \(U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{k \times d}\), and \(B\) satisfies \(\|A-B\|_{1} \leq \alpha_{B}\) OPT for an \(\alpha_{B}=\sqrt{n d}\).

We define \(U^{*} \in \mathbb{R}^{n \times 2 k}, V^{*} \in \mathbb{R}^{2 k \times d}\) to be the optimal solution, i.e.,
\[
U^{*} V^{*}=\underset{U \in \mathbb{R}^{n \times 2 k}, V \in \mathbb{R}^{2 k \times d}}{\arg \min }\|U V-(A-B)\|_{1} .
\]

Let \(D\) be a sampling and rescaling diagonal matrix corresponding to the Lewis weights of \(U^{*}\), and let the number of nonzero entries on the diagonal be \(t=O(k \log k)\).

By Lemma 17.5.5 and Lemma 17.5.2, the solution of \(\min _{V \in \mathbb{R}^{k \times d}}\left\|D U^{*} V-D(A-B)\right\|_{1}\) together with \(U^{*}\) gives an \(O(1)\)-approximation to \(A-B\). In order to compute \(D\) we need to know \(U^{*}\). Although we do not know \(U^{*}\), there still exists a way to figure out the Lewis weights. The idea is the same as in the previous discussion Lemma 17.4.10 "Guessing Lewis weights". By Claim 17.4.11 and Claim 17.4.12, the total number of possible \(D\) is \(n^{O(t)}\).

Lemma 17.4.10 tries to find a rank- \(k\) solution when all the entries in \(A\) are integers at most poly \((n d)\). Here we focus on a bicriteria algorithm that outputs a rank- \(3 k\) matrix without such a strong bit complexity assumption. We can show a better claim 17.4.13, which is that the total number of possible \(D U^{*}\) is \(N^{\widetilde{O}\left(k^{2}\right)}\) where \(N=\operatorname{poly}(n)\) is the number of choices for a single entry in \(U^{*}\).

We explain how to obtain an upper bound on \(N\). Consider the optimum \(\| U^{*} V^{*}-\) \((A-B) \|_{1}\). We can always change the basis so assume \(V^{*}\) is an Auerbach basis (i.e., an \(\ell_{1}\)-well-conditioned basis discussed in Section 17.1), so \(e\|x\|_{1} \geq\left\|x V^{*}\right\|_{1} \geq\|x\|_{1} / f\), where \(e, f=\operatorname{poly}(k)\). Then no entry of \(U^{*}\) is larger than \(2 f\|A-B\|_{1}\), otherwise we could replace \(U^{*}\) with 0 and get a better solution. Also any entry smaller than \(\|A-B\|_{1} /\left(e n k \alpha_{B} 100\right)\) can be replaced with 0 as this will incur additive error at most OPT /100. So if we round to integer multiples of \(\|A-B\|_{1} /\left(e n k \alpha_{B} 100\right)\) we only have \(O\left(e n k \alpha_{B} f\right)\) possibilities for each
entry of \(U^{*}\) and still have an \(O(1)\)-approximation. We will just refer to this rounded \(U^{*}\) as \(U^{*}\), abusing notation.

Let \(\mathcal{U}\) denote the set of all the matrices \(U\) that we guess. From the above discussion, we conclude that, there exists a \(U \in \mathcal{U}\) such that \(\left\|U V^{*}-(A-B)\right\|_{1} \leq O(\mathrm{OPT})\).

For each guess of \(D U^{*}\) and \(D\), we find \(V_{A}, U_{A}\) in the following way. We find \(V_{A}\) by using a linear program to solve,
\[
\min _{V \in \mathbb{R}^{k \times d}}\left\|D U^{*} V-D(A-B)\right\|_{1}
\]

Given \(V_{A}\) and \(A\), we write down a linear program to solve this problem,
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|U V_{A}-(A-B)\right\|_{1},
\]
which takes \(\operatorname{poly}(n d k)\) time. Then we obtain \(U_{A}\).
Recall that \(V_{B}, U_{B}\) are the two factors of \(B\) and it is a rank- \(k, \alpha_{B}\)-approximation solution to \(\min _{U, V}\|U V-A\|_{1}\). Then we have
\[
\left\|\left[\begin{array}{ll}
U_{A} & U_{B}
\end{array}\right]\left[\begin{array}{l}
V_{A} \\
V_{B}
\end{array}\right]-A\right\|_{1}=\left\|U_{A} V_{A}-\left(A-U_{B} V_{B}\right)\right\|_{1}=\left\|U_{A} V_{A}-(A-B)\right\|_{1}
\]

Because there must exist a pair \(U_{A}, V_{A}\) satisfying \(\left\|U_{A} V_{A}-(A-B)\right\|_{1} \leq O(\mathrm{OPT})\), it follows that by taking the best solution \(\left[\begin{array}{ll}U_{A} & U_{B}\end{array}\right]\left[\begin{array}{l}V_{A} \\ V_{B}\end{array}\right]\) over all guesses, we obtain an \(O(1)\) approximation solution.

Overall, the running time is \((n d)^{\widetilde{O}\left(k^{2}\right)}\).
Lemma 17.4.10. Given an \(n \times d\) matrix \(A\) with integers bounded by \(\operatorname{poly}(n)\), for any \(k \geq 1\), there exists an algorithm which takes \((n d)^{\widetilde{O}\left(k^{3}\right)}\) time to output two matrices \(U \in \mathbb{R}^{n \times k}\),
\(V \in \mathbb{R}^{k \times d}\), such that
\[
\|U V-A\|_{1} \lesssim \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{1}
\]

Proof. We define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution, i.e.,
\[
U^{*}, V^{*}=\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-A\|_{1},
\]
and define OPT \(=\left\|U^{*} V^{*}-A\right\|_{1}\).
Let \(D\) denote a sampling and rescaling diagonal matrix corresponding to the Lewis weights of \(U^{*}\), and let the number of nonzero entries on the diagonal be \(t=O(k \log k)\).

By Lemma 17.5.5 and Lemma 17.5.2, the solution to \(\min _{V \in \mathbb{R}^{2 k \times d}}\left\|D U^{*} V-D A\right\|_{1}\) together with \(U^{*}\) gives an \(O(1)\)-approximation to \(A\). In order to compute \(D\), we need to know \(U^{*}\). Although we do not know \(U^{*}\), there still exists a way to figure out the Lewis weights. We call the idea "Guessing Lewis weights". We will explain this idea in the next few paragraphs.

First, we can guess the nonzero entries on the diagonal, because the number of choices is small.

Claim 17.4.11. The number of possible choice of \(\operatorname{supp}(D)\) is at most \(n^{O(t)}\).

Proof. The matrix has dimension \(n \times n\) and the number of nonzero entries is \(t\). Thus the number of possible choices is at most \(\sum_{i=1}^{t}\binom{n}{t}=n^{O(t)}\).

Second, we can guess the value of each probability. For each probability, it is trivially at most 1. If the probability is less than \(1 /(\operatorname{poly}(n) k \log k)\), then we will never sample that row with high probability. It means that we can truncate the probability if it is below that
threshold. We can also round each probability to \(2^{-i}\) which only loses another constant factor in the approximation ratio. Thus, we have:

Claim 17.4.12. The total number of possible \(D\) is \(n^{O(t)}=n^{\widetilde{O}(k)}\).

Since \(\Delta / \delta \leq \operatorname{poly}(n)\) and the entries of \(A\) are in
\[
\{-\Delta,-\Delta+\delta, \ldots,-2 \delta,-\delta, 0, \delta, 2 \delta, \cdots, \Delta-\delta, \Delta\}
\]
we can lower bound the cost of \(\left\|U^{*} V-A\right\|_{1}\) given that it is non-zero by \((n d \Delta / \delta)^{-O(k)}\) (if it is zero then \(A\) has rank at most \(k\) and we output \(A\) ) using Lemma 4.1 in [CW09] and relating entrywise \(\ell_{1}\)-norm to Frobenius norm. We can assume \(V\) is an \(\ell_{1}\) well-conditioned basis, since we can replace \(U^{*}\) with \(U^{*} R^{-1}\) and \(V\) with \(R V\) for any invertible linear transformation \(R\). By properties of such basis, we can discretize the entries of \(U^{*}\) to integer multiples of \((n d \Delta / \delta)^{-O(k)}\) while preserving relative error. Hence we can correctly guess each entry of \(D U^{*}\) in \(\left(n^{O(k)}\right)\) time.

Claim 17.4.13. The total number of possible \(D U^{*}\) is \(n^{\widetilde{O}\left(k^{3}\right)}\).

In the following, let \(D U\) denote a guess of \(D U^{*}\). Now the problem remaining is to solve \(\min _{V \in \mathbb{R}^{k \times d}}\|D U V-D A\|_{1}\). Since we already know \(D A\) can be computed, and we know \(D U\), we can solve this multiple regression problem by running linear programming. Thus the running time of this step is in poly \((n d)\). After we get such a solution \(V\), we use a linear program to solve \(\min _{U \in \mathbb{R}^{n \times k}}\|D U V-D A\|_{1}\). Then we can get \(U\).

After we guess all the choices of \(D\) and \(D U^{*}\), we must find a solution \(U, V\) which gives an \(O(1)\) approximation. The total running time is \(n^{\widetilde{O}(k)} \cdot n^{\widetilde{O}\left(k^{3}\right)} \cdot \operatorname{poly}(n d)=(n d)^{\widetilde{O}\left(k^{3}\right)}\).

\subsection*{17.4.6 CUR decomposition for an arbitrary matrix \(A\)}
```

Algorithm 17.6 CUR Decomposition Algorithm
procedure L1LowRAnkApproxCUR $(A, n, d, k) \quad \triangleright$ Theorem 17.4.14
$U_{B}, V_{B} \leftarrow$ L1LowRankApproxPolykLogd $(A, n, d, k)$.
Let $D_{1} \in \mathbb{R}^{n \times n}$ be the sampling and rescaling diagonal matrix corresponding to the
Lewis weights of $B_{1}=U_{B} \in \mathbb{R}^{n \times k}$, and let $D_{1}$ have $d_{1}=O(k \log k)$ nonzero entries.
Let $D_{2}^{\top} \in \mathbb{R}^{d \times d}$ be the sampling and rescaling diagonal matrix corresponding to the
Lewis weights of $B_{2}^{\top}=\left(\left(D_{1} B_{1}\right)^{\dagger} D_{1} A\right)^{\top} \in \mathbb{R}^{d \times k}$, and let $D_{2}$ have $d_{2}=O(k \log k)$ nonzero
entries.
$C \leftarrow A D_{2}, U \leftarrow\left(B_{2} D_{2}\right)^{\dagger}\left(D_{1} B_{1}\right)^{\dagger}$, and $R \leftarrow D_{1} A$.
return $C, U, R$.
end procedure

```

Theorem 17.4.14. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any \(k \geq 1\), there exists an algorithm which takes \(O(\operatorname{nnz}(A))+(n+d)\) poly \((k)\) time to output three matrices \(C \in \mathbb{R}^{n \times c}\) with columns from \(A, U \in \mathbb{R}^{c \times r}\), and \(R \in \mathbb{R}^{r \times d}\) with rows from \(A\), such that \(\operatorname{rank}(C U R)=k, c=O(k \log k)\), \(r=O(k \log k)\), and
\[
\|C U R-A\|_{1} \leq \operatorname{poly}(k) \log d \min _{\mathrm{rank}-k}\left\|A_{k}-A\right\|_{1},
\]
holds with probability 9/10.

Proof. We define
\[
\mathrm{OPT}:=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
\]

Due to Theorem 17.4.6, we can output two matrices \(U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{k \times d}\) such that \(U_{B} V_{B}\) gives a rank- \(k\), and \(\operatorname{poly}(k) \log d\)-approximation solution to \(A\), i.e.,
\[
\begin{equation*}
\left\|U_{B} V_{B}-A\right\|_{1} \leq \operatorname{poly}(k) \log d \mathrm{OPT} \tag{17.12}
\end{equation*}
\]

By Section 17.3.3, we can compute \(D_{1} \in \mathbb{R}^{n \times n}\) which is a sampling and rescaling matrix corresponding to the Lewis weights of \(B_{1}=U_{B}\) in \(O(n\) poly \((k))\) time, and there are \(d_{1}=\) \(O(k \log k)\) nonzero entries on the diagonal of \(D_{1}\).

Define \(V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution of \(\min _{V \in \mathbb{R}^{k \times d}}\left\|B_{1} V-A\right\|_{1}, \widehat{V}=\left(D_{1} B_{1}\right)^{\dagger} D_{1} A \in\) \(\mathbb{R}^{k \times d}, U_{1} \in \mathbb{R}^{n \times k}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}}\|U \widehat{V}-A\|_{1}\), and \(V^{\prime}\) to be the optimal solution of \(\min _{V \in \mathbb{R}^{k \times d}}\left\|D_{1} A-D_{1} B_{1} V\right\|_{1}\).

By Claim 17.3.5, we have
\[
\left\|D_{1} B_{1} \widehat{V}-D_{1} A\right\|_{1} \leq \sqrt{d_{1}}\left\|D_{1} B_{1} V^{\prime}-D_{1} A\right\|_{1}
\]

Due to Lemma 17.5.5 and Lemma 17.5.2, with constant probability, we have
\[
\left\|B_{1} \widehat{V}-A\right\|_{1} \leq \sqrt{d_{1}} \alpha_{D_{1}}\left\|B_{1} V^{*}-A\right\|_{1}
\]
where \(\alpha_{D_{1}}=O(1)\).
Now, we can show,
\[
\begin{array}{rlr}
\left\|U_{1} \widehat{V}-A\right\|_{1} & \leq\left\|B_{1} \widehat{V}-A\right\|_{1} & \text { by } U_{1}=\underset{U \in \mathbb{R}^{n \times k}}{\arg \min }\|U \widehat{V}-A\|_{1} \\
& \lesssim \sqrt{d_{1}}\left\|B_{1} V^{*}-A\right\|_{1} & \\
& \leq \sqrt{d_{1}}\left\|U_{B} V_{B}-A\right\|_{1} & \\
& \leq \operatorname{poly}(k) \log d \mathrm{OPT} . & \text { by Equation }(17.12) \tag{17.13}
\end{array}
\]

We define \(B_{2}=\widehat{V}\), then we replace \(\widehat{V}\) by \(B_{2} \in \mathbb{R}^{k \times d}\) and look at this objective function,
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{2}-A\right\|_{1},
\]
where \(U^{*}\) denotes the optimal solution. We use a sketching matrix to sketch the RHS of matrix \(U B_{2}-A \in \mathbb{R}^{n \times d}\). Let \(D_{2}^{\top} \in \mathbb{R}^{d \times d}\) denote a sampling and rescaling diagonal matrix corresponding to the Lewis weights of \(B_{2}^{\top} \in \mathbb{R}^{d \times k}\), and let the number of nonzero entries on the diagonal of \(D_{2}\) be \(d_{2}=O(k \log k)\). We define \(\widehat{U}=A D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}, U^{\prime} \in \mathbb{R}^{n \times k}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}}\left\|\left(U B_{2}-A\right) D_{2}\right\|_{1}\). Recall that \(U_{1} \in \mathbb{R}^{n \times k}\) is the optimal of \(\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{2}-A\right\|_{1}\).

By Claim 17.3.5, we have
\[
\left\|\widehat{U} B_{2} D_{2}-A D_{2}\right\|_{1} \leq \sqrt{d_{2}}\left\|U^{\prime} B_{2} D_{2}-A D_{2}\right\|_{1}
\]

According to Lemma 17.5.2 and Lemma 17.5.5, with constant probability,
\[
\left\|\widehat{U} B_{2}-A\right\|_{1} \leq \alpha_{D_{2}} \sqrt{d_{2}}\left\|U_{1} B_{2}-A\right\|_{1},
\]
where \(\alpha_{B_{2}}=O(1)\).
We have
\[
\begin{aligned}
& \left\|\widehat{U} B_{2}-A\right\|_{1} \\
\leq & \sqrt{d_{2}} \alpha_{D_{2}}\left\|U_{1} B_{2}-A\right\|_{1} \\
= & \sqrt{d_{2}} \alpha_{D_{2}}\left\|U_{1} \widehat{V}-A\right\|_{1} \\
\leq & \operatorname{poly}(k) \log (d) \text { OPT } .
\end{aligned} \quad \text { by } B_{2}=\widehat{V}
\]

Notice that \(\widehat{U} B_{2}=A D_{2}\left(B_{2} D_{2}\right)^{\dagger}\left(D_{1} B_{1}\right)^{\dagger} D_{1} A\). Setting
\[
C=A D_{2} \in \mathbb{R}^{n \times d_{2}}, U=\left(B_{2} D_{2}\right)^{\dagger}\left(D_{1} B_{1}\right)^{\dagger} \in \mathbb{R}^{d_{2} \times d_{1}}, \text { and } R=D_{1} A \in \mathbb{R}^{d_{1} \times d}
\]
we get the desired CUR decomposition,
\[
\|\underbrace{A D_{2}}_{C} \cdot \underbrace{\left(B_{2} D_{2}\right)^{\dagger}\left(D_{1} B_{1}\right)^{\dagger}}_{U} \cdot \underbrace{D_{1} A}_{R}-A\|_{1} \leq \operatorname{poly}(k) \log (d) \mathrm{OPT} .
\]
with \(\operatorname{rank}(C U R)=k\). Overall, the running time is \(O(\mathrm{nnz}(A))+(n+d) \operatorname{poly}(k)\).

\subsection*{17.4.7 Rank- \(r\) matrix \(B\)}

\subsection*{17.4.7.1 Properties}

Lemma 17.4.15. Given matrix \(A \in \mathbb{R}^{n \times d}\), let \(\mathrm{OPT}=\min _{\operatorname{rank}-k}\left\|A-A_{k}\right\|_{1}\). For any \(r \geq k\), if rank-r matrix \(B \in \mathbb{R}^{n \times d}\) is an \(f\)-approximation to \(A\), i.e.,
\[
\|B-A\|_{1} \leq f \cdot \mathrm{OPT}
\]
and \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) is a \(g\)-approximation to \(B\), i.e.,
\[
\|U V-B\|_{1} \leq g \cdot \min _{\text {rank }-k}\left\|B_{k}-B\right\|_{1}
\]
then,
\[
\|U V-A\|_{1} \lesssim g f \cdot \mathrm{OPT}
\]

Proof. We define \(\widetilde{U} \in \mathbb{R}^{n \times k}, \widetilde{V} \in \mathbb{R}^{k \times d}\) to be two matrices, such that
\[
\|\widetilde{U} \widetilde{V}-B\|_{1} \leq g \min _{\operatorname{rank}-k B_{k}}\left\|B_{k}-B\right\|_{1}
\]
and also define,
\[
\widehat{U}, \widehat{V}=\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-B\|_{1} \text { and } U^{*}, V^{*}=\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-A\|_{1},
\]

Then,
\[
\begin{array}{rlr}
\|\tilde{U} \tilde{V}-A\|_{1} & \leq\|\widetilde{U} \widetilde{V}-B\|_{1}+\|B-A\|_{1} & \text { by triangle inequality } \\
& \leq g\|\widehat{U} \widehat{V}-B\|_{1}+\|B-A\|_{1} & \text { by definition } \\
& \leq g\left\|U^{*} V^{*}-B\right\|_{1}+\|B-A\|_{1} & \text { by }\|\widehat{U} \widehat{V}-B\|_{1} \leq\left\|U^{*} V^{*}-B\right\|_{1} \\
& \leq g\left\|U^{*} V^{*}-A\right\|_{1}+g\|B-A\|_{1}+\|B-A\|_{1} & \\
& =g \mathrm{OPT}+(g+1)\|B-A\|_{1} & \\
& & \text { by triangle inequality } \\
& \leq g \mathrm{OPT}+(g+1) f \cdot \mathrm{OPT} & \text { by } B \text { is } f \text {-approximation of OPT } \\
& \lesssim g f \mathrm{OPT} . &
\end{array}
\]

This completes the proof.

Lemma 17.4.16. Given a matrix \(B \in \mathbb{R}^{n \times d}\) with rank \(r\), for any \(1 \leq k<r\), for any fixed \(U^{*} \in \mathbb{R}^{n \times k}\), choose a Cauchy matrix \(S\) with \(m=O(r \log r)\) rows and rescaled by \(\Theta(1 / m)\). With probability . 999 for all \(V \in \mathbb{R}^{k \times d}\), we have
\[
\left\|S U^{*} V-S B\right\|_{1} \geq\left\|U^{*} V-B\right\|_{1}
\]

Proof. This follows by definitions in Section 17.5 and Lemma 17.5.15.

Lemma 17.4.17. Given a matrix \(B \in \mathbb{R}^{n \times d}\) with rank \(r\), for any \(1 \leq k<r\), for any fixed \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\), choose a Cauchy matrix \(S\) with \(m\) rows and rescaled by \(\Theta(1 / m)\). We have
\[
\left\|S U^{*} V^{*}-S B\right\|_{1} \leq O(r \log r)\left\|U^{*} V^{*}-B\right\|_{1}
\]
with probability . 999 .

Proof. Let \(U\) denote a well-conditioned basis of \(\left[U^{*} V^{*}, B\right]\), then \(U\) has \(\widetilde{d}=O(r)\) columns. We have
\[
\begin{array}{rlr}
\|S U\|_{1} & =\sum_{i=1}^{\widetilde{d}} \sum_{j=1}^{m}\left|\left(S U_{i}\right)_{j}\right| & \\
& =\sum_{i=1}^{\tilde{d}} \sum_{j=1}^{m}\left|\frac{1}{m} \sum_{l=1}^{n} S_{j, l} U_{l, i}\right| & \\
& =\frac{1}{m} \sum_{i=1}^{\tilde{d}} \sum_{j=1}^{m}\left|c_{i, j}\right| & \text { by } S_{j, l} \sim C(0,1) \\
& =\frac{1}{m} \sum_{i=1}^{\widetilde{d}} \sum_{j=1}^{m}\left\|U_{i}\right\|_{1} \cdot w_{i+(j-1) d}, &
\end{array}
\]
where the last step follows since each \(w_{i}\) can be thought of as a clipped half-Cauchy random variable. Define \(d^{\prime}=m \widetilde{d}\). Define event \(\xi_{i}\) to be the situation when \(w_{i}<D\) (we will choose \(D\) later), and define event \(\xi=\xi_{1} \cap \xi_{2} \cap \cdots \cap \xi_{d^{\prime}}\). Using a similar proof as Lemma 17.5.6, which is also similar to previous work [Ind06, SW11, \(\mathrm{CDMI}^{+}\)13], we obtain that
\[
\operatorname{Pr}\left[\sum_{i=1}^{m}\left\|S U_{i}\right\|_{1} \geq \sum_{i=1}^{m}\left\|U_{i}\right\|_{1} t\right] \lesssim \frac{\log d^{\prime}}{t}+\frac{d^{\prime}}{D}
\]

Choosing \(t=\Theta\left(\log d^{\prime}\right)\) and \(D=\Theta\left(d^{\prime}\right)\), we have
\[
\operatorname{Pr}\left[\sum_{i=1}^{m}\left\|S U_{i}\right\|_{1} \geq \sum_{i=1}^{m}\left\|U_{i}\right\|_{1} O\left(\log d^{\prime}\right)\right] \leq \frac{1}{C}
\]
for a constant \(C\). Condition on the above event. Let \(y=U x\), for some \(x \in \mathbb{R}^{d}\). Then for
any \(y\),
\[
\begin{array}{rlr}
\|S y\|_{1} & =\|S U x\|_{1} & \\
& \leq \sum_{j=1}^{d^{\prime}}\left\|S U_{j} x_{j}\right\|_{1} & \text { by triangle inequality } \\
& =\sum_{j=1}^{d^{\prime}}\left|x_{j}\right| \cdot\left\|S U_{j}\right\|_{1} & \\
& \lesssim\|x\|_{\infty} \log \left(d^{\prime}\right) \sum_{j=1}^{d^{\prime}}\left\|U_{j}\right\|_{1} & \\
& \lesssim r \log r\|y\|_{1} &
\end{array}
\]
where the last step follows by \(\sum_{j=1}^{d^{\prime}}\left\|U_{j}\right\|_{1} \leq d^{\prime}\) and \(\|x\|_{\infty} \leq\|U x\|_{1}=\|y\|_{1}\). Choosing \(C=1000\) completes the proof.

Lemma 17.4.18. Given a matrix \(M \in \mathbb{R}^{n \times d}\) with rank \(O(r)\), choose a random matrix \(S \in \mathbb{R}^{m \times n}\) with each entry drawn from a standard Cauchy distribution and scaled by \(\Theta(1 / m)\). We have that
\[
\|S M\|_{1} \leq O(r \log r)\|M\|_{1},
\]
holds with probability . 999 .

Proof. Let \(U \in \mathbb{R}^{O(r)}\) be the well-conditioned basis of \(M\). Then each column of \(M\) can be expressed by \(U x\) for some \(x\). We then follow the same proof as that of Lemma 17.4.17.

\subsection*{17.4.7.2 \(\operatorname{poly}(k, r)\)-approximation for rank- \(r\) matrix \(B\)}

Theorem 17.4.19. Given a factorization of a rank-r matrix \(B=U_{B} V_{B} \in \mathbb{R}^{n \times d}\), where \(U_{B} \in\) \(\mathbb{R}^{n \times r}, V_{B} \in \mathbb{R}^{r \times d}\), for any \(1 \leq k \leq r\) there exists an algorithm which takes \((n+d) \cdot \operatorname{poly}(k)\)
```

Algorithm 17.7 poly $(r, k)$-approximation Algorithm for Rank- $r$ matrix $B$
procedure L1LowRANkApproxB $\left(U_{B}, V_{B}, n, d, k, r\right)$
$\triangleright$ Theorem 17.4.19
Set $s \leftarrow \widetilde{O}(r), r^{\prime} \leftarrow \widetilde{O}(r), t_{1} \leftarrow \widetilde{O}(r), t_{2} \leftarrow \widetilde{O}(r)$.
Choose dense Cauchy matrices $S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{d \times r^{\prime}}, T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{d \times t_{2}}$.
Compute $S \cdot U_{B} \cdot V_{B}, U_{B} \cdot V_{B} \cdot R$ and $T_{1} \cdot U_{B} \cdot V_{B} \cdot T_{2}$.
Compute $X Y=\arg \min _{X, Y}\left\|T_{1} U_{B} V_{B} R X Y S U_{B} V_{B} T_{2}-T_{1} U_{B} V_{B} T_{2}\right\|_{F}$.
return $U_{B} V_{B} R X, Y S U_{B} V_{B}$.
end procedure

```
time to output two matrices \(U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-B\|_{1} \leq \operatorname{poly}(r) \min _{\text {rank }-k}\left\|B_{k}-B\right\|_{1},
\]
holds with probability 9/10.

Proof. We define
\[
\mathrm{OPT}=\min _{\text {rank }-k}\left\|B_{k}-B\right\|_{1}
\]

Choose \(S \in \mathbb{R}^{s \times n}\) to be a dense Cauchy transform matrix with \(s=O(r \log r)\). Using Lemma 17.4.18, Lemma 17.5.15, and combining with Equation (17.8), we have
\[
\min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times s}}\|U Z S B-B\|_{1} \leq \sqrt{s} O(r \log r) \mathrm{OPT}=O\left(r^{1.5} \log ^{1.5} r\right) \mathrm{OPT}
\]

Let \(\alpha_{s}=O\left(r^{1.5} \log ^{1.5} r\right)\).
We define \(U^{*}, Z^{*}=\underset{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times d}}{\arg \min }\|U Z S B-B\|_{1}\). For the fixed \(Z^{*} \in \mathbb{R}^{k \times s}\), choose a dense Cauchy transform matrix \(R \in \mathbb{R}^{d \times r^{\prime}}\) with \(r^{\prime}=O(r \log r)\) and sketch on the right of \((U Z S B-B)\). We obtain the minimization problem, \(\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S B R-B R\right\|_{1}\).

Define \(\widehat{U}^{j}=B^{j} R\left(\left(Z^{*} S B\right) R\right)^{\dagger} \in \mathbb{R}^{k}, \forall j \in[n]\). Then \(\widehat{U}=B R\left(\left(Z^{*} S B\right) R\right)^{\dagger} \in \mathbb{R}^{n \times k}\). Due to Claim 17.3.5,
\[
\sum_{j=1}^{n}\left\|B^{j} R\left(\left(Z^{*} S B\right) R\right)^{\dagger} Z^{*} S B R-B^{j} R\right\|_{1} \leq O\left(\sqrt{r^{\prime}}\right) \sum_{j=1}^{n} \min _{U^{j} \in \mathbb{R}^{k}}\left\|U^{j} Z^{*} S B R-B^{j} R\right\|_{1}
\]
which is equivalent to
\[
\left\|B R\left(\left(Z^{*} S B\right) R\right)^{\dagger} Z^{*} S B R-B R\right\|_{1} \leq O\left(\sqrt{r^{\prime}}\right) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S B R-B R\right\|_{1}
\]
where \(B R\) is an \(n \times r^{\prime}\) matrix and \(S B\) is an \(s \times d\) matrix. Both of them can be computed in \((n+d) \operatorname{poly}(r)\) time.

Using Lemma 17.5.2, Lemma 17.5.15, Lemma 17.4.18, we obtain,
\[
\left\|B R\left(\left(Z^{*} S B\right) R\right)^{\dagger} Z^{*} S B-B\right\|_{1} \leq O\left(\sqrt{r^{\prime}} \alpha_{r^{\prime}}\right) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S B-B\right\|_{1}
\]
where \(\alpha_{r^{\prime}}=\widetilde{O}(r)\).
We define \(X^{*} \in \mathbb{R}^{r \times k}, Y^{*} \in \mathbb{R}^{k \times s}\),
\[
X^{*}, Y^{*}=\underset{X \in \mathbb{R}^{r^{\prime} \times k}, Y \in \mathbb{R}^{k \times s}}{\arg \min }\|B R X Y S B-B\|_{1} .
\]

Then,
\[
\begin{aligned}
\left\|B R X^{*} Y^{*} S B-B\right\|_{1} & \leq\left\|B R\left(\left(Z^{*} S B\right) R\right)^{\dagger} Z^{*} S B-B\right\|_{1} \\
& \leq O\left(\sqrt{r^{\prime}} \alpha_{r^{\prime}}\right) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z^{*} S B-B\right\|_{1} \\
& =O\left(\sqrt{r^{\prime}} \alpha_{r^{\prime}}\right) \min _{U \in \mathbb{R}^{n \times k}, Z \in \mathbb{R}^{k \times s}}\|U Z S B-B\|_{1} \\
& \leq O\left(\sqrt{r^{\prime}} \alpha_{r^{\prime}} \alpha_{s}\right) \mathrm{OPT} .
\end{aligned}
\]

It means that \(B R X, Y S B\) gives an \(O\left(\alpha_{r^{\prime}} \alpha_{s} \sqrt{r^{\prime}}\right)\)-approximation to the original problem.

Thus it suffices to use Lemma 17.4.20 to solve
\[
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|B R X Y S B-B\|_{1}
\]
by losing an extra \(\operatorname{poly}(r)\) approximation ratio. Therefore, we finish the proof.
Lemma 17.4.20. Suppose we are given \(S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{d \times r^{\prime}}\), and a factorization of a rank-r matrix \(B=U_{B} V_{B} \in \mathbb{R}^{n \times d}\), where \(U_{B} \in \mathbb{R}^{n \times r}, V_{B} \in \mathbb{R}^{r \times d}\). Then for any \(1 \leq k \leq r\), there exists an algorithm which takes \((n+d) \operatorname{poly}\left(r, r^{\prime}, s\right)\) time to output two matrices \(X^{\prime} \in\) \(\mathbb{R}^{r^{\prime \times k}}, Y^{\prime} \in \mathbb{R}^{k \times s}\) such that
\[
\left\|B R X^{\prime} \cdot Y^{\prime} S B-B\right\|_{1} \leq \operatorname{poly}(r) \min _{X \in \mathbb{R}^{r^{\prime} \times k}, Y \in \mathbb{R}^{k \times s}}\|B R X Y S B-B\|_{1}
\]
holds with probability at least . 999 .

Proof. Choosing dense Cauchy matrices \(T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2}^{\top} \in \mathbb{R}^{t_{2} \times d}\) to sketch on both sides, we get the problem
\[
\begin{equation*}
\min _{X \in \mathbb{R}^{r} \times k, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} B R X Y S B T_{2}-T_{1} B T_{2}\right\|_{1} \tag{17.14}
\end{equation*}
\]
where \(t_{1}=\widetilde{O}(r)\) and \(t_{2}=\widetilde{O}(r)\).
Define \(X^{\prime}, Y^{\prime}\) to be the optimal solution of
\[
\min _{X \in \mathbb{R}^{r^{\prime} \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} B R X Y S B T_{2}-T_{1} B T_{2}\right\|_{F}
\]

Define \(\widetilde{X}, \widetilde{Y}\) to the be the optimal solution of
\[
\min _{X \in \mathbb{R}^{r^{\prime} \times k, Y \in \mathbb{R}^{k \times s}}}\|B R X Y S B-B\|_{1}
\]

By Claim 17.3.6,
\(\left\|T_{1} B R X^{\prime} Y^{\prime} S B T_{2}-T_{1} B T_{2}\right\|_{1} \leq \sqrt{t_{1} t_{2}} \min _{X \in \mathbb{R}^{r \prime} \times k, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} B R X Y S B T_{2}-T_{1} B T_{2}\right\|_{1}\).

By Lemma 17.5.4, Lemma 17.4.18 and Lemma 17.5.15, we have
\[
\left\|B R X^{\prime} \cdot Y^{\prime} S B-B\right\|_{1} \leq \sqrt{t_{1} t_{2}} \cdot \widetilde{O}\left(r^{2}\right)\|B R \tilde{X} \cdot \widetilde{Y} S B-B\|_{1}
\]

This completes the proof.

\subsection*{17.5 Contraction and Dilation Bound for \(\ell_{1}\)}

This section presents the essential lemmas for \(\ell_{1}\)-low rank approximation. Section 17.5.1 gives some basic definitions. Section 17.5 .2 shows some properties implied by contraction and dilation bounds. Section 17.5.3 presents the no dilation lemma for a dense Cauchy transform. Section 17.5 .4 and 17.5 .5 presents the no contraction lemma for dense Cauchy transforms. Section 17.5 .6 and 17.5 .7 contains the results for sparse Cauchy transforms and Lewis weights.

\subsection*{17.5.1 Definitions}

Definition 17.5.1. Given a matrix \(M \in \mathbb{R}^{n \times d}\), if matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\|S M\|_{1} \leq c_{1}\|M\|_{1}
\]
then \(S\) has at most \(c_{1}\)-dilation on \(M\).

Definition 17.5.2. Given a matrix \(U \in \mathbb{R}^{n \times k}\), if matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{1} \geq \frac{1}{c_{2}}\|U x\|_{1},
\]
then \(S\) has at most \(c_{2}\)-contraction on \(U\).

Definition 17.5.3. Given matrices \(U \in \mathbb{R}^{n \times k}, A \in \mathbb{R}^{n \times d}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\).
If matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\forall V \in \mathbb{R}^{k \times d},\|S U V-S A\|_{1} \geq \frac{1}{c_{3}}\|U V-A\|_{1}-c_{4}\left\|U V^{*}-A\right\|_{1}
\]
then \(S\) has at most \(\left(c_{3}, c_{4}\right)\)-contraction on \((U, A)\).

Definition 17.5.4. A \(\left(c_{5}, c_{6}\right) \ell_{1}\)-subspace embedding for the column space of an \(n \times k\) matrix \(U\) is a matrix \(S \in \mathbb{R}^{m \times n}\) for which all \(x \in \mathbb{R}^{k}\)
\[
\frac{1}{c_{5}}\|U x\|_{1} \leq\|S U x\|_{1} \leq c_{6}\|U x\|_{1} .
\]

Definition 17.5.5. Given matrices \(U \in \mathbb{R}^{n \times k}, A \in \mathbb{R}^{n \times d}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\). Let \(S \in \mathbb{R}^{m \times n}\). If for all \(c \geq 1\), and if for any \(\widehat{V} \in \mathbb{R}^{k \times d}\) which satisfies
\[
\|S U \widehat{V}-S A\|_{1} \leq c \cdot \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{1}
\]
it holds that
\[
\|U \widehat{V}-A\|_{1} \leq c \cdot c_{7} \cdot\left\|U V^{*}-A\right\|_{1},
\]
then \(S\) provides a \(c_{7}\)-multiple-regression-cost preserving sketch of \((U, A)\).
Definition 17.5.6. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\text {rank }-k X}\|L X N-A\|_{1} .
\]

Let \(S \in \mathbb{R}^{m \times n}\). If for all \(c \geq 1\), and if for any rank \(-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\|S L \widehat{X} N-S A\|_{1} \leq c \cdot \min _{\text {rank }-k X}\|S L X N-S A\|_{1}
\]
it holds that
\[
\|L \widehat{X} N-A\|_{1} \leq c \cdot c_{8} \cdot\left\|L X^{*} N-A\right\|_{1}
\]
then \(S\) provides a \(c_{8}\)-restricted-multiple-regression-cost preserving sketch of \((L, N, A, k)\).

\subsection*{17.5.2 Properties}

Lemma 17.5.1. Given matrices \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\). If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\), i.e.,
\[
\left\|S\left(U V^{*}-A\right)\right\|_{1} \leq c_{1}\left\|U V^{*}-A\right\|_{1}
\]
and it has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{1} \geq \frac{1}{c_{2}}\|U x\|_{1},
\]
then \(S\) has at most \(\left(c_{2}, c_{1}+\frac{1}{c_{2}}\right)\)-contraction on \((U, A)\), i.e.,
\[
\forall V \in \mathbb{R}^{k \times d},\|S U V-S A\|_{1} \geq \frac{1}{c_{2}}\|U V-A\|_{1}-\left(c_{1}+\frac{1}{c_{2}}\right)\left\|U V^{*}-A\right\|_{1},
\]

Proof. Let \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}, S \in \mathbb{R}^{m \times n}\) be the same as that described in the lemma. Then \(\forall V \in \mathbb{R}^{k \times d}\)
\[
\begin{aligned}
\|S U V-S A\|_{1} & \geq\left\|S U V-S U V^{*}\right\|_{1}-\left\|S U V^{*}-S A\right\|_{1} \\
& \geq\left\|S U V-S U V^{*}\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& =\left\|S U\left(V-V^{*}\right)\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& =\sum_{j=1}^{d}\left\|S U\left(V-V^{*}\right)_{j}\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& \geq \sum_{j=1}^{d} \frac{1}{c_{2}}\left\|U\left(V-V^{*}\right)_{j}\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& =\frac{1}{c_{2}}\left\|U V-U V^{*}\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& \geq \frac{1}{c_{2}}\|U V-A\|_{1}-\frac{1}{c_{2}}\left\|U V^{*}-A\right\|_{1}-c_{1}\left\|U V^{*}-A\right\|_{1} \\
& =\frac{1}{c_{2}}\|U V-A\|_{1}-\left(\left(\frac{1}{c_{2}}+c_{1}\right)\left\|U V^{*}-A\right\|_{1}\right) .
\end{aligned}
\]

The first inequality follows by the triangle inequality. The second inequality follows since \(S\) has at most \(c_{1}\) dilation on \(U V^{*}-A\). The third inequality follows since \(S\) has at most \(c_{2}\) contraction on \(U\). The fourth inequality follows by the triangle inequality.

Lemma 17.5.2. Given matrices \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\). If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\), i.e.,
\[
\left\|S\left(U V^{*}-A\right)\right\|_{1} \leq c_{1}\left\|U V^{*}-A\right\|_{1}
\]
and has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{1} \geq \frac{1}{c_{2}}\|U x\|_{1},
\]
then \(S\) provides a \(\left(2 c_{1} c_{2}+1\right)\)-multiple-regression-cost preserving sketch of \((U, A)\), i.e., for all \(c \geq 1\), for any \(\widehat{V} \in \mathbb{R}^{k \times d}\) which satisfies
\[
\|S U \widehat{V}-S A\|_{1} \leq c \cdot \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{1}
\]
it has
\[
\|U \widehat{V}-A\|_{1} \leq c \cdot\left(2 c_{1} c_{2}+1\right) \cdot\left\|U V^{*}-A\right\|_{1}
\]

Proof. Let \(S \in \mathbb{R}^{m \times n}, A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}, V^{*}, \widehat{V} \in \mathbb{R}^{k \times d}\), and \(c\) be the same as stated in the lemma.
\[
\begin{aligned}
\|U \widehat{V}-A\|_{1} & \leq c_{2}\|S U \widehat{V}-S A\|_{1}+\left(1+c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{1} \\
& \leq c_{2} c \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{1}+\left(1+c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{1} \\
& \leq c_{2} c\left\|S U V^{*}-S A\right\|_{1}+\left(1+c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{1} \\
& \leq c_{1} c_{2} c\left\|U V^{*}-A\right\|_{1}+\left(1+c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{1} \\
& \leq c \cdot\left(1+2 c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{1} .
\end{aligned}
\]

The first inequality follows by Lemma 17.5.1. The second inequality follows by the guarantee of \(\widehat{V}\). The fourth inequality follows since \(S\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\). The fifth inequality follows since \(c \geq 1\).

Lemma 17.5.3. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\operatorname{rank}-k X}\|L X N-A\|_{1}
\]

If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(L X^{*} N-A\), i.e.,
\[
\left\|S\left(L X^{*} N-A\right)\right\|_{1} \leq c_{1}\left\|L X^{*} N-A\right\|_{1}
\]
and has at most \(c_{2}\)-contraction on L, i.e.,
\[
\forall x \in \mathbb{R}^{m_{1}}\|S L x\|_{1} \geq\|L x\|_{1}
\]
then \(S\) provides a \(\left(2 c_{1} c_{2}+1\right)\)-restricted-multiple-regression-cost preserving sketch of ( \(\left.L, N, A, k\right)\), i.e., for all \(c \geq 1\), for any rank \(-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\|S L \widehat{X} N-S A\|_{1} \leq c \cdot \min _{\text {rank }-k X}\|S L X N-S A\|_{1}
\]
it holds that
\[
\|L \widehat{X} N-A\|_{1} \leq c \cdot\left(2 c_{1} c_{2}+1\right) \cdot\left\|L X^{*} N-A\right\|_{1}
\]

Proof. Let \(S \in \mathbb{R}^{m \times n}, L \in \mathbb{R}^{n \times m_{1}}, \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}, X^{*} \in \mathbb{R}^{m_{1} \times m_{2}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}\), and
\(c \geq 1\) be the same as stated in the lemma.
\[
\begin{aligned}
\|S L \widehat{X} N-S A\|_{1} & \geq\left\|S L \widehat{X} N-S L X^{*} N\right\|_{1}-\left\|S L X^{*} N-S A\right\|_{1} \\
& \geq \frac{1}{c_{2}}\left\|L\left(\widehat{X} N-X^{*} N\right)\right\|_{1}-c_{1}\left\|L X^{*} N-A\right\|_{1} \\
& \geq \frac{1}{c_{2}}\|L \widehat{X} N-A\|_{1}-\frac{1}{c_{2}}\left\|L X^{*} N-A\right\|_{1}-c_{1}\left\|L X^{*} N-A\right\|_{1} \\
& =\frac{1}{c_{2}}\|L \widehat{X} N-A\|_{1}-\left(\frac{1}{c_{2}}+c_{1}\right)\left\|L X^{*} N-A\right\|_{1}
\end{aligned}
\]

The inequality follows by the triangle inequality. The second inequality follows since \(S\) has at most \(c_{2}\)-contraction on \(L\), and it has at most \(c_{1}\)-dilation on \(L X^{*} N-A\). The third inequality follows by the triangle inequality.

It follows that
\[
\begin{aligned}
\|L \widehat{X} N-A\|_{1} & \leq c_{2}\|S L \widehat{X} N-S A\|_{1}+\left(1+c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{1} \\
& \leq c_{2} c \cdot \min _{\text {rank }-k X}\|S L X N-S A\|_{1}+\left(1+c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{1} \\
& \leq c_{2} c \cdot\left\|S L X^{*} N-S A\right\|_{1}+\left(1+c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{1} \\
& \leq c c_{1} c_{2} \cdot\left\|L X^{*} N-A\right\|_{1}+\left(1+c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{1} \\
& \leq c \cdot\left(1+2 c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{1}
\end{aligned}
\]

The first inequality directly follows from the previous one. The second inequality follows from the guarantee of \(\widehat{X}\). The fourth inequality follows since \(S\) has at most \(c_{1}\) dilation on \(L X^{*} N-A\). The fifth inequality follows since \(c \geq 1\).

Lemma 17.5.4. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\text {rank }-k X}\|L X N-A\|_{1}
\]

Let \(T_{1} \in \mathbb{R}^{t_{1} \times n}\) have at most \(c_{1}\)-dilation on \(L X^{*} N-A\), and at most \(c_{2}\)-contraction on \(L\). Let
\[
\tilde{X}=\arg \min _{\operatorname{rank}-k X}\left\|T_{1} L X N-T_{1} A\right\|_{1}
\]

Let \(T_{2}^{\top} \in \mathbb{R}^{t_{2} \times d}\) have at most \(c_{1}^{\prime}\)-dilation on \(\left(T_{1} L \widetilde{X} N-T_{1} A\right)^{\top}\), and at most \(c_{2}^{\prime}\)-contraction on \(N^{\top}\). Then, for all \(c \geq 1\), for any \(\operatorname{rank}-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-S A) T_{2}\right\|_{1} \leq c \cdot \min _{\text {rank }-k X}\left\|T_{1}(L X N-A) T_{2}\right\|_{1},
\]
it has
\[
\|L \widehat{X} N-A\|_{1} \leq c \cdot\left(2 c_{1} c_{2}+1\right)\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|L X^{*} N-A\right\|_{1} .
\]

Proof. Apply Lemma 17.5.3 for sketch matrix \(T_{2}\). Then for any \(c \geq 1\), any rank \(-k \widehat{X} \in\) \(\mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-A) T_{2}\right\|_{1} \leq c \cdot \min _{\text {rank }-k X}\left\|T_{1}(L X N-A) T_{2}\right\|_{1}
\]
has
\[
\left\|T_{1}(L \widehat{X} N-A)\right\|_{1} \leq c \cdot\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|T_{1}(L \widetilde{X} N-A)\right\|_{1} .
\]

Apply Lemma 17.5 .3 for sketch matrix \(T_{1}\). Then for any \(c \geq 1\), any rank \(-k \widehat{X} \in\) \(\mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-A)\right\|_{1} \leq c\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot \min _{\text {rank }-k}\left\|T_{1}(L \widetilde{X} N-A)\right\|_{1},
\]
has
\[
\|L \widehat{X} N-A\|_{1} \leq c \cdot\left(2 c_{1} c_{2}+1\right)\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|L X^{*} N-A\right\|_{1} .
\]

Lemma 17.5.5. Given matrices \(M \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times t}, d \geq t=\operatorname{rank}(U), n \geq d \geq r=\) \(\operatorname{rank}(M)\), if sketching matrix \(S \in \mathbb{R}^{m \times n}\) is drawn from any of the following probability distributions of matrices, with .99 probability \(S\) has at most \(c_{1}\)-dilation on \(M\), i.e.,
\[
\|S M\|_{1} \leq c_{1}\|M\|_{1}
\]
and \(S\) has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{t},\|S U x\|_{1} \geq \frac{1}{c_{2}}\|U x\|_{1}
\]
where \(c_{1}, c_{2}\) are parameters depend on the distribution over \(S\).
(I) \(S \in \mathbb{R}^{m \times n}\) is a dense Cauchy matrix: a matrix with i.i.d. entries from the standard Cauchy distribution. If \(m=O(t \log t)\), then \(c_{1} c_{2}=O(\log d)\). If \(m=O((t+r) \log (t+\) \(r))\), then \(c_{1} c_{2}=O(\min (\log d, r \log r))\).
(II) \(S \in \mathbb{R}^{m \times n}\) is a sparse Cauchy matrix: \(S=T D\), where \(T \in \mathbb{R}^{m \times n}\) has each column i.i.d. from the uniform distribution on standard basis vectors of \(\mathbb{R}^{m}\), and \(D \in \mathbb{R}^{n \times n}\) is a diagonal matrix with i.i.d. diagonal entries following a standard Cauchy distribution. If \(m=O\left(t^{5} \log ^{5} t\right)\), then \(c_{1} c_{2}=O\left(t^{2} \log ^{2} t \log d\right)\). If \(m=O\left((t+r)^{5} \log ^{5}(t+r)\right)\), then \(c_{1} c_{2}=O\left(\min \left(t^{2} \log ^{2} t \log d, r^{3} \log ^{3} r\right)\right)\).
(III) \(S \in \mathbb{R}^{m \times n}\) is a sampling and rescaling matrix (notation \(S \in \mathbb{R}^{n \times n}\) denotes a diagonal sampling and rescaling matrix with \(m\) non-zero entries): If \(S\) samples and reweights \(m=O(t \log t)\) rows of \(U\), selecting each with probability proportional to the \(i^{\text {th }}\) row's \(\ell_{1}\) Lewis weight and reweighting by the inverse probability, then \(c_{1} c_{2}=O(1)\).

In the above, if we replace \(S\) with \(\sigma \cdot S\) where \(\sigma \in \mathbb{R} \backslash\{0\}\) is any scalar, then the relation between \(m\) and \(c_{1} c_{2}\) can be preserved.

For (I), if \(m=O(t \log t)\), then \(c_{1} c_{2}=O(\log d)\) is implied by Lemma 17.5.15 and Lemma 17.5.7. If \(m=O((t+r) \log (t+r)), c_{1} c_{2}=O(r \log r)\) is implied by [SW11].

For (II), if \(m=O\left(t^{5} \log ^{5} t\right)\), then \(c_{1} c_{2}=O\left(t^{2} \log ^{2} t \log d\right)\) is implied by Corollary 17.5.19 and Lemma 17.5.17. If \(m=O\left((t+r)^{5} \log ^{5}(t+r)\right), c_{1} c_{2}=O\left(r^{3} \log ^{3} r\right)\) is implied by [MM13].

For (III), it is implied by [CP15] and Lemma 17.5.21.

\subsection*{17.5.3 Cauchy embeddings, no dilation}

Lemma 17.5.6. Define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}} \| U V\) \(A \|_{1}\). Choose a Cauchy matrix \(S\) with \(m\) rows and rescaled by \(\Theta(1 / m)\). We have that
\[
\left\|S U^{*} V^{*}-S A\right\|_{1} \leq O(\log d)\left\|U^{*} V^{*}-A\right\|_{1}
\]
holds with probability at least 99/100.

Proof. The proof technique has been used in [Ind06] and [CDMI \(\left.{ }^{+} 13\right]\). Fix the optimal \(U^{*}\) and \(V^{*}\), then
\[
\begin{array}{rlr}
\left\|S U^{*} V^{*}-S A\right\|_{1} & =\sum_{i=1}^{d}\left\|S\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{1} \\
& =\sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} \frac{1}{m} S_{j, l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| & \quad \text { where } S_{j, l} \sim C(0,1) \\
& =\sum_{i=1}^{d} \sum_{j=1}^{m} \frac{1}{m}\left|c_{i, j}\right| \quad \text { where } c_{i, j} \sim C\left(0,\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{1}\right) \\
& =\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{1} \cdot w_{i+d(j-1)} . \quad \text { where } w_{i+d(j-1)} \sim|C(0,1)| \tag{17.15}
\end{array}
\]
where the last step follows since each \(w_{i}\) can be thought of as a clipped half-Cauchy random variable. Define \(d^{\prime}=m d\). Define event \(\xi_{i}\) to be the situation in which \(w_{i}<D\) (we will decide upon \(D\) later \()\), and define event \(\xi=\xi_{1} \cap \xi_{2} \cap \cdots \cap \xi_{d^{\prime}}\). Then it is clear that \(\xi \cap \xi_{i}=\xi, \forall i \in\left[d^{\prime}\right]\).

Using the probability density function (pdf) of a Cauchy and because \(\tan ^{-1} x \leq x\), we can lower bound \(\operatorname{Pr}\left[\right.\) event \(\xi_{i}\) holds \(]\) in the following sense,
\[
\operatorname{Pr}\left[\xi_{i}\right]=\frac{2}{\pi} \tan ^{-1}(D)=1-\frac{2}{\pi} \tan ^{-1}(1 / D) \geq 1-\frac{2}{\pi D} .
\]

By a union bound over all \(i \in\left[d^{\prime}\right]\), we can lower bound \(\operatorname{Pr}[\) event \(\xi\) holds \(]\),
\[
\begin{equation*}
\operatorname{Pr}[\xi] \geq 1-\sum_{i=1}^{d^{\prime}} \operatorname{Pr}\left[\bar{\xi}_{i}\right] \geq 1-\frac{2 d^{\prime}}{\pi D} \tag{17.16}
\end{equation*}
\]

By Bayes rule and \(\xi=\xi \cap \xi_{i}, \operatorname{Pr}\left[\xi \mid \xi_{i}\right] \operatorname{Pr}\left[\xi_{i}\right]=\operatorname{Pr}\left[\xi \cap \xi_{i}\right]=\operatorname{Pr}[\xi]\), which implies that \(\operatorname{Pr}\left[\xi \mid \xi_{i}\right]=\) \(\operatorname{Pr}[\xi] / \operatorname{Pr}\left[\xi_{i}\right]\). First, we can lower bound \(\mathbb{E}\left[w_{i} \mid \xi_{i}\right]\),
\[
\begin{array}{rlr}
\mathbb{E}\left[w_{i} \mid \xi_{i}\right] & =\mathbb{E}\left[w_{i} \mid \xi_{i} \cap \xi\right] \operatorname{Pr}\left[\xi \mid \xi_{i}\right]+\mathbb{E}\left[w_{i} \mid \xi \cap \bar{\xi}\right] \operatorname{Pr}\left[\bar{\xi} \mid \xi_{i}\right] & \\
& \geq \mathbb{E}\left[w_{i} \mid \xi_{i} \cap \xi\right] \operatorname{Pr}\left[\xi \mid \xi_{i}\right] & \text { by } w_{i} \geq 0 \text { and } \operatorname{Pr}[] \geq 0 \\
& =\mathbb{E}\left[w_{i} \mid \xi\right] \operatorname{Pr}\left[\xi \mid \xi_{i}\right] & \text { by } \xi=\xi \cap \xi_{i} .
\end{array}
\]

The above equation implies that
\[
\begin{array}{rlr}
\mathbb{E}\left[w_{i} \mid \xi\right] & \leq \frac{\mathbb{E}\left[w_{i} \mid \xi_{i}\right]}{\operatorname{Pr}\left[\xi \mid \xi_{i}\right]} \\
& =\frac{\mathbb{E}\left[w_{i} \mid \xi_{i}\right] \operatorname{Pr}\left[\xi_{i}\right]}{\operatorname{Pr}\left[\xi \cap \xi_{i}\right]} & \text { by Bayes rule } \operatorname{Pr}\left[\xi \mid \xi_{i}\right] \operatorname{Pr}\left[\xi_{i}\right]=\operatorname{Pr}\left[\xi \cap \xi_{i}\right] \\
& =\frac{\mathbb{E}\left[w_{i} \mid \xi_{i}\right] \operatorname{Pr}\left[\xi_{i}\right]}{\operatorname{Pr}[\xi]} & \text { by } \xi=\xi \cap \xi_{i} .
\end{array}
\]

Using the pdf of a Cauchy, \(\mathbb{E}\left[w_{i} \mid \xi_{i}\right]=\frac{1}{\pi} \log \left(1+D^{2}\right) / \operatorname{Pr}\left[\xi_{i}\right]\) and plugging it into the lower bound of \(\mathbb{E}\left[w_{i} \mid \xi\right]\),
\[
\mathbb{E}\left[w_{i} \mid \xi\right] \leq \frac{\mathbb{E}\left[w_{i} \mid \xi_{i}\right] \operatorname{Pr}\left[\xi_{i}\right]}{\operatorname{Pr}[\xi]}=\frac{\frac{1}{\pi} \log \left(1+D^{2}\right)}{\operatorname{Pr}[\xi]} \leq \frac{\frac{1}{\pi} \log \left(1+D^{2}\right)}{1-\frac{2 d}{\pi D}} \lesssim \log (D),
\]
where the third step follows since \(\operatorname{Pr}[\xi] \geq 1-\frac{2 d^{\prime}}{\pi D}\) and the last step follows by choosing \(D=\Theta\left(d^{\prime}\right)\).

We can conclude
\[
\begin{align*}
\mathbb{E}\left[\left\|S U^{*} V^{*}-S A\right\|_{1} \mid \xi\right] & =\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{1} \cdot \mathbb{E}\left[w_{i+d(j-1)} \mid \xi\right] \\
& \lesssim\left(\log d^{\prime}\right) \cdot\left\|U^{*} V^{*}-A\right\|_{1} . \tag{17.17}
\end{align*}
\]

For simplicity, define \(X=\left\|S U^{*} V^{*}-S A\right\|_{1}\) and \(\gamma=\left\|U^{*} V^{*}-A\right\|_{1}\). By Markov's inequality and because \(\operatorname{Pr}[X \geq \gamma t \mid \bar{\xi}] \leq 1\), we have
\[
\begin{aligned}
& \operatorname{Pr}[X \geq \gamma t] \\
& =\operatorname{Pr}[X \geq \gamma t \mid \xi] \operatorname{Pr}[\xi]+\operatorname{Pr}[X \geq \gamma t \mid \bar{\xi}] \operatorname{Pr}[\bar{\xi}] \\
& \leq \operatorname{Pr}[X \geq \gamma t \mid \xi]+\operatorname{Pr}[\bar{\xi}] \\
& \leq \frac{\mathbb{E}[X \mid \xi]}{\gamma t}+\operatorname{Pr}[\bar{\xi}] \quad \text { by Markov's inequality } \\
& \leq \frac{\mathbb{E}[X \mid \xi]}{\gamma t}+\frac{2 d^{\prime}}{\pi D} \quad \text { by Equation (17.16) } \\
& \lesssim \frac{\log d^{\prime}}{t}+\frac{2 d^{\prime}}{\pi D} \quad \quad \text { by Equation (17.17) } \\
& \leq .01,
\end{aligned}
\]
where choosing \(t=\Theta\left(\log d^{\prime}\right)\) and \(D=\Theta\left(d^{\prime}\right)\). Since \(k \leq d\) and \(m=\operatorname{poly}(k)\), we have \(t=\Theta(\log d)\), which completes the proof.

Lemma 17.5.7. Given any matrix \(M \in \mathbb{R}^{n \times d}\), if matrix \(S \in \mathbb{R}^{m \times n}\) has each entry drawn from an i.i.d. standard Cauchy distribution and is rescaled by \(\Theta(1 / m)\), then
\[
\|S M\|_{1} \leq O(\log d)\|M\|_{1}
\]
holds with probability at least 99/100.

Proof. Just replace the matrix \(U^{*} V^{*}-A\) in the proof of Lemma 17.5.6 with \(M\). Then we can get the result directly.

\subsection*{17.5.4 Cauchy embeddings, no contraction}

We prove that if we choose a Cauchy matrix \(S\), then for a fixed optimal solution \(U^{*}\) of \(\min _{U, V}\|U V-A\|_{1}\), and for all \(V\), we have that with high probability \(\left\|S U^{*} V-S A\right\|_{1}\) is lower bounded by \(\left\|U^{*} V-A\right\|_{1}\) up to some constant.

Lemma 17.5.8. Define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k} V \in \mathbb{R}^{k \times d}} \| U V-\) \(A \|_{1}\), where \(A \in \mathbb{R}^{n \times d}\). Let \(m=O(k \log k), S \in \mathbb{R}^{m \times n}\) be a random matrix with each entry an i.i.d. standard Cauchy random variable, scaled by \(\Theta(1 / m)\). Then with probability at least 0.95,
\[
\forall V \in \mathbb{R}^{k \times d},\left\|U^{*} V-A\right\|_{1} \lesssim\left\|S U^{*} V-S A\right\|_{1}+O(\log (d))\left\|U^{*} V^{*}-A\right\|_{1}
\]

Proof. This follows by Lemmas 17.5.6, 17.5.15, 17.5.1.

\subsection*{17.5.5 Cauchy embeddings, \(k\)-dimensional subspace}

The goal of this section is to prove Lemma 17.5.15.
Before getting into the details, we first give the formal definition of an \((\alpha, \beta) \ell_{1}\) well-conditioned basis and \(\epsilon\)-net.

Definition 17.5.7 ( \(\ell_{1}\) Well-conditioned basis). [ \(\left.\mathrm{DDH}^{+} 09\right]\) A basis \(U\) for the range of \(A\) is \((\alpha, \beta)\)-conditioned if \(\|U\|_{1} \leq \alpha\) and for all \(x \in \mathbb{R}^{k},\|x\|_{\infty} \leq \beta\|U x\|_{1}\). We will say \(U\) is well-conditioned if \(\alpha\) and \(\beta\) are low-degree polynomials in \(k\), independent of \(n\).

Note that a well-conditioned basis implies the following result.

Fact 17.5.9. There exist \(\alpha, \beta \geq 1\) such that,
\[
\forall x \in \mathbb{R}^{k}, \frac{1}{k \beta}\|x\|_{1} \leq\|U x\|_{1} \leq \alpha\|x\|_{1} .
\]

Proof. The lower bound can be proved in the following sense,
\[
\|U x\|_{1} \geq \frac{1}{\beta}\|x\|_{\infty} \geq \frac{1}{\beta} \frac{1}{k}\|x\|_{1},
\]
where the first step follows by the properties of a well-conditioned basis, and the second step follows since \(k\|x\|_{\infty} \geq\|x\|_{1}\). Then we can show an upper bound,
\[
\|U x\|_{1} \leq\|U\|_{1} \cdot\|x\|_{1} \leq \alpha\|x\|_{1}
\]
where the first step follows by \(\|U x\|_{1} \leq\|U\|_{1}\|x\|_{1}\), and the second step follows using \(\|U\|_{1} \leq\) \(\alpha\).

Definition 17.5.8 ( \(\epsilon\)-net). Define \(\mathcal{N}\) to an \(\epsilon\)-net where, for all the \(x \in \mathbb{R}^{k}\) that \(\|x\|_{1}=1\), for any vectors two \(x, x^{\prime} \in \mathcal{N},\left\|x-x^{\prime}\right\|_{1} \geq \epsilon\), for any vector \(y \notin \mathcal{N}\), there exists an \(x \in \mathcal{N}\) such that \(\|x-y\|_{1} \leq \epsilon\). Then the size of \(\mathcal{N}\) is \(\left(\frac{1}{\epsilon}\right)^{O(k)}=2^{O(k \log (1 / \epsilon))}\).

Lemma 17.5.10 (Lemma 6 in [SW11]). There is a constant \(c_{0}>0\) such that for any \(t \geq 1\) and any constant \(c>c_{0}\), if \(S\) is a \(t \times n\) matrix whose entries are i.i.d. standard Cauchy random variables scaled by \(c / t\), then, for any fixed \(y \in \mathbb{R}^{n}\),
\[
\operatorname{Pr}\left[\|S y\|_{1}<\|y\|_{1}\right] \leq 1 / 2^{t}
\]

Lemma 17.5.11. Suppose we are given a well-conditioned basis \(U \in \mathbb{R}^{n \times k}\). If \(S\) is a \(t \times n\) matrix whose entries are i.i.d. standard Cauchy random variables scaled by \(\Theta(1 / t)\), then with probability \(1-2^{-\Omega(t)}\), for all vectors \(x \in \mathcal{N}\) we have that \(\|S U x\|_{1} \geq\|U x\|_{1}\).

Proof. First, using Lemma 17.5.10, we have for any fixed vector \(y \in \mathbb{R}^{n}, \operatorname{Pr}\left[\|S y\|<\|y\|_{1}\right] \leq\) \(1 / 2^{t}\). Second, we can rewrite \(y=U x\). Then for any fixed \(x \in \mathcal{N}, \operatorname{Pr}\left[\|S U x\|<\|U x\|_{1}\right] \leq 1 / 2^{t}\). Third, choosing \(t \gtrsim k \log (1 / \epsilon)\) and taking a union bound over all the vectors in the \(\epsilon\)-net \(\mathcal{N}\) completes the proof.

Lemma 17.5.12 (Lemma 7 in [SW11]). Let \(S\) be a \(t \times n\) matrix whose entries are i.i.d standard Cauchy random variables, scaled by \(c / t\) for a constant \(c\), and \(t \geq 1\). Then there is a constant \(c^{\prime}=c^{\prime}(c)>0\) such that for any fixed set of \(\left\{y_{1}, y_{2}, \cdots, y_{k}\right\}\) of \(d\) vectors in \(\left\{y \in \mathbb{R}^{n}: x \in \mathbb{R}^{k}, U x=y\right\}\),
\[
\operatorname{Pr}\left[\sum_{i=1}^{k}\left\|S y_{i}\right\|_{1} \geq c^{\prime} \log (t k) \sum_{i=1}^{k}\left\|y_{i}\right\|_{1}\right] \leq \frac{1}{1000} .
\]

Using Lemma 17.5.12 and the definition of an \((\alpha, \beta)\) well-conditioned basis, we can show the following corollary.

Corollary 17.5.13. Suppose we are given an \((\alpha, \beta) \ell_{1}\) well-conditioned basis \(U \in \mathbb{R}^{n \times k}\). Choose \(S\) to be an i.i.d. Cauchy matrix with \(t=O(k \log k)\) rows, and rescale each entry by \(\Theta(1 / t)\). Then with probability \(99 / 100\), for all vectors \(x \in \mathbb{R}^{k}\),
\[
\|S U x\|_{1} \leq O(\alpha \beta \log (k)) \cdot\|U x\|_{1}
\]

Proof. Define event \(E\) to be the situation when
\[
\sum_{i=1}^{k}\left\|S U_{i}\right\|_{1}<c^{\prime} \log (t k) \sum_{i=1}^{k}\left\|U_{i}\right\|_{1}
\]
holds, and \(U\) is a well-conditioned basis. Using Lemma 17.5.12, we can show that event \(E\) holds with probability \(999 / 1000\). We condition on Event \(E\) holding. Then for any \(y=U x\) for an \(x \in \mathbb{R}^{k}\), we have
\[
\begin{array}{rlr}
\|S y\|_{1} & =\|S U x\|_{1} & \\
& \leq \sum_{j=1}^{k}\left\|S U_{j} x_{j}\right\|_{1} & \text { by triangle inequality } \\
& =\sum_{j=1}^{k}\left|x_{j}\right| \cdot\left\|S U_{j}\right\|_{1} & \\
& \leq\|x\|_{\infty} c^{\prime} \log (t k) \sum_{j=1}^{k}\left\|U_{j}\right\|_{1} & \text { by Lemma } 17.5 .12 \\
& =\|x\|_{\infty} c^{\prime} \log (t k) \alpha & \text { by }\|U\|_{1}=\sum_{j=1}^{k}\left\|U_{j}\right\|_{1} \leq \alpha \\
& \leq \beta\|U x\|_{1} c^{\prime} \log (t k) \alpha & \text { by }\|x\|_{\infty} \leq \beta\|U x\|_{1} \\
& \leq \beta\|y\|_{1} c^{\prime} \log (t k) \alpha & \text { by } U x=y .
\end{array}
\]

This completes the proof.

Lemma 17.5.14. Given an \((\alpha, \beta) \ell_{1}\) well-conditioned basis, condition on the following two events,
1. For all \(x \in \mathcal{N},\|S U x\|_{1} \geq\|U x\|_{1}\). (Lemma 17.5.10)
2. For all \(x \in \mathbb{R}^{k},\|S U x\|_{1} \leq O(\alpha \beta \log k)\|U x\|_{1}\). (Corollary 17.5.13)

Then, for all \(w \in \mathbb{R}^{k},\|S U w\|_{1} \gtrsim\|U w\|_{1}\).

Proof. For any \(w \in \mathbb{R}^{k}\) we can write it as \(w=\ell \cdot z\) where \(\ell\) is some scalar and \(z\) has \(\|z\|_{1}=1\). Define \(y=\underset{y^{\prime} \in \mathcal{N}}{\arg \min }\left\|y^{\prime}-z\right\|_{1}\).

We first show that if \(U\) is an \((\alpha, \beta)\) well-conditioned basis for \(\ell_{1}\), then \(\|U(y-z)\|_{1} \leq\) \(\alpha \beta k \epsilon\|U y\|_{1}\),
\[
\begin{array}{rr} 
& \|U(y-z)\|_{1} \\
\leq & \\
\leq\|y-z\|_{1} & \text { by }\|U(y-z)\|_{1} \leq \alpha\|y-z\|_{1} \\
\leq & \text { by }\|y-z\|_{1} \leq \epsilon \\
\leq \alpha \epsilon\|y\|_{1} & \text { by }\|y\|_{1}=1 \\
\leq \alpha \epsilon\|U y\|_{1} \beta k & \text { by }\|U y\|_{1} \geq \frac{1}{\beta k}\|y\|_{1} .
\end{array}
\]

Because \(\epsilon<1 /\left(\alpha \beta k^{c+1}\right)\), we have
\[
\begin{equation*}
\|U(y-z)\|_{1} \leq \frac{1}{k^{c}}\|U y\|_{1} . \tag{17.18}
\end{equation*}
\]

Using the triangle inequality, we can lower bound \(\|U y\|_{1}\) by \(\|U z\|_{1}\) up to some constant,
\[
\begin{equation*}
\|U y\|_{1} \geq\|U z\|_{1}-\|U(y-z)\|_{1} \geq\|U z\|_{1}-\frac{1}{k^{c}}\|U y\|_{1} \tag{17.19}
\end{equation*}
\]
which implies
\[
\begin{equation*}
\|U y\|_{1} \geq .99\|U z\|_{1} . \tag{17.20}
\end{equation*}
\]

Thus,
\[
\begin{array}{rr} 
& \|S U z\|_{1} \\
\geq & \|S U y\|_{1}-\|S U(z-y)\|_{1}
\end{array} \text { by triangle inequality }
\]
by rescaling \(z\) to \(w\), we complete the proof.
Lemma 17.5.15. Given matrix \(U \in \mathbb{R}^{n \times k}\), let \(t=O(k \log k)\), and let \(S \in \mathbb{R}^{t \times n}\) be a random matrix with entries drawn i.i.d. from a standard Cauchy distribution, where each entry is rescaled by \(\Theta(1 / t)\). With probability .99,
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{1} \gtrsim\|U x\|_{1} .
\]

Proof. We can compute a well-conditioned basis for \(U\), and denote it \(U^{\prime}\). Then, \(\forall x \in \mathbb{R}^{k}\), there exists \(y \in \mathbb{R}^{k}\) such that \(U x=U^{\prime} y\). Due to Lemma 17.5.14, with probability .99, we have
\[
\forall y \in \mathbb{R}^{k},\left\|S U^{\prime} y\right\|_{1} \gtrsim\left\|U^{\prime} y\right\|_{1} .
\]

\subsection*{17.5.6 Sparse Cauchy transform}

This section presents the proof of two lemmas related to the sparse Cauchy transform. We first prove the no dilation result in Lemma 17.5.16. Then we show how to get the no contraction result in Lemma 17.5.18.

Lemma 17.5.16. Given matrix \(A \in \mathbb{R}^{n \times d}\), let \(U^{*}, V^{*}\) be the optimal solutions of \(\min _{U, V} \| U V-\) \(A \|_{1}\). Let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(S \in \mathbb{R}^{m \times n}\) has each column vector chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), where \(C\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution, and \(\sigma\) is a scalar. Then
\[
\left\|\Pi U^{*} V^{*}-\Pi A\right\|_{1} \lesssim \sigma \cdot \log (m d) \cdot\left\|U^{*} V^{*}-A\right\|_{1}
\]
holds with probability at least . 999 .

Proof. We define \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), as in the statement of the lemma. Then,
\[
\begin{aligned}
& \left\|\Pi\left(U^{*} V^{*}-A\right)\right\|_{1} \\
= & \sum_{i=1}^{d}\left\|S D\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{1} \\
= & \sum_{i=1}^{d}\left\|\left[\begin{array}{cccc}
S_{11} & S_{12} & \cdots & S_{1 n} \\
S_{21} & S_{22} & \cdots & S_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
S_{m 1} & S_{m 2} & \cdots & S_{m n}
\end{array}\right] \cdot\left[\begin{array}{cccc}
c_{1} & 0 & 0 & 0 \\
0 & c_{2} & 0 & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & 0 & c_{n}
\end{array}\right] \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{1} \\
= & \sum_{i=1}^{d}\left\|\left[\begin{array}{cccc}
c_{1} S_{11} & c_{2} S_{12} & \cdots & c_{n} S_{1 n} \\
c_{1} S_{21} & c_{2} S_{22} & \cdots & c_{n} S_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
c_{1} S_{m 1} & c_{2} S_{m 2} & \cdots & c_{n} S_{m n}
\end{array}\right] \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{1} \\
= & \sum_{i=1}^{d}\left\|\sum_{l=1}^{n} c_{l} S_{1 l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}, \sum_{l=1}^{n} c_{l} S_{2 l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}, \cdots, \sum_{l=1}^{n} c_{l} S_{m l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right\|_{1} \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} c_{l} S_{j l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\widetilde{w}_{i j} \cdot \sum_{l=1}^{n}\right| S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l} \| \text { where } \widetilde{w}_{i j} \sim C(0,1) \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| \cdot\left|\widetilde{w}_{i j}\right| \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| \cdot w_{i+(j-1) d} \text { where } w_{i+(j-1) d} \sim|C(0,1)|,
\end{aligned}
\]
where the last step follows since each \(w_{i}\) can be thought of as a clipped half-Cauchy random variable. Define \(d^{\prime}=m d\). Define event \(\xi_{i}\) to be the situation when \(w_{i}<D\) (we will decide upon \(D\) later \()\). Define event \(\xi=\xi_{1} \cap \xi_{2} \cap \cdots \cap \xi_{d^{\prime}}\). By choosing \(D=\Theta\left(d^{\prime}\right)\), we can conclude
that,
\[
\begin{aligned}
\mathbb{E}\left[\left\|\Pi U^{*} V^{*}-\Pi A\right\|_{1} \mid \xi\right] & =\sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| \cdot \mathbb{E}\left[w_{i+(j-1) d} \mid \xi\right] \\
& \lesssim \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right| \cdot \log \left(d^{\prime}\right) \\
& =\sum_{i=1}^{d} \sum_{l=1}^{n}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|_{1} \cdot \log \left(d^{\prime}\right) \\
& =\log \left(d^{\prime}\right) \cdot\left\|U^{*} V^{*}-A\right\|_{1}
\end{aligned}
\]
where the third step follows from \(\sum_{j=1}^{m}\left|S_{j l}\right|=1, \forall l \in[n]\).
Thus, we can show that
\[
\operatorname{Pr}\left[\left\|\Pi U^{*} V^{*}-\Pi A\right\|_{1} \lesssim \log \left(d^{\prime}\right)\left\|U^{*} V^{*}-A\right\|_{1}\right] \geq 0.999
\]

Lemma 17.5.17. Given any matrix \(M \in \mathbb{R}^{n \times d}\). Let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(S \in \mathbb{R}^{m \times n}\) has each column vector chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), where \(C\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution, and \(\sigma\) is a scalar. Then
\[
\|\Pi M\|_{1} \lesssim \sigma \cdot \log (m d) \cdot\|M\|_{1}
\]
holds with probability at least . 999 .

Proof. Just replace the matrix \(U^{*} V^{*}-A\) in the proof of Lemma 17.5.16 with \(M\). Then we can get the result directly.

We already provided the proof of Lemma 17.5.16. It remains to prove Lemma 17.5.18.

Lemma 17.5.18. Given matrix \(A \in \mathbb{R}^{n \times d}\), let \(U^{*}, V^{*}\) be the optimal solution of \(\min _{U, V} \| U V-\) \(A \|_{1}\). Let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(S \in \mathbb{R}^{m \times n}\) has each column vector chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and where \(C\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. Then with probability at least .999 , for all \(V \in \mathbb{R}^{k \times d}\),
\[
\left\|\Pi U^{*} V-\Pi A\right\|_{1} \geq\left\|U^{*} V-A\right\|_{1}-O(\sigma \cdot \log (m d))\left\|U^{*} V^{*}-A\right\|_{1}
\]

Notice that \(m=O\left(k^{5} \log ^{5} k\right)\) and \(\sigma=O\left(k^{2} \log ^{2} k\right)\) according to Theorem 2 in [MM13].

We start by using Theorem 2 in [MM13] to generate the following Corollary.

Corollary 17.5.19. Given \(U \in \mathbb{R}^{n \times k}\) with full column rank, let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\) where \(S \in \mathbb{R}^{m \times n}\) has each column chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and where \(C \in \mathbb{R}^{n \times n}\) is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. Then with probability .999, for all \(x \in \mathbb{R}^{k}\), we have
\[
\|\Pi U x\|_{1} \geq\|U x\|_{1} .
\]

Notice that \(m=O\left(k^{5} \log ^{5} k\right)\) and \(\sigma=O\left(k^{2} \log ^{2} k\right)\) according to Theorem 2 in [MM13].

We give the proof of Lemma 17.5.18.

Proof. Follows by Corollary 17.5.19, Lemma 17.5.16, Lemma 17.5.1.

\subsection*{17.5.7 \(\ell_{1}\)-Lewis weights}

In this section we show how to use Lewis weights to get a better dilation bound. The goal of this section is to prove Lemma 17.5.24 and Lemma 17.5.23. Notice that our algorithms in Section 17.4 use Lewis weights in several different ways. The first way is using Lewis weights to show an existence result, which means we only need an existential result for Lewis weights. The second way is only guessing the nonzero locations on the diagonal of a sampling and rescaling matrix according to the Lewis weights. The third way is guessing the values on the diagonal of a sampling and rescaling matrix according to the Lewis weights. The fourth way is computing the Lewis weights for a known low dimensional \(\operatorname{matrix}(n \times \operatorname{poly}(k)\) or \(\operatorname{poly}(k) \times d)\). We usually do not need to optimize the running time of computing Lewis weights for a low-rank matrix to have input-sparsity time.

Claim 17.5.20. Given matrix \(A \in \mathbb{R}^{n \times d}\), let \(B=U^{*} V^{*}-A\). For any distribution \(p=\) \(\left(p_{1}, p_{2}, \ldots, p_{n}\right)\) define random variable \(X\) such that \(X=\left\|B_{i}\right\|_{1} / p_{i}\) with probability \(p_{i}\). Then take any \(m\) independent samples \(X^{1}, X^{2}, \ldots, X^{m}\), let \(Y=\frac{1}{m} \sum_{j=1}^{m} X^{j}\). We have
\[
\operatorname{Pr}\left[Y \leq 1000\|B\|_{1}\right] \geq .999
\]

Proof. We can compute the expectation of \(X^{j}\), for any \(j \in[m]\)
\[
\mathbb{E}\left[X^{j}\right]=\sum_{i=1}^{n} \frac{\left\|B_{i}\right\|_{1}}{p_{i}} \cdot p_{i}=\|B\|_{1}
\]

Then, \(\mathbb{E}[Y]=\frac{1}{m} \sum_{j=1}^{m} \mathbb{E}\left[X^{j}\right]=\|B\|_{1}\). Using Markov's inequality, we have
\[
\operatorname{Pr}\left[Y \geq 1000\|B\|_{1}\right] \leq .001
\]

Lemma 17.5.21. Given matrix \(M \in \mathbb{R}^{n \times d}\), let \(S \in \mathbb{R}^{n \times n}\) be any sampling and rescaling diagonal matrix. Then with probability at least .999,
\[
\|S M\|_{1} \lesssim\|M\|_{1} .
\]

Proof. Just replace the matrix \(B\) in the proof of Claim 17.5.20 with \(M\). Then we can get the result directly.

Using Theorem 1.1 of [CP15], we have the following result,

Claim 17.5.22. Given matrix \(A \in \mathbb{R}^{n \times d}\), for any fixed \(U^{*} \in \mathbb{R}^{n \times k}\) and \(V^{*} \in \mathbb{R}^{k \times d}\), choose \(D \in \mathbb{R}^{n \times n}\) to be the sampling and rescaling diagonal matrix with \(m=O(k \log k)\) nonzeros according to the Lewis weights of \(U^{*}\). Then with probability .999, for all \(V\),
\[
\left\|U^{*} V^{*}-U^{*} V\right\|_{1} \leq\left\|D U^{*} V^{*}-D U^{*} V\right\|_{1} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{1}
\]

Lemma 17.5.23. Given matrix \(A \in \mathbb{R}^{n \times d}, U^{*} \in \mathbb{R}^{n \times k}\), define \(V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution of \(\min _{V \in \mathbb{R}^{k \times d}}\left\|U^{*} V-A\right\|_{1}\). Choose a sampling and rescaling diagonal matrix \(D \in \mathbb{R}^{n \times n}\) with \(m=O(k \log k)\) non-zero entries according to the Lewis weights of \(U^{*}\). Then with probability at least .99, we have: for all \(V \in \mathbb{R}^{k \times d}\),
\[
\left\|D U^{*} V-D A\right\|_{1} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{1}+O(1)\left\|U^{*} V^{*}-A\right\|_{1} \lesssim\left\|U^{*} V-A\right\|_{1}
\]
holds with probability at least . 99 .

Proof. Using the above two claims, we have with probability at least .99 , for all \(V \in \mathbb{R}^{k \times d}\),
\[
\begin{aligned}
\left\|D U^{*} V-D A\right\|_{1} & \leq\left\|D U^{*} V-D U^{*} V^{*}\right\|_{1}+\left\|D U^{*} V^{*}-D A\right\|_{1} \\
& \lesssim\left\|D U^{*} V-D U^{*} V^{*}\right\|_{1}+O(1)\left\|U^{*} V^{*}-A\right\|_{1} \\
& \lesssim\left\|U^{*} V-U^{*} V^{*}\right\|_{1}+O(1)\left\|U^{*} V^{*}-A\right\|_{1} \\
& \leq\left\|U^{*} V-A\right\|_{1}+\left\|U^{*} V^{*}-A\right\|_{1}+O(1)\left\|U^{*} V^{*}-A\right\|_{1} \\
& \lesssim\left\|U^{*} V-A\right\|_{1}
\end{aligned}
\]
where the first step follows from triangle inequality, the second step follows from Claim 17.5.20, the third step follows from Claim 17.5.22, the forth step follows from triangle inequality.

Lemma 17.5.24. Given matrix \(A \in \mathbb{R}^{n \times d}\), define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{1}\). Choose a sampling and rescaling diagonal matrix \(D \in\) \(\mathbb{R}^{n \times n}\) with \(m=O(k \log k)\) non-zero entries according to the Lewis weights of \(U^{*}\). For all \(V \in \mathbb{R}^{k \times d}\) we have
\[
\left\|U^{*} V-A\right\|_{1} \lesssim\left\|D U^{*} V-D A\right\|_{1}+O(1)\left\|U^{*} V^{*}-A\right\|_{1},
\]
holds with probability at least . 99 .

Proof. Follows by Claim 17.5.20, Lemma 17.5.23, Lemma 17.5.1.

\subsection*{17.6 Hardness Results for Cauchy Matrices, Row Subset Selection, OSE}

Section 17.6 .1 presents some inapproximability results by using random Cauchy matrices. Section 17.6.2 is a warmup for inapproximability results for row subset selection problems. Section 17.6 .3 shows the inapproximability results by using any linear oblivious subspace embedding(OSE), and also shows inapproximability results for row subset selection.

\subsection*{17.6.1 Hard instance for Cauchy matrices}

The goal of this section is to prove Theorem 17.6.2. Before stating the result, we first introduce some useful tools in our analysis.

Lemma 17.6.1 (Cauchy Upper Tail Inequality, Lemma 3 of \(\left.\left[\mathrm{CDMI}^{+} 13\right]\right)\). For \(i \in[m]\), let \(C_{i}\) be \(m\) random Cauchy variables from \(C(0,1)\) (not necessarily independent), and \(\gamma_{i}>0\) with \(\gamma=\sum_{i \in[m]} \gamma_{i}\). Let \(X=\sum_{i \in[m]} \gamma_{i}\left|C_{i}\right|\). Then, for any \(t \geq 1\),
\[
\operatorname{Pr}[X>\gamma t] \leq O(\log (m t) / t)
\]

Theorem 17.6.2. Let \(k \geq 1\). There exist matrices \(A \in \mathbb{R}^{d \times d}\) such that for any \(o(\log d) \geq\) \(t \geq 1\), where \(c\) can be any constant smaller than \(1 / 3\), for random Cauchy matrices \(S \in \mathbb{R}^{t \times d}\) where each entry is sampled from an i.i.d. Cauchy distribution \(C(0, \gamma)\) where \(\gamma\) is an arbitrary real number, with probability .99 we have
\[
\min _{U \in \mathbb{R}^{d \times t}}\|U S A-A\|_{1} \geq \Omega(\log d /(t \log t))_{\text {rank }-k} \min _{A^{\prime}}\left\|A^{\prime}-A\right\|_{1} .
\]

Proof. We define matrix \(A \in \mathbb{R}^{d \times d}\)
\[
A=B+I=\alpha \cdot\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]+\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]
\]
where \(\alpha=\Theta(\log d)\).So, if we only fit the first row of \(A\), we can get approximation cost at most \(O(d)\).

For \(t>0\), let \(S \in \mathbb{R}^{t \times d}\) denote a random Cauchy matrix where \(S_{i, j}\) denotes the entry
in the \(i\) th row and \(j\) th column. Then \(S A\) is
\[
S A=S B+S I=\alpha \cdot\left[\begin{array}{ccccc}
S_{1,1} & S_{1,1} & S_{1,1} & \cdots & S_{1,1} \\
S_{2,1} & S_{2,1} & S_{2,1} & \cdots & S_{2,1} \\
S_{3,1} & S_{3,1} & S_{3,1} & \cdots & S_{3,1} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
S_{t, 1} & S_{t, 1} & S_{t, 1} & \cdots & S_{t, 1}
\end{array}\right]+\left[\begin{array}{ccccc}
S_{1,1} & S_{1,2} & S_{1,3} & \cdots & S_{1, d} \\
S_{2,1} & S_{2,2} & S_{2,3} & \cdots & S_{2, d} \\
S_{3,1} & S_{3,2} & S_{3,3} & \cdots & S_{3, d} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
S_{t, 1} & S_{t, 2} & S_{t, 3} & \cdots & S_{t, d}
\end{array}\right] .
\]

Since \(\forall \gamma\),
\[
\min _{U \in \mathbb{R}^{d \times t}}\|U S A-A\|_{1}=\min _{U \in \mathbb{R}^{d \times t}}\|\gamma U S A-A\|_{1},
\]
without loss of generality, we can let \(S_{i, j} \sim C(0,1)\). Then we want to argue that, if we want to use \(S A\) to fit the first row of \(A\), with high probability, the cost will be \(\Omega(d \log d)\).

Let \(b \in \mathbb{R}^{d}\) denote the first row of \(A\). Then, we want to use \(S A\) to fit the first row of \(A\), which is a \(d\)-dimensional vector that has entry \(\Theta(\log d)\) on each position. The problem is equivalent to
\[
\min _{x \in \mathbb{R}^{t}}\left\|(S A)^{\top} x-b\right\|_{1} .
\]

First, we want to show that for any \(x\) in \(\mathbb{R}^{t}\), if \(x^{\top} S A\) fits the first row of \(A\) very well, then the \(\ell_{1}\) and \(\ell_{2}\) norm of vector \(x\) must have reasonable size.

Claim 17.6.3. Define \(A^{1}\) to be the first row of matrix \(A\). With probability .999, for any column vector \(x \in \mathbb{R}^{t \times 1}\), if \(\left\|x^{\top} S A-A^{1}\right\|_{1} \leq o(d \log d)\), then

Property (I) : \(\|x\|_{2} \geq \Omega(1 / t \log t) ;\)
Property (II) : \(\|x\|_{1} \leq O(\log d)\).

Proof. Consider the absolute value of the \(i\)-th coordinate of \(x^{\top} S A\). We can rewrite \(\left|\left\langle(S A)_{i}, x\right\rangle\right|\) in the following sense,
\[
\begin{align*}
\left|\left\langle(S A)_{i}, x\right\rangle\right| & =\left|\left\langle(S B)_{i}, x\right\rangle+\left\langle(S I)_{i}, x\right\rangle\right| \\
& =\left|\left\langle(S B)_{1}, x\right\rangle+\left\langle(S I)_{i}, x\right\rangle\right| \\
& =\left|\left\langle(S B)_{1}, x\right\rangle+\left\langle S_{i}, x\right\rangle\right| \tag{17.21}
\end{align*}
\]
where the second step follows because \((S B)_{i}=(S B)_{1}, \forall i \in[n]\), and the last step follows because \((S I)_{i}=S_{i}, \forall i \in[n]\).

We start by proving Property I. Using the triangle inequality and Equation (17.21),
\[
\begin{aligned}
&\left|\left\langle(S A)_{i}, x\right\rangle\right| \\
& \leq\left|\left\langle(S B)_{1}, x\right\rangle\right|+\left|\left\langle S_{i}, x\right\rangle\right| \\
& \leq\left\|(S B)_{1}\right\|_{2}\|x\|_{2}+\left\|S_{i}\right\|_{2}\|x\|_{2} \\
& \leq\left\|(S B)_{1}\right\|_{1}\|x\|_{2}+\left\|S_{i}\right\|_{1}\|x\|_{2} . \\
& \text { by Cauchy-Schwarz inequality }
\end{aligned}
\]

Then, according to Lemma 17.6.1, with probability .99999, we have \(\left\|(S B)_{1}\right\|_{1} \leq\) \(O(t \log t \log d)\) and for a fixed \(i \in[d],\left\|S_{i}\right\|_{1} \leq O(t \log t)\). Applying the Chernoff bound, with probability \(1-2^{-\Omega(d)}\), there are a constant fraction of \(i\) such that \(\left\|S_{i}\right\|_{1}=O(t \log t)\). Taking the union bound, with probability .9999, there exists a constant fraction of \(i\) such that \(\left|\left\langle(S A)_{i}, x\right\rangle\right| \leq O(t \log t \log d)\|x\|_{2}\). Because \(A_{1, i} \geq \alpha, \forall i \in[d]\) where \(\alpha=\Theta(\log d)\), we need \(\|x\|_{2} \geq \Omega(1 / t \log t)\). Otherwise, the total cost on this constant fraction of coordinates will be at least \(\Omega(d \log d)\).

For Property II, for a fixed \(x \in \mathbb{R}^{t}\), we have
\[
\begin{aligned}
& \left|\left\langle(S A)_{i}, x\right\rangle\right| \\
= & \left|\left\langle(S B)_{1}, x\right\rangle+\left\langle S_{i}, x\right\rangle\right| \quad \text { by Equation }(17.21) \\
= & \left|\Theta(\log d)\|x\|_{1} w_{1}^{\prime}(x)+\|x\|_{1} w_{i}^{\prime}(x)\right|
\end{aligned}
\]
where \(w_{i}^{\prime}(x) \sim C(0,1)\), and for different \(x, w_{i}^{\prime}(x)\) are different. Then for a fixed \(x \in \mathbb{R}^{t}\) with probability at least \(0.9,\left|w_{i}^{\prime}(x)\right|=\Omega(1)\), and with probability \(0.5, w_{1}^{\prime}(x)\) and \(w_{i}^{\prime}(x)\) have the same sign. Since these two events are independent, with probability at least 0.45 , we have
\[
\left|\left\langle(S A)_{i}, x\right\rangle\right| \geq\|x\|_{1} \cdot \Omega(1)
\]

Applying the Chernoff bound, with probability at least \(1-2^{\Theta(d)}\), there exists a \(3 / 10\) fraction of \(i\) such that \(\left|\left\langle(S A)_{i}, x\right\rangle\right| \geq\|x\|_{1} \Omega(1)\).

We build an \(\epsilon\)-net \(\mathcal{N}\) for \(x \in \mathbb{R}^{t}\) on an \(\ell_{1}\)-norm unit ball, where \(\epsilon=1 /\left(t^{2} \log ^{2} d\right)\). Thus the size of the net is \(|\mathcal{N}|=2^{\widetilde{\Theta}(t)}\). Consider \(y\) to be an arbitrary vector, let \(y /\|y\|_{1}=x+\delta\), where \(x\) is the closest point to \(y /\|y\|_{1}\) and \(x \in \mathcal{N}\). For any \(\delta \in \mathbb{R}^{t}\),
\[
\begin{array}{rlr}
\left|\left\langle(S A)_{i}, \delta\right\rangle\right| & =\left|\left\langle(S B)_{1}, \delta\right\rangle+\left\langle(S I)_{i}, \delta\right\rangle\right| & \\
& \leq\left|\left\langle(S B)_{1}, \delta\right\rangle\right|+\left|\left\langle(S I)_{i}, \delta\right\rangle\right| & \text { by triangle inequality } \\
& \leq\left\|(S B)_{1}\right\|_{2}\|\delta\|_{2}+\left\|S_{i}\right\|_{2}\|\delta\|_{2} & \text { by Cauchy-Schwarz inequality } \\
& \leq\left\|(S B)_{1}\right\|_{2}\|\delta\|_{1}+\left\|S_{i}\right\|_{2}\|\delta\|_{1} . & \text { by }\|\cdot\|_{2} \leq\|\cdot\|_{1}
\end{array}
\]

As we argued before, With probability .99999, we have
\[
\begin{equation*}
\left\|(S B)_{1}\right\|_{2} \leq\left\|(S B)_{1}\right\|_{1} \leq O(t \log t \log d) \tag{17.22}
\end{equation*}
\]
and with probability \(1-2^{-\Theta(d)}\), there is a \(9 / 10\) fraction of \(i \in[d],\left\|S_{i}\right\|_{2} \leq\left\|S_{i}\right\|_{1}=O(t \log t)\). Therefore, with probability .999 , for any \(\delta \in \mathbb{R}^{t}\), there exists a \(9 / 10\) fraction of \(i\) such that \(\left|\left\langle(S A)_{i}, \delta\right\rangle\right| \leq \Theta(t \log t \log d)\|\delta\|_{1}\).

Therefore, with probability . \(99, \forall y \in \mathbb{R}^{t}\), due to the pigeonhole principle, there is a \(3 / 10+9 / 10-1=1 / 5\) fraction of \(i\) such that
\[
\begin{array}{rlr} 
& \left|\left\langle(S A)_{i}, y\right\rangle\right| & \\
= & \|y\|_{1} \cdot\left|\left\langle(S A)_{i}, y /\|y\|_{1}\right\rangle\right| & \\
= & \|y\|_{1} \cdot\left|\left\langle(S A)_{i}, x+\delta\right\rangle\right| & \text { by } y /\|y\|_{1}=x+\delta \\
\geq & \|y\|_{1} \cdot\left(\left|\left\langle(S B)_{i}, x\right\rangle+\left\langle(S I)_{i}, x\right\rangle\right|-\left|\left\langle(S B)_{1}, \delta\right\rangle+\left\langle(S I)_{i}, \delta\right\rangle\right|\right) & \text { by triangle inequality } \\
\geq & \|y\|_{1}(\Omega(1)-\epsilon O(t \log t \log d)) & \\
\geq & \|y\|_{1} \Omega(1) &
\end{array}
\]

So \(\|y\|_{1}\) should be \(O(\log d)\). Otherwise, the total cost on this \(1 / 5\) fraction of coordinates is at least \(\Omega(d \log d)\).

Combining Property (I) and (II) completes the proof.

Next, we need to show the following claim is true,
Claim 17.6.4. For any d independent Cauchy random variables \(x_{1}, x_{2}, \cdots, x_{d}\) from \(C(0,1)\), with probability \(1-1 / \operatorname{poly}(t \log d)\), for any \(j \in[1,2, \cdots, \log d-\Theta(\log \log (t \log d))]\), there are \(\Omega\left(d / 2^{j}\right)\) variables belonging to \(\left(2^{j}, 2^{j+1}\right]\).

Proof. For each Cauchy random variable \(x_{i}\), we have for any \(j \in[1,2, \cdots, \Theta(\log d)]\),
\[
\operatorname{Pr}\left[\left|x_{i}\right| \in\left(2^{j}, 2^{j+1}\right]\right]=\Theta\left(1 / 2^{j}\right) .
\]

We define the indicator random variable \(z_{i, j}\)
\[
z_{i, j}= \begin{cases}1 & \text { if }\left|x_{i}\right| \in\left(2^{j}, 2^{j+1}\right] \\ 0 & \text { otherwise }\end{cases}
\]

We define \(z_{j}=\sum_{i=1}^{d} z_{i, j}\). It is clear that \(\mathbb{E}\left[z_{i, j}\right]=\Theta\left(1 / 2^{j}\right)\). We use a Chernoff bound,
\[
\operatorname{Pr}[X<(1-\delta) \mu]<\left(\frac{e^{-\delta}}{(1-\delta)^{1-\delta}}\right)^{\mu}
\]
and set \(X=z_{j}, \delta=1 / 2, \mu=\mathbb{E}\left[z_{j}\right]\). Then, this probability is at most \(2^{-\Omega(\mu)}=2^{-\Omega\left(\mathbb{E}\left[z_{j}\right]\right)}\). For any \(j \in[1, \log d-\Theta(\log \log (t \log d))]\), we have \(\mathbb{E}\left[z_{j}\right]=d \mathbb{E}\left[z_{i j}\right]=\Omega\left(d / 2^{j}\right)=\Omega(\log (t \log d))\). Thus, this probability is at most \(1 / \operatorname{poly}(t \log d)\). Overall, we have
\[
\operatorname{Pr}\left[z_{j} \gtrsim d / 2^{j}\right] \geq 1-1 / \operatorname{poly}(t \log d)
\]

Taking a union bound over \(\Theta(\log d)\) such \(j\), we complete the proof.

Claim 17.6.5. Let \(1>c_{1}>c_{2}>1 / 3>0\) be three arbitrary constants. We fix the first column of \((S I)^{\top} \in \mathbb{R}^{d \times t}\). All the rows are grouped together according to the value in the first column. Let \(R_{j}\) be the set of rows for which the entry in the first column is \(\in\left(2^{j}, 2^{j+1}\right]\). With probability at least \(1-O(1 / \operatorname{poly}(t \log (d)))\), for any \(j \in\left[c_{2} \log d, c_{1} \log d\right]\), the following event holds. There exist \(\Omega\left(d / 2^{j}\right)\) rows such that the first coordinate \(\in\left(2^{j}, 2^{j+1}\right]\) and all the other coordinates are at most \(O\left(d^{1 / 3}\right)\).

Proof. Let \(R_{j}\) be a subset of rows of \(S^{\top}\), such that for any row in \(R_{j}\), the first coordinate is \(\in\left(2^{j}, 2^{j+1}\right]\). By Claim 17.6.4, we have that with probability \(1-1 / \operatorname{poly}(t \log d)\), for any \(j \in\left[c_{2} \log d, c_{1} \log d\right],\left|R_{j}\right| \geq \Omega\left(d / 2^{j}\right)\). We want to show that for any \(j \in\left[c_{2} \log d, c_{1} \log d\right]\),
there exists a constant fraction of rows in \(R_{j}\) such that, the remaining coordinates are at most \(O\left(d^{1 / 3}\right)\).

For a fixed row in \(R_{j}\) and a fixed coordinate in that row, the probability that the absolute value of this entry is at least \(\Omega\left(d^{1 / 3}\right)\) is at most \(O\left(1 / d^{1 / 3}\right)\). By taking a union bound, with probability at least \(1-O\left(t / d^{1 / 3}\right)\), the row has every coordinate of absolute value at \(\operatorname{most} O\left(d^{1 / 3}\right)\).

By applying a Chernoff bound, for a fixed subset \(R_{j}\) of rows, the probability that there is a constant fraction of these rows for which every coordinate except the first one in absolute value is at most \(O\left(d^{1 / 3}\right)\), is at least \(1-2^{-\Theta\left(\left|R_{j}\right|\right)} \geq 1-2^{-\Theta\left(d^{1-c_{1}}\right)} \geq 1-O(1 / \operatorname{poly}(t \log (d)))\).

After taking a union over all the \(j\), we complete the proof.

Claim 17.6.6. With probability at least \(1-O(1 / t)\), the absolute value of any coordinate in column vector \((S B)_{1} \in \mathbb{R}^{t \times 1}\) is at most \(O\left(t^{2} \log d\right)\).

Proof. Because each entry is sampled from a Cauchy distribution \(C(0,1)\) scaled by \(O(\log d)\), then with probability at most \(O\left(1 / t^{2}\right)\), the absolute value of one coordinate is at least \(\Omega\left(t^{2} \log d\right)\). Taking a union over all the coordinates, we complete the proof.

Because \(\|x\|_{1} \leq O(\log d),\|x\|_{2} \geq \Omega(1 / t \log t)\), there exists one coordinate \(i\) such that the absolute value of it is at least \(\Omega(1 / t \log t)\) and all the other coordinates are most \(O(\log d)\). We can assume that \(i=1\) for now. (To remove this assumption, we can take a union bound over all the possibilities for \(i \in[t]\).) According to Claim 17.6.5 and 17.6.6, let \(\widehat{R}_{j}\) denote a subset of \(R_{j}\), which is a "good" constant fraction of \(R_{j}\). Considering the \(\ell_{1}\)-norm of all
coordinates \(l \in \widehat{R}_{j} \subset R_{j} \subset[d]\), we have
\[
\begin{aligned}
& \sum_{l \in \widehat{R}_{j}}\left|\left((S A)^{\top} x\right)_{l}-O(\log d)\right| \\
\geq & \sum_{l \in \widehat{R}_{j}}\left|\left\langle(S A)_{l}, x\right\rangle-O(\log d)\right| \\
\geq & \sum_{l \in \widehat{R}_{j}}\left(\left|(S I)_{1, l} \cdot x_{1}\right|-\sum_{j=2}^{t}\left|(S I)_{j, l} \cdot x_{j}\right|-\left|\left\langle(S B)_{l}, x\right\rangle\right|-O(\log d)\right) \\
\geq & \sum_{l \in \widehat{R}_{j}}\left(\Omega\left(\frac{2^{j}}{t \log t}\right)-O\left(t d^{1 / 3} \log d\right)-\left|\left\langle(S B)_{1}, x\right\rangle\right|-O(\log d)\right) \\
\geq & \sum_{l \in \widehat{R}_{j}}\left(\Omega\left(\frac{2^{j}}{t \log t}\right)-O\left(t d^{1 / 3} \log d\right)-\left\|(S B)_{1}\right\|_{1}\|x\|_{1}-O(\log d)\right) \\
\geq & \sum_{l \in \widehat{R}_{j}}\left(\Omega\left(\frac{2^{j}}{t \log t}\right)-O\left(t d^{1 / 3} \log d\right)-O\left(t \log t \log ^{2} d\right)-O(\log d)\right) \\
\gtrsim & \sum_{l \in \widehat{R}_{j}} 2^{j} /(t \log t) \\
\gtrsim & d / 2^{j} \cdot 2^{j} /(t \log t) \\
\gtrsim & d /(t \log t) .
\end{aligned}
\]

The second inequality follows by the triangle inequality. The third inequality follows by \((S B)_{1}=(S B)_{l},\left|x_{1}\right|=\Omega(1 / t \log t),(S I)_{1, l} \in\left[2^{j}, 2^{j+1}\right)\), and \(\forall j \neq 1,\left|x_{j}\right|<O(\log d),(S I)_{j, l} \leq\) \(O\left(d^{1 / 3}\right)\). The fourth inequality follows by Cauchy-Schwarz and \(\|\cdot\|_{2} \leq\|\cdot\|_{1}\). The fifth inequality follows by Equation (17.22) and Claim 17.6.3. The sixth inequality follows by \(t=o(\log d)\) where \(c\) is a constant smaller than \(1 / 3\) and \(2^{j} \geq d^{c_{2}}>\operatorname{poly}(t)\). The seventh inequality follows from \(\left|\widehat{R}_{j}\right| \geq \Omega\left(d / 2^{j}\right)\).

Since there are \(c 1-c 2\) different \(j\), the total cost is \(\Omega(d \log d /(t \log t))\). The gap then is \(\Omega(\log d /(t \log t))\). This completes the proof of Theorem 17.6.2.

\subsection*{17.6.2 Hard instance for row subset selection}

Theorem 17.6.7. Let \(\epsilon \in(0,1)\). There exists a value \(k \geq 1\) and matrix \(A \in \mathbb{R}^{(d-1) \times d}\) such that, for any subset \(R\) of rows of \(A\), letting \(B\) be the \(\ell_{1}\)-projection of each row of \(A\) onto \(R\), we have
\[
\|A-B\|_{1}>(2-\epsilon)_{\text {rank }-k} \min _{A^{\prime}}\left\|A^{\prime}-A\right\|_{1},
\]
unless \(|R| \gtrsim \epsilon d\).

Proof. We construct the \((d-1) \times d\) matrix \(A\) in the following way. The first column is all 1 s , and then the remaining \((d-1) \times(d-1)\) matrix is the identity matrix.
\[
A=\left[\begin{array}{cccccc}
1 & 1 & 0 & 0 & \cdots & 0 \\
1 & 0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 0 & 0 & 0 & \cdots & 1
\end{array}\right]
\]

Note that \(\min _{\operatorname{rank}-1}{ }_{A^{\prime}}\left\|A-A^{\prime}\right\|_{1}=\mathrm{OPT} \leq d-1\), since one could choose \(A^{\prime}\) to have the first column all 1 s and remaining entries 0 . On the other hand, consider any subset of \(r\) rows. We can permute the columns and preserve the entrywise \(\ell_{1}\)-norm so w.l.o.g., we can take the first \(r\) rows for \(R\).

Because we are taking the first \(r\) rows, we do not pay any cost on the first rows. To minimize the cost on the \(i\)-th row, where \(i \in\{r+1, r+2, \ldots, d\}\), let \(v_{i}\) denote the row vector we use for the \(i\)-th row. Then \(v_{i}\) can be written as a linear combination of the first \(r\) rows \(\left\{A^{1}, A^{2}, \ldots, A^{r}\right\}\),
\[
v_{i}=\sum_{j=1}^{r} \alpha_{i, j} A^{j}
\]

Then the cost of using \(v_{i}\) to approximate the \(i\)-th row of A is:
\[
\begin{aligned}
\left\|v_{i}-A^{i}\right\|_{1} & =(\text { cost in } 1 \text { st col })+(\operatorname{cost} \text { in } 2 \mathrm{nd}, 3 \mathrm{rd}, \ldots, r+1 \text { th cols })+(\operatorname{cost} \text { in } i+1 \text { th col }) \\
& =\left|\sum_{j=1}^{r} \alpha_{i, j}-1\right|+\sum_{j=1}^{r}\left|\alpha_{i, j}\right|+1 \\
& \geq\left|\sum_{j=1}^{r} \alpha_{i, j}-1-\sum_{j=1}^{r} \alpha_{i, j}\right|+1 \text { by triangle inequality } \\
& =2 .
\end{aligned}
\]

Hence, the cost of using \(v_{i}\) to approximate the \(i\)-th row of \(A\) is at least 2. So in total, across these \((d-1-r)\) rows, the algorithm pays at least \(2(d-1-r)\) cost, which needs to be at most \(C(d-1)\), and therefore \(r \geq(d-1)(1-C / 2)=\Omega(\epsilon d)\). Choosing \(C=2-\epsilon\) completes the proof.

Theorem 17.6.8. There exists a value \(k \geq 1\) and matrix \(A \in \mathbb{R}^{(d-1) \times d}\) such that, there is no algorithm that is able to output a rank - \(k\) matrix \(B\) in the row span of \(A\) satisfying
\[
\|A-B\|_{1}<2\left(1-\Theta\left(\frac{1}{d}\right)\right) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{1} .
\]

Proof. We use the same matrix \(A\) as in the previous theorem.
\[
A=\left[\begin{array}{cccccc}
1 & 1 & 0 & 0 & \cdots & 0 \\
1 & 0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 0 & 0 & 0 & \cdots & 1
\end{array}\right]
\]

Let vector \(v\) be \(\left(\sum_{i=1}^{d-1} \beta_{i}, \beta_{1}, \ldots, \beta_{d-1}\right)\). For the \(i\)-th row of \(A\), we use \(\alpha_{j} \cdot v\) to cancel the cost of that row, where \(\alpha_{j}\) is a scalar. Then for any \(\beta_{1}, \ldots, \beta_{d-1}, \alpha_{1}, \ldots, \alpha_{d-1}\), we can
compute the entire residual cost,
\[
\begin{aligned}
f(\alpha, \beta) & =\sum_{j=1}^{d-1}\left\|A^{j}-v \alpha_{j}\right\|_{1} \\
& =\sum_{j=1}^{d-1}\left(\left|1-\alpha_{j}\left(\sum_{i=1}^{d-1} \beta_{i}\right)\right|+\left|1-\alpha_{j} \beta_{j}\right|+\sum_{i \neq j}\left|\alpha_{j} \beta_{i}\right|\right) .
\end{aligned}
\]

In the next few paragraphs, we will show that optimizing \(f(\alpha, \beta)\) over some extra constraints for \(\alpha, \beta\) does not change the optimality. Without loss of generality, we can assume that \(\sum_{i=1}^{d-1} \beta_{i}=1\). If not we can just rescale all the \(\alpha_{i}\). Consider a fixed index \(j\). All the terms related to \(\alpha_{j}\) and \(\beta_{j}\) are,
\[
\left|1-\alpha_{j}\left(\sum_{i=1}^{d-1} \beta_{i}\right)\right|+\left|1-\alpha_{j} \beta_{j}\right|+\sum_{i \neq j}\left|\alpha_{j} \beta_{i}\right|+\left|\alpha_{i} \beta_{j}\right| .
\]

We first show a simple proof by assuming \(\beta_{j} \geq 0\). Later, we will prove the general version which does not have any assumptions.

Handling a special case We can optimize \(f(\alpha, \beta)\) in the following sense,
\[
\begin{array}{ll}
\min & f(\alpha, \beta) \\
\text { s.t. } & \sum_{j=1}^{d-1} \beta_{j}=1 \\
& \alpha_{j} \geq 0, \beta_{j} \geq 0, \forall j \in[d-1] .
\end{array}
\]

For each \(j\), we consider three cases. Case I, if \(\alpha_{j} \geq \frac{1}{\beta_{j}}\), then
\[
\begin{aligned}
& \left|1-\alpha_{j}\right|+\left|1-\alpha_{j} \beta_{j}\right|+\sum_{i \neq j} \alpha_{j} \beta_{i}= \\
= & 2 \alpha_{j}-2 \geq 2\left(1 / \beta_{j}-1\right) \geq 2\left(1-\beta_{j}\right),
\end{aligned}
\]
where the last step follows by \(\beta_{j}+1 / \beta_{j} \geq 2\). Case II, if \(1 \leq \alpha_{j}<1 / \beta_{j}\), then
\[
\begin{aligned}
& \left|1-\alpha_{j}\right|+\left|1-\alpha_{j} \beta_{j}\right|+\sum_{i \neq j} \alpha_{j} \beta_{i}=\quad \alpha_{j}-1+1-\alpha_{j} \beta_{j}+\sum_{i \neq j} \alpha_{j} \beta_{i} \\
= & 2 \alpha_{j}\left(1-\beta_{j}\right) \geq 2\left(1-\beta_{j}\right) .
\end{aligned}
\]

Case III, if \(\alpha_{j}<1\), then
\[
\begin{aligned}
& \left|1-\alpha_{j}\right|+\left|1-\alpha_{j} \beta_{j}\right|+\sum_{i \neq j} \alpha_{j} \beta_{i}=\quad 1-\alpha_{j}+1-\alpha_{j} \beta_{j}+\sum_{i \neq j} \alpha_{j} \beta_{i} \\
= & 2\left(1-\alpha_{j} \beta_{j}\right) \geq 2\left(1-\beta_{j}\right) .
\end{aligned}
\]

Putting it all together, we have
\[
f(\alpha, \beta) \geq \sum_{j=1}^{d-1} 2\left(1-\beta_{j}\right)=2(d-1)-2 \sum_{j=1}^{d-1} \beta_{j}=2(d-2) .
\]

To handle the case where \(\beta_{i}\) can be negative Without loss of generality, we can assume that \(\sum_{i=1}^{d-1} \beta_{i}=1\). Notice that we can also assume \(\beta_{i} \neq 0\), otherwise it means we do not choose that row. We split all \(\beta_{i}\) into two disjoint sets \(S\) and \(\bar{S}\). For any \(i \in S, \beta_{i}>0\) and for any \(i \in \bar{S}, \beta_{i}<0\).

As a first step, we discuss the case when all the \(j\) are in set \(S\). Case I, if \(1-\) \(\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}<0\) and \(1-\alpha_{j} \beta_{j}<0\), then it means \(\alpha_{j} \geq \max \left(\frac{1}{\sum_{i=1}^{d-1} \beta_{i}}, \frac{1}{\beta_{j}}\right)\). The cost of that row is,
\[
\begin{aligned}
& =\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}-1+\alpha_{j} \beta_{j}-1+\sum_{i \neq j}\left|\alpha_{j} \beta_{i}\right| \\
& =2 \alpha_{j} \beta_{j}+2 \alpha_{j} \sum_{i \in S \backslash j} \beta_{i}-2 .
\end{aligned}
\]

If \(\beta_{j} \geq 1\), then \(\alpha_{j} \geq 1\). The cost is at least \(2 \sum_{i \in S \backslash j} \beta_{i}\). If \(\beta_{j}<1\), then \(\alpha_{j} \geq 1 / \beta_{j}\), and the cost is at least \(2 \frac{1}{\beta_{j}} \sum_{i \in S \backslash j} \beta_{i}\). If there are \(C\) such \(j\) in Case I, then the total cost of Case I is at least 0 if \(C=1\), and \(2(C-1)\) if \(C \geq 2\).

Case II, if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}<0\) and \(1-\alpha_{j} \beta_{j}>0\), then it means \(1<\alpha_{j}<1 / \beta_{j}\). The cost of that row is,
\[
\begin{aligned}
& =\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}-1+1-\alpha_{j} \beta_{j}+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{j}\right| \\
& =2 \alpha_{j} \sum_{i \in S \backslash j} \beta_{i} \\
& \geq 2 \sum_{i \in S \backslash j} \beta_{i} .
\end{aligned}
\]

Similarly to before, if there are \(C\) such \(j\) in Case II, then the total cost of Case II is at least 0 if \(C=1\), and \(2(C-1)\) if \(C \geq 2\).
\[
\text { Case III, if } 1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}>0 \text { and } 1-\alpha_{j} \beta_{j}<0 \text {, then it means } 1 / \beta_{j}<\alpha_{j}<\frac{1}{\sum_{i=1}^{d-1} \beta_{i}} \text {. }
\] The cost of the row is,
\[
\begin{aligned}
& =1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}+\alpha_{j} \beta_{j}-1+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{j}\right| \\
& =2\left|\alpha_{j}\right| \sum_{i \in \bar{S}}\left|\beta_{i}\right| \\
& =2\left|\alpha_{j}\right|\left(\sum_{i \in S}\left|\beta_{i}\right|-1\right) \\
& \geq 2 \frac{1}{\beta_{j}} \sum_{i \in S \backslash j} \beta_{i} .
\end{aligned}
\]

If there are \(C\) such \(j\) in Case III, then the total cost of Case III is at least 0 if \(C=1\), and \(2(C \cdot(C-1))\) if \(C \geq 2\).

Case IV, if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}>0\) and \(1-\alpha_{j} \beta_{j}>0\), then it means \(\alpha_{j} \leq \min \left(1 / \beta_{j}, \frac{1}{\sum_{i=1}^{d-1} \beta_{i}}\right)\). The cost for the case \(\alpha_{j}<0\) is larger than the cost for case \(\alpha>0\). Thus we can ignore the case \(\alpha_{j}<0\). The cost of the row is,
\[
\begin{aligned}
& =1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}+1-\alpha_{j} \beta_{j}+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{j}\right| \\
& =2-2 \alpha_{j} \beta_{j}+2 \alpha_{j} \sum_{i \in \bar{S}}\left|\beta_{i}\right| .
\end{aligned}
\]

If \(\beta_{j}<\sum_{i \in \bar{S}}\left|\beta_{i}\right|\), we know that the cost is at least 2 . Otherwise, using \(\alpha_{j} \leq 1\), we have the cost is at least \(2-2 \beta_{j}+\sum_{i \in \bar{S}}\left|\beta_{i}\right|\). Let \(T\) denote the set of those \(j\) with \(\beta_{j} \geq \sum_{i \in \bar{S}}\left|\beta_{i}\right|\). If \(|T|=1\), we know that cost is at least 0 . If \(|T| \geq 2\), then the cost is at least
\[
\begin{aligned}
& =\sum_{j \in T}\left(2-2 \beta_{j}+2 \sum_{i \in \bar{S}}\left|\beta_{i}\right|\right) \\
& \geq 2|T|-2 \sum_{j \in S} \beta_{j}+2|T| \sum_{i \in \bar{S}}\left|\beta_{i}\right| \\
& \geq 2|T|-2+2(|T|-1) \sum_{i \in \bar{S}}\left|\beta_{i}\right| \\
& \geq 2(C-1) .
\end{aligned}
\]

Now we discuss the case where \(j \in \bar{S}\), which means \(\beta_{j}<0\).
Case V if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}<0\) and \(1-\alpha_{j} \beta_{j}<0\), then it means \(\alpha_{j}>1 / \sum_{i=1}^{d-1} \beta_{i}\) and \(\alpha_{j}<1 / \beta_{j}\). Notice that this case will never happen, because \(\sum_{i=1}^{d-1} \beta_{i}=1\) and \(\alpha_{j}<0\).

Case VI if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}<0\) and \(1-\alpha_{j} \beta_{j}<0\), then it means \(\alpha_{j} \geq \max \left(1 / \sum_{i=1}^{d-1} \beta_{i}, 1 / \beta_{j}\right)\).

Because of \(\beta_{j}<0\), then \(\alpha_{j} \geq 1\). The cost of that is,
\[
\begin{aligned}
& =\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}-1+1-\alpha_{j} \beta_{j}+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{i}\right| \\
& =2 \alpha_{j} \sum_{i \in S}\left|\beta_{i}\right| \\
& \geq 2 .
\end{aligned}
\]
\[
\text { by } \alpha_{j} \geq 1 \text { and } \sum_{i \in S}\left|\beta_{i}\right| \geq 1
\]

Case VII if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}>0\) and \(1-\alpha_{j} \beta_{j}<0\), then it means \(\alpha_{j}<\min \left(1 / \beta_{j}, 1 / \sum_{i=1}^{d-1} \beta_{i}\right)\). Because \(\beta_{j}<0\) and \(\sum_{i=1}^{d-1} \beta_{i}=1\), thus \(\alpha_{j}<1 / \beta_{j}\). The cost of that row is,
\[
\begin{aligned}
& =1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}+\alpha_{j} \beta_{j}-1+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{i}\right| \\
& =2\left|\alpha_{j}\right| \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| \\
& \geq 2 \frac{1}{\left|\beta_{j}\right|} \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| .
\end{aligned}
\]

If there are \(C\) such \(j\) in Case VII, then the total cost of Case VII is at least 0 if \(C=1\), and \(2(C \cdot(C-1))\) if \(C \geq 2\).

Case VIII if \(1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}>0\) and \(1-\alpha_{j} \beta_{j}>0\), then it means \(1 / \beta_{j}<\alpha_{j}<\) \(1 / \sum_{i=1}^{d-1} \beta_{i}\). The cost of that row,
\[
\begin{aligned}
& =1-\alpha_{j} \sum_{i=1}^{d-1} \beta_{i}+1-\alpha_{j} \beta_{j}+\left|\alpha_{j}\right| \sum_{i \neq j}\left|\beta_{i}\right| \\
& =2-2 \alpha_{j} \beta_{j}+2\left|\alpha_{j}\right| \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| .
\end{aligned}
\]

If \(\alpha_{j}>0\), then the cost is always at least 2 . If \(\alpha_{j}<0\), the cost is at least,
\[
2-2\left|\alpha_{j} \beta_{j}\right|+2\left|\alpha_{j}\right| \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| .
\]

If \(\sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right|>\left|\beta_{j}\right|\), we also have cost at least 2. Otherwise, we have
\[
2-2\left|\alpha_{j}\right|\left(\left|\beta_{j}\right|-\sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right|\right)= \begin{cases}2-2\left|\beta_{j}\right|+2 \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| & \text { if } 1 /\left|\beta_{j}\right| \leq 1 \\ 2 \frac{1}{\left|\beta_{j}\right|} \sum_{i \in \bar{S} \backslash j}\left|\beta_{i}\right| & \text { if } 1 /\left|\beta_{j}\right|>1 .\end{cases}
\]

Let \(C\) denote the number of such \(j\) with \(1 /\left|\beta_{j}\right| \leq 1\). If \(C=1\), the cost is at least 0 . If \(C \geq 2\), the cost is at least \(2 C\). Let \(C^{\prime}\) denote the number of such \(j\) with \(1 /\left|\beta_{j}\right|>1\). If \(C^{\prime}=1\), the cost is at least 0 , if \(C^{\prime} \geq 2\), the cost is at least \(2\left(C^{\prime}\left(C^{\prime}-1\right)\right)\). Overall, putting all the eight cases together, we complete the proof.

\subsection*{17.6.3 Hard instance for oblivious subspace embedding and more row subset selection}

The goal in this section is to prove Theorem 17.6.28. By applying Yao's minmax principle, it suffices to prove Theorem 17.6.25.

\subsection*{17.6.3.1 Definitions}

We first give the definition of total variation distance and Kullback-Leibler divergence.

Definition 17.6.1. [LPW09, Ver14] The total variation distance between two probability measures \(P\) and \(Q\) on the measurable space \((\mathcal{X}, \mathcal{F})\) is defined as,
\[
D_{\mathrm{TV}}(P, Q)=\sup _{\mathcal{A} \in \mathcal{F}}|P(\mathcal{A})-Q(\mathcal{A})|
\]

The Kullback-Leibler( KL) divergence of \(P\) and \(Q\) is defined as,
\[
D_{\mathrm{KL}}(P \| Q)=\underset{P}{\mathbb{E}}\left(\log \frac{\mathrm{~d} P}{\mathrm{~d} Q}\right)=\int_{x}\left(\log \frac{\mathrm{~d} P}{\mathrm{~d} Q}\right) \mathrm{d} P
\]

Lemma 17.6.9. [Pin60, Tsy09, CK11] Pinsker's inequality states that, if \(P\) and \(Q\) are two probability distributions on a measurable \((\mathcal{X}, \mathcal{F})\), then
\[
D_{\mathrm{TV}}(P, Q) \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}(P \| Q)}
\]

Lemma 17.6.10. For any Gaussian random variable \(x \sim N\left(0, \sigma^{2}\right)\), we have, for any \(a>0\)
\[
\operatorname{Pr}[|x|<a] \lesssim \frac{a}{\sigma}
\]

Proof.
\[
\begin{array}{rlr}
\operatorname{Pr}[|x|<a] & =\operatorname{erf}\left(\frac{a}{\sigma \sqrt{2}}\right) & \\
& \leq\left(1-e^{-\frac{-4 a^{2}}{2 \sigma^{2} \pi}}\right)^{\frac{1}{2}} & \text { by } 1-\exp \left(-4 x^{2} / \pi\right) \geq \operatorname{erf}(x)^{2} \\
& \leq\left(\frac{4 a^{2}}{2 \sigma^{2} \pi}\right)^{\frac{1}{2}} & \text { by } 1-e^{-x} \leq x \\
& \lesssim \frac{a}{\sigma} . &
\end{array}
\]

Lemma 17.6.11. Let \(V \in \mathbb{R}^{n \times m}\) be a matrix with orthonormal columns. Let \(\mathcal{H}^{\prime}\) be a distribution over \(V^{\top} A\), where \(A \in \mathbb{R}^{n \times k}\) is a random matrix with each entry i.i.d. Gaussian \(N(0,1)\). Denote \(\mathcal{H}\) as a distribution over \(H \in \mathbb{R}^{m \times k}\), where each entry of \(H\) is drawn from i.i.d. Gaussian \(N(0,1)\). Then, \(\mathcal{H}\) and \(\mathcal{H}^{\prime}\) are the same distribution.

Proof. It is clear that each entry of \(V^{\top} A\) is a random Gaussian variable from \(N(0,1)\), so our goal is to prove the entries of \(V^{\top} A\) are fully independent. Since the the \(j^{\text {th }}\) column of \(V^{\top} A\) only depends on \(A_{j}\), the variables from different columns are fully independent. Now, we look at one column of \(x=V^{\top} A_{j}\). The density function is
\[
f(x)=\frac{1}{\sqrt{(2 \pi)^{m}\left|V^{\top} V\right|}} \exp \left(-\frac{1}{2} x^{\top} V^{\top} V x\right)=\frac{1}{\sqrt{(2 \pi)^{m}}} \exp \left(-\frac{1}{2} x^{\top} x\right),
\]
which is exactly the density function of \(N\left(0, I_{m}\right)\). Thus \(x \in N\left(0, I_{m}\right)\). Therefore, all the entries of \(V^{\top} A\) are fully independent.

Lemma 17.6.12 (Matrix Determinant Lemma). Suppose \(A \in \mathbb{R}^{n \times n}\) is an invertible matrix, and \(u, v \in \mathbb{R}^{n}\). Then,
\[
\left|A+u v^{\top}\right|=\left(1+v^{\top} A^{-1} u\right)|A| .
\]

Lemma 17.6.13 (KL divergence between two multivariate Gaussians \(\left[\mathrm{PP}^{+} 08\right]^{1}\) ). Given two d-dimensional multivariate Gaussian distribution \(N\left(\mu_{1}, \Sigma_{1}\right)\) and \(N\left(\mu_{2}, \Sigma_{2}\right)\), then
\[
D_{\mathrm{KL}}\left(N\left(\mu_{1}| | \Sigma_{1}\right), N\left(\mu_{2}, \Sigma_{2}\right)\right)=\frac{1}{2}\left(\log \frac{\left|\Sigma_{2}\right|}{\left|\Sigma_{1}\right|}-d+\operatorname{tr}\left(\Sigma_{2}^{-1} \Sigma_{1}\right)+\left(\mu_{2}-\mu_{1}\right)^{\top} \Sigma_{2}^{-1}\left(\mu_{2}-\mu_{1}\right)\right) .
\]

Lemma 17.6.14 (Sherman-Morrison formula). Suppose \(A \in \mathbb{R}^{n \times n}\) is an invertible matrix and \(u, v \in \mathbb{R}^{n}\). Suppose furthermore that \(1+v^{\top} A^{-1} u \neq 0\). Then the Sherman-Morrison formula states that
\[
\begin{equation*}
\left(A+u v^{\top}\right)^{-1}=A^{-1}-\frac{A^{-1} u v^{\top} A^{-1}}{1+v^{\top} A^{-1} u} . \tag{17.23}
\end{equation*}
\]

\subsection*{17.6.3.2 Main results}

Lemma 17.6.15. Let \(V \in \mathbb{R}^{n \times m}\) be a matrix with orthonormal columns, and let \(A \in \mathbb{R}^{n \times k}\) be a random matrix with each entry drawn from i.i.d. Gaussian \(N(0,1)\). We denote the distribution \(\mathcal{D}_{i}\) over \(D_{i} \in \mathbb{R}^{(m+1) \times k}\) where
\[
D_{i}=\left[\begin{array}{c}
V^{\top} A \\
A^{i}
\end{array}\right]
\]

If \(\left\|\left(V^{\top}\right)_{i}\right\|_{2}^{2}<\frac{1}{2}\), then
\[
D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{G}\right) \leq O\left(k\left\|V^{i}\right\|_{2}\right)+2^{-\Theta(k)}
\]
where \(\mathcal{G}\) is a distribution over \(G \in \mathbb{R}^{(m+1) \times k}\), where each entry of \(G\) is drawn from the i.i.d. Gaussian \(N(0,1)\).

\footnotetext{
\({ }^{1}\) http://stats.stackexchange.com/questions/60680/kl-divergence-between-two-multivariate-gaussians
}

Proof. Let \(\mathcal{H}\) be a distribution over \(H \in \mathbb{R}^{m \times k}\), where each entry of \(H\) is an i.i.d. Gaussian \(N(0,1)\). Let \(\mathcal{H}^{\prime}\) be a distribution over \(V^{\top} A\). According to Lemma 17.6.11, \(\mathcal{H}\) and \(\mathcal{H}^{\prime}\) are the same distribution.

We define matrix \(V^{\neg i} \in \mathbb{R}^{n \times m}\) as
\[
V^{\neg i}=\left[\begin{array}{lllllll}
\left(V^{1}\right)^{\top} & \left(V^{2}\right)^{\top} & \cdots & \left(V^{i-1}\right)^{\top} & 0 & \left(V^{i+1}\right)^{\top} & \cdots
\end{array}\left(V^{n}\right)^{\top}\right]^{\top},
\]
where \(V^{i}\) denotes the \(i^{\text {th }}\) row of \(V \in \mathbb{R}^{n \times m}, \forall i \in[n]\).
Let \(\mathcal{G}\) be a distribution over \(G \in \mathbb{R}^{(m+1) \times k}\), where each entry of \(G\) is an i.i.d. Gaussian \(N(0,1)\). Let \(\mathcal{P}_{i}\) be a distribution over \(P_{i} \in \mathbb{R}^{(m+1) \times k}\), where
\[
P_{i}=\left[\begin{array}{c}
\left(V^{\neg i}\right)^{\top} A \\
A^{i}
\end{array}\right]
\]

Let \(\widehat{\mathcal{P}}_{i}\) be a distribution over \(\widehat{P}_{i} \in \mathbb{R}^{m \times k}\), where \(\widehat{P}_{i}=\left(V^{\neg i}\right)^{\top} A\). Then we have:
\[
\begin{equation*}
D_{\mathrm{TV}}\left(\mathcal{P}_{i}, \mathcal{G}\right)=D_{\mathrm{TV}}\left(\widehat{\mathcal{P}}_{i}, \mathcal{H}^{\prime}\right)=D_{\mathrm{TV}}\left(\widehat{\mathcal{P}}_{i}, \mathcal{H}\right) \tag{17.24}
\end{equation*}
\]

The first equality is because \(\left(V^{\neg i}\right)^{\top} A\) is independent from \(A^{i}\). The second equality follows the Lemma 17.6.11.

Claim 17.6.16. If \(\left\|V^{i}\right\|_{2}^{2} \leq \frac{1}{2}\),
\[
D_{\mathrm{KL}}\left(\widehat{\mathcal{P}}_{i} \| \mathcal{H}\right)=-\frac{k}{2}\left(\log \left(1-\left\|V^{i}\right\|_{2}^{2}\right)+\left\|V^{i}\right\|_{2}^{2}\right) \leq k\left\|V^{i}\right\|_{2}^{2}
\]

Proof. Let \(\widehat{P}_{i} \sim \widehat{\mathcal{P}}_{i}, H \sim \mathcal{H}\). Notice that different columns of \(\widehat{P}_{i}\) are i.i.d, and all entries of \(H\) are fully independent. We can look at one column of \(\widehat{P}_{i}\) and \(H\). Since \(\widehat{P}_{i}=\left(V^{\neg i}\right)^{\top} A\), it is easy to see that its column is drawn from \(N\left(0, \Sigma_{1}\right)\) where \(\Sigma_{1}=I_{m}-\left(V^{i}\right)^{\top} V^{i}\). Since \(H\) is fully independent, each column of \(H\) is drawn from \(N\left(0, \Sigma_{2}\right)\) where \(\Sigma_{2}=I_{m}\). Let \(p(x)\)
be the pdf of the column of \(\widehat{P}_{i}\), and let \(q(x)\) be the pdf of the column of \(H\). We have the following calculation \(\left[\mathrm{PP}^{+} 08\right]^{2}\),
\[
\begin{aligned}
D_{\mathrm{KL}}\left(\widehat{\mathcal{P}}_{i} \| \mathcal{H}\right) & =\frac{k}{2}\left(\log \frac{\left|\Sigma_{2}\right|}{\left|\Sigma_{1}\right|}-m+\operatorname{tr}\left(\Sigma_{2}^{-1} \Sigma_{1}\right)\right) \\
& =\frac{k}{2}\left(\log \frac{\left|I_{m}\right|}{\left|I_{m}-\left(V^{i}\right)^{\top} V^{i}\right|}-m+\operatorname{tr}\left(I_{m}-\left(V^{i}\right)^{\top} V^{i}\right)\right) \\
& =\frac{k}{2}\left(-\log \left|I_{m}-\left(V^{i}\right)^{\top} V^{i}\right|-m+m-\left\|V^{i}\right\|_{2}^{2}\right) \\
& =\frac{k}{2}\left(-\log \left(1-\left\|V^{i}\right\|_{2}^{2}\right)-m+m-\left\|V^{i}\right\|_{2}^{2}\right) \\
& =-\frac{k}{2}\left(\log \left(1-\left\|V^{i}\right\|_{2}^{2}\right)+\left\|V^{i}\right\|_{2}^{2}\right) \\
& \leq-\frac{k}{2} \cdot 2\left\|V^{i}\right\|_{2}^{2} \\
& =k\left\|V^{i}\right\|_{2}^{2} .
\end{aligned}
\]

The first equality is due to Lemma 17.6.13. The sixth equality follows by \(\Sigma_{2}=I_{m}\) and \(\Sigma_{1}=I_{m}-\left(V^{i}\right)^{\top} V^{i}\). The eighth equality follows by Lemma 17.6.12. The first inequality follows by \(\log (1-x)+x \geq-2 x\), when \(0<x<1 / 2\).

According to Lemma 17.6.9, we have
\[
\begin{equation*}
D_{\mathrm{TV}}\left(\widehat{\mathcal{P}}_{i}, \mathcal{H}\right) \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}\left(\widehat{\mathcal{P}}_{i} \| \mathcal{H}\right)} \leq \sqrt{k}\left\|V^{i}\right\|_{2} \tag{17.25}
\end{equation*}
\]

Now, we want to argue that \(D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{P}_{i}\right)\) is small, where \(\mathcal{D}_{i}\) is a distribution over \(D_{i} \in\) \(\mathbb{R}^{(m+1) \times k}\) that
\[
D_{i}=\left[\begin{array}{c}
V^{\top} A \\
A^{i}
\end{array}\right]
\]

\footnotetext{
\({ }^{2}\) http://stats.stackexchange.com/questions/60680/kl-divergence-between-two-multivariate-gaussians
}

For a fixed \(x \in \mathbb{R}^{k}\), let \(\widehat{\mathcal{D}}_{i}(x)\) be a distribution over \(\widehat{D}_{i}(x) \in \mathbb{R}^{m \times k}\), where \(\widehat{D}_{i}(x)=\left(V^{\neg i}\right)^{\top} A+\) \(\left(V^{i}\right)^{\top} x\). Let \(p(x)\) be the pdf of \(\left(A^{i}\right)^{\top}\), then
\[
\begin{equation*}
D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{P}_{i}\right)=\int D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) p(x) \mathrm{d} x \tag{17.26}
\end{equation*}
\]

Now we look at the \(j^{\text {th }}\) column of \(\widehat{D}_{i}(x)\) and the \(j^{\text {th }}\) column of \(\widehat{P}_{i}\). The distribution of the previous one is over \(N\left(\left(V^{i}\right)^{\top} x_{j}, \Sigma_{2}\right)\), and the latter distribution as we said before is \(N\left(0, \Sigma_{2}\right)\), where \(\Sigma_{2}=I_{m}-\left(V^{i}\right)^{\top} V^{i}\). Now we can argue that the KL divergence between them is bounded:
\[
\begin{aligned}
& D_{\mathrm{KL}}\left(N\left(\left(V^{i}\right)^{\top} x_{j}, \Sigma_{2}\right) \| N\left(0, \Sigma_{2}\right)\right) \\
= & \frac{1}{2}\left(\log \frac{\left|\Sigma_{2}\right|}{\left|\Sigma_{2}\right|}-m+\operatorname{tr}\left(\Sigma_{2}^{-1} \Sigma_{2}\right)+x_{j}^{2} V^{i} \Sigma_{2}^{-1}\left(V^{i}\right)^{\top}\right) \\
= & \frac{1}{2}\left(-m+\operatorname{tr}\left(I_{m}\right)+x_{j}^{2} V^{i} \Sigma_{2}^{-1}\left(V^{i}\right)^{\top}\right) \\
= & \frac{1}{2} x_{j}^{2} V^{i} \Sigma_{2}^{-1}\left(V^{i}\right)^{\top} \\
= & \frac{1}{2} x_{j}^{2} V^{i}\left(I_{m}-\left(V^{i}\right)^{\top} V^{i}\right)^{-1}\left(V^{i}\right)^{\top} \\
= & \frac{1}{2} x_{j}^{2} V^{i}\left(I_{m}+\frac{\left(V^{i}\right)^{\top} V^{i}}{1-V^{i}\left(V^{i}\right)^{\top}}\right)\left(V^{i}\right)^{\top} \\
= & \frac{1}{2} x_{j}^{2}\left(\left\|V^{i}\right\|_{2}^{2}+\frac{\left\|V^{i}\right\|_{2}^{2}}{1-\left\|V^{i}\right\|_{2}^{2}}\right) \\
= & \frac{1}{2} x_{j}^{2} \frac{\left\|V^{i}\right\|_{2}^{2}}{1-\left\|V^{i}\right\|_{2}^{2}} .
\end{aligned}
\]

The first equality is due to Lemma 17.6.13. The fourth equality follows by \(\Sigma_{2}=I_{m}-\left(V^{i}\right)^{\top} V^{i}\). The fifth equality follows by Lemma 17.6.14.

By summing the KL divergence on all the columns up,
\[
D_{\mathrm{KL}}\left(\widehat{\mathcal{D}}_{i}(x) \| \widehat{\mathcal{P}}_{i}\right)=\frac{1}{2}\|x\|_{2}^{2} \frac{\left\|V^{i}\right\|_{2}^{2}}{1-\left\|V^{i}\right\|_{2}^{2}}
\]

Applying Lemma 17.6.9 again, we get
\[
D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}\left(\widehat{\mathcal{D}}_{i}(x) \| \widehat{\mathcal{P}}_{i}\right)}=\frac{\|x\|_{2}\left\|V^{i}\right\|_{2}}{2 \sqrt{1-\left\|V^{i}\right\|_{2}^{2}}}
\]

Plugging it into Equation (17.26), we get
\[
\begin{aligned}
D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{P}_{i}\right) & =\int D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) p(x) \mathrm{d} x \\
& =\int_{\|x\|_{2} \leq 10 k} D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) p(x) \mathrm{d} x+\int_{\|x\|_{2}>10 k} D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) p(x) \mathrm{d} x \\
& \leq \int_{\|x\|_{2} \leq 10 k} D_{\mathrm{TV}}\left(\widehat{\mathcal{D}}_{i}(x), \widehat{\mathcal{P}}_{i}\right) p(x) \mathrm{d} x+\int_{\|x\|_{2}>10 k} p(x) \mathrm{d} x \\
& \leq \int_{\|x\|_{2} \leq 10 k} \frac{\|x\|_{2}\left\|V^{i}\right\|_{2}}{2 \sqrt{1-\left\|V^{i}\right\|_{2}^{2}}} p(x) \mathrm{d} x+\int_{\|x\|_{2}>10 k} p(x) \mathrm{d} x \\
& \leq \frac{10 k\left\|V^{i}\right\|_{2}}{2 \sqrt{1-\left\|V^{i}\right\|_{2}^{2}}}+\int_{\|x\|_{2}>10 k} p(x) \mathrm{d} x \\
& \leq \frac{10 k\left\|V^{i}\right\|_{2}}{2 \sqrt{1-\left\|V^{i}\right\|_{2}^{2}}}+2^{-\Theta(k)}
\end{aligned}
\]

The first inequality just follows from the fact that total variation distance is smaller than 1. The second inequality is what we plugged in. The last inequality follows from the fact that \(x \sim N\left(0, I_{k}\right)\) and from the tail bounds of a Gaussian.

Together with Equation (17.24) and Equation (17.25), we can get
\[
\begin{aligned}
D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{G}\right) & \leq D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{P}_{i}\right)+D_{\mathrm{TV}}\left(\mathcal{G}, \mathcal{P}_{i}\right) \\
& =D_{\mathrm{TV}}\left(\mathcal{D}_{i}, \mathcal{P}_{i}\right)+D_{\mathrm{TV}}\left(\widehat{\mathcal{P}}_{i}, \mathcal{H}\right) \\
& \leq \frac{10 k\left\|V^{i}\right\|_{2}}{2 \sqrt{1-\left\|V^{i}\right\|_{2}^{2}}}+2^{-\Theta(k)}+\sqrt{k}\left\|V^{i}\right\|_{2} \\
& \leq 10 k\left\|V^{i}\right\|_{2}+2^{-\Theta(k)}+\sqrt{k}\left\|V^{i}\right\|_{2} .
\end{aligned}
\]

The last inequality follows by \(\left\|V^{i}\right\|_{2}^{2} \leq \frac{1}{2}\). Then, we have completed the proof.

Lemma 17.6.17. \(A \in \mathbb{R}^{r \times k}(r \geq k)\) is a random matrix for which each entry is i.i.d. \(N(0,1)\). With probability at least \(1-e^{-\Theta(r)}\), the maximum singular value \(\|A\|_{2}\) is at most \(O(\sqrt{r})\).

Proof. Since \(A \in \mathbb{R}^{k \times r}\) is a random matrix with each entry i.i.d. \(N(0,1)\), this follows by standard arguments (Proposition 2.4 in [RV10]). Since \(r \geq k\), with probability at least \(1-e^{-\Theta(r)},\|A\|_{2}\) is at most \(O(\sqrt{r})\).

Definition 17.6.2. Let \(V \in \mathbb{R}^{n \times r}\) be a matrix with orthonormal columns, and let each entry of \(A \in \mathbb{R}^{k \times r}\) be a random variable drawn from an i.i.d. Gaussian \(N(0,1)\). Define event \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\) to be: \(\forall y \in \mathbb{R}^{n},\|y\|_{1} \leq O\left(k^{\gamma}\right)\) and each coordinate of \(y\) has absolute value at most \(1 / k^{\beta}\), and also \(A V^{\top} y\) has at most \(O(k / \log k)\) coordinates with absolute value at least \(\Omega(1 / \log k)\), and \(\|A\|_{2} \leq O(\sqrt{r})\).

Lemma 17.6.18. For any \(k \geq 1\), and any constants \(c_{2} \geq c_{1} \geq 1\), let \(k \leq r=O\left(k^{c_{1}}\right), r \leq\) \(n=O\left(k^{c_{2}}\right)\), let \(V \in \mathbb{R}^{n \times r}\) be a matrix with orthonormal columns, and let each entry of \(A \in \mathbb{R}^{k \times r}\) be a random variable drawn from i.i.d. Gaussian \(N(0,1)\). Furthermore, if \(\beta\) and \(\gamma\) are two constants which satisfy \(\beta>\gamma>0\) and \(\beta+\gamma<1\),
\[
\operatorname{Pr}[\widehat{\mathcal{E}}(A, V, \beta, \gamma)] \geq 1-2^{-\Theta(k)}
\]

Proof. Due to Lemma 17.6 .17 , with probability at least \(1-2^{-\Theta(r)},\|A\|_{2} \leq O(\sqrt{r})\), so we can restrict attention to \(\|A\|_{2} \leq O(\sqrt{r})\) in the following proof.

Take any \(y \in \mathbb{R}^{n}\) which has each non-zero coordinate with absolute value at most \(1 / k^{\beta}\), and write it as \(y=\sum_{j=j_{0}}^{+\infty} y^{j}\), where the coordinates in \(y^{j}\) have absolute value in the
range \(\left[2^{-j-1}, 2^{-j}\right.\) ), and the supports of different \(y^{j}\) are disjoint. Since each coordinate of \(y\) is at most \(1 / k^{\beta}, 2^{-j_{0}}=1 / k^{\beta}\). Since \(\|y\|_{1} \leq O\left(k^{\gamma}\right)\), the support size of \(y^{j} \in \mathbb{R}^{n}\) is at most \(s_{j} \leq O\left(2^{j+1} k^{\gamma}\right)\), so it follows that
\[
\left\|y^{j}\right\|_{2} \leq \sqrt{s_{j} \cdot 2^{-2 j}} \leq \sqrt{2^{-j+1} k^{\gamma}} .
\]

We also know \(\left\|y^{j}\right\|_{2} \geq \sqrt{s_{j} \cdot 2^{-2 j-2}}\). Then we can conclude that \(y^{j}\) has 2-norm \(\Theta\left(2^{-j} \sqrt{s_{j}}\right)\). Now we state an \(\epsilon\)-net for all the possible \(y^{j}\) : let \(\epsilon=O\left(1 /\left(n r k^{3}\right)\right)=O\left(1 /\left(k^{c_{1}+c_{2}+3}\right)\right)\). Let \(\mathcal{N}_{j} \subset \mathbb{R}^{n}\) be the following:
\(\mathcal{N}_{j}=\left\{p \in \mathbb{R}^{n} \mid \exists q \in \mathbb{Z}^{n}\right.\), s.t. \(p=\epsilon q,\|p\|_{1} \leq O\left(k^{\gamma}\right), \forall i \in[n]\), either \(\left|p_{i}\right| \in\left[2^{-j-1}, 2^{-j}\right)\) or \(\left.p_{i}=0\right\}\).
Obviously, for any \(y^{j}\), there exists \(p \in \mathcal{N}_{j}\) such that \(\left\|y^{j}-p\right\|_{\infty} \leq \epsilon=O\left(1 /\left(k^{c_{1}+c_{2}+3}\right)\right)\), since \(n \leq O\left(k^{c_{2}}\right),\left\|y^{j}-p\right\|_{2} \leq\left\|y^{j}-p\right\|_{1} \leq n\left\|y^{j}-p\right\|_{\infty} \leq O\left(1 / k^{c_{1}+3}\right)\). Now let us consider the size of \(\mathcal{N}_{j}\). If \(p \in \mathcal{N}_{j}\), the choice of one coordinate of \(p\) is at most \(2 / \epsilon+1\). And since \(\|p\|_{1} \leq O\left(k^{\gamma}\right)\) and each coordinate of \(p\) has absolute value at least \(2^{-j-1}\), the number of supports of \(p\) is at most \(O\left(2^{j+1} k^{\gamma}\right)\). Therefore,
\[
\begin{aligned}
\left|\mathcal{N}_{j}\right| & \leq(n+1)^{O\left(2^{j+1} k^{\gamma}\right)} \cdot(2 / \epsilon+1)^{O\left(2^{j+1} k^{\gamma}\right)} \\
& \leq 2^{O\left(2^{j+1} k^{\gamma}(\log n+\log (2 / \epsilon+1))\right.} \\
& \leq 2^{O\left(2^{j+1} k^{\gamma} \log k\right)}
\end{aligned}
\]

The last inequality follows from \(n \leq O\left(k^{c_{2}}\right), r \leq O\left(k^{c_{1}}\right), \epsilon=O\left(1 /\left(r n k^{3}\right)\right)\).
We define an event \(\mathcal{E}\left(y^{j}\right)\) to be: \(A V^{\top} y^{j}\) has \(k / \log ^{2} k\) coordinates which are each at least \(2 / \log ^{2} k\) in absolute value. Now, we want to show,

Claim 17.6.19. For any \(j \geq j_{0}\), for a fixed \(y^{j} \in \mathbb{R}^{n}\),
\[
\operatorname{Pr}\left[\mathcal{E}\left(y^{j}\right) \text { happens }\right] \leq 2^{k} e^{-\Theta\left(k /\left(\left\|y^{j}\right\|_{2}^{2} \log ^{6} k\right)\right)} \leq e^{-\Theta\left(2^{j-1} k^{1-\gamma} / \log ^{6} k\right)}
\]

Proof. We let \(p\) be the probability that the absolute value of a single coordinate of \(A V^{\top} y^{j}\) is at least \(1 / \log ^{2} k\). Notice that each coordinate of \(A V^{\top} y^{j}\) is i.i.d. Gaussian \(N\left(0,\left\|V^{\top} y^{j}\right\|_{2}^{2}\right)\) and because for any Gaussian random variable \(g, \operatorname{Pr}[|g| \geq t] \leq \exp \left(-\Theta\left(t^{2} / \sigma^{2}\right)\right)\), then \(p \leq\) \(\exp \left(-1 /\left(\left\|V^{\top} y^{j}\right\|_{2}^{2} \log ^{4} k\right)\right)\), by plugging \(\sigma^{2}=\left\|V^{\top} y^{j}\right\|_{2}^{2}\) and \(t=1 / \log ^{2} k\). So the probability \(A V^{\top} y^{j}\) has \(k / \log ^{2} k\) coordinates which are each at least \(1 / \log ^{2} k\) in absolute value is,
\[
\begin{aligned}
\sum_{i=k / \log ^{2} k}^{k} p^{i}(1-p)^{k-i}\binom{k}{i} & \leq \sum_{i=k / \log ^{2} k}^{k} p^{i}\binom{k}{k / 2} \leq 2 p^{k / \log ^{2} k} 2^{k} \\
& \leq e^{-\Theta\left(k t^{2} /\left(\sigma^{2} \log ^{2} k\right)\right)} 2^{k} \\
& \leq e^{-\Theta\left(k /\left(\left\|V^{\top} y^{j}\right\|_{2}^{2} \log ^{6} k\right)\right)} 2^{k} \\
& \leq e^{-\Theta\left(k /\left(\left\|y^{j}\right\|_{2}^{2} \log ^{6} k\right)\right)} 2^{k} \\
& \leq e^{-\Theta\left(k /\left(2^{-2 j} s_{j} \log ^{6} k\right)\right)} 2^{k} \\
& \leq e^{-\Theta\left(k /\left(2^{-j+1} k^{\gamma} \log ^{6} k\right)\right)} 2^{k} \\
& =e^{-\Theta\left(k /\left(2^{-j+1} k^{\gamma} \log ^{6} k\right)\right)} \\
& \leq e^{-\Theta\left(2^{j-1} k^{\left.1-\gamma / \log ^{6} k\right)}\right.}
\end{aligned}
\]
where the second step follows from \(p \leq \exp \left(-\Theta\left(t^{2} / \sigma^{2}\right)\right)\), the forth step follows from \(\left\|V^{\top} y^{j}\right\|_{2}^{2} \leq\) \(\|V\|_{2}^{2}\left\|y^{j}\right\|_{2}^{2} \leq\left\|y^{j}\right\|_{2}^{2}\), the fifth step follows from \(\left\|y^{j}\right\|_{2}^{2} \leq 2^{-2 j} s_{j}\), the sixth step follows from \(s_{j} \leq O\left(2^{j+1} k^{\gamma}\right)\), the seventh step follows from \(2^{-j+1} k^{\gamma} \log ^{6} k \leq 2^{-j_{0}+1} k^{\gamma} \log ^{6} k \leq\) \(2 k^{\gamma-\beta} \log ^{6} k=o(1)\).

For \(j_{1}=\left\lceil 100\left(c_{1}+c_{2}+1\right) \log k\right\rceil=\Theta(\log k)\), consider \(j \in\left[j_{1}, \infty\right)\). We have \(\left\|\sum_{j=j_{1}}^{\infty} y^{j}\right\|_{2}\) is at most \(\Theta\left(2^{-j_{1}} \sqrt{n}\right) \leq 1 / k^{100\left(1+c_{1}\right)}\), and so
\[
\begin{aligned}
\left\|A V^{\top} \sum_{j=j_{1}}^{\infty} y^{j}\right\|_{1} & \leq \sqrt{k}\left\|A V^{\top} \sum_{j=j_{1}}^{\infty} y^{j}\right\|_{2} \\
& \leq \sqrt{k}\|A\|_{2}\|V\|_{2}\left\|\sum_{j=j_{1}}^{\infty} y^{j}\right\|_{2} \\
& \leq \sqrt{k} \cdot \sqrt{r} \cdot 1 / k^{100\left(1+c_{1}\right)} \leq 1 / k^{50} .
\end{aligned}
\]

The last inequality follows from \(r=O\left(k^{c_{1}}\right)\). So the contribution of \(y^{j}\) to \(\left\|A V^{\top} y^{j}\right\|_{1}\) for all \(j \geq j_{1}\) is at most \(1 / k^{50}\). Thus, if we only consider those \(j\) which contribute, i.e., \(j_{0} \leq j \leq j_{1}\), we have \(O(\log k)\) values of \(j\). Then we can only construct \(O(\log k)\) nets \(\mathcal{N}_{j_{0}}, \mathcal{N}_{j_{0}+1}, \cdots, \mathcal{N}_{j_{1}}\). Since the size of net \(\mathcal{N}_{j}\) is \(2^{\Theta\left(2^{j+1} k^{\gamma} \log k\right)}\), by combining Claim 17.6.19 and taking a union bound, we have
\[
\begin{aligned}
\operatorname{Pr}\left[\exists y^{j} \in \bigcup_{j=j_{0}}^{j_{1}} \mathcal{N}_{j}, \mathcal{E}\left(y^{j}\right) \text { happens }\right] & \leq \sum_{j=j_{0}}^{j_{1}} 2^{\Theta\left(2^{j+1} k^{\gamma} \log k\right)} \cdot e^{-\Theta\left(2^{j-1} k^{1-\gamma} / \log ^{6} k\right)} \\
& \leq e^{-\Theta\left(2^{j 0-1} k^{1-\gamma} / \log ^{6} k\right)} \\
& \leq e^{-\Theta\left(k^{1+\beta-\gamma} / \log ^{6} k\right)} \\
& \leq 2^{-\Theta(k)}
\end{aligned}
\]

The second inequality follows since \(k^{\gamma}=o\left(k^{1-\gamma}\right)\). The third inequality follows since \(2^{j_{0}} \geq k^{\beta}\). The fourth inequality follows since \(1+\beta-\gamma>1\).

Then, \(\forall j_{0} \leq j \leq j_{1}, \forall \widetilde{y}^{j} \notin \mathcal{N}_{j}\), there exists a vector \(\widehat{y}^{j}\) in \(\mathcal{N}_{j}\), such that \(\left\|\widehat{y}^{j}-\widetilde{y}^{j}\right\|_{2} \leq\)
\(1 / k^{3+c_{1}}\). We can upper bound the \(\ell_{\infty}\) norm of \(A V^{\top} \widehat{y}^{j}-A V^{\top} \widetilde{y}^{j}\) in the following sense,
\[
\begin{array}{rlr}
\left\|A V^{\top} \widehat{y}^{j}-A V^{\top} \widetilde{y}^{j}\right\|_{\infty} & \leq\left\|A V^{\top} \widehat{y}^{j}-A V^{\top} \widetilde{y}^{j}\right\|_{2} & \text { by }\|\cdot\|_{\infty} \leq\|\cdot\|_{2} \\
& \leq\|A\|_{2} \cdot\left\|\widehat{y}^{j}-\widetilde{y}^{j}\right\|_{2} & \\
& \leq \sqrt{r} / k^{3+c_{1}} & \text { by Claim 17.6.17 and }\left\|\widehat{y}^{j}-\widetilde{y}^{j}\right\|_{2} \leq 1 / k^{3+c_{1}} \\
& =1 / k^{2} . & \text { by } r \leq O\left(k^{c_{1}}\right)
\end{array}
\]

We let \(Y=\left\{y \in \mathbb{R}^{n} \quad \mid \quad\|y\|_{1} \leq O\left(k^{\gamma}\right)\right.\) and each coordinate of \(\left.y \leq 1 / k^{\beta}\right\}\). Since \(1 / k^{2}<\) \(1 / \log ^{2} k\) we can conclude that,
\[
\begin{equation*}
\operatorname{Pr}\left[\exists y \in Y, j \geq j_{0}, \mathcal{E}\left(y^{j}\right) \text { happens }\right] \leq 2^{-\Theta(k)} \tag{17.27}
\end{equation*}
\]

Recalling \(y=\sum_{j} y^{j}\), by Equation (17.27), for any \(y\), with probability at most \(2^{-\Theta(k)}\), there are at most \(O(\log k) \cdot k / \log ^{2} k \leq O(k / \log k)\) coordinates for which \(A V^{\top} \sum_{j=j_{0}}^{j_{1}} y^{j}\) (the same statement also holds for \(A V^{\top} \sum_{j=j_{0}}^{\infty} y^{j}=A V^{\top} y\) since we argued that there is negligible "contribution" for those \(\left.j>j_{1}\right)\) is at least \(O(\log k) / \log ^{2} k=O(1 / \log k)\) on that coordinate. Summarizing,
\[
\operatorname{Pr}[\widehat{\mathcal{E}}(A, V, \beta, \gamma)] \geq 1-2^{-\Theta(k)}
\]

Lemma 17.6.20. For any \(t, k \geq 1\), and any constants \(c_{2} \geq c_{1} \geq 1\), let \(k \leq r=O\left(k^{c_{1}}\right), r \leq\) \(n=O\left(k^{c_{2}}\right)\), let \(V \in \mathbb{R}^{n \times r}\) be a matrix with orthonormal columns, and let each entry of \(A \in \mathbb{R}^{k \times r}, v_{1}, v_{2}, \cdots, v_{t} \in \mathbb{R}^{k}\) be an i.i.d. Gaussian \(N(0,1)\) random variable. For a constant \(\alpha \in(0,0.5)\) which can be arbitrarily small, if \(\widehat{\mathcal{E}}(A, V, 0.5+\alpha / 2,0.5-\alpha)\) happens, then with probability at least \(1-2^{-\Theta(t k)}\), there are at least \(\lceil t / 10\rceil\) such \(j \in[t]\) that \(\forall x \in \mathbb{R}^{r}\) either \(\left\|A x-v_{j}\right\|_{1} \geq \Omega\left(k^{0.5-\alpha}\right)\) or \(\|V x\|_{1} \geq \Omega\left(k^{0.5-\alpha}\right)\) holds.

Proof. For convenience, we define \(\gamma=0.5-\alpha\) which can be an arbitrary constant in \((0,0.5)\). We let constant \(\beta=0.5+\alpha / 2\). Then we have \(\beta+\gamma<1\) and \(\beta>\gamma\). Let \(v \in \mathbb{R}^{k}\) be a random vector with each entry drawn from i.i.d. Gaussian \(N(0,1)\). Suppose \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\) happens.

For any \(x \in \mathbb{R}^{r}\), we can find a \(y \in \mathbb{R}^{n}\) such that \(y=V x\). Since \(V \in \mathbb{R}^{n \times r}\) has orthonormal columns, \(x=V^{\top} V x=V^{\top} y\). Then our goal is to argue that with high probability if \(\left\|A V^{\top} y-v\right\|_{1} \leq O\left(k^{\gamma}\right)\), then \(\|y\|_{1}>\Omega\left(k^{\gamma}\right)\). Take any \(y \in \mathbb{R}^{n}\) which can be expressed as \(V x\), and decompose it as \(y=y_{0}+y_{1}\), where \(y_{0} \in \mathbb{R}^{n}\) and \(y_{1} \in \mathbb{R}^{n}\) have disjoint supports, \(y_{0}\) has each coordinate with absolute value greater than \(1 / k^{\beta}\), and \(y_{1}\) has each coordinate with absolute value at most \(1 / k^{\beta}\).

Now we create an \(\epsilon\)-net for \(y_{0}\) : let \(\epsilon=O\left(1 /\left(r n k^{3}\right)\right)=O\left(1 / k^{c_{1}+c_{2}+3}\right)\), we denote \(\mathcal{N} \subset \mathbb{R}^{n}\) as follows:
\[
\mathcal{N}=\left\{p \in \mathbb{R}^{n} \mid \exists q \in \mathbb{Z}^{n} \text {, s.t. } p=\epsilon q,\|p\|_{1} \leq O\left(k^{\gamma}\right), \forall i \in[n], \text { either }\left|p_{i}\right|>1 / k^{\beta} \text { or } p_{i}=0\right\}
\]

Obviously, for any \(y_{0}\), there exists \(p \in \mathcal{N}\) such that \(\left\|y_{0}-p\right\|_{\infty} \leq \epsilon=O\left(1 /\left(k^{c_{1}+c_{2}+3}\right)\right)\), since \(n \leq O\left(k^{c_{2}}\right),\left\|y_{0}-p\right\|_{2} \leq\left\|y_{0}-p\right\|_{1} \leq n\left\|y_{0}-p\right\|_{\infty} \leq O\left(1 / k^{c_{1}+3}\right)\). Now let us consider the size of \(\mathcal{N}\). If \(p \in \mathcal{N}\), the number of choices of one coordinate of \(p\) is at most \(O\left(k^{\gamma} / \epsilon\right)\). And since \(\|p\|_{1} \leq O\left(k^{\gamma}\right)\) and each coordinate of \(p\) has absolute value at least \(1 / k^{\beta}\), the number of supports of \(p\) is at most \(O\left(k^{\gamma+\beta}\right)\). Therefore,
\[
\begin{aligned}
|\mathcal{N}| & \leq(n+1)^{O\left(k^{\gamma+\beta}\right)} \cdot O\left(k^{\gamma} / \epsilon\right)^{O\left(k^{\gamma+\beta}\right)} \\
& \leq 2^{O\left(k^{\gamma+\beta} \log k\right)} .
\end{aligned}
\]

The last inequality follows from \(n \leq O\left(k^{c_{2}}\right), r \leq O\left(k^{c_{1}}\right), \epsilon=O\left(1 /\left(r n k^{3}\right)\right)\).
For \(y_{0} \in \mathbb{R}^{n}\), we define event \(\mathcal{E}_{1}\left(y_{0}\right)\) as: \(\exists\) valid \(y_{1} \in \mathbb{R}^{n},\left\|A V^{\top} y-v\right\|_{1} \leq O\left(k^{\gamma}\right)\), where \(y=y_{0}+y_{1}\) is the decomposition of a possible \(y \in \mathbb{R}^{n}\). Here \(y_{1}\) is valid means that there
exists \(y \in \mathbb{R}^{n}\) such that \(\|y\|_{1} \leq O\left(k^{\gamma}\right)\) and the decomposition of \(y\) is \(y=y_{0}+y_{1}\). We define event \(\mathcal{E}_{2}\left(y_{0}\right)\) as: \(\exists\) valid \(y_{1}\), the absolute value of \(A V^{\top} y-v\) is at most \(O\left(1 / k^{\gamma}\right)\) for at least \(k-O\left(k^{2 \gamma}\right)\) coordinates \(i\) in \([k]\). We define event \(\mathcal{E}_{3}\left(y_{0}\right)\) as: at least \(k-O\left(k^{2 \gamma}\right)-O(k / \log k)\) coordinates of \(A y_{0}-v\) have absolute value at most \(O(1 / \log k)\).

Claim 17.6.21. For \(y_{0} \in \mathbb{R}^{n}\),
\[
\operatorname{Pr}\left[\mathcal{E}_{3}\left(y_{0}\right) \text { happens }\right] \geq \operatorname{Pr}\left[\mathcal{E}_{2}\left(y_{0}\right) \text { happens }\right] \geq \operatorname{Pr}\left[\mathcal{E}_{1}\left(y_{0}\right) \text { happens }\right] .
\]

Proof. If \(\mathcal{E}_{1}\left(y_{0}\right)\) happens, then there exists a valid \(y_{1} \in \mathbb{R}^{n}\) such that \(y=y_{0}+y_{1}\) and \(\left\|A V^{\top} y-v\right\|_{1} \leq O\left(k^{\gamma}\right)\). For this \(y\), there are at least \(k-O\left(1 / k^{2 \gamma}\right)\) coordinates of \(A V^{\top} y-v\) with absolute value at most \(O\left(1 / k^{\gamma}\right)\). Otherwise, \(\left\|A V^{\top} y-v\right\|_{1}>\Omega\left(k^{\gamma}\right)\). Thus, \(\mathcal{E}_{1}\left(y_{0}\right)\) implies \(\mathcal{E}_{2}\left(y_{0}\right)\).

Now we want to show \(\mathcal{E}_{2}\left(y_{0}\right)\) implies \(\mathcal{E}_{3}\left(y_{0}\right)\). We suppose \(\mathcal{E}_{2}\left(y_{0}\right)\) happens. Then there is a valid \(y_{1}\) such that there are at least \(k-O\left(1 / k^{2 \gamma}\right)\) coordinates of \(A V^{\top} y-v\) with absolute value at most \(O\left(1 / k^{\gamma}\right)\), where \(y=y_{0}+y_{1}\). Recall that the event \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\) happens, for any valid \(y_{1}\) there are at most \(O(k / \log k)\) coordinates of \(A V^{\top} y_{1}\) are at least \(\Omega(1 / \log k)\). Therefore,
\[
A V^{\top} y_{0}-v=\underbrace{A V^{\top} y-v}_{\substack{\geq k-O\left(k^{2 \gamma}\right) \text { coordinates } \\
\text { each } \leq O\left(1 / k^{\gamma}\right)}}-\underbrace{A V^{\top} y_{1}}_{\begin{array}{c}
\leq O(k / \log k) \text { coordinates } \\
\text { each } \geq \Omega(1 / \log k)
\end{array}} .
\]

Therefore, at least \(k-O\left(k^{2 \gamma}\right)-O(k / \log k)\) coordinates of \(A y_{0}-v\) in absolute value is at \(\operatorname{most} O(1 / \log k)+O\left(1 / k^{\gamma}\right)=O(1 / \log k)\)

Claim 17.6.22. Define event \(\mathcal{F}_{1}\) to be the situation for which there exists \(1 / 2\) of the coordinates of \(v \in \mathbb{R}^{k}\) that are at least \(1 / 100\). The probability this event \(\mathcal{F}_{1}\) holds is at least \(1-2^{-\Theta(k)}\).

Proof. Note that \(\overline{\mathcal{F}}_{1}\) means there exist \(k / 2\) of the coordinates of \(v \in \mathbb{R}^{k}\) which are at most \(1 / 100\). Using Lemma 17.6.10, for each single coordinate the probability it is smaller than \(1 / 100\) is \(1 / 200\). Then the probability more than half the coordinates are no more than \(1 / 100\) is
\[
\sum_{i=k / 2}^{k} p^{i}(1-p)^{k-i}\binom{k}{i} \leq \sum_{i=k / 2}^{k} p^{i}\binom{k}{k / 2} \leq 2 p^{k / 2} 2^{k} \leq(1 / 200)^{\Theta(k)}=2^{-\Theta(k)}
\]

Conditioned on \(\mathcal{F}_{1}\) happening, if \(\mathcal{E}_{3}\left(y_{0}\right)\) happens, then due to the pigeonhole principle, there are at least \(\frac{k}{2}-O\left(k^{2 \gamma}\right)-O(k / \log k)\) coordinates of \(A V^{\top} y_{0}-v\) that are at most \(O(1 / \log k)\) and the corresponding coordinate of \(v\) is larger than \(1 / 100\). Now, let us look at the probability on a single coordinate of \(A V^{\top} y_{0}-v\).

Claim 17.6.23. If the \(i^{\text {th }}\) coordinate of \(v \in \mathbb{R}^{k}\) is at least \(1 / 100\). Then \(\operatorname{Pr}\left[\left|\left(A V^{\top} y_{0}\right)_{i}-(v)_{i}\right| \leq\right.\) \(O(1 / \log k)] \leq O(1 / \log k)\).

Proof. Since \(\left|(v)_{i}\right|>1 / 100\) and \(v\) is independent from \(A \in \mathbb{R}^{k \times r}\), for \(0<\eta<1 / 100\), \(\operatorname{Pr}\left[\left|\left(A V^{\top} y_{0}\right)_{i}-(v)_{i}\right| \leq \eta\right]\) is always upper bounded by \(\operatorname{Pr}\left[\left(A x_{0}\right)_{i} \in[1 / 100-\eta, 1 / 100+\eta]\right.\). Thus, it suffices to prove an upper bound for \(\operatorname{Pr}\left[\left(A V^{\top} x_{0}\right)_{i} \in[1 / 100-\eta, 1 / 100+\eta]\right.\). Let \(f(x)\)
be the pdf of \(N\left(0, \sigma^{2}\right)\), where \(\sigma^{2}=\left\|V^{\top} y_{0}\right\|_{2}^{2}, V \in \mathbb{R}^{n \times r}, y_{0} \in \mathbb{R}^{n}\). Then
\[
\begin{aligned}
& \operatorname{Pr}\left[\left(A V^{\top} y_{0}\right)_{i} \in[1 / 100-\eta, 1 / 100+\eta]\right] \\
= & \int_{1 / 100-\eta}^{1 / 100+\eta} f(x) \mathrm{d} x \\
\leq & f(1 / 200) \int_{1 / 100-\eta}^{1 / 100+\eta} \mathrm{d} x \\
\leq & O(\eta) .
\end{aligned}
\]
where the last step follows since \(f(1 / 200) \leq 200\). We set \(\eta=O(1 / \log k)\), then we get the statement.

Claim 17.6.24. Conditioned on \(\mathcal{F}_{1}\), for a fixed \(y_{0} \in \mathbb{R}^{n}\), with probability at most \(2^{-\Theta(k)}\), there are at least \(\frac{k}{10}\) coordinates of \(A V^{\top} y_{0}-v \in \mathbb{R}^{k}\) which are at most \(O(1 / \log k)\) and the corresponding coordinate of \(v\) is larger than \(1 / 100\).

Proof. We look at the coordinate \(i \in[k]\) which has \(\left|(v)_{i}\right|>1 / 100\). The probability \(\left\|\left(A V^{\top} y_{0}\right)_{i}-(v)_{i}\right\| \leq O(1 / \log k)\) is at most \(O(1 / \log k)\). Due to the independence between different coordinates of \(v\), since there are at least \(k / 2\) coordinates of \(v\) satisfying that they have absolute value greater than \(1 / 100\), with probability at most \(2^{-\Theta(k)}\), there are at least \(\frac{1}{5} \cdot \frac{k}{2}=k / 10\) coordinates of \(A V^{\top} y_{0}-v\) which are at most \(O(1 / \log k)\).

Because \(\mathcal{E}_{3}\left(y_{0}\right)\) implies the event described in the above claim when conditioning on \(\mathcal{F}_{1}\), for a fixed \(y_{0}\), the probability that \(\mathcal{E}_{3}\left(y_{0}\right)\) holds is at most \(2^{-\Theta(k)}\). Since \(\gamma+\beta<1\), the \(|\mathcal{N}| \leq 2^{k^{o(1)}}\), we can take a union bound over the \(\mathcal{N}\) :
\[
\operatorname{Pr}\left[\exists y_{0} \in \mathcal{N}, \mathcal{E}_{1}\left(y_{0}\right) \text { happens }\right] \leq 2^{-\Theta(k)}
\]

It means that with probability at least \(1-2^{-\Theta(k)}\), for any \(y=y_{0}+y_{1}\) with \(y_{0} \in \mathcal{N}\), \(\left\|A V^{\top} y-v\right\|_{1}>\Omega\left(k^{\gamma}\right)\). Let \(\widetilde{y}=\widetilde{y}_{0}+\sum \widetilde{y}^{j}\), where \(\widetilde{y}_{0} \notin \mathcal{N}\). We can find \(\widehat{y}_{0} \in \mathcal{N}\) which is the closest to \(\widetilde{y}_{0}\). Denote \(\widehat{y}=\widehat{y}+\sum \widetilde{y}^{j}\). Then,
\[
\begin{array}{rlr}
\left\|A V^{\top} \widehat{y}-v\right\|_{1} & \leq\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\left\|A V^{\top} \widetilde{y}-A V^{\top} \widehat{y}\right\|_{1} & \text { by triangle inequality } \\
& \leq\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\sqrt{k}\left\|A V^{\top} \widetilde{y}-A V^{\top} \widehat{y}\right\|_{2} & \text { by }\|\cdot\|_{1} \leq \sqrt{\operatorname{dim}}\|\cdot\|_{2} \\
& \leq\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\sqrt{k}\|A\|_{2}\|\widetilde{y}-\widehat{y}\|_{2} & \\
& \leq\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\sqrt{k} \cdot \sqrt{r} \cdot\left\|\widetilde{y}_{0}-\widehat{y}_{0}\right\|_{2} & \\
& \leq\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\sqrt{k} \cdot \sqrt{r} \cdot \epsilon & \text { by }\|A\|_{2} \leq \sqrt{r} \\
& =\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+\sqrt{k} \cdot \sqrt{r} \cdot 1 / k^{c_{1}+3} & \text { by }\left\|\widetilde{y}_{0}-\widehat{y}_{0}\right\|_{2} \leq \epsilon \\
& =\left\|A V^{\top} \widetilde{y}-v\right\|_{1}+1 / k . & \text { by } \epsilon^{\prime}=1 / k^{c_{1}+3} \\
& & \text { by } r=O\left(k^{c_{1}}\right)
\end{array}
\]
and so if \(\left\|A V^{\top} \widetilde{y}-v\right\|_{1}\) is at most \(O\left(k^{\gamma}\right)\) then \(\|A \widehat{y}-v\|_{1}\) is at most \(O\left(k^{\gamma}\right)\).
For \(j \in[t]\), we now use notation \(\mathcal{E}_{4}\left(v_{j}\right)\) to denote the event: \(\exists y_{0} \in \mathbb{R}^{n}\) with \(\left\|y_{0}\right\|_{1} \leq\) \(O\left(k^{\gamma}\right)\) and each non-zero coordinate of \(y_{0}\) is greater than \(1 / k^{\beta}\), at least \(k-O\left(k^{2 \gamma}\right)-O(k / \log k)\) coordinates of \(A V^{\top} y_{0}-v_{j}\) in absolute value are at most \(O(1 / \log k)\). Based on the previous argument, conditioned on \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\),
\[
\operatorname{Pr}\left[\mathcal{E}_{4}\left(v_{j}\right)\right] \leq 2^{-\Theta(k)}
\]

Also notice that, conditioned on \(\widehat{\mathcal{E}}(A, V, \beta, \gamma), \forall j \in[t], \mathcal{E}_{4}\left(v_{j}\right)\) are independent. Thus, conditioned on \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\), due to the Chernoff bound, the probability that there are \(\lceil t / 10\rceil\) such \(j\) that \(\mathcal{E}_{4}\left(v_{j}\right)\) happens is at most \(2^{-\Theta(k t)}\). We define \(\mathcal{E}_{5}\left(v_{j}\right)\) to be the event: \(\exists y \in\) \(\mathbb{R}^{n},\left\|A V^{\top} y-v_{j}\right\| \leq O\left(k^{\gamma}\right)\) with \(\|y\|_{1} \leq O\left(k^{\gamma}\right)\). Similar to the proof of Claim 17.6.21, conditioned on \(\widehat{\mathcal{E}}(A, V, \beta, \gamma), \mathcal{E}_{5}\left(v_{j}\right)\) implies \(\mathcal{E}_{4}\left(v_{j}\right)\). Thus, conditioned on \(\widehat{\mathcal{E}}(A, V, \beta, \gamma)\), the
probability that there are \(\lceil t / 10\rceil\) such \(j\) that \(\mathcal{E}_{5}\left(v_{j}\right)\) happens is at most \(2^{-\Theta(t k)}\). Then, we complete the proof.

Theorem 17.6.25. For any \(k \geq 1\), and any constants \(c_{1}, c_{2}\) which satisfy \(c_{2}-2>c_{1}>1\), let \(r=\Theta\left(k^{c_{1}}\right), n=\Theta\left(k^{c_{2}}\right)\), and let \(\mathcal{A}(k, n)\) denote a distribution over \(n \times(k+n)\) matrices where each entry of the first \(n \times k\) matrix is i.i.d. Gaussian \(N(0,1)\) and the next \(n \times n\) matrix is an identity matrix. For any fixed \(r \times n\) matrix \(S\) and a random matrix \(\widehat{A} \sim \mathcal{A}(k, n)\), with probability at least \(1-O\left(k^{1+\frac{c_{1}-c_{2}}{2}}\right)-2^{-\Theta(k)}\), there is no algorithm that is able to output a matrix \(B \in \mathbb{R}^{n \times r}\) such that
\[
\|B S \widehat{A}-\widehat{A}\|_{1} \leq O\left(k^{0.5-\epsilon}\right) \min _{\text {rank }-k}\left\|A^{\prime}-\widehat{A}\right\|_{1},
\]
where \(\epsilon>0\) is a constant which can be arbitrarily small.

Proof. For convenience, we let \(\gamma=0.5-\epsilon\) be a constant which can be arbitrarily close to 0.5. Since the last \(n\) columns of \(\widehat{A}\) is an identity matrix, we can fit the first \(k\) columns of \(\widehat{A}\), so we have
\[
\min _{\operatorname{rank}-k}\left\|A^{\prime}-\widehat{A}\right\|_{1} \leq n
\]

Now, we want to argue that, for a fixed \(S\), with high probability, for any rank- \(k n \times r\) matrix \(B\), the cost
\[
\|B S \widehat{A}-\widehat{A}\|_{1} \geq \Omega\left(n \cdot k^{\gamma}\right)
\]

Thus, the approximation gap will be at least \(\Omega\left(k^{\gamma}\right)\).

We denote the SVD of \(S=U_{S} \Sigma_{S} V_{S}^{\top}\) where \(U_{S} \in \mathbb{R}^{r \times r}, \Sigma_{S} \in \mathbb{R}^{r \times r}, V_{S} \in \mathbb{R}^{n \times r}\). Then, we can rewrite
\[
\begin{align*}
\|B S \widehat{A}-\widehat{A}\|_{1} & =\left\|B U_{S} \Sigma_{S} V_{S}^{\top} \widehat{A}-\widehat{A}\right\|_{1} \\
& =\sum_{l=1}^{n}\left\|\left(B U_{S} \Sigma_{S}\right)^{l}\left(V_{S}^{\top} \widehat{A}\right)-\widehat{A}^{l}\right\|_{1} \\
& \geq \sum_{l:\left\|V_{S}^{l}\right\|_{2}^{2} \leq 2 r / n}\left\|\left(B U_{S} \Sigma_{S}\right)^{l}\left(V_{S}^{\top} \widehat{A}\right)-\widehat{A}^{l}\right\|_{1} . \tag{17.28}
\end{align*}
\]

The first equality follows from the SVD of \(S\). The second equality follows from the fact that the \(\ell_{1}\)-norm of a matrix is the sum of \(\ell_{1}\)-norms of rows. The third inequality follows since we just look at the cost on a part of the rows.

We use \(\beta_{l}\) to denote \(\left(B U_{S} \Sigma_{S}\right)^{l}\). We look at a fixed row \(l\), then the cost on this row is:
\[
\begin{align*}
& \left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)-\widehat{A}^{l}\right\|_{1} \\
= & \left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[k+1: k+n]}-\left(\widehat{A}^{l}\right)_{[k+1: n+k]}\right\|_{1} \\
\geq & \left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[k+1: k+n]}\right\|_{1}-\left\|\left(\widehat{A}^{l}\right)_{[k+1: n+k]}\right\|_{1} \\
\geq & \left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[k+1: k+n]}\right\|_{1}-1 \\
\geq & \left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l} V_{S}^{\top}\right\|_{1}-1 . \tag{17.29}
\end{align*}
\]
where \(\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}\) denotes the first \(k\) columns of \(\left(V_{S}^{\top} \widehat{A}\right)\), and similarly, \(\left(V_{S}^{\top} \widehat{A}\right)_{[k+1: k+n]}\) denotes the last \(n\) columns of \(\left(V_{S}^{\top} \widehat{A}\right)\). The first equality is because we can compute the sum of \(\ell_{1}\) norms on the first \(k\) coordinates and \(\ell_{1}\) norm on the last \(n\) coordinates. The first inequality follows from the triangle inequality. The second inequality follows since the last \(n\) columns of \(\widehat{A}\) form an identity, so there is exactly one 1 on the last \(n\) columns in each row. The third
inequality follows since the last \(n\) columns of \(\widehat{A}\) form an identity. Let \(\mathcal{D}_{l}\) be a distribution over \(D_{l} \in \mathbb{R}^{(r+1) \times k}\), where
\[
D_{l}=\left[\begin{array}{c}
\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]} \\
\left(\widehat{A}^{l}\right)_{[1: k]}
\end{array}\right] .
\]

Let \(\mathcal{G}\) be a distribution over \(G \in \mathbb{R}^{(r+1) \times k}\) where each entry of \(G\) is drawn from i.i.d. \(N(0,1)\). According to Lemma 17.6.15, we have
\[
\begin{equation*}
D_{\mathrm{TV}}\left(\mathcal{D}_{l}, \mathcal{G}\right) \leq O\left(k\left\|\left(V_{S}\right)^{l}\right\|_{2}\right)+2^{-\Theta(k)} \tag{17.30}
\end{equation*}
\]

Let \(A=G^{[1: r]}, v=G^{r+1}\). Due to Lemma 17.6.18, with probability at least \(1-2^{-\Theta(k)}\), \(\widehat{\mathcal{E}}\left(A^{\top}, V_{S}, 0.75-\gamma / 2, \gamma\right)\) happens. Then conditioned on \(\widehat{\mathcal{E}}\left(A^{\top}, V_{S}, 0.75-\gamma / 2, \gamma\right)\), due to Lemma 17.6.20, with probability at most \(2^{-\Theta(k)}\), there exists \(\beta_{l}\) such that
\[
\left\|\beta_{l} A-v\right\|_{1}+\left\|\beta_{l} V_{S}^{\top}\right\|_{1}=o\left(k^{\gamma}\right)
\]

Combined with Equation (17.30), we can get that for a fixed \(l\), with probability at most \(O\left(k\left\|\left(V_{S}\right)^{l}\right\|_{2}\right)+2^{-\Theta(k)}\), there exists \(\beta_{l}\) such that
\[
\left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l} V_{S}^{\top}\right\|_{1}=o\left(k^{\gamma}\right)
\]

When \(\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2} \leq 2 r / n=\Theta\left(k^{c_{1}-c_{2}}\right)\), this probability is at most \(\Theta\left(k^{1+\left(c_{1}-c_{2}\right) / 2}\right)+2^{-\Theta(k)}\). Since \(\sum_{l=1}^{n}\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2}=r\), there are at most \(n / 2\) such \(l\) that \(\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2}>2 r / n\) which means that there are at least \(n / 2\) such \(l\) that \(\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2} \leq 2 r / n\). Let \(s\) be the number of \(l\) such that \(\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2} \leq 2 r / n\), then \(s>n / 2\). Let \(t\) be a random variable which denotes that the number of \(l\) which satisfies \(\left\|\left(V_{S}\right)^{l}\right\|_{2}^{2} \leq 2 r / n\) and achieve
\[
\left\|\beta_{l}\left(V_{S}^{\top} \widehat{A}\right)_{[1: k]}-\left(\widehat{A}^{l}\right)_{[1: k]}\right\|_{1}+\left\|\beta_{l} V_{S}^{\top}\right\|_{1}=o\left(k^{\gamma}\right)
\]
at the same time. Then,
\[
\mathbb{E}[t] \leq\left(O\left(k\left\|\left(V_{S}\right)^{l}\right\|_{2}\right)+2^{-\Theta(k)}\right) s=\left(O(k \sqrt{2 r / n})+2^{-\Theta(k)}\right) s .
\]

Due to a Markov inequality,
\[
\operatorname{Pr}[t>s / 2>n / 4] \leq O(k \sqrt{2 r / n})+2^{-\Theta(k)}=O\left(k^{1+\left(c_{1}-c_{2}\right) / 2}\right)+2^{-\Theta(k)} .
\]

The equality follows since \(r=\Theta\left(k^{c_{1}}\right), n=\Theta\left(k^{c_{2}}\right)\). Plugging it into Equation (17.28), now we can conclude, with probability at least \(1-O\left(k^{1+\left(c_{1}-c_{2}\right) / 2}\right)-2^{-\Theta(k)}, \forall B \in \mathbb{R}^{n \times r}\)
\[
\|B S \widehat{A}-\widehat{A}\|_{1} \geq \sum_{l:\left\|V_{S}^{l}\right\|_{2}^{2} \leq 2 r / n}\left\|\left(B U_{S} \Sigma_{S}\right)^{l}\left(V_{S}^{\top} \widehat{A}\right)-\widehat{A}^{l}\right\|_{1} \geq n / 4 \cdot \Omega\left(k^{\gamma}\right)=\Omega\left(n \cdot k^{\gamma}\right)
\]

Theorem 17.6.26 (Hardness for row subset selection). For any \(k \geq 1\), any constant \(c \geq 1\), let \(n=O\left(k^{c}\right)\), and let \(\mathcal{A}(k, n)\) denote the same distribution stated in Theorem 17.6.25. For matrix \(\widehat{A} \sim \mathcal{A}(k, n)\), with positive probability, there is no algorithm that is able to output \(B \in \mathbb{R}^{n \times(n+k)}\) in the row span of any \(r=n / 2\) rows of \(\widehat{A}\) such that
\[
\|\widehat{A}-B\|_{1} \leq O\left(k^{0.5-\alpha}\right) \min _{\text {rank }-k}\left\|A^{\prime}-\widehat{A}\right\|_{1},
\]
where \(\alpha \in(0,0.5)\) is a constant which can be arbitrarily small.

Proof. For convenience, we define \(\gamma=0.5-\alpha\) which can be an arbitrary constant in \((0,0.5)\). Since the last \(n\) columns of \(\widehat{A}\) is an identity matrix, we can fit the first \(k\) columns of \(\widehat{A}\), so we have
\[
\min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-\widehat{A}\right\|_{1} \leq n
\]

We want to argue that \(\forall B \in \mathbb{R}^{n \times(k+n)}\) in the row span of any \(r=n / 2\) rows of \(\widehat{A}\),
\[
\|\widehat{A}-B\|_{1} \geq \Omega\left(n \cdot k^{\gamma}\right)
\]

Let \(A^{\top} \in \mathbb{R}^{n \times k}\) be the first \(k\) columns of \(\widehat{A}\), and let \(S \subset[n]\) be a set of indices of chosen rows of \(\widehat{A}\) with \(k \leq|S| \leq r\). Let \(M^{S} \in \mathbb{R}^{k \times n}\) with the \(i^{\text {th }}\) column \(M_{i}^{S}=A_{i}\) if \(i \in S\) and \(M_{i}^{S}=0\) otherwise. We use \(\widehat{M}^{S} \in \mathbb{R}^{k \times r}\) to be \(M^{S}\) without those columns of zeros, so it is a random matrix with each entry i.i.d. Gaussian \(N(0,1)\). Then the minimum cost of using a matrix in the span of rows of \(\widehat{A}\) with index in \(S\) to fit \(\widehat{A}\) is at least:
\[
\sum_{l \notin S} \min _{x_{l} \in \mathbb{R}^{n}}\left(\left\|M^{S} x_{l}-A_{l}\right\|_{1}+\left\|x_{l}\right\|_{1}-1\right) .
\]

The part of \(\left\|M^{S} x_{l}-A_{l}\right\|_{1}\) is just the cost on the \(l^{\text {th }}\) row of the first \(k\) columns of \(\widehat{A}\), and the part of \(\left\|x_{l}\right\|_{1}-1\) is just the lower bound of the cost on the \(l^{\text {th }}\) row of the last \(n\) columns of \(\widehat{A}\).

Claim 17.6.27. \(A, \widehat{M}^{S} \in \mathbb{R}^{k \times n}, \gamma \in(0,0.5)\),
\[
\operatorname{Pr}\left[\widehat{\mathcal{E}}\left(\widehat{M}^{S}, I_{r}, 0.75-\gamma / 2, \gamma\right) \mid \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right]=1 .
\]

Proof. Suppose \(\widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\) happens. Since \(M^{S}\) has just a subset of columns of \(A,\left\|M^{S}\right\|_{2} \leq\|A\|_{2} \leq \sqrt{n}\). Notice that \(\forall x \in \mathbb{R}^{n}\) with \(\|x\|_{1} \leq O\left(k^{\gamma}\right)\) and each non-zero coordinate of \(x\) is at most \(O\left(1 / k^{0.75-\gamma / 2}\right), M^{S} x \equiv M^{S} x^{S} \equiv A x^{S}\), where \(x^{S} \in \mathbb{R}^{n}\) has \(x^{S}{ }_{i}=x_{i}\) if \(i \in S\) and \(x^{S}{ }_{i}=0\) otherwise. Because \(\left\|x^{S}\right\|_{1} \leq O\left(k^{\gamma}\right)\) and \(x^{S}\) has each coordinate in absolute value at most \(O\left(1 / k^{0.75-\gamma / 2}\right), A x^{S}\) has at most \(O(k / \log k)\) coordinates in absolute value at least \(\Omega(1 / \log k)\). So, \(M^{S} x=A x^{S}\) has at most \(O(k / \log k)\) coordinates in absolute value at least \(\Omega(1 / \log k)\).

We denote \(\operatorname{cost}(S, l)=\min _{x_{l} \in \mathbb{R}^{n}}\left(\left\|M^{S} x_{l}-A_{l}\right\|_{1}+\left\|x_{l}\right\|_{1}-1\right)\). Since \(\forall l \notin S, A_{l}\) are independent, and they are independent from \(M^{S}\), due to Lemma 17.6.20,
\[
\begin{equation*}
\operatorname{Pr}\left[\sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right) \mid \widehat{\mathcal{E}}\left(\widehat{M}^{S}, I_{r}, 0.75-\gamma / 2, \gamma\right)\right] \leq 2^{-\Theta(r k)} \tag{17.31}
\end{equation*}
\]

Now we just want to upper bound the following:
\[
\begin{aligned}
& \operatorname{Pr}\left[\exists S \subset[n],|S| \leq r, \sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right)\right] \\
\leq & \operatorname{Pr}\left[\exists S \subset[n],|S| \leq r, \sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right) \mid \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right] \\
+ & \operatorname{Pr}\left[\neg \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right] \\
\leq & \sum_{S \subset[n],|S| \leq r} \operatorname{Pr}\left[\sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right) \mid \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right] \\
+ & \operatorname{Pr}\left[\neg \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right] \\
\leq & \sum_{S \subset[n],|S| \leq r} \operatorname{Pr}\left[\sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right) \mid \widehat{\mathcal{E}}\left(A, I_{n}, 0.75-\gamma / 2, \gamma\right)\right]+2^{-\Theta(k)} \\
\leq & \sum_{S \subset[n],|S| \leq r} \operatorname{Pr}\left[\sum_{l \notin S} \operatorname{cost}(S, l) \leq O\left(n \cdot k^{\gamma}\right) \mid \widehat{\mathcal{E}}\left(\widehat{M^{S}}, I_{r}, 0.75-\gamma / 2, \gamma\right)\right]+2^{-\Theta(k)} \\
\leq & (n+1)^{r} 2^{-\Theta(r k)}+2^{-\Theta(k)} \\
\leq & 2^{-\Theta(r k)}+2^{-\Theta(k)} \\
\leq & 2^{-\Theta(k)} .
\end{aligned}
\]

The second inequality follows by a union bound. The third inequality follows by Lemma 17.6.18. The fourth inequality follows by Claim 17.6.27. The fifth inequality is due to Equation (17.31). The sixth inequality follows by \(n \leq O\left(k^{c}\right), r=n / 2\). Thus, with probability at least \(1-2^{-\Theta(k)}\),
\(\forall B \in \mathbb{R}^{n \times(n+k)}\) which is in the span of any \(r \leq n / 2\) rows of \(\widehat{A}\),
\[
\|B-\widehat{A}\|_{1} \geq \Omega\left(n \cdot k^{\gamma}\right)
\]

Then, we have completed the proof.

Definition 17.6.3. Given a matrix \(A \in \mathbb{R}^{n \times d}\), a matrix \(S \in \mathbb{R}^{r \times n}, k \geq 1\) and \(\gamma \in\left(0, \frac{1}{2}\right)\), we say that an algorithm \(\mathcal{M}(A, S, k, \gamma)\) which outputs a matrix \(B \in \mathbb{R}^{n \times r}\) "succeeds", if
\[
\|B S A-A\|_{1} \leq k^{\gamma} \cdot \min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{1},
\]
holds.

Theorem 17.6.28 (Hardness for oblivious embedding). Let \(\Pi\) denote a distribution over matrices \(S \in \mathbb{R}^{r \times n}\). For any \(k \geq 1\), any constant \(\gamma \in\left(0, \frac{1}{2}\right)\), arbitrary constants \(c_{1}, c_{2}>0\) and \(\min (n, d) \geq \Omega\left(k^{c_{2}}\right)\), if for all \(A \in \mathbb{R}^{n \times d}\), it holds that
\[
\operatorname{Pr}_{S \sim \Pi}[\mathcal{M}(A, S, k, \gamma) \text { succeeds }] \geq \Omega\left(1 / k^{c_{1}}\right)
\]

Then \(r\) must be at least \(\Omega\left(k^{c_{2}-2 c_{1}-2}\right)\).

Proof. We borrow the idea from [NN14, PSW17]. We use Yao's minimax principle [Yao77] here. Let \(\mathcal{D}\) be an arbitrary distribution over \(\mathbb{R}^{n \times d}\), then
\[
\operatorname{Pr}_{A \sim \mathcal{D}, S \sim \Pi}[\mathcal{M}(A, S, k, \gamma)] \geq 1-\delta
\]

It means that there is a fixed \(S_{0}\) such that
\[
\operatorname{Pr}_{A \sim D}\left[\mathcal{M}\left(A, S_{0}, k, \gamma\right)\right] \geq 1-\delta
\]

Therefore, we want to find a hard distribution \(\mathcal{D}_{\text {hard }}\) that if
\[
\operatorname{Pr}_{A \sim \mathcal{D}_{\text {hard }}}\left[\mathcal{M}\left(A, S_{0}, k, \gamma\right)\right] \geq 1-\delta,
\]
\(S_{0}\) must have at least some larger poly \((k)\) rows.
Here, we just use the distribution \(\mathcal{A}\left(k, \Omega\left(k^{c_{2}}\right)\right)\) described in Theorem 17.6.25 as our hard distribution. We can just fill zeros to expand the size of matrix to \(n \times d\). We can complete the proof by using Theorem 17.6.25.

Remark 17.6.1. Actually, in Lemma 17.6.18 and Lemma 17.6.20, the reason we need \(\beta>\gamma>\) 0 is that we want \(k^{\beta-\gamma}=\omega(\operatorname{poly}(\log k))\), and the reason we need \(\beta+\gamma<1\) is that we want \(k^{\beta+\gamma} \operatorname{poly}(\log k)=o(k)\). Thus we can replace all the \(k^{\gamma}\) by \(\sqrt{k} / \operatorname{poly}(\log k)\), e.g., \(\sqrt{k} / \log ^{20} k\), and replace all the \(k^{\beta}\) by \(\sqrt{k}\) poly \((\log k)\) with a smaller poly \((\log k)\), e.g., \(\sqrt{k} \log ^{10} k\). Our proofs still work. Therefore, if we replace the approximation ratio in Theorem 17.6.25, Theorem 17.6.26, and Theorem 17.6 .28 to be \(\sqrt{k} / \log ^{c} k\) where \(c\) is a sufficiently large constant, the statements are still correct.

\section*{17.7 \(\ell_{p}\)-Low Rank Approximation}

This section presents some fundamental lemmas for \(\ell_{p}\)-low rank approximation problems. Using these lemmas, all the algorithms described for \(\ell_{1}\)-low rank approximation problems can be extended to \(\ell_{p}\)-low rank approximation directly. We only state the important Lemmas in this section, due to most of the proofs in this section being identical to the proofs in Section 17.5.

\subsection*{17.7.1 Definitions}

This section is just a generalization of Section 17.5 . 1 to the \(\ell_{p}\) setting when \(1<p<2\).
Definition 17.7.1. Given a matrix \(M \in \mathbb{R}^{n \times d}\), if matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\|S M\|_{p}^{p} \leq c_{1}\|M\|_{p}^{p}
\]
then \(S\) has at most \(c_{1}\)-dilation on \(M\).
Definition 17.7.2. Given a matrix \(U \in \mathbb{R}^{n \times k}\), if matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{p}^{p} \geq \frac{1}{c_{2}}\|U x\|_{p}^{p}
\]
then \(S\) has at most \(c_{2}\)-contraction on \(U\).
Definition 17.7.3. Given matrices \(U \in \mathbb{R}^{n \times k}, A \in \mathbb{R}^{n \times d}\), denote \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}} \| U V-\) \(A \|_{p}^{p}\). If matrix \(S \in \mathbb{R}^{m \times n}\) satisfies
\[
\forall V \in \mathbb{R}^{k \times d},\|S U V-S A\|_{p}^{p} \geq \frac{1}{c_{3}}\|U V-A\|_{p}^{p}-c_{4}\left\|U V^{*}-A\right\|_{p}^{p}
\]
then \(S\) has at most \(\left(c_{3}, c_{4}\right)\)-contraction on \((U, A)\).
Definition 17.7.4. A \(\left(c_{5}, c_{6}\right) \ell_{p}\)-subspace embedding for the column space of an \(n \times k\) matrix \(U\) is a matrix \(S \in \mathbb{R}^{m \times n}\) for which all \(x \in \mathbb{R}^{k}\)
\[
\frac{1}{c_{5}}\|U x\|_{p}^{p} \leq\|S U x\|_{p}^{p} \leq c_{6}\|U x\|_{p}^{p}
\]

Definition 17.7.5. Given matrices \(U \in \mathbb{R}^{n \times k}, A \in \mathbb{R}^{n \times d}\), denote \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}} \| U V-\) \(A \|_{p}^{p}\). Let \(S \in \mathbb{R}^{m \times n}\). If for all \(c \geq 1\), and if for any \(\widehat{V} \in \mathbb{R}^{k \times d}\) which satisfies
\[
\|S U \widehat{V}-S A\|_{p}^{p} \leq c \cdot \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{p}^{p}
\]
it holds that
\[
\|U \widehat{V}-A\|_{p}^{p} \leq c \cdot c_{7} \cdot\left\|U V^{*}-A\right\|_{p}^{p}
\]
then \(S\) provides a \(c_{7}\)-multiple-regression-cost preserving sketch of \((U, A)\).

Definition 17.7.6. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\text {rank }-k X}\|L X N-A\|_{p}^{p}
\]

Let \(S \in \mathbb{R}^{m \times n}\). If for all \(c \geq 1\), and if for any rank \(-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\|S L \widehat{X} N-S A\|_{p}^{p} \leq c \cdot \min _{\operatorname{rank}-k X}\|S L X N-S A\|_{p}^{p}
\]
it holds that
\[
\|L \widehat{X} N-A\|_{p}^{p} \leq c \cdot c_{8} \cdot\left\|L X^{*} N-A\right\|_{p}^{p}
\]
then \(S\) provides a \(c_{8}\)-restricted-multiple-regression-cost preserving sketch of \((L, N, A, k)\).

\subsection*{17.7.2 Properties}

Lemma 17.7.1. Given matrices \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}^{p}\). If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\), i.e.,
\[
\left\|S\left(U V^{*}-A\right)\right\|_{p}^{p} \leq c_{1}\left\|U V^{*}-A\right\|_{p}^{p}
\]
and it has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{p}^{p} \geq \frac{1}{c_{2}}\|U x\|_{p}^{p}
\]
then \(S\) has at most \(\left(2^{2 p-2} c_{2}, c_{1}+2^{1-p} \frac{1}{c_{2}}\right)\)-contraction on \((U, A)\), i.e.,
\[
\forall V \in \mathbb{R}^{k \times d},\|S U V-S A\|_{p}^{p} \geq \frac{1}{c_{2}}\|U V-A\|_{p}^{p}-\left(c_{1}+\frac{1}{c_{2}}\right)\left\|U V^{*}-A\right\|_{p}^{p}
\]

Proof. Let \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}\), and \(S \in \mathbb{R}^{m \times n}\) be the same as that described in the lemma. Then \(\forall V \in \mathbb{R}^{k \times d}\)
\[
\begin{aligned}
\|S U V-S A\|_{p}^{p} & \geq 2^{1-p}\left\|S U V-S U V^{*}\right\|_{p}^{p}-\left\|S U V^{*}-S A\right\|_{p}^{p} \\
& \geq 2^{1-p}\left\|S U V-S U V^{*}\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& =2^{1-p}\left\|S U\left(V-V^{*}\right)\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& =2^{1-p} \sum_{j=1}^{d}\left\|S U\left(V-V^{*}\right)_{j}\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& \geq 2^{1-p} \sum_{j=1}^{d} \frac{1}{c_{2}}\left\|U\left(V-V^{*}\right)_{j}\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& =2^{1-p} \frac{1}{c_{2}}\left\|U V-U V^{*}\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& \geq 2^{2-2 p} \frac{1}{c_{2}}\|U V-A\|_{p}^{p}-2^{1-p} \frac{1}{c_{2}}\left\|U V^{*}-A\right\|_{p}^{p}-c_{1}\left\|U V^{*}-A\right\|_{p}^{p} \\
& =2^{2-2 p} \frac{1}{c_{2}}\|U V-A\|_{p}^{p}-\left(\left(2^{1-p} \frac{1}{c_{2}}+c_{1}\right)\left\|U V^{*}-A\right\|_{p}^{p}\right) .
\end{aligned}
\]

The first inequality follows by Fact 17.7.8. The second inequality follows since \(S\) has at most \(c_{1}\) dilation on \(U V^{*}-A\). The third inequality follows since \(S\) has at most \(c_{2}\) contraction on \(U\). The fourth inequality follows by Fact 17.7.8.

Lemma 17.7.2. Given matrices \(A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}\), let \(V^{*}=\arg \min _{V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}^{p}\). If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\), i.e.,
\[
\left\|S\left(U V^{*}-A\right)\right\|_{p}^{p} \leq c_{1}\left\|U V^{*}-A\right\|_{p}^{p}
\]
and has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{k},\|S U x\|_{p}^{p} \geq \frac{1}{c_{2}}\|U x\|_{p}^{p}
\]
then \(S\) provides a \(2^{p-1}\left(2 c_{1} c_{2}+1\right)\)-multiple-regression-cost preserving sketch of \((U\), A), i.e., for all \(c \geq 1\), for any \(\widehat{V} \in \mathbb{R}^{k \times d}\) which satisfies
\[
\|S U \widehat{V}-S A\|_{p}^{p} \leq c \cdot \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{p}^{p}
\]
it has
\[
\|U \widehat{V}-A\|_{p}^{p} \leq c \cdot 2^{p-1}\left(2 c_{1} c_{2}+1\right) \cdot\left\|U V^{*}-A\right\|_{p}^{p}
\]

Proof. Let \(S \in \mathbb{R}^{m \times n}, A \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times k}, V^{*}, \widehat{V} \in \mathbb{R}^{k \times d}\), and \(c\) be the same as stated in the lemma.
\[
\begin{aligned}
\|U \widehat{V}-A\|_{p}^{p} & \leq 2^{2 p-2} c_{2}\|S U \widehat{V}-S A\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c_{2} c \min _{V \in \mathbb{R}^{k \times d}}\|S U V-S A\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c_{2} c\left\|S U V^{*}-S A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c_{1} c_{2} c\left\|U V^{*}-A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{p}^{p} \\
& \leq c \cdot 2^{p-1}\left(1+2 c_{1} c_{2}\right)\left\|U V^{*}-A\right\|_{p}^{p} .
\end{aligned}
\]

The first inequality follows by Lemma 17.7.1. The second inequality follows by the guarantee of \(\widehat{V}\). The fourth inequality follows since \(S\) has at most \(c_{1}\)-dilation on \(U V^{*}-A\). The fifth inequality follows since \(c \geq 1\).

Lemma 17.7.3. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\operatorname{rank}-k X}\|L X N-A\|_{p}^{p}
\]

If \(S \in \mathbb{R}^{m \times n}\) has at most \(c_{1}\)-dilation on \(L X^{*} N-A\), i.e.,
\[
\left\|S\left(L X^{*} N-A\right)\right\|_{p}^{p} \leq c_{1}\left\|L X^{*} N-A\right\|_{p}^{p}
\]
and has at most \(c_{2}\)-contraction on \(L\), i.e.,
\[
\forall x \in \mathbb{R}^{m_{1}}\|S L x\|_{p}^{p} \geq\|L x\|_{p}^{p}
\]
then \(S\) provides a \(2^{p-1}\left(2 c_{1} c_{2}+1\right)\)-restricted-multiple-regression-cost preserving sketch of \((L, N, A, k)\), i.e., for all \(c \geq 1\), for any rank \(-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\|S L \widehat{X} N-S A\|_{p}^{p} \leq c \cdot \min _{\text {rank }-k X}\|S L X N-S A\|_{p}^{p}
\]
it has
\[
\|L \widehat{X} N-A\|_{p}^{p} \leq c \cdot 2^{p-1}\left(2 c_{1} c_{2}+1\right) \cdot\left\|L X^{*} N-A\right\|_{p}^{p}
\]

Proof. Let \(S \in \mathbb{R}^{m \times n}, L \in \mathbb{R}^{n \times m_{1}}, \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}, X^{*} \in \mathbb{R}^{m_{1} \times m_{2}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}\) and
\(c \geq 1\) be the same as stated in the lemma.
\[
\begin{aligned}
\|S L \widehat{X} N-S A\|_{p}^{p} & \geq 2^{1-p}\left\|S L \widehat{X} N-S L X^{*} N\right\|_{p}^{p}-\left\|S L X^{*} N-S A\right\|_{p}^{p} \\
& \geq 2^{1-p} \frac{1}{c_{2}}\left\|L\left(\widehat{X} N-X^{*} N\right)\right\|_{p}^{p}-c_{1}\left\|L X^{*} N-A\right\|_{p}^{p} \\
& \geq 2^{2-2 p} \frac{1}{c_{2}}\|L \widehat{X} N-A\|_{p}^{p}-2^{1-p} \frac{1}{c_{2}}\left\|L X^{*} N-A\right\|_{1}-c_{1}\left\|L X^{*} N-A\right\|_{p}^{p} \\
& =2^{2-2 p} \frac{1}{c_{2}}\|L \widehat{X} N-A\|_{p}^{p}-\left(2^{1-p} \frac{1}{c_{2}}+c_{1}\right)\left\|L X^{*} N-A\right\|_{p}^{p}
\end{aligned}
\]

The inequality follows from the Fact 17.7.8. The second inequality follows since \(S\) has at most \(c_{2}\)-contraction on \(L\), and it has at most \(c_{1}\)-dilation on \(L X^{*} N-A\). The third inequality follows by Fact 17.7.8.

It follows that
\[
\begin{aligned}
\|L \widehat{X} N-A\|_{p}^{p} & \leq 2^{2 p-2} c_{2}\|S L \widehat{X} N-S A\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c_{2} c \cdot \min _{\text {rank }-k}\|S L X N-S A\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c_{2} c \cdot\left\|S L X^{*} N-S A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{p}^{p} \\
& \leq 2^{2 p-2} c c_{1} c_{2} \cdot\left\|L X^{*} N-A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{p}^{p} \\
& \leq c \cdot 2^{p-1}\left(1+2 c_{1} c_{2}\right)\left\|L X^{*} N-A\right\|_{p}^{p}
\end{aligned}
\]

The first inequality directly follows from the previous one. The second inequality follows from the guarantee of \(\widehat{X}\). The fourth inequality follows since \(S\) has at most \(c_{1}\) dilation on \(L X^{*} N-A\). The fifth inequality follows since \(c \geq 1\).

Lemma 17.7.4. Given matrices \(L \in \mathbb{R}^{n \times m_{1}}, N \in \mathbb{R}^{m_{2} \times d}, A \in \mathbb{R}^{n \times d}, k \geq 1\), let
\[
X^{*}=\arg \min _{\operatorname{rank}-k X}\|L X N-A\|_{p}^{p}
\]

Let \(T_{1} \in \mathbb{R}^{t_{1} \times n}\) have at most \(c_{1}\)-dilation on \(L X^{*} N-A\), and have at most \(c_{2}\)-contraction on L. Let
\[
\tilde{X}=\arg \min _{\operatorname{rank}-k X}\left\|T_{1} L X N-T_{1} A\right\|_{p}^{p}
\]

Let \(T_{2}^{\top} \in \mathbb{R}^{t_{2} \times d}\) have at most \(c_{1}^{\prime}\)-dilation on \(\left(T_{1} L \widetilde{X} N-T_{1} A\right)^{\top}\), and at most \(c_{2}^{\prime}\)-contraction on \(N^{\top}\). Then, for all \(c \geq 1\), for any rank \(-k \widehat{X} \in \mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-S A) T_{2}\right\|_{p}^{p} \leq c \cdot \min _{\text {rank }-k X}\left\|T_{1}(L X N-A) T_{2}\right\|_{p}^{p},
\]
it holds that
\[
\|L \widehat{X} N-A\|_{p}^{p} \leq c \cdot 2^{2 p-2}\left(2 c_{1} c_{2}+1\right)\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|L X^{*} N-A\right\|_{p}^{p}
\]

Proof. Apply Lemma 17.5 .3 for sketching matrix \(T_{2}\). Then for any \(c \geq 1\), any rank \(-k \widehat{X} \in\) \(\mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-A) T_{2}\right\|_{p}^{p} \leq c \cdot \min _{\operatorname{rank}-k X}\left\|T_{1}(L X N-A) T_{2}\right\|_{p}^{p}
\]
it has
\[
\left\|T_{1}(L \widehat{X} N-A)\right\|_{p}^{p} \leq c \cdot 2^{p-1}\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|T_{1}(L \widetilde{X} N-A)\right\|_{p}^{p}
\]

Apply Lemma 17.5.3 for sketch matrix \(T_{1}\). Then for any \(c \geq 1\), any rank \(-k \widehat{X} \in\) \(\mathbb{R}^{m_{1} \times m_{2}}\) which satisfies
\[
\left\|T_{1}(L \widehat{X} N-A)\right\|_{p}^{p} \leq c 2^{p-1}\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot \min _{\text {rank }-k X}\left\|T_{1}(L \widetilde{X} N-A)\right\|_{p}^{p}
\]
it has
\[
\|L \widehat{X} N-A\|_{p}^{p} \leq c \cdot 2^{2 p-2}\left(2 c_{1} c_{2}+1\right)\left(2 c_{1}^{\prime} c_{2}^{\prime}+1\right) \cdot\left\|L X^{*} N-A\right\|_{p}^{p} .
\]

Lemma 17.7.5. Given matrices \(M \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times t}, d \geq t=\operatorname{rank}(U), n \geq d \geq r=\) \(\operatorname{rank}(M)\). If sketching matrix \(S \in \mathbb{R}^{m \times n}\) is drawn from any of the following probability distributions on matrices, with .99 probability, \(S\) has at most \(c_{1}\)-dilation on \(M\), i.e.,
\[
\|S M\|_{p}^{p} \leq c_{1}\|M\|_{p}^{p}
\]
and \(S\) has at most \(c_{2}\)-contraction on \(U\), i.e.,
\[
\forall x \in \mathbb{R}^{t},\|S U x\|_{p}^{p} \geq \frac{1}{c_{2}}\|U x\|_{p}^{p}
\]
where \(c_{1}, c_{2}\) are parameters depend on the distribution over \(S\).
(I) \(S \in \mathbb{R}^{m \times n}\) is a dense matrix with entries drawn from a p-stable distribution: a matrix with i.i.d. standard \(p\)-stable random variables. If \(m=O(t \log t)\), then \(c_{1} c_{2}=O(\log d)\).
(II) \(S \in \mathbb{R}^{m \times n}\) is a sparse matrix with some entries drawn from a \(p\)-stable distribution: \(S=\) \(T D\), where \(T \in \mathbb{R}^{m \times n}\) has each column drawn i.i.d. from the uniform distribution over standard basis vectors of \(\mathbb{R}^{m}\), and \(D \in \mathbb{R}^{n \times n}\) is a diagonal matrix with each diagonal entry drawn from i.i.d. from the standard p-stable distribution. If \(m=O\left(t^{5} \log ^{5} t\right)\), then \(c_{1} c_{2}=O\left(t^{2 / p} \log ^{2 / p} t \log d\right)\). If \(m=O\left((t+r)^{5} \log ^{5}(t+r)\right)\), then \(c_{1} c_{2}=O\left(\min \left(t^{2 / p} \log ^{2 / p} t \log d, r^{3 / p} \log ^{3 / p} r\right)\right)\).
(III) \(S \in \mathbb{R}^{m \times n}\) is a sampling and rescaling matrix (notation \(S \in \mathbb{R}^{n \times n}\) denotes a diagonal sampling and rescaling matrix with \(m\) non-zero entries): If \(S\) samples and reweights \(m=O(t \log t \log \log t)\) rows of \(U\), selecting each with probability proportional to the \(i^{\text {th }}\) row's \(\ell_{p}\) Lewis weight and reweighting by the inverse probability, then \(c_{1} c_{2}=O(1)\).

In the above, if we replace \(S\) with \(\sigma \cdot S\) where \(\sigma \in \mathbb{R} \backslash\{0\}\) is any scalar, then the relation between \(m\) and \(c_{1} c_{2}\) can be preserved.

For (I), it is implied by Lemma E.17, Lemma E.19. Also see from [SW11] \({ }^{3}\).
For (II), if \(m=O\left(t^{5} \log ^{5} t\right)\), then \(c_{1} c_{2}=O\left(t^{2 / p} \log ^{2 / p} t \log d\right)\) is implied by Corollary 17.5.19 and Lemma 17.7.13 and Theorem 4 in [MM13]. If \(m=O\left((t+r)^{5} \log ^{5}(t+r)\right)\), \(c_{1} c_{2}=O\left(r^{3 / p} \log ^{3 / p} r\right)\) is implied by [MM13].

For (III), it is implied by [CP15] and Lemma 17.5.21.

\footnotetext{
\({ }^{3}\) Full version.
}

\subsection*{17.7.3 Tools and inequalities}

Lemma 17.7.6 (Lemma 9 in [MM13], Upper Tail Inequality for \(p\)-stable Distributions). Let \(p \in(1,2)\) and \(m \geq 3 . \forall i \in[m]\), let \(X_{i}\) be \(m\) (not necessarily independent) random variables sampled from \(D_{p}\), and let \(\gamma_{i}>0\) with \(\gamma=\sum_{i=1}^{m} \gamma_{i}\). Let \(X=\sum_{i=1}^{m} \gamma_{i}\left|X_{i}\right|^{p}\). Then for any \(t \geq 1\),
\[
\operatorname{Pr}\left[X \geq t \alpha_{p} \gamma\right] \leq \frac{2 \log (m t)}{t}
\]

We first review some facts about the \(p\)-norm and \(q\)-norm,

Fact 17.7.7. For any \(p \geq q>0\) and any \(x \in \mathbb{R}^{k}\),
\[
\|x\|_{p} \leq\|x\|_{q} \leq k^{\frac{1}{q}-\frac{1}{p}}\|x\|_{p}
\]

We provide the triangle inequality for the \(p\)-norm,
Fact 17.7.8. For any \(p \in(1,2)\), for any \(x, y \in \mathbb{R}^{k}\),
\[
\|x+y\|_{p} \leq\|x\|_{p}+\|y\|_{p}, \text { and }\|x+y\|_{p}^{p} \leq 2^{p-1}\left(\|x\|_{p}^{p}+\|y\|_{p}^{p}\right) .
\]

Fact 17.7.9 (Hölder's inequality). For any \(x, y \in \mathbb{R}^{k}\), if \(\frac{1}{p}+\frac{1}{q}=1\), then \(\left|x^{\top} y\right| \leq\|x\|_{p}\|y\|_{q}\).

We give the definition of a well-conditioned basis for \(\ell_{p}\),
Definition 17.7.7. Let \(p \in(1,2)\). A basis \(U\) for the range of \(A\) is \((\alpha, \beta, p)\)-conditioned if \(\|U\|_{p} \leq \alpha\) and for all \(x \in \mathbb{R}^{k},\|x\|_{q} \leq \beta\|U x\|_{p}\). We will say \(U\) is well-conditioned if \(\alpha\) and \(\beta\) are low-degree polynomials in \(k\), independent of \(n\).

Proof. We first show an upper bound,
\[
\|U x\|_{p} \leq\|U\|_{p} \cdot\|x\|_{p} \leq \alpha\|x\|_{p}
\]

Then we show a lower bound,
\[
\|U x\|_{p} \geq \frac{1}{\beta}\|x\|_{q}
\]

For any \(p\) and \(q\) with \(1 / p+1 / q=1\), by Hölder's inequality we have
\[
\left|x^{\top} y\right| \leq\|x\|_{p} \cdot\|y\|_{q}
\]
choosing \(y\) to be the vector that has 1 everywhere, \(\|x\|_{1} \leq\|x\|_{p} k^{1 / q}\)

\subsection*{17.7.4 Dense \(p\)-stable transform}

This section states the main tools for the dense \(p\)-stable transform. The proof is identical to that for the dense Cauchy transform.

Lemma 17.7.10. Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(p \in(1,2)\), define \(U^{*} \in \mathbb{R}^{n \times k}\), \(V^{*} \in \mathbb{R}^{k \times d}\) to be an optimal solution of \(\min _{U \in \mathbb{R}^{\times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}\). Choose a p-stable distribution matrix \(S \in \mathbb{R}^{m \times n}\), rescaled by \(\Theta\left(1 / m^{1 / p}\right)\). Then we have
\[
\left\|S U^{*} V^{*}-S A\right\|_{p}^{p} \lesssim \log (m d)\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]
with probability at least 99/100.

Proof. Let \(P(0,1)\) denote the \(p\)-stable distribution. Then,
\[
\begin{array}{rlr}
\left\|S U^{*} V^{*}-S A\right\|_{p}^{p} & \leq \sum_{i=1}^{d}\left\|S\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{p}^{p} & \\
& =\sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} \frac{1}{m} S_{j, l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} & \text { where } S_{j, l} \sim P(0,1) \\
& =\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\widetilde{w}_{i j}\left(\sum_{l=1}^{n}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p}\right)^{1 / p}\right|^{p} & \text { where } \widetilde{w}_{i j} \sim P(0,1) \\
& =\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \cdot\left|\widetilde{w}_{i j}\right|^{p} & \\
& =\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{p}^{p} \cdot w_{i+(j-1) d}^{p} \quad & \text { where } w_{i+(j-1) d} \sim|P(0,1)|
\end{array}
\]
where the last step follows since each \(w_{i}\) can be thought of as a clipped half- \(p\)-stable random variable. Define \(X\) to be \(\sum_{i=1}^{d} \sum_{j=1}^{m}\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{p}^{p} \cdot w_{i+(j-1) d}^{p}\) and \(\gamma\) to be \(\sum_{i=1}^{d} \sum_{j=1}^{m} \| U^{*} V_{i}^{*}-\)
\(A_{i} \|_{p}^{p}\). Then applying Lemma 17.7.6,
\[
\operatorname{Pr}\left[X \geq t \alpha_{p} \gamma\right] \leq \frac{2 \log (m d t)}{t}
\]

Choosing \(t=\Theta(\log (m d))\), we have with probability .999,
\[
X \lesssim \log (m d) \alpha_{p} \gamma=\log (m d) \alpha_{p} \sum_{i=1}^{d}\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{p}^{p}
\]
where the last step follows by definition of \(\gamma\). Thus, we can conclude that with probability .999, \(\left\|\Pi\left(U^{*} V^{*}-A\right)\right\|_{p}^{p} \lesssim \log (m d)\left\|U^{*} V^{*}-A\right\|_{p}^{p}\).

Lemma 17.7.11. Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(p \in(1,2)\), define \(U^{*} \in \mathbb{R}^{n \times k}\) to be the optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}\). Choose a matrix of i.i.d. p-stable random variables \(S \in \mathbb{R}^{m \times n}\). Then for all \(V \in \mathbb{R}^{k \times n}\), we have
\[
\left\|S U^{*} V-S A\right\|_{p}^{p} \gtrsim\left\|U^{*} V-A\right\|_{p}^{p}-O(\log (m d))\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]

Lemma 17.7.12. Let \(p \in(1,2)\). Given an \((\alpha, \beta) \ell_{p}\) well-conditioned basis, condition on the following two events,
1. For all \(x \in \mathcal{N},\|S U x\|_{p} \gtrsim\|U x\|_{p}\).
2. For all \(x \in \mathbb{R}^{k},\|S U x\|_{p} \leq \operatorname{poly}(k)\|U x\|_{p}\).

Then for all \(x \in \mathbb{R}^{k},\|S U x\|_{p} \gtrsim\|U x\|_{p}\).

Proof. The proof is identical to Lemma 17.5.14 in Section 17.5.

\subsection*{17.7.5 Sparse \(p\)-stable transform}

This section states the main tools for the sparse \(p\)-stable transform. The proof is identical to that of the sparse Cauchy transform.

Lemma 17.7.13. Let \(p \in(1,2)\). Given matrix \(A \in \mathbb{R}^{n \times d}\) with \(U^{*}, V^{*}\) an optimal solution of \(\min _{U, V}\|U V-A\|_{p}\), let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(S \in \mathbb{R}^{m \times n}\) has each column vector chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), where \(C\) is a diagonal matrix with diagonals chosen independently from the standard \(p\)-stable distribution, and \(\sigma\) is a scalar. Then
\[
\left\|\Pi U^{*} V^{*}-\Pi A\right\|_{p}^{p} \lesssim \sigma \cdot \log (m d) \cdot\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]
holds with probability at least . 999.

Proof. We define \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\) as in the statement of the lemma. Then by the
definition of \(\Pi\), we have,
\[
\begin{aligned}
& \left\|\Pi\left(U^{*} V^{*}-A\right)\right\|_{p}^{p} \\
= & \sum_{i=1}^{d}\left\|S C\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{p}^{p} \\
= & \sum_{i=1}^{d}\left\|\left[\begin{array}{cccc}
S_{11} & S_{12} & \cdots & S_{1 n} \\
S_{21} & S_{22} & \cdots & S_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
S_{m 1} & S_{m 2} & \cdots & S_{m n}
\end{array}\right] \cdot\left[\begin{array}{cccc}
c_{1} & 0 & 0 & 0 \\
0 & c_{2} & 0 & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & 0 & c_{n}
\end{array}\right] \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{p}^{p} \\
= & \sum_{i=1}^{d}\left\|\left[\begin{array}{cccc}
c_{1} S_{11} & c_{2} S_{12} & \cdots & c_{n} S_{1 n} \\
c_{1} S_{21} & c_{2} S_{22} & \cdots & c_{n} S_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
c_{1} S_{m 1} & c_{2} S_{m 2} & \cdots & c_{n} S_{m n}
\end{array}\right] \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)\right\|_{p}^{p} \\
= & \sum_{i=1}^{d}\left\|\sum_{l=1}^{n} c_{l} S_{1 l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}, \sum_{l=1}^{n} c_{l} S_{2 l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}, \cdots, \sum_{l=1}^{n} c_{l} S_{m l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right\|_{p}^{p} \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} c_{l} S_{j l} \cdot\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \text { by }^{p} a X+b Y \text { and }\left(|a|^{p}+|b|^{p}\right)^{1 / p} Z \text { are identically distributed } \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\widetilde{w}_{i j} \cdot\left(\sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p}\right)^{1 / p}\right|^{p} \text { where } \widetilde{w}_{i j} \sim P(0,1) \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \cdot\left|\widetilde{w}_{i j}\right|^{p} \\
= & \sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \cdot w_{i+(j-1) d}^{p}, \text { where } w_{i+(j-1) d} \sim|P(0,1)|
\end{aligned}
\]
where the last step follows since each \(w_{i}\) can be thought of as a clipped half- \(p\)-stable random variable. Define \(X\) to be \(\sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \cdot w_{i+(j-1) d}^{p}\) and \(\gamma\) to be \(\sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p}\). Then applying Lemma 17.7.6,
\[
\operatorname{Pr}\left[X \geq t \alpha_{p} \gamma\right] \leq \frac{2 \log (m d t)}{t}
\]

Choosing \(t=\Theta(\log (m d))\), we have with probability .999,
\[
X \lesssim \log (m d) \alpha_{p} \gamma=\log (m d) \alpha_{p} \sum_{i=1}^{d} \sum_{l=1}^{n}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p},
\]
where the last steps follows by
\[
\begin{aligned}
\gamma & =\sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \\
& =\sum_{i=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{n}\left|S_{j l}\right|^{p}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} \\
& =\sum_{i=1}^{d} \sum_{l=1}^{n}\left|\left(U^{*} V_{i}^{*}-A_{i}\right)_{l}\right|^{p} .
\end{aligned}
\]

Thus, we can conclude that with probability .999,
\[
\left\|\Pi\left(U^{*} V^{*}-A\right)\right\|_{p}^{p} \lesssim \log (m d)\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]

Lemma 17.7.14. Given matrix \(A \in \mathbb{R}^{n \times d}\) with \(U^{*}, V^{*}\) an optimal solution of \(\min _{U, V} \| U V-\) \(A \|_{p}\), let \(\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}\), where \(S \in \mathbb{R}^{m \times n}\) has each column vector chosen independently and uniformly from the \(m\) standard basis vectors of \(\mathbb{R}^{m}\), and where \(C\) is a diagonal matrix with diagonals chosen independently from the standard p-stable distribution. Then with probability at least .999, for all \(V \in \mathbb{R}^{k \times d}\),
\[
\left\|\Pi U^{*} V-\Pi A\right\|_{p}^{p} \geq\left\|U^{*} V-A\right\|_{p}^{p}-O(\sigma \log (m d))\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]

Notice that \(m=O\left(k^{5} \log ^{5} k\right)\) and \(\sigma=O\left((k \log k)^{2 / p}\right)\) according to Theorem 4 in [MM13].

\subsection*{17.7.6 \(\quad \ell_{p}\)-Lewis weights}

This section states the main tools for \(\ell_{p}\)-Lewis weights. The proof is identical to \(\ell_{1}\)-Lewis weights.

Lemma 17.7.15. For any \(p \in(1,2)\). Given matrix \(A \in \mathbb{R}^{n \times d}\), define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be an optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}\). Choose a diagonal matrix \(D \in \mathbb{R}^{n \times n}\) according to the Lewis weights of \(U^{*}\). We have that
\[
\left\|D U^{*} V^{*}-D A\right\|_{p}^{p} \lesssim\left\|U^{*} V^{*}-A\right\|_{p}^{p}
\]
holds with probability at least . 99 .

Lemma 17.7.16. Let \(p \in(1,2)\). Given matrix \(A \in \mathbb{R}^{n \times d}\), define \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) to be an optimal solution of \(\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|U V-A\|_{p}\). Choose a sampling and rescaling matrix \(D \in \mathbb{R}^{n \times n}\) according to the Lewis weights of \(U^{*}\). For all \(V \in \mathbb{R}^{k \times d}\) we have
\[
\left\|D U^{*} V-D A\right\|_{p}^{p} \gtrsim\left\|U^{*} V-A\right\|_{p}^{p}-O(1)\left\|U^{*} V^{*}-A\right\|_{p}^{p},
\]
holds with probability at least .99.

\subsection*{17.8 EMD-Low Rank Approximation}

In this section we explain how to embed EMD to \(\ell_{1}\). For more detailed background on the Earth-Mover Distance(EMD) problem, we refer the reader to [IT03, AIK08, ABIW09, IP11, BIRW16] and [SL09, LOG16]. Section 17.8.1 introduces some necessary notation and definitions for Earth-Mover Distance. Section 17.8.2 presents the main result for the EarthMover distance low rank approximation problem.

\subsection*{17.8.1 Definitions}

Consider any two non-negative vectors \(x, y \in \mathbb{R}_{+}^{[\Delta]^{2}}\) such that \(\|x\|_{1}=\|y\|_{1}\). Let \(\Gamma(x, y)\) be the set of functions \(\gamma:[\Delta]^{2} \times[\Delta]^{2} \rightarrow \mathbb{R}_{+}\), such that for any \(i, j \in[\Delta]^{2}\) we have \(\sum_{l} \gamma(i, l)=x_{i}\) and \(\sum_{l} \gamma(l, j)=y_{j}\); that is, \(\Gamma\) is the set of possible "flows" from \(x\) to \(y\). Then we define
\[
\operatorname{EMD}(x, y)=\min _{\gamma \in \Gamma} \sum_{i, j \in[\Delta]^{2}} \gamma(i, j)\|i-j\|_{1}
\]
to be the min cost flow from \(x\) to \(y\), where the cost of an edge is its \(\ell_{1}\) distance.
Using the \(\operatorname{EMD}(\cdot, \cdot)\) metric, for general vectors \(w\), we define \(\|\cdot\|_{\text {EEMD }}\) distance (which is the same as [SL09]),
\[
\|w\|_{\text {EEMD }}=\min _{\substack{x-y+z=w \\\|x\|_{1}=\|y\|_{1} \\ x, y \geq 0}} \operatorname{EMD}(x, y)+2 \Delta\|z\|_{1} .
\]

Using \(\|\cdot\|_{\text {EEMD }}\) distance, for general matrices \(X \in \mathbb{R}^{n \times d}\), we define the \(\|\cdot\|_{1, \text { EEMD }}\) distance,
\[
\|X\|_{1, \mathrm{EEMD}}=\sum_{i=1}^{d}\left\|X_{i}\right\|_{\mathrm{EEMD}}
\]
where \(X_{i}\) denotes the \(j\)-th column of matrix \(X\).

\subsection*{17.8.2 Analysis of no contraction and no dilation bound}

Lemma 17.8.1. Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(U^{*}, V^{*}=\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-A\|_{1, \mathrm{EEMD}}\), there exist sketching matrices \(S \in \mathbb{R}^{m \times n}\) such that, with probability .999 , for all \(V \in \mathbb{R}^{k \times d}\),
\[
\left\|S\left(U^{*} V-A\right)\right\|_{1} \geq\left\|U^{*} V-A\right\|_{1, \text { EEMD }}
\]
holds.

Proof. Using Lemma 1 in [IT03], there exists a constant \(C>0\) such that for all \(i \in[d]\),
\[
\begin{equation*}
C\left\|S U^{*} V_{i}-S A_{i}\right\|_{1} \geq\left\|U^{*} V_{i}-A_{i}\right\|_{\text {EEMD }} \tag{17.32}
\end{equation*}
\]

Then taking a summation over all \(d\) terms and rescaling the matrix \(S\), we obtain,
\[
\sum_{i=1}^{d}\left\|S\left(U^{*} V_{i}-A_{i}\right)\right\|_{1} \geq\left\|U^{*} V_{i}-A_{i}\right\|_{\text {EEMD }}
\]
which completes the proof.

Lemma 17.8.2. Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(U^{*}, V^{*}=\underset{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}{\arg \min }\|U V-A\|_{1, \mathrm{EEMD}}\), there exist sketching matrices \(S \in \mathbb{R}^{m \times n}\) such that
\[
\left\|S\left(U^{*} V^{*}-A\right)\right\|_{1} \leq O(\log n)\left\|U^{*} V^{*}-A\right\|_{1, \text { EEMD }}
\]
holds with probability at least . 999.

Proof. Using Lemma 2 in [IT03], we have for any \(i \in[d]\),
\[
\begin{equation*}
\mathbb{E}\left[\left\|S U^{*} V_{i}^{*}-S A_{i}\right\|_{1}\right] \leq O(\log n)\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{\text {EEMD }} \tag{17.33}
\end{equation*}
\]

Then using that the expectation is linear, we have
\[
\begin{aligned}
\mathbb{E}\left[\left\|S U^{*} V^{*}-S A\right\|_{1}\right] & =\mathbb{E}\left[\sum_{i=1}^{d}\left\|S U^{*} V_{i}^{*}-S A_{i}\right\|_{1}\right] \\
& =\sum_{i=1}^{d} \mathbb{E}\left[\left\|S U^{*} V_{i}^{*}-S A_{i}\right\|_{1}\right] \\
& \leq \sum_{i=1}^{d} O(\log n)\left\|U^{*} V_{i}^{*}-A_{i}\right\|_{\text {EEMD }} \quad \text { by Equation }(17.33) \\
& =O(\log n)\left\|U^{*} V^{*}-A\right\|_{1, \text { EEMD }} .
\end{aligned}
\]

Using Markov's inequality, we can complete the proof.

Theorem 17.8.3. Given a matrix \(A \in \mathbb{R}^{n \times d}\), there exists an algorithm running in \(\operatorname{poly}(k, n, d)\) time that is able to output \(U \in \mathbb{R}^{n \times k}\) and \(V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1, \mathrm{EEMD}} \leq \operatorname{poly}(k) \cdot \log d \cdot \log n \min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{1, \mathrm{EEMD}}
\]
holds with probability . 99 .

Proof. First using Lemma 17.8.1 and Lemma 17.8.2, we can reduce the original problem into an \(\ell_{1}\)-low rank approximation problem by choosing \(m=\operatorname{poly}(n)\). Second, we can use our \(\ell_{1}\)-low rank approximation algorithm to solve it. Notice that all of our \(\ell_{1}\)-low rank approximation algorithms can be applied here. If we apply Theorem 17.4.6, we complete the proof.

Our current \(\|\cdot\|_{1, \text { EEMD }}\) is column-based. We can also define it to be row-based. Then we get a slightly better result by applying the \(\ell_{1}\)-low rank algorithm.

Corollary 17.8.4. Given a matrix \(A \in \mathbb{R}^{n \times d}\), there exists an algorithm running in \(\operatorname{poly}(k, n, d)\) time that is able to output \(U \in \mathbb{R}^{n \times k}\) and \(V \in \mathbb{R}^{k \times d}\) such that
\[
\|U V-A\|_{1, \mathrm{EEMD}} \leq \operatorname{poly}(k) \cdot \log ^{2} d \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{1, \mathrm{EEMD}}
\]
holds with probability . 99 .

\subsection*{17.9 Hardness}

This section presents our hardness results. Section 17.9.1 states several useful tools from literature. Section 17.9 .2 shows that, it is NP-hard to get some multiplicative error. Assuming ETH is true, we provide a stronger hardness result in Section 17.9.3. Section 17.9.4 extends the result from the rank- 1 case to the rank- \(k\) case.

\subsection*{17.9.1 Previous results}

Definition 17.9.1 \(\left(\|A\|_{\infty \rightarrow 1},[G V 15]\right)\). Given matrix \(A \in \mathbb{R}^{n \times d}\),
\[
\|A\|_{\infty \rightarrow 1}=\min _{x \in\{-1,+1\}^{n}, y \in\{-1,+1\}^{d}} x^{\top} A y
\]

The following lemma says that computing \(\|A\|_{\infty \rightarrow 1}\) for matrix \(A\) with entries in \(\{-1,+1\}\) is equivalent to computing a best \(\{-1,+1\}\) matrix which is an \(\ell_{1}\) norm rank- 1 approximation to \(A\).

Lemma 17.9.1 (Lemma 3 of [GV15]). Given matrix \(A \in\{-1,+1\}^{n \times d}\),
\[
\|A\|_{\infty \rightarrow 1}+\min _{x \in\{-1,+1\}^{n}, y \in\{-1,+1\}^{d}}\left\|A-x y^{\top}\right\|_{1}=n d .
\]

Lemma 17.9.2 (Theorem 2 of [GV15]). Given \(A \in\{-1,+1\}^{n \times d}\), we have
\[
\min _{x \in\{-1,+1\}^{n}, y \in\{-1,+1\}^{d}}\left\|A-x y^{\top}\right\|_{1}=\min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x y^{\top}\right\|_{1} .
\]

Combining with Lemma 17.9.1 and Lemma 17.9.2, it implies that computing \(\|A\|_{\infty \rightarrow 1}\) for \(A \in\{-1,+1\}^{n \times d}\) is equivalent to computing the best \(\ell_{1}\) norm rank-1 approximation to the matrix \(A\) :
\[
\|A\|_{\infty \rightarrow 1}+\min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x y^{\top}\right\|_{1}=n d
\]

Theorem 17.9.3 (NP-hard result, Theorem 1 of [GV15]). Computing \(\|A\|_{\infty \rightarrow 1}\) for matrix \(A \in\{-1,+1\}^{n \times d}\) is NP-hard.

The proof of the above theorem in [GV15] is based on the reduction from MAXCUT problem. The above theorem implies that computing \(\min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x y^{\top}\right\|_{1}\) is also NP-hard.

\subsection*{17.9.2 Extension to multiplicative error \(\ell_{1}\)-low rank approximation}

The previous result only shows that solving the exact problem is NP-hard. This section presents a stronger hardness result, which says that, it is still NP-hard even if the goal is to find a solution that is able to achieve some multiplicative error. The proof in this section and the next section are based on the reduction from the MAX-CUT problem. For recent progress on MAX-CUT problem, we refer the readers to [GW95, BGS98, TSSW00, Hås01, KKMO07, FLP15].

Theorem 17.9.4. Given \(A \in\{-1,+1\}^{n \times d}\), computing an \(\widehat{x} \in \mathbb{R}^{n}, \widehat{y} \in \mathbb{R}^{d}\) s.t.
\[
\left\|A-\widehat{x}^{\top} \widehat{y}\right\|_{1} \leq\left(1+\frac{1}{n d}\right) \min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1}
\]
is NP-hard.

MAX-CUT decision problem: Given a positive integer \(c^{*}\) and an unweighted graph \(G=(V, E)\) where \(V\) is the set of vertices of \(G\) and \(E\) is the set of edges of \(G\), the goal is to determine whether there is a cut of \(G\) has at least \(c^{*}\) edges.

Lemma 17.9.5. MAX-CUT decision problem is NP-hard.

We give the definition for the Hadamard matrix,
Definition 17.9.2. The Hadamard matrix \(H_{p}\) of size \(p \times p\) is defined recursively : \(\left[\begin{array}{cc}H_{p / 2} & H_{p / 2} \\ H_{p / 2} & -H_{p / 2}\end{array}\right]\) with \(H_{2}=\left[\begin{array}{ll}+1 & +1 \\ +1 & -1\end{array}\right]\).

For simplicity, we use \(H\) to denote \(H_{p}\) in the rest of the proof.

Recall the reduction shown in [GV15] which is from MAX-CUT to computing \(\|\cdot\|_{\infty \rightarrow 1}\) for \(\{-1,+1\}\) matrices. We do the same thing: for a given graph \(G=(V, E)\), we construct a matrix \(A \in\{-1,+1\}^{n \times d}\) where \(n=p|E|\) and \(d=p|V|\). Notice that \(p=\operatorname{poly}(|E|,|V|)\) is a parameter which will be determined later, and also \(p\) is a power of 2 .

We divide the matrix \(A\) into \(|E| \times|V|\) blocks, and each block has size \(p \times p\). For \(e \in[|E|]\), if the \(e^{t h}\) edge has endpoints \(i \in[|V|], j \in[|V|]\) and \(i<j\), let all the \(p \times p\) elements of \((e, i)\) block of \(A\) be 1 , all the \(p \times p\) elements of \((e, j)\) block of \(A\) be -1 , and all the \((e, l)\) block of \(A\) be \(p \times p\) Hadamard matrix \(H\) for \(l \neq i, j\).

Claim 17.9.6 (Lower bound of \(\|A\|_{\infty \rightarrow 1}\), proof of Theorem 1 of [GV15]). If there is a cut of \(G\) with cut size at least \(c\),
\[
\|A\|_{\infty \rightarrow 1} \geq 2 p^{2} c-|E \| V| p^{3 / 2}
\]

Claim 17.9.7 (Upper bound of \(\|A\|_{\infty \rightarrow 1}\), proof of Theorem 1 of [GV15]). If the max cut of \(G\) has fewer than \(c\) edges,
\[
\|A\|_{\infty \rightarrow 1} \leq 2 p^{2}(c-1)+|E \| V| p^{3 / 2}
\]

Remark 17.9.1. In [GV15], they set \(p\) as a power of 2 and \(p>|E|^{2}|V|^{2}\). This implies
\[
\forall c \in[|E|], 2 p^{2}(c-1)+|E||V| p^{3 / 2}<2 p^{2} c-|E||V| p^{3 / 2}
\]

Therefore, according to Claim 17.9.6 and Claim 17.9.7, if we can know the precise value of \(\|A\|_{\infty \rightarrow 1}\), we can decide whether \(G\) has a cut with cut size at least \(c^{*}\).

For convenience, we use \(T^{*}\) to denote \(\|A\|_{\infty \rightarrow 1}\) and use \(L^{*}\) to denote
\[
\min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1} .
\]

Also, we use \(L\) to denote a \(\left(1+\frac{1}{n d}\right)\) relative error approximation to \(L^{*}\), which means:
\[
L^{*} \leq L \leq\left(1+\frac{1}{n d}\right) L^{*}
\]

We denote \(T\) as \(n d-L\).

Proof of Theorem 17.9.4. Because \(L^{*} \leq L \leq\left(1+\frac{1}{n d}\right) L^{*}\), we have:
\[
n d-L^{*} \geq n d-L \geq n d-\left(1+\frac{1}{n d}\right) L^{*}
\]

Due to Lemma 17.9.1 and the definition of \(T\), it has:
\[
T^{*} \geq T \geq T^{*}-\frac{1}{n d} L^{*}
\]

Notice that \(A\) is a \(\{-1,+1\}\) matrix, we have
\[
L^{*} \leq\|A\|_{1} \leq 2 n d
\]

Thus,
\[
T^{*} \geq T \geq T^{*}-2
\]

It means
\[
T+2 \geq T^{*} \geq T
\]

According to Claim 17.9.11, if \(G\) has a cut with cut size at least \(c\), we have:
\[
T+2 \geq T^{*} \geq 2 p^{2} c-|E||V| p^{3 / 2}
\]

That is
\[
T \geq 2 p^{2} c-|E||V| p^{3 / 2}-2
\]

According to Claim 17.9.12, if the max cut of \(G\) has fewer than \(c\) edges,
\[
T \leq T^{*} \leq 2 p^{2}(c-1)+|E||V| p^{3 / 2}
\]

Let \(p\) be a power of 2 and \(p>|E|^{3}|V|^{3}\), we have
\[
2 p^{2}(c-1)+|E||V| p^{3 / 2}<2 p^{2} c-|E||V| p^{3 / 2}-2
\]

Therefore, we can decide whether \(G\) has a cut with size at least \(c\) based on the value of \(T\).
Thus, if we can compute \(\widehat{x} \in \mathbb{R}^{n}, \widehat{y} \in \mathbb{R}^{d}\) s.t.
\[
\left\|A-\widehat{x}^{\top} \widehat{y}\right\|_{1} \leq\left(1+\frac{1}{n d}\right) \min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1}
\]
in polynomial time, it means we can compute \(L\) and \(T\) in polynomial time, and we can solve MAX-CUT decision problem via the value of \(T\), which leads to a contradiction.

\subsection*{17.9.3 Using the ETH assumption}

The goal of this section is to prove Theorem 17.9.9. We first introduce the definition of 3SAT and Exponential Time Hypothesis(ETH). For the details and background of 3SAT problem, we refer the readers to [AB09].

Definition 17.9.3 (3SAT problem). Given an \(r\) variables and \(m\) clauses conjunctive normal form CNF formula with size of each clause at most 3, the goal is to decide whether there exists an assignment for the \(r\) boolean variables to make the CNF formula be satisfied.

Hypothesis 17.9.8 (Exponential Time Hypothesis (ETH) [IPZ98]). There is a \(\delta>0\) such that 3SAT problem defined in Definition 17.9.3 cannot be solved in \(O\left(2^{\delta r}\right)\) running time.

The main lower bound is stated as follows:

Theorem 17.9.9. Unless ETH (see Hypothesis 17.9.8) fails, for arbitrarily small constant \(\gamma>0\), given some matrix \(A \in\{-1,+1\}^{n \times d}\), there is no algorithm can compute \(\widehat{x} \in \mathbb{R}^{n}, \widehat{y} \in\) \(\mathbb{R}^{d}\) s.t.
\[
\left\|A-\widehat{x}^{\top} \widehat{y}\right\|_{1} \leq\left(1+\frac{1}{\log ^{1+\gamma} n d}\right) \min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1}
\]
in \((n d)^{O(1)}\) running time.

Before we prove our lower bound, we introduce the following theorem which is used in our proof.

Definition 17.9.4 (MAX-CUT decision problem). Given a positive integer \(c^{*}\) and an unweighted graph \(G=(V, E)\) where \(V\) is the set of vertices of \(G\) and \(E\) is the set of edges of \(G\), the goal is to determine whether there is a cut of \(G\) has at least \(c^{*}\) edges.

Theorem 17.9.10 (Theorem 6.1 in [FLP15]). There exist constants \(a, b \in(0,1)\) and \(a>b\), such that, for a given MAX-CUT (see Definition 17.9.4) instance graph \(G=(E, V)\) which is an n-vertices 5 -regular graph, if there is an algorithm in time \(2^{o(n)}\) which can distinguish the following two cases:
1. At least one cut of the instance has at least a|E| edges,
2. All cuts of the instance have at most \(b|E|\) edges,
then ETH (see Hypothesis 17.9.8) fails.

Proof of Theorem 17.9.9. We prove it by contradiction. We assume, for any given \(A \in\) \(\{-1,+1\}^{n \times d}\), there is an algorithm can compute \(\widehat{x} \in \mathbb{R}^{n}, \widehat{y} \in \mathbb{R}^{d}\) s.t.
\[
\left\|A-\widehat{x}^{\top} \widehat{y}\right\|_{1} \leq\left(1+\frac{1}{W}\right) \min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1}
\]
in time poly \((n d)\), where \(W=\log ^{1+\gamma} d\) for arbitrarily small constant \(\gamma>0\). Then, we show the following. There exist constants \(a, b \in[0,1], a>b\), for a given MAX-CUT instance \(G=(V, E)\) with \(|E|=O(|V|)\), such that we can distinguish whether \(G\) has a cut with size at least \(a|E|\) or all the cuts of \(G\) have size at most \(b|E|\) in \(2^{o(|V|)}\) time, which leads to a contradiction to Theorem 17.9.10.

Recall the reduction shown in [GV15] which is from MAX-CUT to computing \(\|\cdot\|_{\infty \rightarrow 1}\) for \(\{-1,+1\}\) matrices. We do similar things here: for a given graph \(G=(V, E)\) where \(|E|=O(|V|)\), we construct a matrix \(A \in\{-1,+1\}^{n \times d}\) where \(n=p|E|\) and \(d=p|V|\). Notice that \(p\) is a parameter which will be determined later, and also \(p\) is a power of 2 .

We divide the matrix \(A\) into \(|E| \times|V|\) blocks, and each block has size \(p \times p\). For \(e \in[|E|]\), if the \(e^{\text {th }}\) edge has endpoints \(i \in[|V|], j \in[|V|]\) and \(i<j\), let all the \(p \times p\) elements of \((e, i)\) block of \(A\) be 1 , all the \(p \times p\) elements of \((e, j)\) block of \(A\) be -1 , and all the \((e, l)\) block of \(A\) be \(p \times p\) Hadamard matrix \(H\) for \(l \neq i, j\).

We can construct the matrix in \(n d\) time, which is \(p^{2}|E||V|\). We choose \(p\) to be the smallest number of power of 2 which is larger than \(2^{\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}}\) for some \(\gamma>0\). Thus, the


We will show, if we can compute a \((1+1 / W)\)-approximation to \(A\), we can decide whether \(G\) has a cut with size at least \(a|E|\) or has no cut with size larger than \(b|E|\). For convenience, we use \(T^{*}\) to denote \(\|A\|_{\infty \rightarrow 1}\) and use \(L^{*}\) to denote
\[
\min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1} .
\]

Also, we use \(L\) to denote a \(\left(1+\frac{1}{W}\right)\) relative error approximation to \(L^{*}\), which means:
\[
L^{*} \leq L \leq\left(1+\frac{1}{W}\right) L^{*}
\]

We denote \(T\) as \(n d-L\).
Because \(L^{*} \leq L \leq\left(1+\frac{1}{W}\right) L^{*}\), we have:
\[
n d-L^{*} \geq n d-L \geq n d-\left(1+\frac{1}{W}\right) L^{*} .
\]

Due to Lemma 17.9.1 and the definition of \(T\), it has:
\[
T^{*} \geq T \geq T^{*}-\frac{1}{W} L^{*}
\]

Notice that \(A\) is a \(\{-1,+1\}\) matrix, we have
\[
L^{*} \leq\|A\|_{1} \leq 2 n d
\]

Thus,
\[
T^{*} \geq T \geq T^{*}-2 n d / W
\]

It means
\[
T+2 n d / W \geq T^{*} \geq T
\]

Claim 17.9.11 (Lower bound of \(\|A\|_{\infty \rightarrow 1}\), proof of Theorem 1 of [GV15]). If there is a cut of \(G\) with cut size at least \(c\),
\[
\|A\|_{\infty \rightarrow 1} \geq 2 p^{2} c-|E||V| p^{3 / 2}
\]

Claim 17.9.12 (Upper bound of \(\|A\|_{\infty \rightarrow 1}\), proof of Theorem 1 of [GV15]). If the max cut of \(G\) has fewer than \(c\) edges,
\[
\|A\|_{\infty \rightarrow 1} \leq 2 p^{2}(c-1)+|E \| V| p^{3 / 2} .
\]

According to Claim 17.9.11, if \(G\) has a cut with cut size at least \(a|E|\), we have:
\[
T+2 n d / W \geq T^{*} \geq 2 p^{2} a|E|-|E||V| p^{3 / 2}
\]

That is
\[
\begin{equation*}
T \geq 2 p^{2} a|E|-|E||V| p^{3 / 2}-2 n d / W \tag{17.34}
\end{equation*}
\]

According to Claim 17.9.12, if the max cut of \(G\) has fewer than \(b|E|\) edges,
\[
\begin{equation*}
T \leq T^{*} \leq 2 p^{2} b|E|+|E \| V| p^{3 / 2} \tag{17.35}
\end{equation*}
\]

Using these conditions \(p \geq 2^{\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}}, d=p|V|, W \geq \log ^{1+\gamma} d\), we can lower bound \(|W|\) by \(|V|\) up to some constant,
\[
\begin{array}{rlrl}
W & \geq \log ^{1+\gamma} d & \text { by } W \geq \log ^{1+\gamma} d \\
& =\log ^{1+\gamma}(p|V|) & \text { by } d=p|V| \\
& =(\log |V|+\log p)^{1+\gamma} & \\
& \geq\left(\log |V|+\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}\right)^{1+\gamma} & & \\
& \geq \frac{2}{a-b}|V| . & \text { by } p \geq 2^{\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}}  \tag{17.36}\\
& &
\end{array}
\]

Thus, we can upper bound \(1 / W\) in the following sense,
\[
\begin{equation*}
\frac{1}{W} \leq \frac{a-b}{2|V|} \leq \frac{a-b}{|V|}-p^{-\frac{1}{2}} \tag{17.37}
\end{equation*}
\]
where the first inequality follows by Equation (17.36) and the second inequality follows by \(p \geq 2^{\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}}, \gamma\) is sufficient small, and \(|V|\) is large enough.

Now, we can conclude,
\[
\begin{aligned}
& \frac{1}{W} \leq \frac{a-b}{|V|}-p^{-\frac{1}{2}} \\
\Longleftrightarrow & p^{2}|E||V| / W \leq(a-b) p^{2}|E|-|E||V| p^{\frac{3}{2}}
\end{aligned}
\]
by multiplying \(p^{2}|E||V|\) on both sides
\[
\Longleftrightarrow 2 n d / W \leq 2(a-b) p^{2}|E|-2|E||V| p^{\frac{3}{2}}
\]
by multiplying 2 on both sides and \(p^{2}|E||V|=n d\)
\[
\begin{equation*}
\Longleftrightarrow 2 p^{2} b|E|+|E||V| p^{3 / 2}<2 p^{2} a|E|-|E||V| p^{3 / 2}-2 n d / W \tag{17.38}
\end{equation*}
\]
by adding \(2 p^{2} b|E|+|E||V| p^{3 / 2}-2 n d / W\) on both sides
which implies that Equation (17.38) is equivalent to Equation (17.37). Notice that the LHS of (17.38) is exactly the RHS of (17.35) and the RHS of (17.38) is exactly the RHS of (17.34). Therefore, we can decide whether \(G\) has a cut with size larger than \(a|E|\) or has no cut with size larger than \(b|E|\).

Thus, if we can compute \(\widehat{x} \in \mathbb{R}^{n}, \widehat{y} \in \mathbb{R}^{d}\) s.t.
\[
\left\|A-\widehat{x}^{\top} \widehat{y}\right\|_{1} \leq\left(1+\frac{1}{\log ^{1+\gamma} d}\right) \min _{x \in \mathbb{R}^{n}, y \in \mathbb{R}^{d}}\left\|A-x^{\top} y\right\|_{1}
\]
in poly \((n d)\) time, which means we can compute \(L\) and \(T\) in poly \((n d)\) time. Notice that \(n d=p^{2}|E||V|,|E|=O(|V|), p \geq 2^{\frac{2}{a-b}|V|^{1-\frac{\gamma}{10}}}\), it means poly \((n d)=2^{O\left(|V|^{1-\frac{\gamma}{10}}\right)}\). Because we decide whether \(G\) has a cut with size larger than \(a|E|\) or has no cut with size larger than \(b|E|\) via the value of \(T\), we can solve it in \(2^{O\left(|V|^{\left.1-\frac{\gamma}{10}\right)}\right.}\) time which leads to a contradiction to Theorem 17.9.10.

\subsection*{17.9.4 Extension to the rank- \(k\) case}

This section presents a way of reducing the rank- \(k\) case to the rank- 1 case. Thus, we can obtain a lower bound for general \(k \geq 1\) under ETH.

Theorem 17.9.13. For any constants \(c_{1}>0, c_{2}>0\) and \(c_{3}>0\), and any constant \(c_{4} \geq\) \(10\left(c_{1}+c_{2}+c_{3}+1\right)\), given any matrix \(A \in \mathbb{R}^{n \times n}\) with absolute value of each entry bounded by \(n^{c_{1}}\), we define a block diagonal matrix \(\widetilde{A} \in \mathbb{R}^{(n+k-1) \times(n+k-1)}\) as
\[
\widetilde{A}=\left[\begin{array}{ccccc}
A & 0 & 0 & \cdots & 0 \\
0 & B & 0 & \cdots & 0 \\
0 & 0 & B & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & B
\end{array}\right]
\]
where \(B=n^{c_{4}}\). If \(\widehat{A}\) is an \(\ell_{1}\)-norm rank-k \(C\)-approximation solution to \(\widetilde{A}\), i.e.,
\[
\|\widehat{A}-\widetilde{A}\|_{1} \leq C \cdot \min _{\operatorname{rank}-k}\left\|\widehat{A}^{\prime} \quad \widehat{A^{\prime}}-\widetilde{A}\right\|_{1}
\]
where \(C \in\left[1, n^{c_{3}}\right]\), then there must exist \(j^{*} \in[n]\) such that
\[
\min _{v \in \mathbb{R}^{n}}\left\|\widehat{A}_{j^{*}}^{[1: n]} v^{\top}-A\right\|_{1} \leq C \cdot \min _{u, v \in \mathbb{R}^{n}}\left\|u v^{\top}-A\right\|_{1}+1 / n^{c_{2}},
\]
i.e., the first \(n\) coordinates of the column \(j^{*}\) of \(\widehat{A}\) can give an \(\ell_{1}\)-norm rank- \(1 C\)-approximation to \(A\).

Proof. The first observation is that because we can use a rank-1 matrix to fit \(A\) and use a rank- \((k-1)\) matrix to fit other \(B \mathrm{~s}\), we have
\[
\begin{equation*}
\min _{\operatorname{rank}-k \widehat{A}^{\prime}}\left\|\widehat{A}^{\prime}-\widetilde{A}\right\|_{1} \leq \min _{u, v \in \mathbb{R}^{n}}\left\|u v^{\top}-A\right\|_{1} \leq\|A\|_{1} . \tag{17.39}
\end{equation*}
\]

Claim 17.9.14. Let \(\widehat{A}\) denote the rank- \(k C\)-approximate solution to \(\widetilde{A}\). Let \(Z \in \mathbb{R}^{(n+k-1) \times(k-1)}\) denote the rightmost \(k-1\) columns of \(\widehat{A}\), then, \(\operatorname{rank}(Z)=k-1\).

Proof. Consider the \((k-1) \times(k-1)\) submatrix \(Z^{[n+1: n+k-1]}\) of \(Z\). Each element on the diagonal of this submatrix should be at least \(B-C\|A\|_{1}\), and each element not on the diagonal of the submatrix should be at most \(C\|A\|_{1}\). Otherwise \(\|\widehat{A}-\widetilde{A}\|_{1}>C\|A\|_{1}\) which will lead to a contradiction. Since \(B=n^{c_{4}}\) is sufficiently large, \(Z^{[n+1: n+k-1]}\) is diagonally dominant. Thus \(\operatorname{rank}(Z) \geq \operatorname{rank}\left(Z^{[n+1: n+k-1]}\right)=k-1\). Because \(Z\) only has \(k-1\) columns, \(\operatorname{rank}(Z)=k-1\).

Claim 17.9.15. \(\forall x \in \mathbb{R}^{k-1}, i \in[n], \exists j \in\{n+1, n+2, \cdots, n+k-1\}\) such that,
\[
\frac{\left|(Z x)_{j}\right|}{\left|(Z x)_{i}\right|} \geq \frac{B}{2(k-1) C\|A\|_{1}} .
\]

Proof. Without loss of generality, we can let \(\|x\|_{1}=1\). Thus, there exists \(j\) such that \(\left|x_{j}\right| \geq \frac{1}{k-1}\). So we have
\[
\begin{aligned}
\left|(Z x)_{n+j}\right| & =\left|\sum_{i=1}^{k-1} Z_{n+j, i} x_{i}\right| \\
& \geq\left|Z_{n+j, j} x_{j}\right|-\sum_{i \neq j}\left|Z_{n+j, i} x_{i}\right| \\
& \geq\left(B-C\|A\|_{1}\right)\left|x_{j}\right|-\sum_{i \neq j}\left|x_{i}\right| C\|A\|_{1} \\
& \geq\left(B-C\|A\|_{1}\right) /(k-1)-C\|A\|_{1} \\
& \geq \frac{B}{2(k-1)} .
\end{aligned}
\]

The second inequality follows because \(\left|Z_{n+j, j}\right| \geq B-C\|A\|_{1}\) and \(\forall i \neq j,\left|Z_{n+j, i}\right| \leq C\|A\|_{1}\) (otherwise \(\|\widehat{A}-\widetilde{A}\|_{1}>C\|A\|_{1}\) which leads to a contradiction.) The third inequality follows
from \(\left|x_{j}\right|>1 /(k-1)\) and \(\|x\|_{1}=1\). The fourth inequality follows since \(B\) is large enough such that \(\frac{B}{2(k-1)} \geq \frac{C\|A\|_{1}}{k-1}+C\|A\|_{1}\).

Now we consider any \(q \in[n]\). We have
\[
\left|(Z x)_{q}\right|=\sum_{i=1}^{k-1}\left|Z_{q, i} x_{i}\right| \leq \max _{i \in[k-1]}\left|Z_{q, i}\right| \cdot \sum_{i=1}^{k-1}\left|x_{i}\right| \leq C\|A\|_{1} .
\]

The last inequality follows that \(\|x\|_{1}=1\) and \(\forall i \in[k-1], Z_{q, i} \leq C\|A\|_{1}\). Otherwise, \(\|\widehat{A}-\widetilde{A}\|_{1}>C\|A\|_{1}\) which will lead to a contradiction.

Look at \(\left|(Z x)_{n+j}\right| /\left|(Z x)_{q}\right|\), it is greater than \(\frac{B}{2(k-1) C\|A\|_{1}}\).

We now look at the submatrix \(\widehat{A}_{[1: n]}^{[1: n]}\), we choose \(i^{*}, j^{*} \in[n]\) such that
\[
\left|\widehat{A}_{i^{*}, j^{*}}\right| \geq 1 / n^{c_{2}-2}
\]

If there is no such \(\left(i^{*}, j^{*}\right)\), it means that we already found a good rank-1 approximation to A
\[
\begin{aligned}
\|\mathbf{0}-A\|_{1} & \leq\left\|\mathbf{0}-\widehat{A}_{[1: n]}^{[1: n]}\right\|_{1}+\left\|\widehat{A}_{[1: n]}^{[1: n]}-A\right\|_{1} \\
& \leq\left\|\mathbf{0}-\widehat{A}_{[1: n]}^{[1: n]}\right\|_{1}+\|\widehat{A}-\widetilde{A}\|_{1} \\
& \leq 1 / n^{c_{2}}+\|\widehat{A}-\widetilde{A}\|_{1} \\
& \leq 1 / n^{c_{2}}+C \min _{\operatorname{rank}-k \widehat{A^{\prime}}}\left\|\widehat{A}^{\prime}-\widetilde{A}\right\|_{1} \\
& \leq 1 / n^{c_{2}}+C \min _{u, v \in \mathbb{R}^{n}}\left\|u v^{\top}-A\right\|_{1},
\end{aligned}
\]
where \(\mathbf{0}\) is an \(n \times n\) all zeros matrix. The second inequality follows since \(\widehat{A}_{[1: n]}^{[1: n]}-A\) is a submatrix of \(\widehat{A}-\widetilde{A}\). The third inequality follows since each entry of \(\widehat{A}_{[1: n]}^{[1: n]}\) should be
no greater than \(1 / n^{c_{2}-2}\) (otherwise, we can find \(\left(i^{*}, j^{*}\right)\) ). The last inequality follows from equation 17.39.

Claim 17.9.16. \(\widehat{A}_{j^{*}}\) is not in the column span of \(Z\), i.e.,
\[
\forall x \in \mathbb{R}^{k-1}, \widehat{A}_{j^{*}} \neq Z x
\]

Proof. If there is an \(x\) such that \(\widehat{A}_{j^{*}}=Z x\), it means \((Z x)_{i^{*}}=\widehat{A}_{i^{*}, j^{*}} \geq 1 / n^{c_{2}-2}\). Due to Claim 17.9.15, there must exist \(i^{\prime} \in\{n+1, n+2, \cdots, n+k-1\}\) such that \((Z x)_{i^{\prime}} \geq\) \(\frac{B}{2(k-1) C\|A\|_{1} n^{c_{2}-2}}\). Since \(B\) is sufficiently large, \(\widehat{A}_{i^{\prime}, j^{*}}=(Z x)_{i^{\prime}}>C\|A\|_{1}\) which implies that \(\|\widehat{A}-\widetilde{A}\|_{1}>C\|A\|_{1}\), and so leads to a contradiction.

Due to Claim 17.9.14 and Claim 17.9.16, the dimension of the subspace spanned by \(\widehat{A}_{j^{*}}\) and the column space of \(Z\) is \(k\). Since \(\widehat{A}\) has rank at most \(k\), it means that each column of \(\widehat{A}\) can be written as a linear combination of \(\widehat{A}_{j^{*}}\) and the columns of \(Z\).

Now consider the \(j^{\text {th }}\) column \(\widehat{A}_{j}\) of \(\widehat{A}\) for \(j \in[n]\). We write it as
\[
\widehat{A}_{j}=\alpha_{j} \cdot \widehat{A}_{j^{*}}+Z x^{j}
\]

Claim 17.9.17. \(\forall j \in[n], \alpha_{j} \leq 2 C\|A\|_{1} n^{c_{2}+2}\).

Proof. Otherwise, suppose \(\alpha_{j}>2 C\|A\|_{1} n^{c_{2}+2}\). We have
\[
\begin{aligned}
\left|\left(Z x^{j}\right)_{i^{*}}\right| & \geq \alpha_{j} \cdot\left|\widehat{A}_{i^{*}, j^{*}}\right|-\left|\widehat{A}_{i^{*}, j}\right| \\
& \geq \alpha_{j} \cdot \frac{1}{n^{c_{2}-2}}-\left|\widehat{A}_{i^{*}, j}\right| \\
& \geq \frac{1}{2} \alpha_{j} \cdot \frac{1}{n^{c_{2}-2}} .
\end{aligned}
\]

The second inequality follows from \(\left|\widehat{A}_{i^{*}, j^{*}}\right| \geq 1 / n^{c 2-2}\). The third inequality follows from \(\left|\widehat{A}_{i^{*}, j}\right| \leq\|A\|_{1}\) and \(\frac{1}{2} \alpha_{j} \cdot \frac{1}{n^{c_{2}-2}} \geq C\|A\|_{1} \geq\|A\|_{1}\).

Due to Claim 17.9.15, there exists \(i \in\{n+1, n+2, \cdots, n+k-1\}\) such that \(\left|\left(Z x^{j}\right)_{i}\right| \geq\) \(\frac{B}{2(k-1) C\|A\|_{1}} \cdot \frac{1}{2} \alpha_{j} \cdot \frac{1}{n^{c_{2}-2}}\). For sufficiently large \(B\), we can have \(\left|\left(Z x^{j}\right)_{i}\right| \geq \alpha_{j} B^{1 / 2}\). Then we look at
\[
\begin{aligned}
\left|\widehat{A}_{i, j}\right| & \geq\left|\left(Z x^{j}\right)_{i}\right|-\alpha_{j}\left|\widehat{A}_{i, j^{*}}\right| \\
& \geq \alpha_{j}\left(B^{1 / 2}-C\|A\|_{1}\right) \\
& \geq \alpha_{j} \frac{1}{2} B^{1 / 2} .
\end{aligned}
\]

The second inequality follows by \(\left|\widehat{A}_{i, j^{*}}\right| \leq C\|A\|_{1}\), otherwise \(\|\widehat{A}-\widetilde{A}\|_{1}>C\|A\|_{1}\) which will lead to a contradiction. The third inequality follows that \(B\) is sufficient large that \(\frac{1}{2} B^{1 / 2}>C\|A\|_{1}\).

Since \(\left|\widehat{A}_{i, j}\right| \geq \alpha_{j} \frac{1}{2} B^{1 / 2}>C\|A\|_{1}\), it contradicts to the fact \(\|\widehat{A}-\widetilde{A}\|_{1} \leq C\|A\|_{1}\).
Therefore, \(\forall j \in[n], \alpha_{j} \leq 2 C\|A\|_{1} n^{c_{2}+2}\).
Claim 17.9.18. \(\forall j \in[n], i \in\{n+1, n+2, \cdots, n+k-1\},\left|\left(Z x^{j}\right)_{i}\right| \leq 4 C^{2}\|A\|_{1}^{2} n^{c_{2}+2}\)

Proof. Consider \(j \in[n], i \in\{n+1, n+2, \cdots, n+k-1\}\), we have
\[
\begin{aligned}
\left|\left(Z x^{j}\right)_{i}\right| & \leq\left|\widehat{A}_{i, j}\right|+\alpha_{j}\left|\widehat{A}_{i, j^{*}}\right| \\
& \leq C\|A\|_{1}+\alpha_{j} \cdot C\|A\|_{1} \\
& \leq 4 C^{2}\|A\|_{1}^{2} n^{c_{2}+2}
\end{aligned}
\]

The second inequality follows by \(\left|\widehat{A}_{i, j}\right| \leq C\|A\|_{1}\) and \(\left|\widehat{A}_{i, j^{*}}\right| \leq C\|A\|_{1}\), otherwise the \(\|\widehat{A}-\widetilde{A}\|_{1}\) will be too large and leads to a contradiction. The third inequality is due to \(\alpha_{j}+1 \leq\) \(4 C\|A\|_{1} n^{c_{2}+2}\) via Claim 17.9.17.

Claim 17.9.19. \(\forall j \in[n],\left\|\widehat{A}_{j}^{[1: n]}-\alpha_{j} \cdot \widehat{A}_{j^{*}}^{1: n}\right\|_{\infty} \leq 1 / n^{c_{2}-2}\)

Proof. Due to Claim 17.9.18 and Claim 17.9.15, \(\forall i, j \in[n]\), we have
\[
\left|\left(Z x^{j}\right)_{i}\right| \leq \frac{4 C^{2}\|A\|_{1}^{2} n^{c_{2}+2}}{B /\left(2(k-1) C\|A\|_{1}\right)} \leq 1 / B^{1 / 2}
\]

The second inequality follows for a large enough \(B\).
Therefore, \(\forall i, j \in[n]\),
\[
\left|\widehat{A}_{i, j}-\alpha_{j} \cdot \widehat{A}_{i, j^{*}}\right| \leq\left|\left(Z x^{j}\right)_{i}\right| \leq 1 / B^{1 / 2} \leq 1 / n^{c_{2}-2} .
\]

The last inequality follows since \(B\) is large enough.

Now, let us show that \(\widehat{A}_{j^{*}}^{1: n}\) can provide a good rank-1 approximation to \(A\) :
\[
\begin{aligned}
\left\|\widehat{A}_{j^{*}}^{1: n} \alpha^{\top}-A\right\|_{1} & \leq\left\|\widehat{A}_{j^{*}}^{1: n} \alpha^{\top}-\widehat{A}_{[1: n]}^{[1: n]}\right\|_{1}+\left\|\widehat{A}_{[1: n]}^{[1: n]}-A\right\|_{1} \\
& =\sum_{j=1}^{n}\left\|\alpha_{j} \widehat{A}_{j^{*}}-\widehat{A}_{j}^{[1: n]}\right\|_{1}+\left\|\widehat{A}_{[1: n]}^{[1: n]}-A\right\|_{1} \\
& \leq n^{2} \cdot 1 / n^{c_{2}-2}+\left\|\widehat{A}_{[1: n]}^{[1: n]}-A\right\|_{1} \\
& \leq 1 / n^{c_{2}}+\|\widehat{A}-\widetilde{A}\|_{1} \\
& \leq 1 / n^{c_{2}}+C \min _{u, v \in \mathbb{R}^{n}}\left\|u v^{\top}-A\right\|_{1} .
\end{aligned}
\]

The first inequality follows by triangle inequality. The first equality is due to the linearity of \(\ell_{1}\) norm. The second inequality is due to Claim 17.9.19. The third inequality follows since \(\widehat{A}_{[1: n]}^{[1: n]}-A\) is a submatrix of \(\widehat{A}-\widetilde{A}\). The fourth inequality is due to the equation 17.39.

\subsection*{17.10 Experiments and Discussions}

In this section, we provide some counterexamples for the other heuristic algorithms such that, for those examples, the heuristic algorithms can output a solution with a very "bad" approximation ratio, i.e., \(n^{c}\), where \(c>0\) and the input matrix has size \(n \times n\). We not only observe that heuristic algorithms sometimes have very bad performance in practice, but also give a proof in theory.

\subsection*{17.10.1 Setup}

We provide some details of our experimental setup. We obtained the R package of [KK05, Kwa08, BDB13] from https://cran.r-project.org/web/packages/pcaL1/index. html. We also implemented our algorithm and the r1-pca algorithm [DZHZ06] using the R language. The version of the R language is 3.0 .2 . We ran experiments on a machine with Intel X5550@2.67GHz CPU and 24G memory. The operating system of that machine is Linux Ubuntu 14.04.5 LTS. All the experiments were done in single-threaded mode.


Figure 17.1: The \(x\)-axis is \(n\) where \(A \in \mathbb{R}^{n \times n}\), and the \(y\)-axis is \(\left\|A^{\prime}-A\right\|_{1}\) where \(\operatorname{rank}\left(A^{\prime}\right)=k\). This figure shows the performance of both our algorithm and [DZHZ06] on input matrix \(A\) defined as Equation (17.40).

\subsection*{17.10.2 Counterexample for [DZHZ06]}

The goal is to find a rank \(k=1\) approximation for matrix \(A\). For any \(\epsilon \in[0,0.5)\), we define \(A \in \mathbb{R}^{n \times n}\) as
\[
A=\left[\begin{array}{cc}
n^{1.5+\epsilon} & 0  \tag{17.40}\\
0 & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & B
\end{array}\right]
\]
where \(B \in \mathbb{R}^{(n-1) \times(n-1)}\) is all 1 s matrix. It is immediate that the optimal cost is at most \(n^{1.5+\epsilon}\). However, using the algorithm in [DZHZ06], the cost is at least \(\Omega\left(n^{2}\right)\). Thus, we
can conclude, using algorithm [DZHZ06] to solve \(\ell_{1}\) low rank approximation problem on \(A\) cannot achieve an approximation ratio better than \(n^{0.5-\epsilon}\).


Figure 17.2: The \(x\)-axis is \(n\) where \(A \in \mathbb{R}^{n \times n}\), and the \(y\)-axis is \(\left\|A^{\prime}-A\right\|_{1}\) where \(\operatorname{rank}\left(A^{\prime}\right)=k\). This figure shows the performance of both our algorithm and [BDB13] on input matrix \(A\) defined as Equation (17.41).

\subsection*{17.10.3 Counterexample for [BDB13]}

The goal is to find a rank \(k=1\) approximation for matrix \(A\). The input matrix \(A \in \mathbb{R}^{d \times d}\) for algorithm [BDB13] is defined to be,
\[
A=\left[\begin{array}{cc}
n^{1.5} & 0  \tag{17.41}\\
0 & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & B
\end{array}\right]
\]
where \(B \in \mathbb{R}^{(n-1) \times(n-1)}\) is an all 1s matrix. It is immediate that the optimal cost is at most \(n^{1.5}\). Now, let us look at the procedure of [BDB13]. Basically, the algorithm described
in [BDB13] is that they first find a rank \(n-1\) approximation via a best \(\ell_{1}\)-fit hyperplane algorithm, then they rotate it based on the right singular vectors of the rank \(n-1\) approximation matrix, and next they recursively do the same thing for the rotated matrix which has only \(n-1\) columns.

When running their algorithm on \(A\), they will fit an arbitrary column except the first column of \(A\). Without loss of generality, it just fits the last column of \(A\). After the rotation, the matrix will be an \(n \times(n-1)\) matrix:
\[
\left[\begin{array}{ccccc}
n^{1.5} & 0 & 0 & \cdots & 0 \\
0 & \sqrt{n-2} & 0 & \cdots & 0 \\
0 & \sqrt{n-2} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \sqrt{n-2} & 0 & \cdots & 0
\end{array}\right] .
\]

Then, after the \(t^{\text {th }}\) iteration for \(t<(n-1)\), they will get an \(n \times(n-t)\) matrix:
\[
\left[\begin{array}{ccccc}
n^{1.5} & 0 & 0 & \cdots & 0 \\
0 & \sqrt{n-2} & 0 & \cdots & 0 \\
0 & \sqrt{n-2} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \sqrt{n-2} & 0 & \cdots & 0
\end{array}\right]
\]

This means that their algorithm will run on an \(n \times 2\) matrix:
\[
\left[\begin{array}{cc}
n^{1.5} & 0 \\
0 & \sqrt{n-2} \\
0 & \sqrt{n-2} \\
\cdots & \cdots \\
0 & \sqrt{n-2}
\end{array}\right],
\]
in the last iteration. Notice that \(n \times \sqrt{n-2}<n^{1.5}\). This means that their algorithm will fit the first column which implies that their algorithm will output a rank-1 approximation to \(A\) by just fitting the first column of \(A\). But the cost of this rank- 1 solution is \((n-1)^{2}\). Since the optimal cost is at most \(n^{1.5}\), their algorithm cannot achieve an approximation ratio better than \(n^{0.5}\).


Figure 17.3: The \(x\)-axis is \(n\) where \(A \in \mathbb{R}^{n \times n}\), and the \(y\)-axis is \(\left\|A^{\prime}-A\right\|_{1}\) where \(\operatorname{rank}\left(A^{\prime}\right)=k\). This figure shows the performance of both our algorithm and [Kwa08] on input matrix \(A\) defined as Equation (17.42). Algorithm [Kwa08] has two ways of initialization, which have similar performance on matrix \(A\).

\subsection*{17.10.4 Counterexample for [Kwa08]}

We show that the algorithm [Kwa08] cannot achieve an approximation ratio better than \(\Theta(n)\) on the matrix \(A \in \mathbb{R}^{(2 n+1) \times(2 n+1)}\) defined as,
\[
A=\left[\begin{array}{ccc}
n^{1.5} & 0 & 0  \tag{17.42}\\
0 & B & 0 \\
0 & 0 & B
\end{array}\right]
\]
where \(B\) is an \(n \times n\) matrix that contains all 1 s. We consider the rank- 2 approximation problem for this input matrix \(A\). The optimal cost is at most \(n^{1.5}\).

We run their algorithm. Let \(x_{0}\) denote the initial random unit vector. Consider the sign vector \(s \in\{ \pm 1\}^{2 n+1}\) where each entry is the sign of the inner product between \(x_{0}\) and each column of \(A\). There are only three possibilities,
\[
s=\left\{\begin{array}{l}
\left(1,\{1\}^{n},\{1\}^{n}\right) \\
\left(1,\{1\}^{n},\{-1\}^{n}\right) \\
\left(1,\{-1\}^{n},\{1\}^{n}\right)
\end{array}\right.
\]

Case I, \(s=\left(1,\{1\}^{n},\{1\}^{n}\right)\). Define \(\widehat{u}=\sum_{i=1}^{2 n+1} s_{i} \cdot A_{i}=\left(n^{1.5}, n, \cdots, n\right)\). Let \(u=\widehat{u} /\|u\|_{2}=\) \(\widehat{u} /\left(\sqrt{3} n^{1.5}\right)=(1 / \sqrt{3}, 1 / \sqrt{3 n}, \cdots, 1 / \sqrt{3 n})\). Define matrix \(D\) to be \(A-u u^{\top} A\). Then, we can compute \(D\),
\[
\begin{aligned}
D & =A-u u^{\top} A \\
& =A-\left[\begin{array}{ccc}
1 / 3 & \frac{1}{3 \sqrt{n}} \mathbf{1}^{\top} & \frac{1}{3 \sqrt{n}} \mathbf{1}^{\top} \\
\frac{1}{3 \sqrt{n}} \mathbf{1} & \frac{1}{3 n} B & \frac{1}{3 n} B \\
\frac{1}{3 \sqrt{n}} \mathbf{1} & \frac{1}{3 n} B & \frac{1}{3 n} B
\end{array}\right] A \\
& =\left[\begin{array}{ccc}
n^{1.5} & 0 & 0 \\
0 & B & 0 \\
0 & 0 & B
\end{array}\right]-\left[\begin{array}{ccc}
\frac{n^{1.5}}{3} & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{1}{3} B \\
\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{1}{3} B
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 n^{1.5} / 3 & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
-\frac{n}{3} \mathbf{1} & \frac{2}{3} B & -\frac{1}{3} B \\
-\frac{n}{3} \mathbf{1} & -\frac{1}{3} B & \frac{2}{3} B
\end{array}\right] .
\end{aligned}
\]

Now we need to take the linear combination of columns \(D=A-u u^{\top} A\). Let \(w\) denote another sign vector \(\{-1,+1\}^{2 n+1}\). Then let \(v\) denote the basis vector, \(v=\sum_{i=1}^{2 n+1} D_{i}\). There are three possibilities, Case \(\mathrm{I}(\mathrm{a})\), if \(w=\left(1,\{1\}^{n},\{1\}^{n}\right)\), then \(v\) is the all 0 vector. Using vector \(v\) to interpolate each column of \(D\), the cost we obtain is at least \(2 n^{2}\). Case \(\mathrm{I}(\mathrm{b})\), if \(w=\left(1,\{1\}^{n},\{-1\}^{n}\right)\), then \(v=\left(2 n^{1.5} / 3,\{2 / 3\}^{n},\{-4 / 3\}^{n}\right)\). We also obtain at least \(2 n^{2}\) cost if we use that \(v\) to interpolate each column of \(D\). Case \(\mathrm{I}(\mathrm{c})\), if \(w=\left(1,\{-1\}^{n},\{-1\}^{n}\right)\), then \(v=\left(0,\{-2 / 3\}^{n},\{-2 / 3\}^{n}\right)\). The cost is also at least \(2 n^{2}\).

Case II, \(s=\left(1,\{1\}^{n},\{-1\}^{n}\right)\). Define \(\mathbf{1}\) to be a length \(n\) all 1 s column vector. Define \(\widehat{u}=\sum_{i=1}^{2 n+1} s_{i} \cdot A_{i}=\left(n^{1.5},\{n\}^{n},\{-n\}^{n}\right)\). Let
\[
u=\widehat{u} /\|u\|_{2}=\widehat{u} /\left(\sqrt{3} n^{1.5}\right)=\left(1 / \sqrt{3},\{1 / \sqrt{3 n}\}^{n},\{-1 / \sqrt{3 n}\}^{n}\right)
\]

Define \((2 n+1) \times(2 n+1)\) matrix \(D\) to be \(A-u u^{\top} A\). Then, we can compute \(D\),
\[
\begin{aligned}
D & =A-u u^{\top} A \\
& =A-\left[\begin{array}{ccc}
1 / 3 & \frac{1}{3 \sqrt{n}} \mathbf{1}^{\top} & -\frac{1}{3 \sqrt{n}} \mathbf{1}^{\top} \\
\frac{1}{3 \sqrt{n}} \mathbf{1} & \frac{1}{3 n} B & -\frac{1}{3 n} B \\
-\frac{1}{3 \sqrt{n}} \mathbf{1} & -\frac{1}{3 n} B & \frac{1}{3 n} B
\end{array}\right] A \\
& =\left[\begin{array}{ccc}
n^{1.5} & 0 & 0 \\
0 & B & 0 \\
0 & 0 & B
\end{array}\right]-\left[\begin{array}{ccc}
n^{1.5} / 3 & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
\frac{n}{3} \mathbf{1} & \frac{1}{3} B & -\frac{1}{3} B \\
-\frac{n}{3} \mathbf{1} & -\frac{1}{3} B & \frac{1}{3} B
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 n^{1.5} / 3 & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
-\frac{n}{3} \mathbf{1} & \frac{2}{3} B & \frac{1}{3} B \\
\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{2}{3} B
\end{array}\right] .
\end{aligned}
\]

Similarly to the previous case, we can also discuss three cases.
Case III, \(s=\left(1,\{1\}^{n},\{-1\}^{n}\right)\). Define 1 to be a length \(n\) all 1 s column vector. Define \(\widehat{u}=\sum_{i=1}^{2 n+1} s_{i} \cdot A_{i}=\left(n^{1.5},\{-n\}^{n},\{-n\}^{n}\right)\). Let \(u=\widehat{u} /\|u\|_{2}=\widehat{u} /\left(\sqrt{3} n^{1.5}\right)=\) \(\left(1 / \sqrt{3},\{-1 / \sqrt{3 n}\}^{n},\{-1 / \sqrt{3 n}\}^{n}\right)\). Define matrix \(D\) to be \(A-u u^{\top} A\). Then, we can compute D,
\[
\begin{aligned}
D & =A-u u^{\top} A \\
& =A-\left[\begin{array}{ccc}
1 / 3 & \left.-\frac{1}{3 \sqrt{n}}\right) \mathbf{1}^{\top} & -\frac{1}{3 \sqrt{n}} \mathbf{1}^{\top} \\
-\frac{1}{3 \sqrt{n}} \mathbf{1} & \frac{1}{3 n} B & \frac{1}{3 n} B \\
-\frac{1}{3 \sqrt{n}} \mathbf{1} & \frac{1}{3 n} B & \frac{1}{3 n} B
\end{array}\right] A \\
& =\left[\begin{array}{ccc}
n^{1.5} & 0 & 0 \\
0 & B & 0 \\
0 & 0 & B
\end{array}\right]-\left[\begin{array}{ccc}
n^{1.5} / 3 & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} & -\frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
-\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{1}{3} B \\
-\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{1}{3} B
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 n^{1.5} / 3 & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} & \frac{\sqrt{n}}{3} \mathbf{1}^{\top} \\
\frac{n}{3} \mathbf{1} & \frac{2}{3} B & \frac{1}{3} B \\
\frac{n}{3} \mathbf{1} & \frac{1}{3} B & \frac{2}{3} B
\end{array}\right] .
\end{aligned}
\]

Similarly to the previous case, we can also discuss three cases.

\subsection*{17.10.5 Counterexample for [KK05]}

We show that there exist matrices such that the algorithm of [KK05] cannot achieve an approximation ratio better than \(\Theta(n)\). Their algorithm has two different ways of initialization. We provide counterexamples for each of the initialization separately.

Random vector initialization We provide a counterexample matrix \(A \in \mathbb{R}^{n \times n}\) defined as,
\[
A=\left[\begin{array}{cccc}
n^{c} & 0 & \cdots & 0  \tag{17.43}\\
0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0
\end{array}\right]+I
\]
where \(c \geq 2\). Consider the rank- 1 approximation problem for this matrix \(A\). The optimal cost is at most \(n-1\).

Run their algorithm. The starting vectors are \(u(0) \sim N(0, I)\) and \(v(0) \sim N(0,1)\). We define two properties for a given vector \(y \in \mathbb{R}^{n}\). Property I is for all \(i \in[n],\left|y_{i}\right| \leq n / 8\), and Property II is there exist half of the \(i\) such that \(\left|y_{i}\right| \geq 1 / 2\). We can show that with probability \(1-2^{-\Omega(n)}\), both \(u(0)\) and \(v(0)\) satisfy Property I and II. After 1 iteration, we can show that \(u(1)_{1}=v(1)_{1}=0\)

Now let us use column vector \(u(0) \in \mathbb{R}^{n}\) to interpolate the first column of matrix \(A\). We simplify \(u(0)\) to be \(u\). Let \(u_{i}\) denote the \(i\)-th coordinate of vector \(u, \forall i \in[n]\). Let \(A_{1}\) denote the first column of matrix \(A\). We define \(\alpha=v(1)_{1}=\arg \min _{\alpha}\left\|\alpha u(0)-A_{1}\right\|_{1}\). For any scalar \(\alpha\), the cost we pay on the first column of matrix \(A\) is,
\[
\begin{equation*}
\left|\alpha \cdot u_{1}-n^{c}\right|+\sum_{i=2}^{n}\left|\alpha u_{i}\right| \geq\left|\alpha \cdot u_{1}-n^{c}\right|+\frac{n}{2}\left|\alpha \cdot \frac{1}{2}\right| \geq\left|\alpha \cdot u_{1}-n^{c}\right|+\frac{n}{4}|\alpha| \tag{17.44}
\end{equation*}
\]


Figure 17.4: The \(x\)-axis is \(n\) where \(A \in \mathbb{R}^{n \times n}\), and the \(y\)-axis is \(\left\|A^{\prime}-A\right\|_{1}\) where \(\operatorname{rank}\left(A^{\prime}\right)=k\). Algorithm [KK05] has two ways of initialization. The left figure shows the performance of both our algorithm and [KK05] with random vector initialization on input matrix \(A\) defined as Equation (17.43). The right figure shows the performance of both our algorithm and [KK05] with top singular vector initialization on input matrix \(A\) defined as Equation (17.45).

Notice that \(c \geq 2\). Then \(\left|\alpha \cdot u_{1}-n^{c}\right|+\frac{n}{4}|\alpha| \geq\left|\alpha \cdot \frac{n}{8}-n^{c}\right|+\frac{n}{4}|\alpha|\). If \(\alpha \leq 0\), then the cost is minimized when \(\alpha=0\). If \(\alpha \in\left[0,8 n^{c-1}\right]\), the cost is minimized when \(\alpha=0\). If \(\alpha \geq 8 n^{c-1}\), the cost is minimized when \(\alpha=8 n^{c-1}\). Putting it all together, to achieve the minimum cost, there is only one choice for \(\alpha\), which is \(\alpha=0\). The optimal cost is at least \(n^{c}\).

Then after \(T\) iterations(for any \(T \geq 1\) ), \(u(T)_{1}=v(T)_{1}=0\). Thus, we always pay at least \(n^{c}\) cost on the first entry.

Therefore, their algorithm cannot achieve any approximation ratio better than \(n^{c-1}\). Because \(c \geq 2\), we complete the proof.

Top singular vector initialization The counterexample input matrix \(A \in \mathbb{R}^{n \times n}\) is defined as,
\[
A=\left[\begin{array}{ll}
n & 0  \tag{17.45}\\
0 & B
\end{array}\right]
\]
where matrix \(B \in \mathbb{R}^{(n-1) \times(n-1)}\) contains all 1 s . Consider the rank-1 approximation problem for this matrix \(A\). The optimal cost is at most \(n\). Run their algorithm. The starting vectors \(u(0)\) and \(v(0)\) will be set to \((1,0, \cdots, 0) \in \mathbb{R}^{n}\). After \(T\) iterations(for any \(T>0\) ), the support of \(u(T)\) (resp. \(v(T)\) ) is the same as \(u(0)\) (resp. \(v(T)\) ). Thus, the cost is at least \(\|B\|_{1}=(n-1)^{2}\). Therefore, we can conclude that their algorithm cannot achieve any approximation ratio better than \((n-1)^{2} / n=\Theta(n)\).

\subsection*{17.10.6 Counterexample for all}


Figure 17.5: Let \(A\) be \((2 n+2) \times(2 n+2)\) input matirx. (a) shows the performance of all the algorithms when the matrix dimension is growing. The \(x\)-axis is \(n\), and the \(y\)-axis is \(\left\|A^{\prime}-A\right\|_{1}\) where \(A^{\prime}\) is the rank- 3 solution output by all the heuristic algorithms and also ours. The \(\ell_{1}\) residual cost of all the other algorithms is growing much faster than ours, which is consistent with our theoretical results. (b) shows the running time (in seconds) of all the algorithms when the matrix dimension \(n\) is growing. The \(x\)-axis is \(n\) and the \(y\)-axis is time (seconds). The running time of some of the algorithms is longer than 3 seconds. For most of the algorithms (including ours), the running time is always less than 3 seconds.

For any \(\epsilon \in(0,0.5)\) and \(\gamma>0\), we construct the input matrix \(A \in \mathbb{R}^{(2 n+2) \times(2 n+2)}\) as follows
\[
A=\left[\begin{array}{cccc}
n^{2+\gamma} & 0 & 0 & 0 \\
0 & n^{1.5+\epsilon} & 0 & 0 \\
0 & 0 & B & 0 \\
0 & 0 & 0 & B
\end{array}\right],
\]
where \(B\) is \(n \times n\) all 1 s matrix. We want to find a rank \(k=3\) solution for \(A\). Then any of those four heuristic algorithms [KK05, DZHZ06, Kwa08, BDB13] is not able to achieve better than \(n^{\min (\gamma, 0.5-\epsilon)}\) approximation ratio. We present our main experimental results in Figure 17.5.

Both [KK05] and [Kwa08] have two different ways of initialization. In Figure 17.5 we use KK05r(resp. Kwak08r) to denote the way that uses random vector as initialization, and use KK05s(resp. Kwak08s) to denote the way that uses top singular vector as initialization. Figure 17.5 (a) shows the performance of all the algorithms and Figure 17.5(b) presents the running time. The \(\ell_{1}\) residual cost of all the other algorithm is growing much faster than our algorithm. Most of the algorithms (including ours) are pretty efficient, i.e., the running time is always below 3 seconds. The running time of [BDB13, KK05] is increasing very fast when the matrix dimension \(n\) is growing.

In Figure 17.5(a), the cost of KK05r at \(\{82, \cdots, 142\}\) is in \(\left[10^{5}, 10^{6}\right]\), at \(\{162, \cdots, 302\}\) is in \(\left[10^{6}, 10^{7}\right]\), and at \(\{322, \cdots, 402\}\) is in \(\left[10^{7}, 10^{8}\right]\). In Figure \(17.5(\mathrm{~b})\), the time of KK05r at \(\{382,482\}\) is 64 s and 160 s . The running time of BDB 13 at \(\{82, \cdots, 222\}\) is between 1 minute and 1 hour. The running time of \(\operatorname{BDB} 13\) at \(\{242, \cdots, 322\}\) is between 1 hour and 20 hours. The running time of BDB 13 at \(\{342, \cdots, 402\}\) is more than 20 hours.

\subsection*{17.10.7 Discussion for Robust PCA [CLMW11]}

A popular method is robust PCA [CLMW11], which given a matrix \(A\), tries to find a matrix \(L\) for which \(\lambda\|A-L\|_{1}+\|L\|_{*}\) is minimized, where \(\lambda>0\) is a tuning parameter and \(\|L\|_{*}\) is the nuclear norm of \(L\). This is a convex program, but it need not return a low rank matrix \(L\) with relative error. As a simple example, suppose \(\lambda=1\), and the \(n \times n\) matrix \(A\) is a block-diagonal matrix of rank \(k\) and \(n=\frac{k}{2}(b+1)\). Further, the first \(k / 2\) blocks are \(b \times b\) matrices of all 1 s , while the next \(k / 2\) blocks are just a single value \(b\) on the diagonal.

Then the solution to the above problem may return \(L\) to be the first \(k / 2\) blocks of \(A\). The total cost of \(\lambda\|A-L\|_{1}+\|L\|_{*}\) is \((k / 2) b+(k / 2) b=k b\).

Also, the solution to the above problem may return \(L\) to be \(A\), which has cost \(0+\) \(\|A\|_{*}=k b\). Because this solution has the same cost, it means that their algorithm might output a rank- \(k\) solution, and also might output a rank- \(k / 2\) solution.

Therefore, the relative error of the output matrix may be arbitrarily bad for \(\ell_{1}\)-low rank approximation.

We also consider the following example. Suppose \(\lambda=1 / \sqrt{n}\), and let \(n \times n\) matrix \(A\) denote the Hadamard matrix \(H_{n}\). Recall that the Hadamard matrix \(H_{p}\) of size \(p \times p\) is defined recursively : \(\left[\begin{array}{cc}H_{p / 2} & H_{p / 2} \\ H_{p / 2} & -H_{p / 2}\end{array}\right]\) with \(H_{2}=\left[\begin{array}{cc}+1 & +1 \\ +1 & -1\end{array}\right]\). Notice that every singular values of \(A\) is \(\sqrt{n}\). We consider the objective function \(\lambda\|A-L\|_{1}+\|L\|_{*}\).

Then the solution to the above problem may return \(L\) to be the first \(n / 2\) rows of \(A\). The total cost of \(\lambda\|A-L\|_{1}+\|L\|_{*}\) is \((1 / \sqrt{n}) n^{2} / 2+(n / 2) \sqrt{n}=n^{1.5}\). Also, the solution to the above problem may return \(L\) to be \(A\), which has cost \(0+\|A\|_{*}=n \sqrt{n}=n^{1.5}\). For any \(i\), if the solution takes \(i\) rows of \(A\), the cost is \((1 / \sqrt{n})(n-i) n+i \sqrt{n}=n^{1.5}\). Because this
solution has the same cost, it means that their algorithm might output a rank- \(n\) solution, and also might output a rank- \(n / 2\) solution. Therefore, the relative error of the output matrix may be arbitrarily bad for \(\ell_{1}\)-low rank approximation.

\subsection*{17.11 Limited Independent Cauchy Random Variables}

This section presents the fundamental lemmas with limited independent Cauchy variables, which will be used in Section 17.12 and 17.13. In Section 17.11.1, we provide some notation, definitions and tools from previous work. Section 17.11.2 includes the main result.

\subsection*{17.11.1 Notations and tools}

For a function \(f: \mathbb{R} \rightarrow \mathbb{R}\) and nonnegative integer \(\ell, f^{(\ell)}\) denotes the \(\ell\) th derivative of \(f\), with \(f^{(0)}=f\). We also often use \(x \approx_{\epsilon} y\) to state that \(|x-y|=O(\epsilon)\). We use \(I_{[a, b]}\) to denote the indicator function of the interval \([a, b]\).

To optimize the communication complexity of our distributed algorithm, we show that instead of using fully independent Cauchy variables, poly \((k, d)\)-wise independent Cauchy variables suffice.

We start by stating two useful Lemmas from previous work [KNW10a].

Lemma 17.11.1 (Lemma 2.2 in [KNW10a]). There exists an \(\epsilon_{0}>0\) such that the following holds. Let \(n\) be a positive integer and \(0<\epsilon<\epsilon_{0}, 0<p<2\) be given. Let \(f: \mathbb{R} \rightarrow \mathbb{R}\) satisfy \(\left\|f^{(\ell)}\right\|_{\infty}=O\left(\alpha^{\ell}\right)\) for all \(\ell \geq 0\), for some \(\alpha\) satisfying \(\alpha^{p} \geq \log (1 / \epsilon)\). Let \(k=\alpha^{p}\). Let \(a \in \mathbb{R}^{n}\) satisfy \(\|a\|_{p}=O(1)\). Let \(X_{i}\) be a \(3 C k\)-independent family of p-stable random variables. Let \(X=\sum_{i} a_{i} X_{i}\) and \(Y=\sum_{i} a_{i} Y_{i}\). Then \(\mathbb{E}[f(x)]=\mathbb{E}[f(Y)]+O(\epsilon)\).

Lemma 17.11.2 (Lemma 2.5 in [KNW10a]). There exist constants \(c^{\prime}\), \(\epsilon_{0}>0\) such that for all \(c>0\) and \(0<\epsilon<\epsilon_{0}\), and for all \([a, b] \subseteq \mathbb{R}\), there exists a function \(J_{[a, b]}^{c}: \mathbb{R} \rightarrow \mathbb{R}\) satisfying:
i. \(\left\|\left(J_{[a, b]}^{c}\right)^{(\ell)}\right\|_{\infty}=O\left(c^{\ell}\right)\) for all \(\ell \geq 0\).
ii. For all \(x\) such that \(a, b \notin[x-\epsilon, x+\epsilon]\), and as long as \(c>c^{\prime} \epsilon^{-1} \log ^{3}(1 / \epsilon)\), \(\left|J_{[a, b]}^{c}(x)-I_{[a, b]}(x)\right|<\epsilon\).

\subsection*{17.11.2 Analysis of limited independent random Cauchy variables}

Lemma 17.11.3. Given a vector \(y \in \mathbb{R}^{n}\), choose \(Z\) to be the \(t \times n\) random Cauchy matrices with \(1 / t\) rescaling and \(t=O(k \log k)\). The variables from different rows are fully independent, and the variables from the same rows are \(O(1)\)-wise independent. Then, we have
\[
\|Z y\|_{1} \gtrsim\|y\|_{1}
\]
holds with probability at least \(1-2^{-\Omega(t)}\).

Proof. Let \(S\) denote the original fully independent matrix and \(Z\) denote the matrix for which the entries in the same row are \(w\)-wise independent, and the entries from different rows are fully independent. Notice we define the random matrices without rescaling by \(1 / t\) and it will be added back at the end. (We will decide \(w\) later)

We define random variable \(X\) such that \(X=1\) if \(\left|(Z y)_{i}\right| \leq \frac{1}{50}\) and \(X=0\) otherwise. We also define random variable \(Y\) such that \(Y=1\) if \(\left|(S y)_{i}\right| \leq \frac{1}{50}\) and \(Y=0\) otherwise. Then, we have
\[
\begin{aligned}
& \mathbb{E}[X]=\operatorname{Pr}\left[\left|(Z y)_{i}\right| \leq \frac{1}{50}\right]=\mathbb{E}\left[I_{\left[-\frac{1}{50}, \frac{1}{50}\right]}\left((Z y)_{i}\right)\right] \\
& \mathbb{E}[Y]=\operatorname{Pr}\left[\left|(S y)_{i}\right| \leq \frac{1}{50}\right]=\mathbb{E}\left[I_{\left[-\frac{1}{50}, \frac{1}{50}\right]}\left((S y)_{i}\right)\right]
\end{aligned}
\]

The goal is to show that \(\mathbb{E}[X] \approx_{\epsilon} \mathbb{E}[Y]\). Following the same idea from [KNW10a], we need to argue this chain of inequalities,
\[
\mathbb{E}\left[I_{[a, b]}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(Y)\right] \approx_{\epsilon} \mathbb{E}\left[I_{[a, b]}(Y)\right]
\]

Using Lemma 2.2 and Lemma 2.5 from [KNW10a], choosing sufficiently small constant \(\epsilon(\) which implies \(w=O(1))\), it follows that for each \(i \in[t]\), we still have
\[
\operatorname{Pr}\left[\left|(Z y)_{i}\right|>\frac{1}{50}\|y\|_{1}\right] \gtrsim \operatorname{Pr}\left[\left|(S y)_{i}\right|>\frac{1}{50}\|y\|_{1}\right] \geq 0.9
\]

Because all rows of \(Z\) are fully independent, using the Chernoff bound we can get that
\[
\operatorname{Pr}\left[\|Z y\|_{1} \lesssim t\|y\|_{1}\right] \leq \exp (-\Omega(t))
\]
as we needed for the "no contraction" part of the net argument.

For the no dilation, we need to argue that

Lemma 17.11.4. Given a set of vectors \(\left\{y_{1}, y_{2}, \ldots, y_{d}\right\}\) where \(y_{i} \in \mathbb{R}^{n}, \forall i \in[d]\), choose \(Z\) to be the \(t \times n\) random Cauchy matrices with \(1 / t\) rescaling and \(t=O(k \log k)\), where the variables from different rows are fully independent, and the variables from the same rows are \(w\)-wise independent.
I. If \(w=\widetilde{O}(d k)\), we have
\[
\sum_{i=1}^{d}\left\|Z y_{i}\right\|_{1} \leq O(\log d) \sum_{i=1}^{d}\left\|y_{i}\right\|_{1}
\]
holds with probability at least . 999 .
II. If If \(w=\widetilde{O}(d)\), we have
\[
\sum_{i=1}^{d}\left\|Z y_{i}\right\|_{1} \leq O(k \log d) \sum_{i=1}^{d}\left\|y_{i}\right\|_{1}
\]
holds with probability at least . 999 .

Proof. Let \(m=t\). Let \(S \in \mathbb{R}^{m \times n}\) denote the original fully independent matrix and \(Z\) denote the matrix that for each entry in the same row are \(w\)-wise independent, where the entries from different rows are fully independent. (We will decide on \(w\) later)

Applying matrix \(S\) to those fixed set of vectors, we have
\[
\sum_{i=1}^{d}\left\|S y_{i}\right\|_{1}=\sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} \frac{1}{m} S_{j, l} \cdot\left(y_{i}\right)_{l}\right|=\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} S_{j, l} \cdot\left(y_{i}\right)_{l}\right|
\]

Applying matrix \(Z\) to those fixed set of vectors, we have a similar thing,
\[
\sum_{i=1}^{d}\left\|Z y_{i}\right\|_{1}=\sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} \frac{1}{m} Z_{j, l} \cdot\left(y_{i}\right)_{l}\right|=\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m}\left|\sum_{l=1}^{n} Z_{j, l} \cdot\left(y_{i}\right)_{l}\right|
\]

The goal is to argue that, for any \(i \in[d], j \in[m]\),
\[
\mathbb{E}\left[\left|\sum_{l=1}^{n} Z_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right] \lesssim \mathbb{E}\left[\left|\sum_{l=1}^{n} S_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right]+\delta
\]

As long as \(\delta\) is small enough, we are in a good shape.
Let \(X=\frac{1}{\left\|y_{i}\right\|_{1}} \sum_{l=1}^{n} Z_{j, l}\left(y_{i}\right)_{l}\), and \(Y=\frac{1}{\left\|y_{i}\right\|_{1}} \sum_{l=1}^{m} S_{j, l}\left(y_{i}\right)_{l}\). Let \(D\) be the truncating threshold of each Cauchy random variable. Define \(T=O(\log D)\). On one hand, we have
\[
\begin{align*}
\mathbb{E}[|X| \mid \xi] & \leq 2\left(\operatorname{Pr}[X \in[0,1] \mid \xi] \cdot 1+\sum_{j=0}^{T} \operatorname{Pr}\left[X \in\left(2^{j}, 2^{j+1}\right] \mid \xi\right] \cdot 2^{j+1}\right) \\
& \leq 2\left(1+\sum_{j=0}^{T} \operatorname{Pr}\left[I_{\left(2^{j}, 2^{j+1}\right)}(X)=1 \mid \xi\right] \cdot 2^{j+1}\right) \\
& =2\left(1+\sum_{j=0}^{T} \mathbb{E}\left[I_{\left(2^{j}, 2^{j+1}\right)}(X) \mid \xi\right] \cdot 2^{j+1}\right) \tag{17.46}
\end{align*}
\]

On the other hand, we can show
\[
\begin{align*}
\mathbb{E}[|Y| \mid \xi] & \geq 2\left(\operatorname{Pr}[X \in[0,1] \mid \xi] \cdot 0+\sum_{j=0}^{T} \operatorname{Pr}\left[Y \in\left(2^{j}, 2^{j+1}\right] \mid \xi\right] \cdot 2^{j}\right) \\
& \geq 2 \sum_{j=0}^{T} \operatorname{Pr}\left[I_{\left(2^{j}, 2^{j+1}\right]}(Y)=1 \mid \xi\right] \cdot 2^{j} \\
& \geq 2 \sum_{j=0}^{T} \mathbb{E}\left[I_{\left(2^{j}, 2^{j+1}\right]}(Y) \mid \xi\right] \cdot 2^{j} \tag{17.47}
\end{align*}
\]

Thus, we need to show that, for each \(j\),
\[
\begin{equation*}
\mathbb{E}\left[I_{\left(2^{j}, 2^{j+1}\right)}(X) \mid \xi\right] \approx_{\epsilon} \mathbb{E}\left[I_{\left(2^{j}, 2^{j+1}\right]}(Y) \mid \xi\right] \tag{17.48}
\end{equation*}
\]

Following the same idea from [KNW10a], we need to argue this chain of inequalities,
\[
\mathbb{E}\left[I_{[a, b]}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(Y)\right] \approx_{\epsilon} \mathbb{E}\left[I_{[a, b]}(Y)\right]
\]

We first show \(\mathbb{E}\left[I_{[a, b]}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(X)\right]\). Notice that \(I_{[a, b]}\) and \(J_{[a, b]}\) are within \(\epsilon\) everywhere except for two intervals of length \(O(\epsilon)\). Also the Cauchy distribution is anticoncentrated (any length- \(O(\epsilon)\) interval contains \(O(\epsilon)\) probability mass) and \(\left\|I_{[a, b]}\right\|_{\infty},\left\|J_{[a, b]}^{c}\right\|_{\infty}=O(1)\), these intervals contribute \(O(\epsilon)\) to the difference.

Second, we show \(\mathbb{E}\left[J_{[a, b]}^{c}(X)\right] \approx_{\epsilon} \mathbb{E}\left[J_{[a, b]}^{c}(Y)\right]\). This directly follows by Lemma 17.11.1 by choosing \(\alpha=O\left(\epsilon^{-1} \log ^{3}(1 / \epsilon)\right)\).

Third, we show \(\mathbb{E}\left[J_{[a, b]}^{c}(Y)\right] \approx_{\epsilon} \mathbb{E}\left[I_{[a, b]}(Y)\right]\). The argument is similar as the first step, but we need to show anticoncentration of \(Y\). Suppose for any \(t \in \mathbb{R}\) we had a nonnegative
function \(f_{\epsilon, t}: \mathbb{R} \rightarrow \mathbb{R}\) symmetric about \(t\) satisfying:
\[
\begin{aligned}
& \text { I. }\left\|f_{t, \epsilon}^{(\ell)}\right\|_{\infty}=O\left(\alpha^{\ell}\right) \text { for all } \ell \geq 0 \text {, with } \alpha=O(1 / \epsilon) \\
& \text { II. } \mathbb{E}\left[f_{t, \epsilon}(z)\right]=O(\epsilon) \text { for } z \sim \mathcal{D}_{1} \\
& \text { III. } f_{t, \epsilon}(t+\epsilon)=\Omega(1) \\
& \text { IV. } f_{t, \epsilon}(x) \text { is strictly decreasing as }|x-t| \rightarrow \infty
\end{aligned}
\]

By I, II and Lemma 17.11.1 we could have \(\mathbb{E}\left[f_{\epsilon, t}(Y)\right] \approx_{\epsilon} \mathbb{E}\left[f_{t, \epsilon}(z)\right]=O(\epsilon)\). Then, \(\mathbb{E}\left[f_{t, \epsilon}(Y)\right] \geq\) \(f_{t, \epsilon}(t+\epsilon) \cdot \operatorname{Pr}[Y \in[t-\epsilon, t+\epsilon]]=\Omega(\operatorname{Pr}[Y \in[t-\epsilon, t+\epsilon]])\) by III and IV, implying anticoncentration in \([t-\epsilon, t+\epsilon]\) as desired. For the details of function \(f_{t, \epsilon}\), we refer the readers to Section A. 4 in [KNW10a].

Now, combining Equation (17.46), (17.47) and (17.48) gives
\[
\begin{aligned}
\mathbb{E}\left[\left|\sum_{l=1}^{n} Z_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right] & \lesssim \mathbb{E}\left[\left|\sum_{l=1}^{n} S_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right]+\sum_{j=0}^{T} 2^{j} \cdot \epsilon \cdot\left\|y_{i}\right\|_{1} \\
& \lesssim \mathbb{E}\left[\left|\sum_{l=1}^{n} S_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right]+D \cdot \epsilon \cdot\left\|y_{i}\right\|_{1}
\end{aligned}
\]

Overall, for the fixed \(j, S_{j, l}\) is \(\widetilde{O}(1 / \epsilon)\)-independent family of Cauchy random variable. Choosing \(D=O(d k)\) and \(\epsilon=O(1 / D)\), we can show
\[
\frac{1}{m} \sum_{i=1}^{d} \sum_{j=1}^{m} \mathbb{E}\left[\left|\sum_{l=1}^{n} S_{j, l} \cdot\left(y_{i}\right)_{l}\right| \mid \xi\right] \leq O(\log d) \sum_{i=1}^{d}\left\|y_{i}\right\|_{1}
\]
as before. Notice that \(D \epsilon\left\|y_{i}\right\|_{1}=O\left(\left\|y_{i}\right\|_{1}\right)\). Thus, we complete the proof of the first result.
Choosing \(D=O(d k)\) and \(\epsilon=O(1 / d)\), the dominant term becomes \(D \epsilon\left\|y_{i}\right\|_{1}=\) \(O\left(k\left\|y_{i}\right\|_{1}\right)\). Thus, we complete the proof of second result.

Corollary 17.11.5. Given \(U \in \mathbb{R}^{n \times k}\), let \(Z \in \mathbb{R}^{t \times n}\) be the same as the matrix stated in the Lemma 17.11.3, then with probability at least .95,
\[
\forall x \in \mathbb{R}^{k},\|Z U x\|_{1} \gtrsim\|U x\|_{1} .
\]

The proof is very similar to the proof of Lemma 17.5.14. Without loss of generality, we can suppose \(U\) is a well-conditioned basis. Due to Lemma 17.11.4, with arbitrarily high constant probability \(\|Z U\|_{1}\) is bounded by poly \((t, k)\). By simply applying the net argument and using Lemma 17.11.3 to take a union bound over net points, we can get the above corollary.

\subsection*{17.12 Streaming Setting}

Section 17.12.1 provides some notation and definitions about row-update streaming model and the turnstile streaming model. For some recent developments of row-update streaming and turnstile streaming models, we refer the readers to [CW09, KL11, GP14, Lib13, KLM \({ }^{+}\)14a, BWZ16] and the references therein. Section 17.12.2 presents our turnstile streaming algorithm. Section 17.12.3 presents our row-update streaming algorithm.

\subsection*{17.12.1 Definitions}

Definition 17.12.1 (Row-update model). Let matrix \(A \in \mathbb{R}^{n \times d}\) be a set of rows \(A_{1}, \cdots, A_{n}\). In the row-update streaming model, each row of \(A\) will occur in the stream exactly once. But the rows can be in arbitrary order. An algorithm in this model is only allowed a single pass over these rows. At the end of the stream, the algorithm stores some information of \(A\). The space of the algorithm is the total number of words required to store this information during the stream. Here, each word is \(O(\log (n d))\) bits.

Definition 17.12.2 (Turnstile model). At the beginning, let matrix \(A \in \mathbb{R}^{n \times d}\) be a zero matrix. In the turnstile streaming model, there is a stream of update operations, and the \(i^{\text {th }}\) operation has the form \(\left(x_{i}, y_{i}, c_{i}\right)\) which means that \(A_{x_{i}, y_{i}}\) should be incremented by \(c_{i}\). An algorithm in this model is only allowed a single pass over the stream. At the end of the stream, the algorithm stores some information of \(A\). The space complexity of the algorithm is the total number of words required to store this information during the stream. Here, each word is \(O(\log (n d))\) bits.

\subsection*{17.12.2 Turnstile model, \(\operatorname{poly}(k, \log (d), \log (n))\) approximation}

Definition 17.12.3 (Turnstile model \(\ell_{1}\)-low rank approximation - rank- \(k\) subspace version). Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(k \in \mathbb{N}_{+}\), the goal is to propose an algorithm in the streaming model of Definition 17.12.2 such that
1. Upon termination, the algorithm outputs a matrix \(V^{*} \in \mathbb{R}^{k \times d}\).
2. \(V^{*}\) satisfies that
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1}
\]
3. The space complexity is as small as possible

Theorem 17.12.1. Suppose \(A \in \mathbb{R}^{n \times d}\) is given in the turnstile streaming model (See Definition 17.12.2), there is an algorithm(in Algorithm 17.8 without decomposition) which solves the problem in Definition 17.12.3 with constant probability. Further, the space complexity of the algorithm is \(\operatorname{poly}(k)+\widetilde{O}(k d)\) words.

Proof. Correctness. The correctness is implied by (IV) of Lemma 17.5.5, and the proof of Theorem 17.4.3. Notice that \(L=T_{1} A R, N=S A T_{2}, M=T_{1} A T_{2}\), so \(\widehat{X} \in \mathbb{R}^{O(k \log k) \times O(k \log k)}\) minimizes
\[
\min _{\text {rank }-k X}\left\|T_{1} A R X S A T_{2}-T_{1} A T_{2}\right\|_{F}
\]

According to the proof of Theorem 17.4.3, \(A R \widehat{X} S A\) gives a \(\ell_{1}\) rank- \(k\) poly \((k, \log (d), \log (n))\) approximation to \(A\). Because \(\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}, V^{*}=\widehat{\Sigma} \widehat{V}^{\top} S A\) satisfies:
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1}
\]

Space complexity. Generating \(\widetilde{O}(k d)\)-wise independent random Cauchy variables needs \(\widetilde{O}(k d)\) bits. The size of \(L, N\) and \(M\) are \(k^{2} \log ^{2} k, k^{2} \log ^{3} k\) and \(k^{2} \log ^{3} k\) words separately. So the space of maintaining them is \(O\left(k^{2} \log ^{3} k\right)\) words. The size of \(D\) is \(O(k \log k) \times d\), so maintaining it needs \(O(k d \log k)\) words. Therefore, the total space complexity of the algorithm is poly \((k)+\widetilde{O}(k d)\) words.

It is easy to extend our algorithm to output a decomposition. The formal definition of the decomposition problem is as the following:

Definition 17.12.4 (Turnstile model \(\ell_{1}\)-low rank approximation - rank- \(k\) decomposition version). Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(k \in \mathbb{N}_{+}\), the goal is to propose an algorithm in the streaming model of Definition 17.12.2 such that
1. Upon termination, the algorithm outputs a matrix \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\).
2. \(U^{*}, V^{*}\) satisfies
\[
\left\|A-U^{*} V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The space complexity is as small as possible

Theorem 17.12.2. Suppose \(A \in \mathbb{R}^{n \times d}\) is given by the turnstile streaming model (See Definition 17.12.2). There is an algorithm( in Algorithm 17.8 with decomposition) which solves the problem in Definition 17.12.4 with constant probability. Further, the space complexity of the algorithm is \(\operatorname{poly}(k)+\widetilde{O}(k(d+n))\) words.

Proof. Correctness. The only difference from the Algorithm 17.8 (without decomposition) is that the algorithm maintains \(C\). Thus, finally it can compute \(U^{*}=A R \widehat{U}\). Notice that \(U^{*} V^{*}=A R \widehat{X} S A\), according to the proof of Theorem 17.4.3, \(U^{*} V^{*}\) gives a \(\ell_{1}\) rank- \(k\) \(\operatorname{poly}(k, \log (d), \log (n))\)-approximation to \(A\).

Space complexity. Since the size of \(C\) is \(O(n k \log k)\) words, the total space is \(\operatorname{poly}(k)+\widetilde{O}(k(d+n))\) words.

\subsection*{17.12.3 Row-update model, poly \((k) \log d\) approximation}

Definition 17.12.5 (Row-update model \(\ell_{1}\)-low rank approximation - rank- \(k\) subspace version). Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(k \in \mathbb{N}_{+}\), the goal is to propose an algorithm in the streaming model of Definition 17.12 .1 such that
1. Upon termination, the algorithm outputs a matrix \(V^{*} \in \mathbb{R}^{k \times d}\).
2. \(V^{*}\) satisfies that
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k) \log (d) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The space complexity is as small as possible

Theorem 17.12.3. Suppose \(A \in \mathbb{R}^{n \times d}\) is given by the row-update streaming model (See Definition 17.12.1), there is an algorithm (in Algorithm 17.9 without decomposition) which solves the problem in Definition 17.12.5 with constant probability. Further, the space complexity of the algorithm is poly \((k)+\widetilde{O}(k d)\) words.

Proof. Correctness. Notice that \(L=T_{1} B R, N=S B T_{2}, M=T_{1} B T_{2}\). Thus, \(\widehat{X} \in\) \(\mathbb{R}^{O(k \log k) \times O(k \log k)}\) actually minimizes
\[
\min _{\text {rank }-k X}\left\|T_{1} B R X S B T_{2}-T_{1} B T_{2}\right\|_{F}
\]

Also notice that \(B\) is just taking each row of \(A\) and replacing it with its nearest point in the row span of \(S^{\prime} A\). According to the proof of Theorem 17.4.6 and (IV) of Lemma 17.5.5 \(B R \widehat{X} S B\) gives a poly \((k) \log d \ell_{1}\) norm rank- \(k\) approximation to \(A\). Since \(\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}\), \(V^{*}=\widehat{\Sigma} \widehat{V}^{\top} S B\) satisfies:
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1}
\]

Space complexity. Constructing sketching matrices needs \(\widetilde{O}(k d)\) bits to store random seeds. Maintaining \(L, N, M\) needs \(O\left(k^{2} \log ^{3} k\right)\) words. The cost of storing \(\widehat{X}\) is also \(O\left(k^{2} \log ^{2} k\right)\) words. Maintaining \(D\) needs \(O(k d \log k)\) words. Therefore, the total space cost of the algorithm is \(\operatorname{poly}(k)+\widetilde{O}(k d)\) words.

It is easy to extend our algorithm to output a decomposition. The formal definition of the decomposition problem is as the following:

Definition 17.12.6 (Row-update model \(\ell_{1}\)-low rank approximation - rank- \(k\) decomposition version). Given matrix \(A \in \mathbb{R}^{n \times d}\) and \(k \in \mathbb{N}_{+}\), the goal is to propose an algorithm in the streaming model of Definition 17.12 .1 such that
1. Upon termination, the algorithm outputs matrices \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\).
2. \(U^{*}, V^{*}\) satisfies that
\[
\left\|A-U^{*} V^{*}\right\|_{1} \leq \operatorname{poly}(k) \log d \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The space complexity is as small as possible.

Theorem 17.12.4. Suppose \(A \in \mathbb{R}^{n \times d}\) is given by the row-update streaming model (See Definition 17.12.1), there is an algorithm(in Algorithm 17.9 with decomposition ) which solves the problem in Definition 17.12.6 with constant probability. Further, the space complexity of the algorithm is \(\operatorname{poly}(k)+\widetilde{O}(k(n+d))\) words.

Proof. Correctness. The only difference is that the above algorithm maintains \(C\). Thus, We can compute \(U^{*}=C \widehat{U}\) in the end. Notice that \(U^{*} V^{*}=B R \widehat{X} S B\), according to the proof of Theorem 17.4.6, \(U^{*} V^{*}\) gives a poly \((k) \log d \ell_{1}\) norm rank- \(k\) approximation to \(A\).

Space complexity. Since the size of \(C\) is \(n k \log k\) words, the total space is poly \((k)+\) \(\widetilde{O}(k(n+d))\) words.

\subsection*{17.13 Distributed Setting}

Section 17.13 .1 provides some notation and definitions for the Row-partition distributed model and the Arbitrary-partition model. These two models were recently studied in a line of works such as [TD99, QOSG02, BCL05, BRB08, MBZ10, FEGK13, PMvdG \({ }^{+}\)13, KVW14, BKLW14, BLS \({ }^{+}\)16b, BWZ16, WZ16]. Section 17.13 .2 and 17.13.3 presents our distributed protocols for the Arbitrary-partition distributed model. Section 17.13.4 and 17.13.5 presents our distributed protocols for the Row-partition distributed model.

\subsection*{17.13.1 Definitions}

Definition 17.13.1 (Row-partition model [BWZ16]). There are \(s\) machines, and the \(i^{\text {th }}\) machine has a matrix \(A_{i} \in \mathbb{R}^{n_{i} \times d}\) as input. Suppose \(n=\sum_{i=1}^{s} n_{i}\), and the global data \(\operatorname{matrix} A \in \mathbb{R}^{n \times d}\) is denoted as
\[
\left(\begin{array}{c}
A_{1} \\
A_{2} \\
\cdots \\
A_{s}
\end{array}\right)
\]
we say \(A\) is row-partitioned into these \(s\) matrices distributed in \(s\) machines respectively. Furthermore, there is a machine which is a coordinator. The model only allows communication between the machines and the coordinator. The communication cost in this model is the total number of words transferred between machines and the coordinator. Each word is \(O(\log (s n d))\) bits.

Definition 17.13.2 (Arbitrary-partition model [BWZ16]). There are \(s\) machines, and the \(i^{\text {th }}\) machine has a matrix \(A_{i} \in \mathbb{R}^{n \times d}\) as input. Suppose the global data matrix \(A \in \mathbb{R}^{n \times d}\) is denoted as \(A=\sum_{i=1}^{s} A_{i}\). We say \(A\) is arbitrarily partitioned into these \(s\) matrices distributed in \(s\) machines respectively. Furthermore, there is a machine which is a coordinator. The model only allows communication between the machines and the coordinator. The communication cost in this model is the total number of words transferred between machines and the coordinator. Each word is \(O(\log (s n d))\) bits.
17.13.2 Arbitrary-partition model, subspace, \(\operatorname{poly}(k, \log (d), \log (n))\) approxima-
tion

Definition 17.13.3 (Arbitrary-partition model \(\ell_{1}\)-low rank approximation - rank- \(k\) subspace version). Given matrix \(A \in \mathbb{R}^{n \times d}\) arbitrarily partitioned into \(s\) matrices \(A_{1}, A_{2}, \cdots, A_{s}\) distributed in \(s\) machines respectively, and \(k \in \mathbb{N}_{+}\), the goal is to propose a protocol in the model of Definition 17.13.2 such that
1. Upon termination, the protocol leaves a matrix \(V^{*} \in \mathbb{R}^{k \times d}\) on the coordinator.
2. \(V^{*}\) satisfies that
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The communication cost is as small as possible

Theorem 17.13.1. Suppose \(A \in \mathbb{R}^{n \times d}\) is partitioned in the arbitrary partition model (See Definition 17.13.2). There is a protocol(in Algorithm 17.10) which solves the problem in Definition 17.13.3 with constant probability. Further, the communication complexity of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k d))\) words.

Proof. Correctness. The correctness is shown by the proof of Theorem 17.4.3 and (IV) of Lemma 17.5.5. Notice that \(\widehat{X} \in \mathbb{R}^{O(k \log k) \times O(k \log k)}\) minimizes
\[
\min _{\operatorname{rank}-k X}\|L X N-M\|_{F} .
\]
which is
\[
\min _{\operatorname{rank}-k X}\left\|T_{1} A R X S A T_{2}-T_{1} A T_{2}\right\|_{F}
\]

According to the proof of Theorem 17.4.3, \(A R \widehat{X} S A\) gives an \(\ell_{1} \operatorname{rank}-k \operatorname{poly}(k, \log (d), \log (n))\) approximation to \(A\). Because \(\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}, V^{*}=\widehat{\Sigma} \widehat{V}^{\top} S A\) satisfies:
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1}
\]

Communication complexity. Since the random seed generates \(\widetilde{O}(k d)\)-wise independent random Cauchy variables, the cost of line 5 is \(\widetilde{O}(s k d)\) bits. The size of \(L_{i}, N_{i}\) and \(M_{i}\) are \(k^{2} \log ^{2} k, k^{2} \log ^{3} k\) and \(k^{2} \log ^{3} k\) words separately. So the cost of line 15 is \(O\left(s k^{2} \log ^{3} k\right)\) words. Because the size of \(\widehat{X}\) is \(O\left(k^{2} \log ^{2} k\right)\), the cost of line 22 is \(O\left(s k^{2} \log ^{2} k\right)\) words. line 30 needs \(s k d\) words of communication. Therefore, the total communication of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k d))\) words.

\subsection*{17.13.3 Arbitrary-partition model, decomposition, \(\operatorname{poly}(k, \log (d), \log (n))\) approximation}

Definition 17.13.4 (Arbitrary-partition model \(\ell_{1}\)-low rank approximation - rank- \(k\) decomposition version). Given matrix \(A \in \mathbb{R}^{n \times d}\) arbitrarily partitioned into \(s\) matrices \(A_{1}, A_{2}, \cdots, A_{s}\) distributed in \(s\) machines respectively, and \(k \in \mathbb{N}_{+}\), the goal is to propose a protocol in the model of Definition 17.13.2 such that
1. Upon termination, the protocol leave matrices \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) on the coordinator.
2. \(U^{*}, V^{*}\) satisfies that
\[
\left\|A-U^{*} V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The communication cost is as small as possible.

Theorem 17.13.2. Suppose \(A \in \mathbb{R}^{n \times d}\) is partitioned in the arbitrary partition model (See Definition 17.13.2). There is a protocol(in Algorithm 17.10 with decomposition) which solves the problem in Definition 17.13.4 with constant probability. Further, the communication complexity of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k(d+n)))\) words.

Proof. Correctness. The only difference from the protocol (without decomposition) in Section 17.13.2 is that the protocol sends \(U_{i}\). Thus, the coordinator can compute \(U^{*}=A R \widehat{U}\). Notice that \(U^{*} V^{*}=A R \widehat{X} S A\). According to the proof of Theorem 17.4.3, \(U^{*} V^{*}\) gives a \(\ell_{1}\) rank- \(k \operatorname{poly}(k, \log (d), \log (n))\)-approximation to \(A\).

Communication complexity. Since the size of \(U_{i}\) is \(k n\) words, the total communication is \(s(\operatorname{poly}(k)+\widetilde{O}(k(d+n)))\) words.

\subsection*{17.13.4 Row-partition model, subspace, \(\operatorname{poly}(k) \log d\) approximation}

Definition 17.13.5 (Row-partition model \(\ell_{1}\)-low rank approximation - rank- \(k\) subspace version). Given matrix \(A \in \mathbb{R}^{n \times d}\) row-partitioned into \(s\) matrices \(A_{1}, A_{2}, \cdots, A_{s}\) distributed in \(s\) machines respectively, and \(k \in \mathbb{N}_{+}\), the goal is to propose a protocol in the model of Definition 17.13 .1 such that
1. Upon termination, the protocol leaves a matrix \(V^{*} \in \mathbb{R}^{k \times d}\) on the coordinator.
2. \(V^{*}\) satisfies that
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k) \log d \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The communication cost is as small as possible

Theorem 17.13.3. Suppose \(A \in \mathbb{R}^{n \times d}\) is partitioned in the row partition model (See Definition 17.13.1). There is a protocol(in Algorithm 17.11 without decomposition) which solves the problem in Definition 17.13 .5 with constant probability. Further, the communication complexity of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k d))\) words.

Proof. Correctness. For convenience, we denote matrices \(B \in \mathbb{R}^{n \times d}, S \in \mathbb{R}^{O\left(k \log ^{2} k\right) \times n}\) and \(T_{1} \in \mathbb{R}^{O\left(k \log ^{2} k\right) \times n}\) as
\[
B=\left(\begin{array}{c}
B_{1} \\
B_{2} \\
\cdots \\
B_{s}
\end{array}\right) \quad S=\left(\begin{array}{llll}
S_{1} & S_{2} & \cdots & S_{s}
\end{array}\right) \quad T_{1}=\left(\begin{array}{llll}
T_{11} & T_{12} & \cdots & T_{1 s}
\end{array}\right) .
\]

Notice that \(L=T_{1} B R, N=S B T_{2}, M=T_{1} B T_{2}\). Thus, \(\widehat{X} \in \mathbb{R}^{O(k \log k) \times O(k \log k)}\) actually minimizes
\[
\min _{\text {rank }-k X}\left\|T_{1} B R X S B T_{2}-T_{1} B T_{2}\right\|_{F} .
\]

Also notice that \(B\) is just taking each row of \(A\) and replacing it with its nearest point in the row span of \(S^{\prime} A\). According to the proof of Theorem 17.4.6, \(B R \widehat{X} S B\) gives a \(\operatorname{poly}(k) \log d\) \(\ell_{1}\) norm rank- \(k\) approximation to \(A\). Since \(\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}, V^{*}=\widehat{\Sigma} \widehat{V}^{\top} S B\) satisfies:
\[
\min _{U \in \mathbb{R}^{n \times k}}\left\|A-U V^{*}\right\|_{1} \leq \operatorname{poly}(k, \log (d), \log (n)) \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]

Communication complexity. Since the \(R\) and \(T_{2}\) are \(\widetilde{O}(k d)\)-wise independent, line 6 needs \(O(s W)\) bits of communication. Line 16 needs \(O\left(s k^{2} \log ^{3} k\right)\) words. The cost of line 23 is \(O\left(s k^{2} \log ^{2} k\right)\) words. Line 32 needs \(s k d\) words of communication. Therefore, the total communication of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k d))\) words.

\subsection*{17.13.5 Row-partition model, decomposition, \(\operatorname{poly}(k) \log d\) approximation}

Definition 17.13.6 (Row-partition model \(\ell_{1}\)-low rank approximation - rank-k decomposition version). Given matrix \(A \in \mathbb{R}^{n \times d}\) row partitioned into \(s\) matrices \(A_{1}, A_{2}, \cdots, A_{s}\) distributed in \(s\) machines respectively, and a positive integer \(k<\operatorname{rank}(A)\), the goal is to propose a protocol in the model of Definition 17.13 .1 such that
1. Upon termination, the protocol leaves matrices \(U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times d}\) on the coordinator.
2. \(U^{*}, V^{*}\) satisfies that
\[
\left\|A-U^{*} V^{*}\right\|_{1} \leq \operatorname{poly}(k) \log d \cdot \min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times d}}\|A-U V\|_{1} .
\]
3. The communication cost is as small as possible.

Theorem 17.13.4. Suppose \(A \in \mathbb{R}^{n \times d}\) is partitioned in the row partition model (See Definition 17.13.1). There is a protocol(in Algorithm 17.11 with decomposition) which solves the problem in Definition 17.13 .6 with constant probability. Further, the communication complexity of the protocol is \(s(\operatorname{poly}(k)+\widetilde{O}(k(n+d)))\) words.

Proof. Correctness. The only difference is that the above protocol sends \(U_{i}\). Thus, the coordinator can compute \(U^{*}=B R \widehat{U}\). Notice that \(U^{*} V^{*}=B R \widehat{X} S B\), according to the proof of Theorem 17.4.6, \(U^{*} V^{*}\) gives a poly \((k) \log d \ell_{1}\) norm rank- \(k\) approximation to \(A\).

Communication complexity. Since the size of \(U_{i}\) is \(k n\) words, the total communication is \(s(\operatorname{poly}(k)+\widetilde{O}(k(n+d)))\) words.
```

Algorithm 17.8 Turnstile Streaming Algorithm
procedure TurnstileStreaming $(k, \mathcal{S})$
Construct sketching matrices $S \in \mathbb{R}^{O(k \log k) \times n}, R \in \mathbb{R}^{d \times O(k \log k)}, T_{1} \in \mathbb{R}^{O(k \log k) \times n}, T_{2} \in$
$\mathbb{R}^{d \times O\left(k \log ^{2} k\right)}$ where $R, T_{2}$ are fully independent random Cauchy matrices, and $S, T_{1}$ are
random Cauchy matrices with fully independent variables across different rows and $\widetilde{O}(d)$ -
wise independent variables from the same row.
Initialize matrices:
$L \leftarrow\{0\}^{O(k \log k) \times O(k \log k)}, N \leftarrow\{0\}^{O(k \log k) \times O\left(k \log ^{2} k\right)}$.
$M \leftarrow\{0\}^{O(k \log k) \times O\left(k \log ^{2} k\right)}, D \leftarrow\{0\}^{O(k \log k) \times d}$.
if need decomposition then
$C \leftarrow\{0\}^{n \times O(k \log k)}$.
end if
for $i \in[l]$ do
Receive update operation $\left(x_{i}, y_{i}, c_{i}\right)$ from the data stream $\mathcal{S}$.
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O(k \log k)$ do
$L_{r, s} \leftarrow L_{r, s}+T_{1_{r, x_{i}}} \cdot c_{i} \cdot R_{y_{i}, s}$.
end for
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O\left(k \log ^{2} k\right)$ do
$N_{r, s} \leftarrow N_{r, s}+S_{r, x_{i}} \cdot c_{i} \cdot T_{2 y_{i}, s}$.
end for
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O\left(k \log ^{2} k\right)$ do
$M_{r, s} \leftarrow M_{r, s}+T_{1 r, x_{i}} \cdot c_{i} \cdot T_{2 y_{i}, s}$.
end for
for $r=1 \rightarrow O(k \log k)$ do
$D_{r, y_{i}} \leftarrow D_{r, s}+S_{r, x_{i}} \cdot c_{i}$.
end for
if need decomposition then
for $s=1 \rightarrow O(k \log k)$ do
$C_{x_{i}, s} \leftarrow C_{x_{i}, s}+c_{i} \cdot R_{y_{i}, s}$.
end for
end if
end for
Compute the SVD of $L=U_{L} \Sigma_{L} V_{L}^{\top}$.
Compute the SVD of $N=U_{N} \Sigma_{N} V_{N}^{\top}$.
Compute $\widehat{X}=L^{\dagger}\left(U_{L} U_{L}^{\top} M V_{N} V_{N}^{\top}\right)_{k} N^{\dagger}$.
Compute the SVD of $\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}$.
if need decomposition then
return $V^{*}=\widehat{\Sigma} \widehat{V}^{\top} D, U^{*}=C \widehat{U}$.
else
return $V^{*}=\widehat{\Sigma} \widehat{V}^{\top} D$.
1327
end if
end procedure

```
```

Algorithm 17.9 Row Update Streaming Algorithm
procedure RowUpdateStreaming $(k, \mathcal{S})$
Construct sketching matrices $S^{\prime} \in \mathbb{R}^{O(k \log k) \times n}, S \in \mathbb{R}^{O(k \log k) \times n}, R \in \mathbb{R}^{d \times O(k \log k)}, T_{1} \in$
$\mathbb{R}^{O(k \log k) \times n}, T_{2} \in \mathbb{R}^{d \times O\left(k \log ^{2} k\right)}$ where $R, T_{2}$ are fully independent random Cauchy vari-
ables, and $S, S^{\prime}, T_{1}$ are random Cauchy matrices with fully independent random vari-
ables from different rows and $\widetilde{O}(d)$-wise independent in the same row.
Initialize matrices:
$L \leftarrow\{0\}^{O(k \log k) \times O(k \log k)}, N \leftarrow\{0\}^{O(k \log k) \times O\left(k \log ^{2} k\right)}$.
$M \leftarrow\{0\}^{O(k \log k) \times O\left(k \log ^{2} k\right)}, D \leftarrow\{0\}^{O(k \log k) \times d}$.
if need decomposition then
$C \leftarrow\{0\}^{n \times O(k \log k)}$.
end if
for $i \in[n]$ do
Receive a row update $\left(i, A_{i}\right)$ from the data stream $\mathcal{S}$.
Compute $Y_{i}^{*} \in \mathbb{R}^{1 \times O(k \log k)}$ which minimizes $\min _{Y \in \mathbb{R}^{1 \times O(k \log k)}}\left\|Y S_{:, i}^{\prime} A_{i}-A_{i}\right\|_{1}$.
Compute $B_{i}=Y_{i}^{*} S_{:, i}^{\prime} A_{i}$.
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O(k \log k), j=1 \rightarrow d$ do
$L_{r, s} \leftarrow L_{r, s}+T_{1 r, i} \cdot B_{i, j} \cdot R_{j, s}$.
end for
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O\left(k \log ^{2} k\right), j=1 \rightarrow d$ do
$N_{r, s} \leftarrow N_{r, s}+S_{r, i} \cdot B_{i, j} \cdot T_{2 j, s}$.
end for
for $r=1 \rightarrow O(k \log k), s=1 \rightarrow O\left(k \log ^{2} k\right), j=1 \rightarrow d$ do
$M_{r, s} \leftarrow M_{r, s}+T_{1 r, i} \cdot B_{i, j} \cdot T_{2 j, s}$.
end for
for $r=1 \rightarrow O(k \log k), j=1 \rightarrow d$ do
$D_{r, j} \leftarrow D_{r, j}+S_{r, i} \cdot B_{i, j}$.
end for
if need decomposition then
for $s=1 \rightarrow O(k \log k), j=1 \rightarrow d$ do
$C_{i, s}:=C_{i, s}+B_{i, j} \cdot R_{j, s}$.
end for
end if
end for
Compute the SVD of $L=U_{L} \Sigma_{L} V_{L}^{\top}$.
Compute the SVD of $N=U_{N} \Sigma_{N} V_{N}^{\top}$.
Compute $\widehat{X}=L^{\dagger}\left(U_{L} U_{L}^{\top} M V_{N} V_{N}^{\top}\right)_{k} N^{\dagger}$.
Compute the SVD of $\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}$.
if need decomposition then
return $V^{*}=\widehat{\Sigma} \widehat{V}^{\top} D, U^{*}=C \widehat{U} .1328$
else
return $V^{*}=\widehat{\Sigma} \widehat{V}^{\top} D$.
end if
end procedure

```
```

Algorithm 17.10 Arbitrary Partition Distributed Protocol
procedure ArbitraryPartitionDistributedProtocol $(k, s, A)$
$A \in \mathbb{R}^{n \times d}$ was arbitrarily partitioned into $s$ matrices $A_{1}, \cdots, A_{s} \in \mathbb{R}^{n \times d}$ distributed
in $s$ machines.

```

4: Chooses a random seed.
5: \(\quad\) Sends it to all machines.
```

6:

```
6:
7:
8 :
9:
    Cauchy
10:
11:
    indepen-
12:
13:
14:
\(15:\)
17: \(\quad\) Computes \(L=\sum_{i=1}^{s} L_{i}, N=\sum_{i=1}^{s} N_{i}\).
18: \(\quad\) Computes \(M=\sum_{i=1}^{s} M_{i}\).
            Computes the SVD of \(L=U_{L} \Sigma_{L} V_{L}^{\top}\).
            Computes the SVD of \(N=U_{N} \Sigma_{N} V_{N}^{\top}\).
            Computes \(\widehat{X}=L^{\dagger}\left(U_{L} U_{L}^{\top} M V_{N} V_{N}^{\top}\right)_{k} N^{\dagger}\).
            Sends \(\widehat{X}\) to machines.
                                    \(-------->\)
                                    Computes the SVD of \(\widehat{X}=\widehat{U} \widehat{\Sigma} \widehat{V}^{\top}\).
                    Computes \(V_{i}^{*}=\widehat{\Sigma} \widehat{V}^{\top} S A_{i}\).
                        If need decomposition
                                    \(U_{i}^{*}=A_{i} \widehat{R U}\).
                                    Sends \(U_{i}^{*}, V_{i}^{*}\) to the coordinator.
                                    Else
                                    Sends \(V_{i}^{*}\) to the coordinator.
                                    Endif
                                    <------- - -
            If need decomposition,
            return \(V^{*}=\sum_{i=1}^{s} V_{i}^{*}, U^{*}=\sum 329 U_{i=1}^{*}\).
            Else
            return \(V^{*}=\sum_{i=1}^{s} V_{i}^{*}\).
            Endif
    end procedure
```

```
Algorithm 17.11 Row Partition Distributed Protocol
    procedure RowPartitionDistributedProtocol \((k, s, A)\)
        \(A \in \mathbb{R}^{n \times d}\) was row partitioned into \(s\) matrices \(A_{1} \in \mathbb{R}^{n_{1} \times d}, \cdots, A_{s} \in \mathbb{R}^{n_{s} \times d}\) distributed
    in \(s\) machines.
                    Coordinator
Machines \(i\)
Chooses a random seed.
Sends it to all machines.
```



```
Agrees on \(R, T_{2}\) which are fully
independent random Cauchy variables.
Generates random Cauchy matrices
\(S_{i}^{\prime} \in \mathbb{R}^{O(k \log k) \times n_{i}}, \quad S_{i}, T_{1 i} \in\)
\(\mathbb{R}^{O\left(k \log ^{2} k\right) \times n_{i}}\).
11:
\(Y_{i}^{*}=\underset{Y \in \mathbb{R}^{n_{i} \times O(k \log k)}}{\arg \min }\left\|Y S_{i}^{\prime} A_{i}-A_{i}\right\|_{1}\).
```

12:
13:
14:
15:
16:

22: $\quad$ Sends $\widehat{X}$ to machines.

## Chapter 18

## L1 Low Rank Approximation with Regularization

Low rank matrix approximation with respect to the entrywise $\ell_{1}$ norm error is a fundamental problem in both theoretical computer science and machine learning community. At the same time, $\ell_{1}$ regularization (a.k.a. the LASSO) has been used for many statistical learning techniques on finding solutions with good performance and interpretability. In this paper, we consider how to combine the two techniques and study the $\ell_{1}$ regularized version of $\ell_{1}$-low rank approximation problem. In particular, given matrix $A \in \mathbb{R}^{n \times n}$, parameter $k \geq 1, \lambda>0$, the problem we interested in is

$$
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right)
$$

where $\|B\|_{1}:=\sum_{i=1}^{n} \sum_{j=1}^{n}\left|B_{i, j}\right|$ for any matrix $B$.
We introduce the first algorithm for solving this problem with probable guarantee. Precisely, we compute two matrices $U \in \mathbb{R}^{n \times k}$ and $V \in \mathbb{R}^{k \times n}$ such that

$$
\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \leq \alpha \mathrm{OPT}
$$

holds with probability at least $9 / 10$, where OPT is the cost of the optimal solution, and $\alpha$ is approximation ratio.

In addition, our algorithm shows a trade-off between running time and approximation ratio:

- $O(\operatorname{nnz}(A))+n \operatorname{poly}(\log n, k)$ time with $\alpha=\operatorname{poly}(k, \log n)$.
- $\widetilde{O}(k) \operatorname{nnz}(A)+n$ poly $(\log n, k)$ time with $\alpha=\widetilde{O}\left(k^{2}\right) \log ^{3} n$.
where $n n z(A)$ denotes the number of non-zero entries in $A$.


### 18.1 Introduction

The low-rank matrix approximation is a core problem in machine learning and data mining. It approximating a matrix by one whose rank is less than that of the original matrix. The goal of low-rank approximation is to obtain more condensed representations of the data with limited loss of information. Given a matrix $A \in \mathbb{R}^{m \times n}$ and a desired rank $k$, the low-rank matrix approximation problem can be stated as

$$
\begin{equation*}
\min _{\widehat{A} \in \mathbb{R}^{m \times n}}\|\widehat{A}-A\| \quad \text { subject to } \quad \operatorname{rank}(\widehat{A}) \leq k \tag{18.1}
\end{equation*}
$$

where $\|\cdot\|$ is a matrix norm measuring the approximation error.
Generally speaking, a rank- $k$ matrix $\widehat{A} \in \mathbb{R}^{n \times n}$ can be expressed by the matrix product of two matrices $U, V$, where $U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}$. The above equation can be rewritten as

$$
\begin{equation*}
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\| . \tag{18.2}
\end{equation*}
$$

The key point in low-rank approximation problem is how to choose the matrix norm $\|\cdot\|$. The most widely used norm is the Frobenius norm, which is defined as $\|B\|_{F}=$ $\left(\sum_{i=1}^{n} \sum_{j=1}^{n} B_{i, j}^{2}\right)^{\frac{1}{2}}$ for matrix $B \in \mathbb{R}^{n \times n}$, The analytical optimal solution for Frobenius norm can be obtained by using the singular value decomposition (SVD) of $B$.

The Frobenius norm fits well with Gaussian noise, but it is sensitive to sparse outliers. Thus, an interesting extension for solving (18.2) is when the noise is sparse. This problem can be written as

$$
\begin{equation*}
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{0} \tag{18.3}
\end{equation*}
$$

where $\|\cdot\|_{0}$ is $\ell_{0}$ norm which measures the sparsity of the matrix.

Nevertheless, solving $\ell_{0}$ low-rank approximation has been proven to be NP-hard [GG11]. In practice, instead of solving (18.3), a more feasible way is to solve

$$
\begin{equation*}
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{1}, \tag{18.4}
\end{equation*}
$$

where we replace the $\ell_{0}$ by $\ell_{1}$, and $\|B\|_{1}:=\sum_{i=1}^{n} \sum_{j=1}^{n}\left|B_{i, j}\right|$ for matrix $B \in \mathbb{R}^{n \times n}$. This problem sometimes is referred to as robust PCA [CLMW11]. Finding solution to (18.4) has been widely studied by machine learning and theoretical computer science community for a long time. It has been validated both empirically and theoretically that $\ell_{1}$-norm is usually more robust than $\ell_{2}$-norm and tends to preserve the sparsity of the original matrix [CLMW11, XCS10, WY13, XCS11]. Also, $\ell_{1}$ norm has been extensively studied in many other problems such as sparse recovery [PW11], Fourier transform $\left[\mathrm{BCG}^{+} 12\right]$, furthest pair [Yao82, GBT84], closest pair [PS85, DHKP97] and so on.

Although solving (18.4) has been proven to be NP-hard [GV15], there are a lot of efforts for the $\ell_{1}$ low-rank approximation problem in a heuristic way. [KK05] introduced a method based on alternating convex minimization. [WYWY12] devise a parallelizable expectation-maximization (EM) algorithm which can potentially be applied to large-scale applications. [BDB13] exploit the efficient calculation of the optimal solution of the $\ell_{1}$-norm best-fit hyperplane problem. Unfortunately, those heuristic method do not come with any performance guarantees. Recently, [SWZ17, CGK $\left.{ }^{+} 17 \mathrm{~b}\right]$ introduce efficient algorithms for $\ell_{1}$-low rank approximation with provable approximation guarantees.
$\ell_{1}$ regularization can be very effective for many statistical learning techniques [LZWW16, Tib96]. However, none of the previous $\ell_{1}$ low rank approximation algorithms can handle the regularized version of $\ell_{1}$ low rank approximation problem. Though [LZWW16] studies $\ell_{1}$
principal component analysis problem with $\ell_{1}$ regularization, their algorithm does not have any provable guarantee. [ACW17] studied regularized low rank approximation problem, but they can only deal with the regularized Frobenious norm low rank approximation, i.e. $\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{F}^{2}+\lambda\left(\|U\|_{F}^{2}+\|V\|_{F}^{2}\right)$, and their techniques cannot be extended to regularized $\ell_{1}$ low rank approximation case. It is natural to ask whether there is an efficient algorithm for solving $\ell_{1}$-regularized $\ell_{1}$ low-rank approximation with a good approximation ratio.

In this work, we study the $\ell_{1}$ regularized version of $\ell_{1}$ low rank approximation problem. The problem can be formulated as

$$
\begin{equation*}
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \tag{18.5}
\end{equation*}
$$

where $\lambda$ is a non-negative tunable parameter which controls the weight between approximation error and the sparsity of $U, V$. When $\lambda=0$, (18.5) degenerates to (18.4). By solving (18.5), our model provides the flexibility that can find the balance between the reconstruction error and the sparsity of each low-rank component. Notably, when $\lambda=0$, our results exactly match the results shown in [SWZ17].

### 18.1.1 Our results

We give the first efficient algorithms for $\ell_{1}$ low-rank approximation with $\ell_{1}$ regularization problem with both provable running time and approximation ratio guarantees. A crucial tool in our algorithms is sketching, i.e. compressing the large input data into a small size summary which is enough to provide a good solution to the original input. In particular, we use the Cauchy transformation as our sketching tool. The Cauchy transformation is widely used in $\ell_{1}$ numerical linear algebra problems such as subspace embedding
and linear regression (see e.g. [SW11, MM13]). However, people did not know how to use the Cauchy transformation technique to solve low-rank matrix approximation problem until recent work [SWZ17]. In our work, we show how to extend this technique to handle $\ell_{1}$ regularization. But the analysis of the algorithms is very different from the previous works [SWZ17, SW11, MM13]. Algorithm 18.1 shows the framework of our algorithms.

There are different kind of the Cauchy transformations given by previous works [SW11, MM13, CDMI ${ }^{+}$13]. They have different trade-offs between distortion ratio and the running time of applying the transformation. By using different Cauchy transformation, we show algorithms with different running time/approximation ratio tradeoffs.

By using sparse Cauchy transform [MM13] (see Section 18.2.2), we can get the following result,

Theorem 18.1.1 (Input sparsity time algorithm). Given matrix $A \in \mathbb{R}^{n \times n}$, parameters $k \geq 1, \lambda>0$, let OPT denote $\min _{U^{\prime} \in \mathbb{R}^{n \times k}, V^{\prime} \in \mathbb{R}^{k \times n}}\left\|U^{\prime} V^{\prime}-A\right\|_{1}+\lambda\left(\left\|U^{\prime}\right\|_{1}+\left\|V^{\prime}\right\|_{1}\right)$, there is an algorithm that runs in $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, \log n))$ time to output two matrices $U \in \mathbb{R}^{n \times k}$, $V \in \mathbb{R}^{k \times n}$ such that,

$$
\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \leq \operatorname{poly}(k, \log n) \cdot \mathrm{OPT}
$$

holds with probability at least $9 / 10$, where $\mathrm{nnz}(A)$ is the number of nonzeros in matrix $A$.

By using dense Cauchy transform [SW11] (see Section 18.2.2), we can get a different trade-off between approximation ration and running time. Theorem 18.1.1 provides a nnz $(A)$ running time with $\operatorname{poly}(k, \log n)$-approximation. Here we provide a better approximation ratio under polynomial running time.

Theorem 18.1.2 $\left(\widetilde{O}\left(k^{2}\right)\right.$ poly $(\log n)$-approximation). Given matrix $A \in \mathbb{R}^{n \times n}$, parameters $k \geq 1, \lambda>0$, let OPT denote $\min _{U^{\prime} \in \mathbb{R}^{n \times k}, V^{\prime} \in \mathbb{R}^{k \times n}}\left\|U^{\prime} V^{\prime}-A\right\|_{1}+\lambda\left(\left\|U^{\prime}\right\|_{1}+\left\|V^{\prime}\right\|_{1}\right)$, there is an algorithm that runs in $\widetilde{O}(k) \cdot \mathrm{nnz}(A)+n \cdot \operatorname{poly}(k, \log n)$ time to output two matrices $U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}$ such that,

$$
\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \leq \widetilde{O}\left(k^{2}\right) \log ^{3} n \cdot \mathrm{OPT}
$$

holds with probability at least 9/10.

Notice that when $\lambda=0$, all of our results exactly match the $\ell_{1}$ low-rank approximation results shown by [SWZ17]. Since [SWZ17] also showed $k^{\Omega(1)}$ factor is necessary in the approximation ratio, our results are almost tight.

```
Algorithm 18.1 A Meta Algorithm
    procedure L1REguLARIzEDL1LowRAnkApprox \((A, n, k, \lambda) \quad \triangleright\) Theorem 18.1.1 and
    18.1.2
        Choose sketching matrices \(S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{n \times r}, T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{n \times t_{2}}\) to be random
    Cauchy transformation matrices
        Compute \(S A\) and \(A R\)
        Compute \(S A T_{2}, T_{1} A R\)
        Compute \(T_{1} A T_{2}\)
        Solve \(\min _{X, Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{F}^{2}+\lambda^{2}\left(\left\|T_{1} A R X\right\|_{F}^{2}+\left\|Y S A T_{2}\right\|_{F}^{2}\right)\)
        \(U \leftarrow A R X, V \leftarrow Y S A\)
        return \(U, V\)
    end procedure
```


### 18.1.2 Technique overview

Sketching is used widely in many important numerical linear algebra problems such as overconstrained regression [CW13, DMMS11, MM13, NN13a, Sar06], low rank matrix
approximation [AM07, CW13, DV06, DKM06, MM13, NN13a, Sar06, CW15b, SWZ17, BWZ16] computation of leverage scores [CW13, DMIMW12, MM13, NN13a], regularized data fitting [ACW17]. Roughly speaking, the main idea of sketching is to highly compress the original data into a small size summary, and then to recover properties of the original data from the such small summary.
[SWZ17] proposed the first sketching based algorithm for solving $\ell_{1}$ norm low rank matrix approximation problem. In that paper, they focused on the problem that given $A \in \mathbb{R}^{n \times n}, k>0$, the goal is to solve

$$
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{1} .
$$

This problem is $\ell_{1}$ norm low rank approximation problem, and it is a special case of our problem, i.e. when $\lambda=0$. The main idea of [SWZ17] is as the following: for a given matrix $A \in \mathbb{R}^{n \times n}$, and a rank parameter $k$, they firstly chose two small random sketching matrices $S \in \mathbb{R}^{s \times n}$ and $R \in \mathbb{R}^{n \times r}$ and argued that there is a rank- $k$ matrix $B$ in the both small column span of $A R$ and small row span of $S A$, and $\|B-A\|_{1}$ has a very good approximation ratio to the optimal cost, i.e. $\operatorname{poly}(k, \log n)$. Notice that $B$ is in the both column space of $A R$ and the row space of $S A$, it means that

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X \cdot Y S A-A\|_{1}
$$

is a good approximation of $\min _{\text {rank }-k U V}\|U V-A\|_{1}$, and since the dimension of the column space of $A R$ and the row space of $S A$ are very small, then they further sketched down the problem by using oblivious $\ell_{1}$ subspace embedding [MM13, SW11] or Lewis weights sampling [CP15]. Precisely, they chose additional two small random sketching matrices
$T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{n \times t_{2}},\left(t_{1}, t_{2} \leq \operatorname{poly}(k)\right)$ and further sketched down the optimization problem to get a new minimization problem i.e.,

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\left\|T_{1} A R \cdot X \cdot Y \cdot S A T_{2}-T_{1} A T_{2}\right\|_{1}
$$

Since the new optimization problem is very small, then it can be solved by relaxing to $\ell_{2}$ minimization problem with losing mild additional poly $(k)$ factors in approximation ratio or solved by using exponential running time optimizer with losing mild additional $2^{\text {poly }(k)}$ running time, e.g. polynomial system verifier [Ren92a, Ren92b, BPR96, RSW16, SWZ17]. Now come back to our regularized $\ell_{1}$ norm low rank approximation problem. We can find that we cannot extend the technique of [SWZ17] directly. Because our objective function is

$$
\min _{\text {rank }-k U V}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right)
$$

if $\lambda$ is large, then the cost induced by $\|U\|_{1}+\|V\|_{1}$ may dominate the cost induced by $\|U V-A\|_{1}$. Thus, the main issue we are facing is that it is not clear whether there is still a $\widehat{U}$ in the column space of $A R$ such that

$$
\min _{\operatorname{rank}-k V}\|\widehat{U} V-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|V\|_{1}\right)
$$

has a good approximation ratio to the optimal cost (same issue appears for $V$, i.e. we are not sure whether there is a good $\widehat{V}$ in the row space of $S A$.) If we want to sketch $\|U V-A\|_{1},\|U\|_{1}$ and $\|V\|_{1}$ separately, we can not get a poly $(k)$ size sketch, since the freedom of $U$ and $V$ itself is too large, i.e. we cannot restrict them on any small subspace. Thus, it motivated us to look at the cost induced by $\|U V-A\|_{1},\|U\|_{1}$ and $\|V\|_{1}$ at the same time. Suppose $U^{*}$ is the optimal solution of

$$
\min _{\text {rank }-k U V}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right)
$$

Then we have $\min _{\text {rank }-k V}\left\|U^{*} V-A\right\|_{1}+\lambda\left(\left\|U^{*}\right\|_{1}+\|V\|_{1}\right)=$ OPT. Notice that it is actually an $\ell_{1}$ regression problem:

$$
\min _{\operatorname{rank}-k}\left\|\left[\begin{array}{c}
U^{*} \\
\lambda I
\end{array}\right] V-\left[\begin{array}{c}
A \\
0
\end{array}\right]\right\|_{1}+\lambda\left\|U^{*}\right\|_{1}
$$

We choose a small random sketching matrix $S$, and we proved that a good approximation for

$$
\min _{\operatorname{rank}-k V}\left\|\left[\begin{array}{c}
S U^{*}  \tag{18.6}\\
\lambda I
\end{array}\right] V-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1}
$$

is a good approximation for

$$
\min _{\operatorname{rank}-k V}\left\|\left[\begin{array}{c}
U^{*} \\
\lambda I
\end{array}\right] V-\left[\begin{array}{c}
A \\
0
\end{array}\right]\right\|_{1} .
$$

Notice that since $S$ has only poly $(k)$ number of rows, the number of rows of

$$
\left[\begin{array}{c}
S U^{*} \\
\lambda I
\end{array}\right] V-\left[\begin{array}{c}
S A \\
0
\end{array}\right]
$$

is at most $\operatorname{poly}(k)$. Thus, we can relax optimization problem (18.6) to

$$
\min _{\operatorname{rank}-k} \sum_{i=1}^{n}\left\|\left[\begin{array}{c}
S U^{*} \\
\lambda I
\end{array}\right] V_{i}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]_{i}\right\|_{2}
$$

with at most $\operatorname{poly}(k)$ factor loss in approximation ratio. For the above optimization problem, we can get the optimal solution which has form

$$
\widehat{V}=\left[\begin{array}{c}
S U^{*} \\
\lambda I
\end{array}\right]^{\dagger} \cdot\left[\begin{array}{c}
S A \\
0
\end{array}\right]=\left[\begin{array}{c}
S U^{*} \\
\lambda I
\end{array}\right]^{\dagger} \cdot\left[\begin{array}{c}
I \\
0
\end{array}\right] \cdot S A .
$$

Thus, we can prove that

$$
\min _{\text {rank }-k U}\|U \widehat{V}-A\|_{1}+\lambda\left(\|U\|_{1}+\|\widehat{V}\|_{1}\right) .
$$

is a good approximation to OPT. Then, we choose a small random sketching matrix $R$, we can apply the "iterative existential proof" [SWZ19b] argument to show that there is a matrix $\widehat{U}$ in the column space of $A R$ such that

$$
\|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right)
$$

is also a good approximation to OPT. Since $\widehat{U}$ is in the column space of $A R$ and $\widehat{V}$ is in the row space of $S A$, we can get that

$$
\min _{\text {rank }-k X Y}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)
$$

is a good approximation to OPT. Because we shrink the solution space to a very small subspace, then we can use the oblivious subspace embedding [MM13, SW11] or Lewis weights sampling [CP15] to further choose two random sketching $T_{1}, T_{2}$ to sketch down the optimization problem to get

$$
\min _{\text {rank }-k X Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right)
$$

It is equivalent to solve

$$
\min _{\operatorname{rank}-k X Y}\left\|\left[\begin{array}{c}
T_{1} A R X \\
\lambda I
\end{array}\right]\left[\begin{array}{ll}
Y S A T_{2} & \lambda I
\end{array}\right]-\left[\begin{array}{cc}
T_{1} A T_{2} & 0 \\
0 & \lambda^{2} I
\end{array}\right]\right\|_{1} .
$$

To solve the above small problem, we can relax it into $\ell_{2}$ version by losing poly $(k)$ approximation factor or use some powerful optimizers by losing $2^{\text {poly(k) }}$ running time. If we relax it into $\ell_{2}$ version, then we need to solve

$$
\min _{\operatorname{rank}-k X Y}\left\|\left[\begin{array}{c}
T_{1} A R X \\
\lambda I
\end{array}\right]\left[\begin{array}{ll}
Y S A T_{2} & \lambda I
\end{array}\right]-\left[\begin{array}{cc}
T_{1} A T_{2} & 0 \\
0 & \lambda^{2} I
\end{array}\right]\right\|_{F}^{2}
$$

which is

$$
\min _{\operatorname{rank}-k X Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{F}^{2}+\lambda^{2}\left(\left\|T_{1} A R X\right\|_{F}^{2}+\left\|Y S A T_{2}\right\|_{F}^{2}\right) .
$$

It is exactly a generalized version of the Frobenius norm ridge low rank matrix approximation problem (see Section 18.2.1 for more details), and we can directly get the closed form of the optimal solution of this problem [ACW17, UHZ $\left.{ }^{+} 16\right]$.

Surprisingly, we further showed that all the sketching matrices $T_{1}, S, R, T_{2}$ used in [SWZ17] satisfy the property we needed our problem. It means that we can actually fully generalize almost all the algorithms ${ }^{1}$ in [SWZ17] to the $\ell_{1}$ regularizer version.

[^64]
### 18.2 Preliminaries

In this Section, we mainly introduce the notations and some background knowledge.
For an $n \in \mathbb{N}_{\geq 0}$, let $[n]$ denote the set $\{1,2, \cdots, n\}$.
For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim$ ) to indicate that $f \leq C g$ (resp. $\geq)$ for an absolute constant $C$. We use $f \approx g$ to mean $c f \leq g \leq C f$ for constants $c, C$.

Given a matrix $A \in \mathbb{R}^{n \times d}$, we say the set $\left\{y \mid x \in \mathbb{R}^{d}, y=A x\right\}$ is the column space of $A$. Similarly, we say the set $\left\{y \mid x \in \mathbb{R}^{n}, y=x^{\top} A\right\}$ is the row space of $A$.

Let $n n z(A)$ denote the number of nonzero entries of $A$. Let $\operatorname{det}(A)$ denote the determinant of a square matrix $A$. Let $A^{\top}$ denote the transpose of $A$. Let $A^{\dagger}$ denote the Moore-Penrose pseudoinverse of $A$. Let $A^{-1}$ denote the inverse of a full rank square matrix.

Let $\|A\|_{F}$ denote the Frobenius norm of matrix $A$ and $\|A\|_{1}$ denote the entry-wise 1-norm of matrix $A$.

### 18.2.1 Frobenius norm ridge low-rank approximation and $\ell_{2}$ relaxation

In this Section, we introduce a highly related problem called Frobenius norm ridge low rank approximation problem. It is just an $\ell_{2}$ variation of the problem we studied in this work:

$$
\begin{equation*}
\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{F}^{2}+\lambda\left(\|U\|_{F}^{2}+\|V\|_{F}^{2}\right) . \tag{18.7}
\end{equation*}
$$

In [ACW17], they have an efficient algorithm for more generalized problem:

Theorem 18.2.1 (Lemma 27 in [ACW17]). For $T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{n \times t_{2}}, B \in \mathbb{R}^{t_{1} \times t_{2}}$, the problem of finding

$$
\min _{\widehat{X} \in \mathbb{R}^{n \times k}, \widehat{Y} \in \mathbb{R}^{k \times n}}\left\|T_{1} \widehat{X} \widehat{Y} T_{2}-B\right\|_{F}^{2}+\lambda\left(\left\|T_{1} \widehat{X}\right\|_{F}^{2}+\left\|\widehat{Y} T_{2}\right\|_{F}^{2}\right)
$$

and the minimizing $T_{1} \widehat{X} \in \mathbb{R}^{t_{1} \times k}$ and $\widehat{Y} T_{2} \in \mathbb{R}^{k \times t_{2}}$, can be solved in $O\left(t_{1} n \operatorname{rank}\left(T_{1}\right)+\right.$ $\left.t_{2} n \operatorname{rank}\left(T_{2}\right)+\operatorname{rank}\left(T_{2}\right) t_{1}\left(t_{2}+\operatorname{rank}\left(T_{1}\right)\right)\right)$ time.

The following Claim shows the relation between the solution of $\ell_{2}$ regression and the solution of $\ell_{1}$ regression.

Claim 18.2.2 ( $\ell_{2}$ relaxation). Let $A \in \mathbb{R}^{n \times d}$. We have $\|A\|_{F} \leq\|A\|_{1} \leq \sqrt{n d}\|A\|_{F}$.

Roughly speaking, our algorithms firstly sketch down the size of the input, and then relax the original problem to $\ell_{2}$ case. The above lemma and the claim are fundamental building blocks in the reduction from the original problem to the $\ell_{2}$ relaxation.

### 18.2.2 Cauchy transforms

In this section, we introduce the main sketching tool used in this work: the Cauchy transformation. We mainly introduce two kinds of Cauchy transformations: Dense Cauchy transform and Sparse Cauchy transform where each of them is introduced by [SW11] and [MM13] separately.

Definition 18.2.1 (Dense Cauchy transform [SW11]). Let $S=\sigma \cdot C \in \mathbb{R}^{m \times n}$ where $\sigma$ is a scalar, and each entry of $C \in \mathbb{R}^{m \times n}$ is chosen independently from the standard Cauchy distribution. $S$ is called Dense Cauchy transform matrix.

It is easy to see that for any $A \in \mathbb{R}^{n \times d}, S A$ can be computed in $O(m \cdot n n z(A))$ time [SW11].

Definition 18.2.2 (Sparse Cauchy transform [MM13]). Let $\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, $S \in \mathbb{R}^{m \times n}$ has each column chosen independently and uniformly from the $m$ standard basis vectors of $\mathbb{R}^{m}$, and $C \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. $\Pi$ is called Sparse Cauchy transform matrix.

For any matrix $A \in \mathbb{R}^{n \times d}, \Pi A$ can be computed in $O(\operatorname{nnz}(A))$ time. For any matrix $A \in \mathbb{R}^{n \times d_{1} \times d_{2}}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time [MM13].

The properties of Cauchy transformation needed in this work is the following Lemma:
Lemma 18.2.3 (Lemma D. 11 in [SWZ17]). Given $M \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{n \times t}, d \geq t=\operatorname{rank}(U), n \geq$ $d \geq r=\operatorname{rank}(M)$, if sketching matrix $S \in \mathbb{R}^{m \times n}$ is drawn from any of the following probability distributions of matrices, with .99 probability $S$ satisfies the following properties:

1. $\|S M\|_{1} \leq c_{1}\|M\|_{1}$,
2. $\forall x \in \mathbb{R}^{t},\|S U x\|_{1} \geq \frac{1}{c_{2}}\|U x\|_{1}$,
where $c_{1}, c_{2}$ are parameters which depend on the distribution over $S$.

- $S \in \mathbb{R}^{m \times n}$ is a dense Cauchy transform matrix: a matrix with i.i.d. entries drawn from the standard Cauchy distribution. If $m=O(t \log t)$, then $c_{1} c_{2}=O(\log d)$. If $m=O((t+r) \log (t+r))$, then $c_{1} c_{2}=O(\min (\log d, r \log r))$.
- $S \in \mathbb{R}^{m \times n}$ is a sparse Cauchy transform matrix: $S=T D$, where $T \in \mathbb{R}^{m \times n}$ has each column i.i.d. from the uniform distribution on standard basis vector of $\mathbb{R}^{m}$, and $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix with i.i.d. diagonal entries from standard Cauchy distribution. If $m=O\left(t^{5} \log ^{5} t\right)$, then $c_{1} c_{2}=O\left(t^{2} \log ^{2} t \log d\right)$. If $m=O\left((t+r)^{5} \log ^{5}(t+\right.$ $r)$ ), then $c_{1} c_{2}=O\left(t^{2} \log ^{2} t \log d, r^{3} \log ^{3} r\right)$.

In the above, if we replace $S$ with $\sigma \cdot S$ where $\sigma \in \mathbb{R} \backslash\{0\}$ is any scalar, then the relation between $m$ and $c_{1} c_{2}$ is still preserved.

### 18.3 The Algorithm

Our algorithm is shown in Algorithm 18.1. If we choose all the sketching matrices $S, R, T_{1}, T_{2}$ as dense Cauchy transformation matrices (see Definition 18.2.1), then we are able to finally get Theorem 18.1.2. If we choose all the sketching matrices $S, R, T_{1}, T_{2}$ as sparse Cauchy transformation matrices (see Definition 18.2.2), then we are able to finally get Theorem 18.1.1.

For convenience, we define $\operatorname{OPT}(A, k, \lambda)$ as follows

$$
\operatorname{OPT}(A, k, \lambda)=\min _{U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) .
$$

If $A, k, \lambda$ is clear from the context, we just use $\operatorname{OPT}$ to denote $\operatorname{OPT}(A, k, \lambda)$.
Then we present the analysis of our algorithm in the following way:

1. In Section 18.3.1, we show how to reduce the original problem to the following problem,

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)
$$

2. In Section 18.3.2, we show how to further reduce the above problem to:

$$
\begin{aligned}
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}} & \left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1} \\
& +\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right) .
\end{aligned}
$$

3. Finally, in Section 18.3.3, we show how to solve the above problem with a small approximation ratio.

### 18.3.1 Sketching Lemmas

In this section, we show how to use sketching techniques to prove Corollary 18.3.2 which means that there is a good approximate solution whose columns are in the column space of $A R$ and rows are in the row space of $S A$ where $S, A$ are two sketching matrices (shown in the algorithm 18.1) which satisfy desired properties. Before proving Corollary 18.3.2, we first prove the following lemma which is a "one-side" version of the corollary: it shows that there is a good approximate solution in the row space of $S A$.

Lemma 18.3.1. (Existence of a good solution in a small column subspace). Given matrix $A \in \mathbb{R}^{n \times n}, \alpha \geq 1, \beta \geq 1, \gamma \geq 1, \lambda>0$ and $k \geq 1$. Let $\widehat{U} \in \mathbb{R}^{n \times k}$ satisfy

$$
\min _{V \in \mathbb{R}^{k \times n}}\|\widehat{U} V-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|V\|_{1}\right) \leq \gamma \mathrm{OPT} .
$$

Let $V^{*} \in \mathbb{R}^{k \times n}$ denote the optimal solution of

$$
\min _{V \in \mathbb{R}^{k \times n}}\|\widehat{U} V-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|V\|_{1}\right)
$$

Let matrix $S \in \mathbb{R}^{m \times n}$ satisfy:

$$
\begin{aligned}
& \|S \widehat{U} x\|_{1} \geq \frac{1}{\alpha}\|\widehat{U} x\|_{1} \text { for all } x \in \mathbb{R}^{k}, \\
& \text { and }\left\|S \widehat{U} V^{*}-S A\right\|_{1} \leq \beta\left\|\widehat{U} V^{*}-A\right\|_{1} .
\end{aligned}
$$

Let $\widehat{V} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}S \widehat{U} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{l}I \\ 0\end{array}\right] \cdot S A$. Then

$$
\|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \leq \alpha \beta \gamma(\sqrt{m+k}+2) \mathrm{OPT} .
$$

Proof. Due to the space limitation, we provide the proofs in Appendix 18.4.

Corollary 18.3.2 (Existence of a good solution in both row and column subspace). Given matrix $A \in \mathbb{R}^{n \times n}, \alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2} \geq 1, \lambda>0$ and $k \geq 1$. Let $U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times n}$ denote the optimal solution of the problem,

$$
\min _{U, V}\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) .
$$

Let matrix $S \in \mathbb{R}^{s \times n}$ satisfy :

$$
\begin{aligned}
& \left\|S U^{*} x\right\|_{1} \geq \frac{1}{\alpha_{1}}\left\|U^{*} x\right\|_{1} \text { for all } x \in \mathbb{R}^{k} \\
& \text { and }\left\|S U^{*} V^{*}-S A\right\|_{1} \leq \beta_{1}\left\|U^{*} V^{*}-A\right\|_{1} .
\end{aligned}
$$

Let $\widehat{V} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}S U^{*} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{l}I \\ 0\end{array}\right] \cdot$ SA. Let $\widetilde{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of

$$
\min _{U \in \mathbb{R}^{n \times k}}\|U \widehat{V}-A\|_{1}+\lambda\left(\|U\|_{1}+\|\widehat{V}\|_{1}\right)
$$

Let $R^{\top} \in \mathbb{R}^{r \times n}$ satisfy:

$$
\begin{aligned}
& \left\|R^{\top} \widehat{V}^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}}\left\|\widehat{V}^{\top} x\right\|_{1} \text { for all } x \in \mathbb{R}^{k} \\
& \text { and }\left\|R^{\top} \widehat{V}^{\top} \widetilde{U}^{\top}-R^{\top} A^{\top}\right\|_{1} \leq \beta_{2}\left\|\widehat{V}^{\top} \widetilde{U}^{\top}-A^{\top}\right\|_{1} .
\end{aligned}
$$

Let $\widehat{U}^{\top} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}R^{\top} \widehat{V}^{\top} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{l}I \\ 0\end{array}\right] \cdot R^{\top} A^{\top}$. Then

$$
\begin{aligned}
& \|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & 4\left(\alpha_{1} \beta_{1} \alpha_{2} \beta_{2}\right)(\sqrt{s+k}+2)(\sqrt{r+k}+2) \mathrm{OPT}
\end{aligned}
$$

and there exists $X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}$ such that

$$
\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right) \leq\|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right)
$$

Proof. It is actually applying Lemma 18.3.1 twice. Due to the property of sketching matrix $S$, we can apply Lemma 18.3.1 to get

$$
\begin{aligned}
& \min _{U \in \mathbb{R}^{n \times k}}\|U \widehat{V}-A\|_{1}+\lambda\left(\|U\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & \left\|U^{*} \widehat{V}-A\right\|_{1}+\lambda\left(\left\|U^{*}\right\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & 2 \alpha_{1} \beta_{1}(\sqrt{s+k}+2) \mathrm{OPT} .
\end{aligned}
$$

We set $\gamma=2 \alpha_{1} \beta_{1}(\sqrt{s+k}+2)$. Due to the property of sketching matrix $R$, we can apply Lemma 18.3.1 again to get

$$
\begin{aligned}
& \|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & 2 \alpha_{2} \beta_{2} \gamma(\sqrt{r+k}+2) \mathrm{OPT} \\
= & 4 \alpha_{1} \beta_{1} \alpha_{2} \beta_{2}(\sqrt{s+k}+2)(\sqrt{r+k}+2) \mathrm{OPT} .
\end{aligned}
$$

Notice that $\widehat{U}$ is in the column space of $A R, \widehat{V}$ is in the row space of $S A$, thus,

$$
\begin{aligned}
& \min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1} \\
& +\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right) \\
\leq & \|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & 4 \alpha_{1} \beta_{1} \alpha_{2} \beta_{2}(\sqrt{s+k}+2)(\sqrt{r+k}+2) \mathrm{OPT} .
\end{aligned}
$$

The above corollary shows that if we can find a good approximate solution $\widehat{X}, \widehat{Y}$ to

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right),
$$

then we can have a good approximation $U=A R \widehat{X}, V=\widehat{Y} S A$ to the original problem.

### 18.3.2 Reducing to small problems

In the last section, we already restrict the solution in a low dimensional column space and in a low dimensional row space. But the problem size is till too large since the size of $A$ is still $n$-by- $n$. In this section, we further sketch down the size of the input. The Corollary 18.3.4 shows how to further reduce the problem to solving

$$
\begin{aligned}
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}} & \left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1} \\
& +\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right)
\end{aligned}
$$

where $T_{1}, T_{2}$ are two sketching matrices with some desired properties. Before proving Corollary 18.3.4, let us look at the following lemma which provides a "one-side" sketch version of that corollary:

Lemma 18.3.3. (Reducing the problem size by sketching on one side). Given three matrices $L \in \mathbb{R}^{d_{1} \times l_{1}}, M^{\top} \in \mathbb{R}^{d_{2} \times l_{2}}, N \in \mathbb{R}^{d_{1} \times d_{2}}$ and $\alpha \geq 1, \beta \geq 1, \gamma \geq 1, \lambda>0$. Let OPT $=$ $\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right)$. Let $X^{*}, Y^{*}$ denote the optimal solution of

$$
\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right)
$$

Let $T \in \mathbb{R}^{t \times d_{1}}$ satisfy :

$$
\|T L x\|_{1} \geq \frac{1}{\alpha}\|L x\|_{1}, \text { for all } x \in \mathbb{R}^{l_{1}}
$$

and

$$
\begin{aligned}
& \left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\lambda \cdot\left\|T L X^{*}\right\|_{1} \\
\leq & \beta\left(\left\|L X^{*} Y^{*} M-N\right\|_{1}+\lambda \cdot\left\|L X^{*}\right\|_{1}\right)
\end{aligned}
$$

Let $\widehat{X}, \widehat{Y}$ satisfy

$$
\begin{aligned}
& \|T L \widehat{X} \widehat{Y} M-T N\|_{1}+\lambda \cdot\left(\|T L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \gamma \min _{X, Y}\|T L X Y M-T N\|_{1}+\lambda \cdot\left(\|T L X\|_{1}+\|Y M\|_{1}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
& \|L \widehat{X} \widehat{Y} M-N\|_{1}+\lambda\left(\|L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & (\alpha \beta \gamma+\alpha \beta+1) \mathrm{OPT}
\end{aligned}
$$

Proof. Due to space limitation, we provide the proofs in Appendix 18.5.

Corollary 18.3.4 (Reducing the problem size by sketching on both sides). Given three matrices $L \in \mathbb{R}^{d_{1} \times l_{1}}, M^{\top} \in \mathbb{R}^{d_{2} \times l_{2}}, N \in \mathbb{R}^{d_{1} \times d_{2}}$ and $\alpha_{1} \geq 1, \alpha_{2} \geq 1, \beta_{1} \geq 1, \beta_{2} \geq 1, \gamma \geq$ $1, \lambda>0$. Let $\mathrm{OPT}=\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right)$. Let $X^{*}, Y^{*}$ denote the optimal solution of

$$
\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right)
$$

Let $T_{1} \in \mathbb{R}^{t_{1} \times d_{1}}$ satisfy : for all $x \in \mathbb{R}^{l_{1}}$

$$
\left\|T_{1} L x\right\|_{1} \geq \frac{1}{\alpha_{1}}\|L x\|_{1}
$$

and

$$
\begin{aligned}
& \left\|T_{1} L X^{*} Y^{*} M-T_{1} N\right\|_{1}+\lambda \cdot\left\|T_{1} L X^{*}\right\|_{1} \\
\leq & \beta_{1}\left(\left\|L X^{*} Y^{*} M-N\right\|_{1}+\lambda \cdot\left\|L X^{*}\right\|_{1}\right)
\end{aligned}
$$

Let $\widehat{X}, \widehat{Y}$ the optimal solution

$$
\min _{X, Y}\left\|T_{1} L X Y M-T_{1} N\right\|_{1}+\lambda \cdot\left(\left\|T_{1} L X\right\|_{1}+\|Y M\|_{1}\right)
$$

Let $T_{2}^{\top} \in \mathbb{R}^{t_{2} \times d_{2}}$ satisfy : for all $x \in \mathbb{R}^{l_{2}}$

$$
\left\|T_{2}^{\top} M^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}}\left\|M^{\top} x\right\|_{1}
$$

and

$$
\begin{aligned}
& \left\|T_{1} L \widehat{X} \widehat{Y} M T_{2}-T_{1} N T_{2}\right\|_{1}+\lambda \cdot\left\|\widehat{Y} M T_{2}\right\|_{1} \\
\leq & \beta_{2}\left(\left\|T_{1} L \widehat{X} \widehat{Y} M-T_{1} N\right\|_{1}+\lambda \cdot\|\widehat{Y} M\|_{1}\right)
\end{aligned}
$$

Let $\widetilde{X}, \widetilde{Y}$ satisfy

$$
\begin{aligned}
& \left\|T_{1} L \tilde{X} \tilde{Y} M L_{2}-T_{1} N T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} L \widetilde{X}\right\|_{1}+\left\|M \tilde{Y} T_{2}\right\|_{1}\right) \\
\leq & \gamma \min _{X, Y}\left\|T_{1} L X Y M L_{2}-T_{1} N T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} L X\right\|_{1}+\left\|M Y T_{2}\right\|_{1}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
& \|L \tilde{X} \tilde{Y} M-N\|_{1}+\lambda\left(\|L \tilde{X}\|_{1}+\|M \tilde{Y}\|_{1}\right) \\
\leq & 9 \alpha_{1} \alpha_{2} \beta_{1} \beta_{2} \gamma \mathrm{OPT}
\end{aligned}
$$

Proof. This follows by applying Lemma 18.3.3 twice. Due to the property of $T_{2}$ and the definition of $\tilde{X}, \tilde{Y}$, by applying Lemma 18.3.3, we have that

$$
\begin{aligned}
& \left\|T_{1} L \tilde{X} \tilde{Y} M-T_{1} N\right\|_{1}+\lambda \cdot\left(\left\|T_{1} L \widetilde{X}\right\|_{1}+\|\widetilde{Y} M\|_{1}\right) \\
\leq & \left(\alpha_{2} \beta_{2} \gamma+\alpha_{2} \beta_{2}+1\right)\left(\left\|T_{1} L \widehat{X} \widehat{Y} M-T_{1} N\right\|_{1}+\lambda \cdot\left(\left\|T_{1} L \widehat{X}\right\|_{1}+\|\widehat{Y} M\|_{1}\right)\right) .
\end{aligned}
$$

Now we set the new $\gamma^{\prime}=\left(\alpha_{2} \beta_{2} \gamma+\alpha_{2} \beta_{2}+1\right)$. Then, due to the property of $T_{1}$ and the definition of $\widehat{X}, \widehat{Y}$, we can apply Lemma 18.3.3 again, we then have

$$
\begin{aligned}
& \|L \widetilde{X} \widetilde{Y} M-N\|_{1}+\lambda\left(\|L \widetilde{X}\|_{1}+\|M \widetilde{Y}\|_{1}\right) \\
\leq & \left(\alpha_{1} \beta_{1} \gamma^{\prime}+\alpha_{1} \beta_{1}+1\right) \mathrm{OPT}
\end{aligned}
$$

Since $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \geq 1$, we then have $\left(\alpha_{1} \beta_{1} \gamma^{\prime}+\alpha_{1} \beta_{1}+1\right) \leq 3 \alpha_{1} \beta_{1} \gamma^{\prime} \leq 9 \alpha_{1} \beta_{1} \alpha_{2} \beta_{2} \gamma$.

Let us set $L=A R, M=S A, N=A$, then due to the above corollary, we show that once we get a good approximation $\widetilde{X}, \widetilde{Y}$ to $\min _{X, Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R X\right\|_{1}+\right.$ $\left\|Y S A T_{2}\right\|_{1}$ ), we get a good approximation to $\min _{X, Y}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\right.$ $\left.\|Y S A\|_{1}\right)$. Since the number of rows of $T_{1}$ is small and the number of columns of $T_{2}$ is also small, the problem size becomes very small. In the next section, we will see how to use the $\ell_{2}$ relaxation to solve the small problem.

### 18.3.3 Solving small problems

In this section, we focus on solving

$$
\min _{X, Y}\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right)
$$

Firstly, we have the following easy fact.

Fact 18.3.5. Given five matrices $L, X, Y, M$ and $N$ with matching dimensions, we have

$$
\begin{aligned}
& \|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right) \\
= & \left\|\left[\begin{array}{c}
L X \\
\lambda I
\end{array}\right] \cdot\left[\begin{array}{cc}
Y M & \lambda I
\end{array}\right]-\left[\begin{array}{cc}
N & 0 \\
0 & \lambda^{2} I
\end{array}\right]\right\|_{1} .
\end{aligned}
$$

We define $f(X, Y)$ as follows

$$
f(X, Y)=\left[\begin{array}{c}
T_{1} A R X  \tag{18.8}\\
\lambda I
\end{array}\right] \cdot\left[\begin{array}{ll}
Y S A T_{2} & \lambda I
\end{array}\right]-\left[\begin{array}{cc}
T_{1} A T_{2} & 0 \\
0 & \lambda^{2} I
\end{array}\right]
$$

Due to the above fact, we can relax the $\ell_{1}$-norm minimization problem

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|f(X, Y)\|_{1} \tag{18.9}
\end{equation*}
$$

to Frobenius norm minimization problem

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|f(X, Y)\|_{F}
$$

which is equivalent to

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|f(X, Y)\|_{F}^{2} \tag{18.10}
\end{equation*}
$$

Lemma 18.3.6 (Relaxing $\ell_{1}$ norm to Frobenius norm). Given $A \in \mathbb{R}^{n \times n}, T_{1} \in \mathbb{R}^{t_{1} \times n}$, $T_{2} \in \mathbb{R}^{n \times t_{2}}, R \in \mathbb{R}^{n \times r}$ and $S \in \mathbb{R}^{s \times n}$. Let $f_{T_{1}, T_{2}, R, S, A, \lambda}(X, Y) \in \mathbb{R}^{\left(t_{1}+k\right) \times\left(t_{2}+k\right)}$ be defined in Eq. (18.8), if $X^{\prime}, Y^{\prime}$ satisfies that

$$
\left\|f\left(X^{\prime}, Y^{\prime}\right)\right\|_{F}^{2} \leq(1+\epsilon) \min _{X, Y}\|f(X, Y)\|_{F}^{2}
$$

for some $\epsilon>0$, then we have

$$
\left\|f\left(X^{\prime}, Y^{\prime}\right)\right\|_{1} \leq \sqrt{t_{1}+k} \cdot \sqrt{t_{2}+k} \cdot \sqrt{1+\epsilon} \min _{X, Y}\|f(X, Y)\|_{1} .
$$

Proof. Let $X^{*}, Y^{*}$ satisfy $\left\|f\left(X^{*}, Y^{*}\right)\right\|_{1}=\min _{X, Y}\|f(X, Y)\|_{1}$. We have:

$$
\begin{aligned}
& \left\|f\left(X^{\prime}, Y^{\prime}\right)\right\|_{1} \\
\leq & \sqrt{t_{1}+k} \cdot \sqrt{t_{2}+k} \cdot\left\|f\left(X^{\prime}, Y^{\prime}\right)\right\|_{F} \\
\leq & \sqrt{t_{1}+k} \cdot \sqrt{t_{2}+k} \cdot \sqrt{1+\epsilon} \cdot \min _{X, Y}\|f(X, Y)\|_{F} \\
\leq & \sqrt{t_{1}+k} \cdot \sqrt{t_{2}+k} \cdot \sqrt{1+\epsilon} \cdot\left\|f\left(X^{*}, Y^{*}\right)\right\|_{F} \\
\leq & \sqrt{t_{1}+k} \cdot \sqrt{t_{2}+k} \cdot \sqrt{1+\epsilon} \cdot\left\|f\left(X^{*}, Y^{*}\right)\right\|_{1}
\end{aligned}
$$

where the first inequality and the last inequality follow the Claim 18.2.2.

Therefore, we can reduce the entry-wise $\ell_{1}$ problem (18.9) to Frobenius norm problem (18.10).

Using the Theorem 18.2.1, we can solve the Frobenius norm problem (18.10). Now, we are ready to present our main results.

Theorem 18.3.7 (Restatement of Theorem 18.1.1). Given matrix $A \in \mathbb{R}^{n \times n}$, parameters $k \geq 1, \lambda>0$, let OPT denote $\min _{U^{\prime} \in \mathbb{R}^{n \times k}, V^{\prime} \in \mathbb{R}^{k \times n}}\left\|U^{\prime} V^{\prime}-A\right\|_{1}+\lambda\left(\left\|U^{\prime}\right\|_{1}+\left\|V^{\prime}\right\|_{1}\right)$, there is an algorithm that runs in $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, \log n))$ time to output two matrices $U \in \mathbb{R}^{n \times k}$, $V \in \mathbb{R}^{k \times n}$ such that,

$$
\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \leq \operatorname{poly}(k, \log n) \cdot \mathrm{OPT}
$$

holds with probability at least 9/10.

Proof. Due to the space limits, we put the whole proof into Appendix 18.6.

Theorem 18.3.8 (Restatement of Theorem 18.1.2). Given matrix $A \in \mathbb{R}^{n \times n}$, parameters $k \geq 1, \lambda>0$, let OPT denote $\min _{U^{\prime} \in \mathbb{R}^{n \times k}, V^{\prime} \in \mathbb{R}^{k \times n}}\left\|U^{\prime} V^{\prime}-A\right\|_{1}+\lambda\left(\left\|U^{\prime}\right\|_{1}+\left\|V^{\prime}\right\|_{1}\right)$, there is an algorithm that runs in $\widetilde{O}(k) \cdot \mathrm{nnz}(A)+n \cdot \operatorname{poly}(k, \log n)$ time to output two matrices $U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}$ such that,

$$
\|U V-A\|_{1}+\lambda\left(\|U\|_{1}+\|V\|_{1}\right) \leq \widetilde{O}\left(k^{2}\right) \log ^{3} n \cdot \mathrm{OPT}
$$

holds with probability at least 9/10.

Proof. Due to the space limits, we put the whole proof into Appendix 18.7.

Remark 18.3.1. Combining our new technique with $p$-stable transform (e.g. Section E of [SWZ17] and [SWZ19b]), all of our results can be extended to $\ell_{p}$-norm, where $1<p<2$.

### 18.4 Proof of Lemma 18.3.1

Lemma 18.3.1. (Existence of a good solution in a small column subspace). Given matrix $A \in \mathbb{R}^{n \times n}, \alpha \geq 1, \beta \geq 1, \gamma \geq 1, \lambda>0$ and $k \geq 1$. Let $\widehat{U} \in \mathbb{R}^{n \times k}$ satisfy

$$
\min _{V \in \mathbb{R}^{k \times n}}\|\widehat{U} V-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|V\|_{1}\right) \leq \gamma \mathrm{OPT} .
$$

Let $V^{*} \in \mathbb{R}^{k \times n}$ denote the optimal solution of

$$
\min _{V \in \mathbb{R}^{k \times n}}\|\widehat{U} V-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|V\|_{1}\right)
$$

Let matrix $S \in \mathbb{R}^{m \times n}$ satisfy:

$$
\begin{aligned}
& \|S \widehat{U} x\|_{1} \geq \frac{1}{\alpha}\|\widehat{U} x\|_{1} \text { for all } x \in \mathbb{R}^{k}, \\
& \text { and }\left\|S \widehat{U} V^{*}-S A\right\|_{1} \leq \beta\left\|\widehat{U} V^{*}-A\right\|_{1} .
\end{aligned}
$$

Let $\widehat{V} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}S \widehat{U} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{l}I \\ 0\end{array}\right] \cdot S A$. Then

$$
\|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \leq \alpha \beta \gamma(\sqrt{m+k}+2) \mathrm{OPT} .
$$

Proof. We can show the following Claim,

## Claim 18.4.1.

$$
\|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \leq \alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1}+\alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1}+\gamma \mathrm{OPT} .
$$

Proof.

$$
\begin{aligned}
& \|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \\
= & \left\|\left[\begin{array}{c}
\widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}-\left[\begin{array}{c}
A \\
0
\end{array}\right]\right\|_{1}+\lambda\|\widehat{U}\|_{1} \\
\leq & \left\|\left[\begin{array}{c}
\widehat{U} \\
\lambda I
\end{array}\right]\left(\widehat{V}-V^{*}\right)\right\|_{1}+\left\|\left[\begin{array}{c}
\widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
A \\
0
\end{array}\right]\right\|_{1}+\lambda\|\widehat{U}\|_{1} \\
\leq & \left\|\left[\begin{array}{c}
\widehat{U} \\
\lambda I
\end{array}\right]\left(\widehat{V}-V^{*}\right)\right\|_{1}+\gamma \mathrm{OPT} \\
= & \left\|\widehat{U}\left(\widehat{V}-V^{*}\right)\right\|_{1}+\lambda\left\|\widehat{V}-V^{*}\right\|_{1}+\gamma \mathrm{OPT} \\
\leq & \alpha\left\|S \widehat{U}\left(\widehat{V}-V^{*}\right)\right\|_{1}+\lambda\left\|\widehat{V}-V^{*}\right\|_{1}+\gamma \mathrm{OPT} \\
\leq & \alpha\left\|S \widehat{U}\left(\widehat{V}-V^{*}\right)\right\|_{1}+\lambda \alpha\left\|\widehat{V}-V^{*}\right\|_{1}+\gamma \mathrm{OPT} \\
= & \alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right]\left(\widehat{V}-V^{*}\right)\right\|_{1}+\gamma \mathrm{OPT} \\
\leq & \alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1}+\alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1}+\gamma \mathrm{OPT}
\end{aligned}
$$

where the second step follows by triangle inequality, the third step follows by

$$
\left\|\left[\begin{array}{c}
\widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
A \\
0
\end{array}\right]\right\|_{1}+\lambda\|\widehat{U}\|_{1} \leq \gamma \mathrm{OPT}
$$

the fifth step follows by $\left\|\widehat{U}\left(\widehat{V}-V^{*}\right)\right\|_{1} \leq \alpha\left\|S \widehat{U}\left(\widehat{V}-V^{*}\right)\right\|_{1}$, the sixth step follows by $\alpha \geq 1$, the eighth step follows by triangle inequality.

We now show how to bound the second term on RHS of the equation shown in Claim 18.4.1.

## Claim 18.4.2.

$$
\alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1} \leq \alpha \beta \gamma \mathrm{OPT} .
$$

Proof. We have

$$
\begin{aligned}
& \alpha\left\|\left[\begin{array}{c}
S \hat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1} \\
= & \alpha\left\|S\left(\widehat{U} V^{*}-A\right)\right\|_{1}+\alpha \lambda\left\|V^{*}\right\|_{1} \\
\leq & \alpha \beta\left\|\widehat{U} V^{*}-A\right\|_{1}+\alpha \lambda\left\|V^{*}\right\|_{1} \\
\leq & \alpha \beta\left\|\widehat{U} V^{*}-A\right\|_{1}+\alpha \beta \lambda\left\|V^{*}\right\|_{1}+\alpha \beta \lambda\|\widehat{U}\|_{1} \\
\leq & \alpha \beta \gamma \mathrm{OPT},
\end{aligned}
$$

the second step follows by $\left\|S\left(\widehat{U} V^{*}-A\right)\right\|_{1} \leq \beta\left\|\widehat{U} V^{*}-A\right\|_{1}$.

We show how to bound the first term on RHS of Claim 18.4.1,

## Claim 18.4.3.

$$
\alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1} \leq \alpha \beta \sqrt{m+k} \mathrm{OPT}
$$

Proof. We have

$$
\begin{aligned}
& \alpha\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1} \\
= & \alpha \sum_{i=1}^{n}\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}_{i}-\left[\begin{array}{c}
S A_{i} \\
0
\end{array}\right]\right\|_{1} \\
\leq & \alpha \sqrt{m+k} \sum_{i=1}^{n}\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] \widehat{V}_{i}-\left[\begin{array}{c}
S A_{i} \\
0
\end{array}\right]\right\|_{2} \\
\leq & \alpha \sqrt{m+k} \sum_{i=1}^{n}\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V_{i}^{*}-\left[\begin{array}{c}
S A_{i} \\
0
\end{array}\right]\right\|_{2} \\
\leq & \alpha \sqrt{m+k} \sum_{i=1}^{n}\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V_{i}^{*}-\left[\begin{array}{c}
S A_{i} \\
0
\end{array}\right]\right\|_{1} \\
= & \alpha \sqrt{m+k}\left\|\left[\begin{array}{c}
S \widehat{U} \\
\lambda I
\end{array}\right] V^{*}-\left[\begin{array}{c}
S A \\
0
\end{array}\right]\right\|_{1} \\
= & \alpha \sqrt{m+k}\left(\left\|S \widehat{U} V^{*}-S A\right\|_{1}+\lambda\left\|V^{*}\right\|_{1}\right) \\
\leq & \alpha \sqrt{m+k}\left(\beta\left\|\widehat{U} V^{*}-A\right\|_{1}+\lambda\left\|V^{*}\right\|_{1}\right) \\
\leq & \alpha \beta \sqrt{m+k} \mathrm{OPT}
\end{aligned}
$$

where the second step follows by $\forall d \in \mathbb{Z}_{>0}, x \in \mathbb{R}^{d},\|x\|_{1} \leq \sqrt{d}\|x\|_{2}$, the third step follows by definition of $\widehat{V}$, the fourth step follows by $\forall d \in \mathbb{Z}_{>0}, x \in \mathbb{R}^{d}\|x\|_{2} \leq\|x\|_{1}$, the seventh step follows by $\left\|S \widehat{U} V^{*}-S A\right\|_{1} \leq \beta\left\|\widehat{U} V^{*}-A\right\|_{1}$, and the last step follows by $\beta \geq 1, \lambda\|\widehat{U}\|_{1} \geq 0$.

Putting it all together, we

$$
\begin{aligned}
& \|\widehat{U} \widehat{V}-A\|_{1}+\lambda\left(\|\widehat{U}\|_{1}+\|\widehat{V}\|_{1}\right) \\
\leq & \alpha \beta \sqrt{m+k} \mathrm{OPT}+\alpha \beta \gamma \mathrm{OPT}+\gamma \mathrm{OPT} \\
\leq & \alpha \beta \sqrt{m+k} \mathrm{OPT}+2 \alpha \beta \gamma \mathrm{OPT} \\
\leq & \alpha \beta \gamma(\sqrt{m+k}+2) \mathrm{OPT}
\end{aligned}
$$

where the first step follows by Claim 18.4.1, Claim 18.4.2 and Claim 18.4.3, the second step follows by $\alpha \beta \geq 1$, the last step follows by $\gamma \geq 1$.

Thus, we complete the proof.

### 18.5 Proof of Lemma 18.3.3

Lemma 18.3.3. (Reducing the problem size by sketching on one side). Given three matrices $L \in \mathbb{R}^{d_{1} \times l_{1}}, M^{\top} \in \mathbb{R}^{d_{2} \times l_{2}}, N \in \mathbb{R}^{d_{1} \times d_{2}}$ and $\alpha \geq 1, \beta \geq 1, \gamma \geq 1, \lambda>0$. Let OPT $=$ $\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right)$. Let $X^{*}, Y^{*}$ denote the optimal solution of

$$
\min _{X, Y}\|L X Y M-N\|_{1}+\lambda\left(\|L X\|_{1}+\|Y M\|_{1}\right) .
$$

Let $T \in \mathbb{R}^{t \times d_{1}}$ satisfy :

$$
\|T L x\|_{1} \geq \frac{1}{\alpha}\|L x\|_{1}, \text { for all } x \in \mathbb{R}^{l_{1}}
$$

and

$$
\begin{aligned}
& \left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\lambda \cdot\left\|T L X^{*}\right\|_{1} \\
\leq & \beta\left(\left\|L X^{*} Y^{*} M-N\right\|_{1}+\lambda \cdot\left\|L X^{*}\right\|_{1}\right)
\end{aligned}
$$

Let $\widehat{X}, \widehat{Y}$ satisfy

$$
\begin{aligned}
& \|T L \widehat{X} \widehat{Y} M-T N\|_{1}+\lambda \cdot\left(\|T L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \gamma \min _{X, Y}\|T L X Y M-T N\|_{1}+\lambda \cdot\left(\|T L X\|_{1}+\|Y M\|_{1}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
& \|L \widehat{X} \widehat{Y} M-N\|_{1}+\lambda\left(\|L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & (\alpha \beta \gamma+\alpha \beta+1) \mathrm{OPT} .
\end{aligned}
$$

## Proof.

$$
\begin{aligned}
& \|L \widehat{X} \widehat{Y} M-N\|_{1}+\lambda\left(\|L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \left\|L\left(\widehat{X} \widehat{Y}-X^{*} Y^{*}\right) M\right\|_{1}+\left\|L X^{*} Y^{*} M-N\right\|_{1}+\lambda\left(\|L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \left\|L\left(\widehat{X} \widehat{Y}-X^{*} Y^{*}\right) M\right\|_{1}+\mathrm{OPT}+\lambda\left(\|L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \alpha\left\|T L\left(\widehat{X} \widehat{Y}-X^{*} Y^{*}\right) M\right\|_{1}+\mathrm{OPT}+\lambda\left(\alpha\|T L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right) \\
\leq & \alpha\|T L \widehat{X} \widehat{Y} M-T N\|_{1}+\alpha\left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\lambda\left(\alpha\|T L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right)+\mathrm{OPT} \\
\leq & \alpha\left(\|T L \widehat{X} \widehat{Y} M-T N\|_{1}+\lambda\left(\|T L \widehat{X}\|_{1}+\|\widehat{Y} M\|_{1}\right)\right)+\alpha\left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\mathrm{OPT} \\
\leq & \alpha \gamma\left(\left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\lambda\left(\left\|T L X^{*}\right\|_{1}+\left\|Y^{*} M\right\|_{1}\right)\right)+\alpha\left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\mathrm{OPT} \\
\leq & \alpha \beta \gamma \mathrm{OPT}+\alpha\left\|T L X^{*} Y^{*} M-T N\right\|_{1}+\mathrm{OPT} \\
\leq & \alpha \beta \gamma \mathrm{OPT}+\alpha \beta\left\|L X^{*} Y^{*} M-N\right\|_{1}+\mathrm{OPT} \\
= & (\alpha \beta \gamma+\alpha \beta+1) \mathrm{OPT},
\end{aligned}
$$

where the first step follows by triangle inequality, the second step follows by $\| L X^{*} Y^{*} M-$ $N \|_{1} \leq$ OPT, the third step follows by the property of $T$, the forth step follows by triangle inequality, the fifth step follows by $\alpha \geq 1$, the sixth step follows by the definition of $\widehat{X}, \widehat{Y}$, the seventh step follows by the property of $T$, the eighth step follows by the property of $T$.

### 18.6 Proof of Theorem 18.3.7

Proof. We choose all the matrices $S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{n \times r}, T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{n \times t_{2}}$ in Algorithm 18.1 as sparse Cauchy transformation matrices (see Definition 18.2.2) which have the same scalar $\sigma=1$. We set $s=O\left(k^{5} \log ^{5} k\right), r=O\left(k^{5} \log ^{5} k\right), t_{1}=O\left(r^{5} \log ^{5} r\right), t_{2}=$ $O\left(s^{5} \log ^{5} s\right)$.

Since computing $T_{1} A, A T_{2}$ can be done in $\mathrm{nnz}(A)$ time, and the size of $T_{1} A, A T_{2}$ is at most $n \cdot \operatorname{poly}(k)$, the total running time of computing $T_{1} A R, S A T_{2}, T_{1} A T_{2}$ is at most $n n z(A)+n \cdot \operatorname{poly}(k)$. Since the size of the final small Frobenius norm ridge low-rank matrix approximation problem is poly $(k)$, the running time of the whole algorithm is at most $n n z(A)+n \cdot \operatorname{poly}(k)$.

Now let us consider the correctness of the algorithm.
Let $U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times n}$ satisfy $\left\|U^{*} V^{*}-A\right\|_{1}+\lambda\left(\left\|U^{*}\right\|_{1}+\left\|V^{*}\right\|_{1}\right)=$ OPT. Then due to Lemma 18.2.3, with probability at least $0.99, S$ satisfies

$$
\left\|S U^{*} x\right\|_{1} \geq \frac{1}{\alpha_{1}}\left\|U^{*} x\right\|_{1} \text { for all } x \in \mathbb{R}^{k} \text { and }\left\|S U^{*} V^{*}-S A\right\|_{1} \leq \beta_{1}\left\|U^{*} V^{*}-A\right\|_{1}
$$

where $\alpha_{1} \beta_{1}=O\left(k^{2} \log ^{2} k \log n\right)$. Let $\widehat{V} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}S U^{*} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{l}I \\ 0\end{array}\right] \cdot S A$. Let $\widetilde{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of

$$
\min _{U \in \mathbb{R}^{n \times k}}\|U \widehat{V}-A\|_{1}+\lambda\left(\|U\|_{1}+\|\widehat{V}\|_{1}\right)
$$

Due to Lemma 18.2.3, with probability at least $0.99, R^{\top} \in \mathbb{R}^{r \times n}$ satisfies:

$$
\begin{aligned}
& \left\|R^{\top} \widehat{V}^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}}\left\|\widehat{V}^{\top} x\right\|_{1} \text { for all } x \in \mathbb{R}^{k}, \text { and } \\
& \left\|R^{\top} \widehat{V}^{\top} \widetilde{U}^{\top}-R^{\top} A^{\top}\right\|_{1} \leq \beta_{2}\left\|\widehat{V}^{\top} \widetilde{U}^{\top}-A^{\top}\right\|_{1}
\end{aligned}
$$

where $\alpha_{2} \beta_{2}=O\left(k^{2} \log ^{2} k \log n\right)$. Then, by applying Corollary 18.3.2, we have that

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right) \leq \operatorname{poly}(k, \log n) \text { OPT } .
$$

Let $X^{*} \in \mathbb{R}^{r \times k}, Y^{*} \in \mathbb{R}^{k \times s}$ denote the optimal solution of

$$
\min _{X, Y}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)
$$

Due to Lemma 18.2.3, with probability at least $0.99, T_{1}$ satisfies that $\forall x \in \mathbb{R}^{r},\left\|T_{1} A R x\right\|_{1} \geq$ $\frac{1}{\alpha_{1}^{\prime}}\|A R x\|_{1}$, and $\left\|T_{1}\left(\left[A R X^{*} Y^{*} S A-A \quad \lambda A R X^{*}\right]\right)\right\|_{1} \leq \beta_{1}^{\prime} \|\left[\begin{array}{ll}A R X^{*} Y^{*} S A-A & \left.\lambda A R X^{*}\right] \|_{1}\end{array}\right.$ where $\alpha_{1}^{\prime} \beta_{1}^{\prime}=O\left(r^{2} \log ^{2} r \log n\right)$. Due to Lemma 18.2.3, with probability at least $0.99, T_{2}$ satisfies that $\forall x \in \mathbb{R}^{s},\left\|T_{2}^{\top} A^{\top} S^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}^{\prime}}\left\|A^{\top} S^{\top} x\right\|_{1}$ and

$$
\begin{aligned}
&\left\|T_{2}^{\top}\left(\left[A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\left(X^{*}\right)^{\top} R^{\top} A^{\top} T_{1}^{\top}-A^{\top} T_{1}^{\top} \quad \lambda A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\right]\right)\right\|_{1} \\
& \leq \beta_{2}^{\prime} \|\left[A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\left(X^{*}\right)^{\top} R^{\top} A^{\top} T_{1}^{\top}-A^{\top} T_{1}^{\top}\right. \\
&\left.\lambda A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\right] \|_{1}
\end{aligned}
$$

where $\alpha_{2}^{\prime} \beta_{2}^{\prime} \leq O\left(s^{2} \log ^{2} s \log n\right)$. Thus, by Corollary 18.3.4, for any $\gamma \geq 1$, if $\tilde{X}, \tilde{Y}$ can achieve

$$
\begin{aligned}
& \left\|T_{1} A R \tilde{X} \tilde{Y} S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R \widetilde{X}\right\|_{1}+\left\|\widetilde{Y} S A T_{2}\right\|_{1}\right) \\
\leq & \gamma \min _{X, Y}\left(\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right)\right)
\end{aligned}
$$

then

$$
\begin{aligned}
& \|A R \widetilde{X} \tilde{Y} S A-A\|_{1}+\lambda\left(\|A R \widetilde{X}\|_{1}+\|\widetilde{Y} S A\|_{1}\right) \\
\leq & \operatorname{poly}(k, \log n) \gamma \min _{X, Y}\left(\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)\right)
\end{aligned}
$$

Finally, due to Lemma 18.3 .6 , we can find such $\widetilde{X} \widetilde{Y}$ with $\gamma=O\left(\sqrt{t_{1}+k} \sqrt{t_{2}+k}\right)$. Thus, we can conclude that $\|A R \widetilde{X} \widetilde{Y} S A-A\|_{1}+\lambda\left(\|A R \widetilde{X}\|_{1}+\|\widetilde{Y} S A\|_{1}\right) \leq \operatorname{poly}(k, \log n) \cdot$ OPT .

By taking union bound over all the success event of $S, R, T_{1}, T_{2}$, the algorithm will succeed with probability at least $9 / 10$.

### 18.7 Proof of Theorem 18.3.8

Proof. We choose all the matrices $S \in \mathbb{R}^{s \times n}, R \in \mathbb{R}^{n \times r}, T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{n \times t_{2}}$ in Algorithm 18.1 as dense Cauchy transformation matrices (see Definition 18.2.1) which have the same scalar $\sigma=1$. We set $s=O(k \log k), r=O(k \log k), t_{1}=O(r \log r), t_{2}=O(s \log s)$.

Since computing $T_{1} A, A T_{2}$ can be done in $t_{1} \mathrm{nnz}(A), t_{2} \mathrm{nnz}(A)$ time respectiviely, and the size of $T_{1} A, A T_{2}$ is at most $n \cdot \operatorname{poly}(k)$, the total running time of computing

$$
T_{1} A R, S A T_{2}, T_{1} A T_{2}
$$

is at most $\widetilde{O}(k) \cdot \mathrm{nnz}(A)+n \cdot \operatorname{poly}(k)$. Since the size of the final small Frobenius norm ridge low-rank matrix approximation problem is $\operatorname{poly}(k)$, the running time of the whole algorithm is at most $\widetilde{O}(k) \cdot \operatorname{nnz}(A)+n \cdot \operatorname{poly}(k)$.

Now let us consider the correctness of the algorithm.
Let $U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{k \times n}$ satisfy $\left\|U^{*} V^{*}-A\right\|_{1}+\lambda\left(\left\|U^{*}\right\|_{1}+\left\|V^{*}\right\|_{1}\right)=$ OPT . Then due to Lemma 18.2.3, with probability at least $0.99, S$ satisfies

$$
\left\|S U^{*} x\right\|_{1} \geq \frac{1}{\alpha_{1}}\left\|U^{*} x\right\|_{1} \text { for all } x \in \mathbb{R}^{k} \text { and }\left\|S U^{*} V^{*}-S A\right\|_{1} \leq \beta_{1}\left\|U^{*} V^{*}-A\right\|_{1}
$$

where $\alpha_{1} \beta_{1}=O(\log n)$. Let $\widehat{V} \in \mathbb{R}^{k \times n}$ denote $\left[\begin{array}{c}S U^{*} \\ \lambda I\end{array}\right]^{\dagger} \cdot\left[\begin{array}{c}I \\ 0\end{array}\right] \cdot S A$. Let $\widetilde{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of $\min _{U \in \mathbb{R}^{n \times k}}\|U \widehat{V}-A\|_{1}+\lambda\left(\|U\|_{1}+\|\widehat{V}\|_{1}\right)$. Due to Lemma 18.2.3, with probability at least $0.99, R^{\top} \in \mathbb{R}^{r \times n}$ satisfies: $\left\|R^{\top} \widehat{V}^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}}\left\|\widehat{V}^{\top} x\right\|_{1}$ for all $x \in$ $\mathbb{R}^{k}$, and $\left\|R^{\top} \widehat{V}^{\top} \widetilde{U}^{\top}-R^{\top} A^{\top}\right\|_{1} \leq \beta_{2}\left\|\widehat{V}^{\top} \widetilde{U}^{\top}-A^{\top}\right\|_{1}$ where $\alpha_{2} \beta_{2}=O(\log n)$. Then, by applying Corollary 18.3.2, we have that

$$
\min _{X \in \mathbb{R}^{r \times k}, Y \in \mathbb{R}^{k \times s}}\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right) \leq \widetilde{O}(k) \operatorname{poly}(\log n) \mathrm{OPT}
$$

Let $X^{*} \in \mathbb{R}^{r \times k}, Y^{*} \in \mathbb{R}^{k \times s}$ denote the optimal solution of $\min _{X, Y} \| A R X Y S A-$ $A \|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)$. Due to Lemma 18.2.3, with probability at least $0.99, T_{1}$ satisfies that $\forall x \in \mathbb{R}^{r},\left\|T_{1} A R x\right\|_{1} \geq \frac{1}{\alpha_{1}^{\prime}}\|A R x\|_{1}$, and $\left\|T_{1}\left(\left[A R X^{*} Y^{*} S A-A \quad \lambda A R X^{*}\right]\right)\right\|_{1} \leq$ $\beta_{1}^{\prime}\left\|\left[\begin{array}{lll}A R X^{*} Y^{*} S A-A & \lambda A R X^{*}\end{array}\right]\right\|_{1}$ where $\alpha_{1}^{\prime} \beta_{1}^{\prime}=O(\log n)$. Due to Lemma 18.2.3, with probability at least $0.99, T_{2}$ satisfies that

$$
\forall x \in \mathbb{R}^{s},\left\|T_{2}^{\top} A^{\top} S^{\top} x\right\|_{1} \geq \frac{1}{\alpha_{2}^{\prime}}\left\|A^{\top} S^{\top} x\right\|_{1}
$$

and

$$
\begin{aligned}
& \left\|T_{2}^{\top}\left(\left[A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\left(X^{*}\right)^{\top} R^{\top} A^{\top} T_{1}^{\top}-A^{\top} T_{1}^{\top} \quad \lambda A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\right]\right)\right\|_{1} \\
\leq & \beta_{2}^{\prime}\left\|\left[A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\left(X^{*}\right)^{\top} R^{\top} A^{\top} T_{1}^{\top}-A^{\top} T_{1}^{\top} \quad \lambda A^{\top} S^{\top}\left(Y^{*}\right)^{\top}\right]\right\|_{1}
\end{aligned}
$$

where $\alpha_{2}^{\prime} \beta_{2}^{\prime} \leq O(\log n)$. Thus, by Corollary 18.3.4, for any $\gamma \geq 1$, if $\widetilde{X}, \tilde{Y}$ can achieve

$$
\begin{aligned}
& \left\|T_{1} A R \tilde{X} \tilde{Y} S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R \tilde{X}\right\|_{1}+\left\|\tilde{Y} S A T_{2}\right\|_{1}\right) \\
\leq & \gamma \min _{X, Y}\left(\left\|T_{1} A R X Y S A T_{2}-T_{1} A T_{2}\right\|_{1}+\lambda\left(\left\|T_{1} A R X\right\|_{1}+\left\|Y S A T_{2}\right\|_{1}\right)\right),
\end{aligned}
$$

then

$$
\begin{aligned}
& \|A R \widetilde{X} \widetilde{Y} S A-A\|_{1}+\lambda\left(\|A R \widetilde{X}\|_{1}+\|\widetilde{Y} S A\|_{1}\right) \\
\leq & \widetilde{O}(k) \cdot \operatorname{poly}(\log n) \gamma \min _{X, Y}\left(\|A R X Y S A-A\|_{1}+\lambda\left(\|A R X\|_{1}+\|Y S A\|_{1}\right)\right) .
\end{aligned}
$$

Finally, due to Lemma 18.3.6, we can find such $\tilde{X} \widetilde{Y}$ with $\gamma=O\left(\sqrt{t_{1}+k} \sqrt{t_{2}+k}\right)$. Thus, we can conclude that

$$
\|A R \widetilde{X} \widetilde{Y} S A-A\|_{1}+\lambda\left(\|A R \widetilde{X}\|_{1}+\|\widetilde{Y} S A\|_{1}\right) \leq \widetilde{O}\left(k^{2}\right) \operatorname{poly}(\log n) \cdot \mathrm{OPT} .
$$

By taking union bound over all the success event of $S, R, T_{1}, T_{2}$, the algorithm will succeed with probability at least $9 / 10$.

## Chapter 19

## Average Case L1 Low Rank Approximation

We study the column subset selection problem with respect to the entrywise $\ell_{1}$-norm loss. It is known that in the worst case, to obtain a good rank- $k$ approximation to a matrix, one needs an arbitrarily large $n^{\Omega(1)}$ number of columns to obtain a $(1+\epsilon)$-approximation to the best entrywise $\ell_{1}$-norm low rank approximation of an $n \times n$ matrix. Nevertheless, we show that under certain minimal and realistic distributional settings, it is possible to obtain a $(1+\epsilon)$-approximation with a nearly linear running time and poly $(k / \epsilon)+O(k \log n)$ columns. Namely, we show that if the input matrix $A$ has the form $A=B+E$, where $B$ is an arbitrary rank- $k$ matrix, and $E$ is a matrix with i.i.d. entries drawn from any distribution $\mu$ for which the $(1+\gamma)$-th moment exists, for an arbitrarily small constant $\gamma>0$, then it is possible to obtain a $(1+\epsilon)$-approximate column subset selection to the entrywise $\ell_{1}$-norm in nearly linear time. Conversely we show that if the first moment does not exist, then it is not possible to obtain a $(1+\epsilon)$-approximate subset selection algorithm even if one chooses any $n^{o(1)}$ columns. This is the first algorithm of any kind for achieving a $(1+\epsilon)$-approximation for entrywise $\ell_{1}$-norm loss low rank approximation.

### 19.1 Introduction

Numerical linear algebra algorithms are fundamental building blocks in many machine learning and data mining tasks. A well-studied problem is low rank matrix approximation. The most common version of the problem is also known as Principal Component Analysis (PCA), in which the goal is to find a low rank matrix to approximate a given matrix such that the Frobenius norm of the error is minimized. The optimal solution of this objective can be obtained via the singular value decomposition (SVD). Hence, the problem can be solved in polynomial time. If approximate solutions are allowed, then the running time can be made almost linear in the number of non-zero entries of the given matrix [Sar06, CW13, MM13, NN13a, BDN15, Coh16a].

An important variant of the PCA problem is the entrywise $\ell_{1}$-norm low rank matrix approximation problem. In this problem, instead of minimizing the Frobenius norm of the error, we seek to minimize the $\ell_{1}$-norm of the error. In particular, given an $n \times n$ input matrix $A$, and a rank parameter $k$, we want to find a matrix $B$ with rank at most $k$ such that $\|A-B\|_{1}$ is minimized, where for a matrix $C,\|C\|_{1}$ is defined to be $\sum_{i, j}\left|C_{i, j}\right|$. There are several reasons for using the $\ell_{1}$-norm as the error measure. For example, solutions with respect to the $\ell_{1}$-norm loss are usually more robust than solutions with Frobenius norm loss [Hub64, CLMW11]. Further, the $\ell_{1}$-norm loss is often used as a relaxation of the $\ell_{0}$-loss, which has wide applications including sparse recovery, matrix completion, and robust PCA; see e.g., [XCS10, CLMW11]. Although a number of algorithms have been proposed for the $\ell_{1}$-norm loss $\left[\mathrm{KK} 03, \mathrm{KK} 05, \mathrm{KLC}^{+}\right.$15, Kwa08, ZLS ${ }^{+}$12, BJ12, BD13, BDB13, MXZZ13, MKP13, MKP14, MKCP16, PK16], the problem is known to be NP-hard [GV15]. The first $\ell_{1}$-low rank approximation with provable guarantees was proposed by [SWZ17]. To cope
with NP-hardness, the authors gave a solution with a $\operatorname{poly}(k \log n)$-approximation ratio, i.e., their algorithm outputs a rank- $k$ matrix $B^{\prime} \in \mathbb{R}^{n \times n}$ for which

$$
\left\|A-B^{\prime}\right\|_{1} \leq \alpha \cdot \min _{\text {rank }-k}\|A-B\|_{1}
$$

for $\alpha=\operatorname{poly}(k \log n)$. The approximation ratio $\alpha$ was further improved to $O(k \log k)$ by allowing $B^{\prime}$ to have a slightly larger $k^{\prime}=O(k \log n)$ rank [CGK ${ }^{+} 17$ a]. Such $B^{\prime}$ with larger rank is referred to as a bicriteria solution. However, in high precision applications, such approximation factors are too large. A natural question is if one can compute a $(1+\epsilon)$ approximate solution efficiently for $\ell_{1}$-norm low rank approximation. In fact, a $(1+\epsilon)$ approximation algorithm was given in $\left[\mathrm{BBB}^{+} 19 \mathrm{a}\right]$, but the running time of their algorithm is a prohibitive $n^{\operatorname{poly}(k / \epsilon)}$. Unfortunately, $\left[\mathrm{BBB}^{+} 19 \mathrm{a}\right]$ shows in the worst case that a $2^{k^{\Omega(1)}}$ running time is necessary for any constant approximation given a standard conjecture in complexity theory.

### 19.1.1 Notation

To describe our results, let us first introduce some notation. We will use $[n]$ to denote the set $\{1,2, \cdots, n\}$. We use $A_{i}$ to denote the $i^{\text {th }}$ column of $A$. We use $A^{j}$ to denote the $j^{\text {th }}$ row of $A$. Let $Q \subseteq[n]$. We use $A_{Q}$ to denote the matrix which is comprised of the columns of $A$ with column indices in $Q$. Similarly, we use $A^{Q}$ to denote the matrix which is comprised of the rows of $A$ with row indices in $Q$. We use $\binom{[n]}{t}$ to denote the set of all the size- $t$ subsets of $[n]$. Let $\|A\|_{F}$ denote the Frobenius norm of a matrix $A$, i.e., $\|A\|_{F}$ is the square root of the sum of squares of all the entries in $A$. For $1 \leq p<2$, we use $\|A\|_{p}$ to denote the entry-wise $\ell_{p}$-norm of a matrix $A$, i.e., $\|A\|_{p}$ is the $p$-th root of the sum of $p$-th powers of the absolute values of the entries of $A .\|A\|_{1}$ is an important special case of $\|A\|_{p}$,
which corresponds to the sum of absolute values of the entries in $A$. A random variable $X$ has the Cauchy distribution if its probability density function is $f(z)=\frac{1}{\pi\left(1+z^{2}\right)}$.

### 19.1.2 Our Results

We propose an efficient bicriteria $(1+\epsilon)$-approximate column subset selection algorithm for the $\ell_{1}$-norm. We bypass the running time lower bound mentioned above by making a mild assumption on the input data, and also show that our assumption is necessary in a certain sense.

Our main algorithmic result is described as follows.
Theorem 19.1.1 (Informal version of Theorem 19.2.9). Suppose we are given a matrix $A=$ $A^{*}+\Delta \in \mathbb{R}^{n \times n}$, where $\operatorname{rank}\left(A^{*}\right)=k$ for $k=n^{o(1)}$, and $\Delta$ is a random matrix for which the $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O\left(\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]^{p}\right)$ for some constant $p>1$. Let $\epsilon \in(0,1 / 2)$ satisfy $1 / \epsilon=n^{o(1)}$. There is an $\widetilde{O}\left(n^{2}+n \operatorname{poly}(k / \epsilon)\right)^{1}$ time algorithm (Algorithm 19.1) which can output a subset $S \subseteq[n]$ with $|S| \leq \operatorname{poly}(k / \epsilon)+O(k \log n)$ for which

$$
\min _{X \in \mathbb{R}^{|S| \times n}}\left\|A_{S} X-A\right\|_{1} \leq(1+\epsilon)\|\Delta\|_{1},
$$

holds with probability at least 99/100.

Note the running time in Theorem 19.1.1 is nearly linear in the number of nonzero entries of $A$, since for an $n \times n$ matrix with i.i.d. noise drawn from any continuous distribution, the number of non-zero entries of $A$ will be $n^{2}$ with probability 1 . We also show the moment assumption of Theorem 19.1.1 is necessary in the following precise sense.

[^65]Theorem 19.1.2 (Hardness, informal version of Theorem 19.4.17). Let $n>0$ be sufficiently large. Let $A=\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta \in \mathbb{R}^{n \times n}$ be a random matrix where $\eta=n^{c_{0}}$ for some sufficiently large constant $c_{0}, \mathbf{1} \in \mathbb{R}^{n}$ is the all-ones vector, and $\forall i, j \in[n], \Delta_{i, j} \sim C(0,1)$ are i.i.d. standard Cauchy random variables. Let $r=n^{o(1)}$. Then with probability at least $1-O(1 / \log \log n), \forall S \subseteq[n]$ with $|S|=r$,

$$
\min _{X \in \mathbb{R}^{r} \times n}\left\|A_{S} X-A\right\|_{1} \geq 1.002\|\Delta\|_{1}
$$

### 19.1.3 Our Techniques

For an overview of our hardness result, we refer readers to the supplementary material, namely, Appendix 19.4. In the following, we will outline the main techniques used in our algorithm.
$(1+\epsilon)$-Approximate $\ell_{1}$-Low Rank Approximation. We make the following distributional assumption on the input matrix $A \in \mathbb{R}^{n \times n}$ : namely, $A=A^{*}+\Delta$ where $A^{*}$ is an arbitrary rank- $k$ matrix and the entries of $\Delta$ are i.i.d. from any symmetric distribution with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for any real number $p$ strictly greater than 1 , e.g., $p=1.000001$ would suffice. Note that such an assumption is mild compared to typical noise models which require the noise be Gaussian or have bounded variance; in our case the random variables may even be heavy-tailed with infinite variance. In this setting we show it is possible to obtain a subset of poly $\left(k\left(\epsilon^{-1}+\log n\right)\right)$ columns spanning a $(1+\epsilon)$-approximation. This provably overcomes the column subset selection lower bound of [SWZ17] which shows for entrywise $\ell_{1}$-low rank approximation that there are matrices for which any subset of poly $(k)$ columns spans at best a $k^{\Omega(1)}$-approximation.

Consider the following algorithm: sample poly $(k / \epsilon)$ columns of $A$, and try to cover as many of the remaining columns as possible. Here, by covering a column $i$, we mean that if $A_{I}$ is the subset of columns sampled, then $\min _{y}\left\|A_{I} y-A_{i}\right\|_{1} \leq(1+O(\epsilon)) n$. The reason for this notion of covering is that we are able to show in Lemma 19.2.1 that in this noise model, $\|\Delta\|_{1} \geq(1-\epsilon) n^{2}$ w.h.p., and so if we could cover every column $i$, our overall cost would be $(1+O(\epsilon)) n^{2}$, which would give a $(1+O(\epsilon))$-approximation to the overall cost.

We will not be able to cover all columns, unfortunately, with our initial sample of $\operatorname{poly}(k / \epsilon)$ columns of $A$. Instead, though, we will show that we will be able to cover all but a set $T$ of $\epsilon n /(k \log k)$ of the columns. Fortunately, we show in Lemma 19.2.4 another property of the noise matrix $\Delta$ is that all subsets $S$ of columns of size at most $n / r$, for $r \geq(1 / \gamma)^{1+1 /(p-1)}$ satisfy $\sum_{j \in S}\left\|\Delta_{j}\right\|_{1}=O\left(\gamma n^{2}\right)$. Thus, for the above set $T$ that we do not cover, we can apply this lemma to it with $\gamma=\epsilon /(k \log k)$, and then we know that $\sum_{j \in T}\left\|\Delta_{j}\right\|_{1}=O\left(\epsilon n^{2} /(k \log k)\right)$, which then enables us to run a previous $\widetilde{O}(k)$-approximate $\ell_{1}$ low rank approximation algorithm $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$ on the set $T$, which will only incur total cost $O\left(\epsilon n^{2}\right)$, and since by Lemma 19.2.1 above the overall cost is at least $(1-\epsilon) n^{2}$, we can still obtain a $(1+O(\epsilon))$-approximation overall.

The main missing piece of the algorithm to describe is why we are able to cover all but a small fraction of the columns. One thing to note is that our noise distribution may not have a finite variance, and consequently, there can be very large entries $\Delta_{i, j}$ in some columns. In Lemma 19.2.3, we show the number of columns in $\Delta$ for which there exists an entry larger than $n^{1 / 2+1 /(2 p)}$ in magnitude is $O\left(n^{(2-p) / 2}\right)$, which since $p>1$ is a constant bounded away from 1, is sublinear. Let us call this set with entries larger than $n^{1 / 2+1 /(2 p)}$ in magnitude the set $H$ of "heavy" columns; we will not make any guarantees about $H$,
rather, we will stuff it into the small set $T$ of columns above on which we will run our earlier $O(k \log k)$-approximation.

For the remaining, non-heavy columns, which constitute almost all of our columns, we show in Lemma 19.2.5 that $\left\|\Delta_{i}\right\|_{1} \leq(1+\epsilon) n$ w.h.p. The reason this is important is that recall to cover some column $i$ by a sample set $I$ of columns, we need $\min _{y}\left\|A_{I} y-A_{i}\right\|_{1} \leq(1+O(\epsilon)) n$. It turns out, as we now explain, that we will get

$$
\min _{y}\left\|A_{I} y-A_{i}\right\|_{1} \leq\left\|\Delta_{i}\right\|_{1}+e_{i}
$$

where $e_{i}$ is a quantity which we can control and make $O(\epsilon n)$ by increasing our sample size $I$. Consequently, since $\left\|\Delta_{i}\right\|_{1} \leq(1+\epsilon) n$, overall we will have $\min _{y}\left\|A_{I} y-A_{i}\right\|_{1} \leq(1+O(\epsilon)) n$, which means that $i$ will be covered. We now explain what $e_{i}$ is, and why $\min _{y}\left\|A_{I} y-A_{i}\right\|_{1} \leq$ $\left\|\Delta_{i}\right\|_{1}+e_{i}$.

Towards this end, we first explain a key insight in this model. Since the $p$-th moment exists for some real number $p>1$ (e.g., $p=1.000001$ suffices), averaging helps reduce the noise of fitting a column $A_{i}$ by subsets of other columns. Namely, we show in Lemma 19.2.2 that for any $t$ non-heavy column $\Delta_{i_{1}}, \ldots, \Delta_{i_{t}}$ of $\Delta$, and any coefficients $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t} \in$ $[-1,1],\left\|\sum_{j=1}^{t} \alpha_{j} \Delta_{i_{j}}\right\|_{1}=O\left(t^{1 / p} n\right)$, that is, since the individual coordinates of the $\Delta_{i_{j}}$ are zero-mean random variables, their sum concentrates as we add up more columns. We do not need bounded variance for this property.

How can we use this averaging property for subset selection? The idea is, instead of sampling a single subset $I$ of $O(k)$ columns and trying to cover each remaining column with this subset as shown in $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$, we will sample multiple independent subsets $I_{1}, I_{2}, \ldots, I_{t}$. By a similar argument of $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$, for any given column index $i \in[n]$, for most of these
subset $I_{j}$, we have that $A_{i}^{*} /\left\|\Delta_{i}\right\|_{1}$ can be expressed as a linear combination of columns $A_{\ell}^{*} /\left\|\Delta_{\ell}\right\|_{1}, \ell \in I_{j}$, via coefficients of absolute value at most 1 . Note that this is only true for most $i$ and most $j$; we develop terminology for this in Definitions 19.2.1, 19.2.2, 19.2.3, and 19.2.4, referring to what we call a good core. We quantify what we mean by most $i$ and most $j$ having this property in Lemma 19.2.7 and Lemma 19.2.8.

The key though, that drives the analysis, is Lemma 19.2.6, which shows that $\min _{y} \| A_{i} y-$ $A_{i}\left\|_{1} \leq\right\| \Delta_{i} \|_{1}+e_{i}$, where $e_{i}=O\left(q^{1 / p} / t^{1-1 / p} n\right)$, where $q$ is the size of each $I_{j}$, and $t$ is the number of different $I_{j}$. We need $q$ to be at least $k$, just as before, so that we can be guaranteed that when we adjoin a column index $i$ to $I_{j}$, there is some positive probability that $A_{i}^{*} /\left\|\Delta_{i}\right\|_{1}$ can be expressed as a linear combination of columns $A_{\ell}^{*} /\left\|\Delta_{\ell}\right\|_{1}, \ell \in I_{j}$, with coefficients of absolute value at most 1 . What is different in our noise model though is the division by $t^{1-1 / p}$. Since $p>1$, if we set $t$ to be a large enough $\operatorname{poly}(k / \epsilon)$, then $e_{i}=O(\epsilon n)$, and then we will have covered $A_{i}$, as desired. This captures the main property that averaging the linear combinations for expression $A_{i}^{*} /\left\|\Delta_{i}\right\|_{1}$ using different subsets $I_{j}$ gives us better and better approximations to $A_{i}^{*} /\left\|\Delta_{i}\right\|_{1}$. Of course we need to ensure several properties such as not sampling a heavy column (the averaging in Lemma 19.2.2 does not apply when this happens), we need to ensure most of the $I_{j}$ have small-coefficient linear combinations expressing $A_{i}^{*} /\left\|\Delta_{i}\right\|_{1}$, etc. This is handled in our main theorem, Theorem 19.2.9.

## $19.2 \ell_{1}$-Norm Column Subset Selection

We first present two subroutines.
Linear regression with $\ell_{1}$ loss. The first subroutine needed is an approximate $\ell_{1}$ linear regression solver. In particular, given a matrix $M \in \mathbb{R}^{n \times d}$, $n$ vectors $b_{1}, b_{2}, \cdots, b_{n} \in \mathbb{R}^{n}$, and an error parameter $\epsilon \in(0,1)$, we want to compute $x_{1}, x_{2}, \cdots, x_{n} \in \mathbb{R}^{d}$ for which $\forall i \in[n]$, we have

$$
\left\|M x_{i}-b_{i}\right\|_{1} \leq(1+\epsilon) \cdot \min _{x \in \mathbb{R}^{d}}\left\|M x-b_{i}\right\|_{1}
$$

Furthermore, we also need an estimate $v_{i}$ of the regression cost $\left\|M x_{i}-b_{i}\right\|_{1}$ for each $i \in[n]$ such that $\left\|M x_{i}-b_{i}\right\|_{1} \leq v_{i} \leq(1+\epsilon)\left\|M x_{i}-b_{i}\right\|_{1}$. Such an $\ell_{1}$-regression problem can be solved efficiently (see [Woo14b] for a survey). The total running time to solve these $n$ regression problems simultaneously is at most $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(d \log n)$, and the success probability is at least 0.999.
$\ell_{1}$ Column subset selection for general matrices. The second subroutine needed is an $\ell_{1}$-low rank approximation solver for general input matrices, though we allow a large approximation ratio. We use the algorithm proposed by [CGK+ 17 a] for this purpose. In particular, given an $n \times d(d \leq n)$ matrix $M$ and a rank parameter $k$, the algorithm can output a small set $S \subset[n]$ with size at most $O(k \log n)$, such that

$$
\min _{X \in \mathbb{R}^{|S| \times d}}\left\|M_{S} X-M\right\|_{1} \leq O(k \log k) \cdot \min _{\text {rank }-k}\|M-B\|_{1} .
$$

Furthermore, the running time is at most $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(k \log n)$, and the success probability is at least 0.999. Now we can present our algorithm, Algorithm 19.1.

```
Algorithm \(19.1 \ell_{1}\)-Low Rank Approximation with Input Assumption
    procedure L1NoisyLowRAnkApprox \(\left(A \in \mathbb{R}^{n \times n}, k, \epsilon\right) \quad \triangleright\) Theorem 19.2.9
        Sample a set \(I\) from \(\binom{[n]}{s}\) uniformly at random, where \(s=\operatorname{poly}(k / \epsilon)\).
        Solve the approximate \(\ell_{1}\)-regression problem \(\min _{x \in \mathbb{R}^{I I I}}\left\|A_{I} x-A_{i}\right\|_{1}\) for each \(i \in[n]\),
    and let \(v_{i}\) be the estimated regression cost.
        Compute the set \(T=\left\{i \in[n] \mid v_{i}\right.\) is one of the top \(l\) largest values among \(\left.v_{1}, v_{2}, \cdots, v_{n}\right\}\),
    where \(l=n / \operatorname{poly}(k / \epsilon)\).
        Solve \(\ell_{1}\)-column subset selection for \(A_{T}\). Let the solution be \(A_{Q}\).
        Solve the approximate \(\ell_{1}\)-regression problem \(\min _{X \in \mathbb{R}^{(|I|+|Q|) \times n}}\left\|A_{(I \cup S)} X-A\right\|_{1}\), and let
    \(\widehat{X}\) be the solution. Return \(A_{(I \cup S)}\) and \(\widehat{X} . \triangleright A_{(I \cup S)} \widehat{X}\) is a good low rank approximation
    to \(A\)
    end procedure
```

Running time. Uniformly sampling a set $I$ can be done in poly $(k / \epsilon)$ time. According to our $\ell_{1}$-regression subroutine, solving $\min _{x}\left\|A_{I} x-A_{i}\right\|_{1}$ for all $i \in[n]$ can be finished in $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(k \log (n) / \epsilon)$ time. We only need sorting to compute the set $T$ which takes $O(n \log n)$ time. By our second subroutine, the $\ell_{1}$-column subset selection for $A_{T}$ will take $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(k \log n)$. The last step only needs an $\ell_{1}$-regression solver, which takes $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(k \log (n) / \epsilon)$ time. Thus, the overall running time is $\widetilde{O}\left(n^{2}\right)+n \cdot \operatorname{poly}(k \log (n) / \epsilon)$.

The remaining parts in this section will focus on analyzing the correctness of the algorithm.

### 19.2.1 Properties of the Noise Matrix

Recall that the input matrix $A \in \mathbb{R}^{n \times n}$ can be decomposed as $A^{*}+\Delta$, where $A^{*}$ is the ground truth, and $\Delta$ is a random noise matrix. In particular, $A^{*}$ is an arbitrary rank- $k$ matrix, and $\Delta$ is a random matrix where each entry is an i.i.d. sample drawn from an unknown symmetric distribution. The only assumption on $\Delta$ is that each entry $\Delta_{i, j}$
satisfies $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O\left(\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]\right)$ for some constant $p>1$, i.e., the $p$-th moment of the noise distribution is bounded. Without loss of generality, we will suppose $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$, $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$, and $p \in(1,2)$ throughout the paper. In this section, we will present some key properties of the noise matrix.

The following lemma provides a lower bound on $\|\Delta\|_{1}$. Once we have the such lower bound, we can focus on finding a solution for which the approximation cost is at most that lower bound.

Lemma 19.2.1 (Lower bound on the noise matrix). Let $\Delta \in \mathbb{R}^{n \times n}$ be a random matrix where $\Delta_{i, j}$ are i.i.d. samples drawn from a symmetric distribution. Suppose $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Then, $\forall \epsilon \in(0,1)$ which satisfies $1 / \epsilon=n^{o(1)}$, we have

$$
\operatorname{Pr}\left[\|\Delta\|_{1} \geq(1-\epsilon) n^{2}\right] \geq 1-e^{-\Theta(n)}
$$

The next lemma shows the main reason why we are able to get a small fitting cost when running regression. Consider a toy example. Suppose we have a target number $a \in \mathbb{R}$, and another $t$ numbers $a+g_{1}, a+g_{2}, \cdots, a+g_{t} \in \mathbb{R}$, where $g_{i}$ are i.i.d. samples drawn from the standard Gaussian distribution $N(0,1)$. If we use $a+g_{i}$ to fit $a$, then the expected cost is $\mathbb{E}\left[\left|a+g_{i}-a\right|\right]=\mathbb{E}\left[\left|g_{i}\right|\right]=\sqrt{2 / \pi}$. However, if we use the average of $a+g_{1}, a+g_{2}, \cdots, a+g_{t}$ to fit $a$, then the expected cost is $\mathbb{E}\left[\left|\sum_{i=1}^{t} g_{i}\right| / t\right]$. Since the $g_{i}$ are independent, $\sum_{i=1}^{t} g_{i}$ is a random Gaussian variable with variance $t$, which means that the above expected cost is $\sqrt{2 / \pi} / \sqrt{t}$. Thus the fitting cost is reduced by a factor $\sqrt{t}$. By generalizing the above argument, we obtain the following lemma.

Lemma 19.2.2 (Averaging reduces the noise). Let $\Delta_{1}, \Delta_{2}, \cdots, \Delta_{t} \in \mathbb{R}^{n}$ be $t$ random vectors. The $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{t} \in[-1,1]$ be $t$ real numbers. Conditioned on $\forall i \in[n], j \in[t],\left|\Delta_{i, j}\right| \leq n^{1 / 2+1 /(2 p)}$, with probability at least $1-2^{-n^{\Theta(1)}}$,

$$
\left\|\sum_{i=1}^{t} \alpha_{i} \Delta_{i}\right\|_{1} \leq O\left(t^{1 / p} n\right)
$$

The above lemma needs a condition that each entry in the noise column should not be too large. Fortunately, we can show that most of the (noise) columns do not have any large entry.

Lemma 19.2.3 (Only a small number of columns have large entries). Let $\Delta \in \mathbb{R}^{n \times n}$ be $a$ random matrix where the $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let

$$
H=\left\{j \in[n]\left|\exists i \in[n],\left|\Delta_{i, j}\right|>n^{1 / 2+1 /(2 p)}\right\} .\right.
$$

Then with probability at least 0.999 ,

$$
|H| \leq O\left(n^{1-(p-1) / 2}\right)
$$

The following lemma shows that any small subset of the columns of the noise matrix $\Delta$ cannot contribute too much to the overall error. By combining with the previous lemma, the entrywise $\ell_{1}$ cost of all columns containing large entries can be bounded.

Lemma 19.2.4. Let $\Delta \in \mathbb{R}^{n \times n}$ be a random matrix where $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let $\epsilon \in(0,1)$
satisfy $1 / \epsilon=n^{o(1)}$. Let $r \geq(1 / \epsilon)^{1+1 /(p-1)}$. Then, with probability at least $.999, \forall S \subset[n]$ with $|S| \leq n / r$,

$$
\sum_{j \in S}\left\|\Delta_{j}\right\|_{1}=O\left(\epsilon n^{2}\right)
$$

We say a (noise) column is good if it does not have a large entry. We can show that, with high probability, the entry-wise $\ell_{1}$ cost of a good (noise) column is small.

Lemma 19.2.5 (Cost of good noise columns). Let $\Delta \in \mathbb{R}^{n}$ be a random vector where $\Delta_{i}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let $\epsilon \in(0,1)$ satisfy $1 / \epsilon=n^{o(1)}$. If $\forall i \in[n],\left|\Delta_{i}\right| \leq n^{1 / 2+1 /(2 p)}$, then with probability at least $1-2^{-n^{\Theta(1)}}$,

$$
\|\Delta\|_{1} \leq(1+\epsilon) n
$$

### 19.2.2 Definition of Tuples and Cores

In this section, we provide some basic definitions, e.g., of a tuple, a good tuple, the core of a tuple, and a coefficients tuple. These definitions will be heavily used later when we analyze the correctness of our algorithm.

Before we present the definitions, we introduce a notion $R_{A^{*}}(S)$. Given a matrix $A^{*} \in \mathbb{R}^{n_{1} \times n_{2}}$, for a set $S \subseteq\left[n_{2}\right]$, we define

$$
R_{A^{*}}(S):=\arg \max _{P: P \subseteq S}\left\{\left|\operatorname{det}\left(\left(A^{*}\right)_{P}^{Q}\right)\right|| | P\left|=|Q|=\operatorname{rank}\left(A_{S}^{*}\right), Q \subseteq\left[n_{1}\right]\right\}\right.
$$

where for a squared matrix $C$, $\operatorname{det}(C)$ denotes the determinant of $C$. Roughly speaking, by Cramer's rule, if we use the columns of $A^{*}$ with index in the set $R_{A^{*}}(S)$ to fit any column
of $A^{*}$ with index in the set $S$, the absolute value of any fitting coefficient will be at most 1 . Small fitting coefficients are good since they will not increase the noise by too much. For example, suppose $A_{i}^{*}=A_{S}^{*} x$ and $\|x\|_{\infty} \leq 1$, i.e., the $i$-th column can be fit by the columns with indices in the set $S$ and the fitting coefficients $x \in \mathbb{R}^{|S|}$ are small. If we use the noisy columns of $A_{S}^{*}+\Delta_{S}$ to fit the noisy column $A_{i}^{*}+\Delta_{i}$, then the fitting cost is at most

$$
\left\|\left(A_{S}^{*}+\Delta_{S}\right) x-\left(A_{i}^{*}+\Delta_{i}\right)\right\|_{1} \leq\left\|\Delta_{i}\right\|_{1}+\left\|\Delta_{S} x\right\|_{1} .
$$

Since $\|x\|_{\infty} \leq 1$, it is possible to give a good upper bound for $\left\|\Delta_{S} x\right\|_{1}$.

Definition 19.2.1 (Tuple). A ( $q, t, n$ )-tuple is defined to be $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$, where $\forall j \in$ $[t], S_{j} \subset[n]$ with $\left|S_{j}\right|=q$. Let $S=\bigcup_{j=1}^{t} S_{j}$. Then $|S|=q t$, i.e., $S_{1}, S_{2}, \cdots, S_{t}$ are disjoint. Furthermore, $i \in[n]$ and $i \notin S$. For simplicity, we use ( $S_{[t]}, i$ ) to denote ( $S_{1}, S_{2}, \cdots, S_{t}, i$ ).

We next provide the definition of a good tuple.

Definition 19.2.2 (Good tuple). Given a rank- $k$ matrix $A^{*} \in \mathbb{R}^{n \times n}$, an $\left(A^{*}, q, t, \alpha\right)$-good tuple is a $(q, t, n)$-tuple $\left(S_{[t]}, i\right)$ which satisfies

$$
\left|\left\{j \in[t] \mid i \notin R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right\}\right| \geq \alpha \cdot t
$$

We need the definition of the core of a tuple.

Definition 19.2.3 (Core of a tuple). The core of $\left(S_{[t]}, i\right)$ is defined to be the set

$$
\left\{j \in[t] \mid i \notin R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right\}
$$

We define a coefficients tuple as follows.

Definition 19.2.4 (Coefficients tuple). Given a rank- $k$ matrix $A^{*} \in \mathbb{R}^{n \times n}$, let $\left(S_{[t]}, i\right)$ be an ( $\left.A^{*}, q, t, \alpha\right)$-good tuple. Let $C$ be the core of $\left(S_{[t]}, i\right)$. A coefficients tuple corresponding to $\left(S_{[t]}, i\right)$ is defined to be $\left(x_{1}, x_{2}, \cdots, x_{t}\right)$ where $\forall j \in[t], x_{j} \in \mathbb{R}^{q}$. The vector $x_{j} \in \mathbb{R}^{q}$ satisfies: $x_{j}=0$ if $j \in[t] \backslash C$, while $A_{S_{j}}^{*} x_{j}=A_{i}^{*}$ and $\left\|x_{j}\right\|_{\infty} \leq 1$, if $j \in C$. To guarantee the coefficients tuple is unique, we restrict each vector $x_{j} \in \mathbb{R}^{q}$ to be one that has the minimum lexicographic order.

### 19.2.3 Properties of a Good Tuple and a Coefficients Tuple

Consider a good tuple $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$. By the definition of a good tuple, the size of the core $C$ of the tuple is large. For each $j \in C$, the coefficients $x_{j}$ of using $A_{S_{j}}^{*}$ to fit $A_{i}^{*}$ should have absolute value at most 1. Now consider the noisy setting. As discussed in the previous section, using $A_{S_{j}}$ to fit $A_{i}$ has cost at most $\left\|\Delta_{i}\right\|_{1}+\left\|\Delta_{S_{j}} x_{j}\right\|_{1}$. Although $\left\|\Delta_{S_{j}} x_{j}\right\|_{1}$ has a good upper bound, it is not small enough. To further reduce the $\ell_{1}$ fitting cost, we can now apply the averaging argument (Lemma 19.2.2) over all the fitting choices corresponding to $C$. Formally, we have the following lemma.

Lemma 19.2.6 (Good tuples imply low fitting cost). Suppose we are given a matrix $A \in$ $\mathbb{R}^{n \times n}$ which satisfies $A=A^{*}+\Delta$, where $A^{*} \in \mathbb{R}^{n \times n}$ has rank $k$. Here $\Delta \in \mathbb{R}^{n \times n}$ is a random matrix where $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let $H \subset[n]$ be defined as follows:

$$
H=\left\{j \in[n]\left|\exists i \in[n],\left|\Delta_{i, j}\right|>n^{1 / 2+1 /(2 p)}\right\} .\right.
$$

Let $q, t \leq n^{o(1)}$. Then, with probability at least $1-2^{-n^{\ominus(1)}}$, for all $\left(A^{*}, q, t, 1 / 2\right)$-good tuples
$\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$ which satisfy $H \cap\left(\bigcup_{j=1}^{t} S_{j}\right)=\emptyset$, we have

$$
\min _{y \in \mathbb{R}^{q t}}\left\|A_{\left\{\cup_{j=1}^{t} S_{j}\right\}} y-A_{i}\right\|_{1} \leq\left\|\frac{1}{|C|} \sum_{j=1}^{t} A_{S_{j}} x_{j}-A_{i}\right\|_{1} \leq\left\|\Delta_{i}\right\|_{1}+O\left(q^{1 / p} / t^{1-1 / p} n\right),
$$

where $C$ is the core of $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$, and $\left(x_{1}, x_{2}, \cdots, x_{t}\right)$ is the coefficients tuple corresponding to $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$.

We next show that if we choose columns randomly, it is easy to find a good tuple.
Lemma 19.2.7. Given a rank-k matrix $A^{*} \in \mathbb{R}^{n \times n}$, let $q>10 k, t>0$. Let $I=\left\{i_{1}, i_{2}, \cdots, i_{q t+1}\right\}$ be a subset drawn uniformly at random from $\binom{[n]}{q t+1}$. Let $\pi: I \rightarrow I$ be a random permutation of $q t+1$ elements. $\forall j \in[t]$, let

$$
S_{j}=\left\{i_{\pi((j-1) q+1)}, i_{\pi((j-1) q+2)}, \cdots, i_{\pi((j-1) q+q)}\right\} .
$$

We use $i$ to denote $i_{\pi(q t+1)}$. With probability $\geq 1-2 k / q,\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$ is an $\left(A^{*}, q, t, 1 / 2\right)$-good tuple.

Lemma 19.2.7 implies that if we randomly choose $S_{1}, S_{2}, \cdots, S_{t}$, then with high probability, there are many choices of $i \in[n]$, such that $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$ is a good tuple. Precisely, we can show the following.

Lemma 19.2.8. Given a rank-k matrix $A^{*} \in \mathbb{R}^{n \times n}$, let $q>10 k, t>0$. Let $I=\left\{i_{1}, i_{2}, \cdots, i_{q t}\right\}$ be a random subset uniformly drawn from $\binom{[n]}{q t}$. Let $\pi$ be a random permutation of $q t$ elements. $\forall j \in[t]$, we define $S_{j}$ as follows:

$$
S_{j}=\left\{i_{\pi((j-1) q+1)}, i_{\pi((j-1) q+2)}, \cdots, i_{\pi((j-1) q+q)}\right\} .
$$

Then with probability at least $2 k / q$,

$$
\mid\left\{i \in[n] \backslash I \mid\left(S_{1}, S_{2}, \cdots, S_{t}, i\right) \text { is an }\left(A^{*}, q, t, 1 / 2\right) \text {-good tuple }\right\} \mid \geq(1-4 k / q)(n-q t) .
$$

### 19.2.4 Main Result

Now we are able to put all ingredients together to prove our main theorem, Theorem 19.2.9.

Theorem 19.2.9 (Formal version of Theorem 19.1.1). Suppose we are given a matrix $A=$ $A^{*}+\Delta \in \mathbb{R}^{n \times n}$, where $\operatorname{rank}\left(A^{*}\right)=k$ for $k=n^{o(1)}$, and $\Delta$ is a random matrix for which the $\Delta_{i, j}$ are i.i.d. symmetric random variables with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for some constant $p \in(1,2)$. Let $\epsilon \in(0,1 / 2)$ satisfy $1 / \epsilon=n^{o(1)}$. There is an $\widetilde{O}\left(n^{2}+n \operatorname{poly}(k / \epsilon)\right)$ time algorithm (Algorithm 19.1) which can output a subset $S \in[n]$ with $|S| \leq \operatorname{poly}(k / \epsilon)+$ $O(k \log n)$ for which

$$
\min _{X \in \mathbb{R}^{|S| \times n}}\left\|A_{S} X-A\right\|_{1} \leq(1+\epsilon)\|\Delta\|_{1},
$$

holds with probability at least 99/100.

Proof. We discussed the running time at the beginning of Section 19.2. Next, we turn to correctness. Let

$$
q=\Omega\left(\frac{k(k \log k)^{1+\frac{1}{p-1}}}{\epsilon^{1+\frac{1}{p-1}}}\right), \quad t=\frac{q^{\frac{1}{p-1}}}{\epsilon^{1+\frac{1}{p-1}}} .
$$

Let $r=\Theta(q / k)$. Let

$$
I_{1}=\left\{i_{1}^{(1)}, i_{2}^{(1)}, \cdots, i_{q t}^{(1)}\right\}, I_{2}=\left\{i_{1}^{(2)}, i_{2}^{(2)}, \cdots, i_{q t}^{(2)}\right\}, \cdots, I_{r}=\left\{i_{1}^{(r)}, i_{2}^{(r)}, \cdots, i_{q t}^{(r)}\right\}
$$

be $r$ independent subsets drawn uniformly at random from $\binom{[n]}{q t}$. Let $I=\bigcup_{s \in[r]} I_{s}$, which is the same as that in Algorithm 19.1. Let $\pi_{1}, \pi_{2}, \cdots, \pi_{r}$ be $r$ independent random permutations
of $q t$ elements. Due to Lemma 19.2.8 and a Chernoff bound, with probability at least .999, $\exists s \in[r]$,

$$
\mid\left\{i \in[n] \backslash I_{s} \mid\left(S_{1}, S_{2}, \cdots, S_{t}, i\right) \text { is an }\left(A^{*}, q, t, 1 / 2\right)-\operatorname{good} \text { tuple }\right\} \mid \geq(1-4 k / q)(n-q t)
$$

where

$$
S_{j}=\left\{i_{\pi_{s}((j-1) q+1)}^{(s)}, i_{\pi_{s}((j-1) q+2)}^{(s)}, \cdots, i_{\pi_{s}((j-1) q+q)}^{(s)}\right\}, \forall j \in[t] .
$$

Let set $H \subset[n]$ be defined as follows:

$$
H=\left\{j \in[n]\left|\exists i \in[n],\left|\Delta_{i, j}\right|>n^{1 / 2+1 /(2 p)}\right\} .\right.
$$

Then due to Lemma 19.2.3, with probability at least $0.999,|H| \leq O\left(n^{1-(p-1) / 2}\right)$. Thus, for $j \in[r]$, the probability that $H \cap I_{j} \neq \emptyset$ is at most $O\left(q t \cdot n^{1-(p-1) / 2} /(n-q t)\right)=1 / n^{\Omega(1)}$. By taking a union bound over all $j \in[r]$, with probability at least $1-1 / n^{\Omega(1)}, \forall j \in[r], I_{j} \cap H=\emptyset$. Thus, we can condition on $I_{s} \cap H=\emptyset$. Due to Lemma 19.2 .6 and $q^{1 / p} / t^{1-1 / p}=\epsilon$,

$$
\left|\left\{i \in[n] \backslash I_{s} \mid \min _{y \in \mathbb{R}^{q t}}\left\|A_{I_{s}} y-A_{i}\right\|_{1} \leq\left\|\Delta_{i}\right\|_{1}+O(\epsilon n)\right\}\right| \geq(1-4 k / q)(n-q t) .
$$

Due to Lemma 19.2.5 and a union bound over all $i \in[n] \backslash H$, with probability at least .999, $\forall i \notin H,\left\|\Delta_{i}\right\| \leq(1+\epsilon) n$. Thus,

$$
\left|\left\{i \in[n] \backslash I_{s} \mid \min _{y \in \mathbb{R}^{q t}}\left\|A_{I_{s}} y-A_{i}\right\|_{1} \leq(1+O(\epsilon)) n\right\}\right| \geq(1-4 k / q)(n-q t)-|H| .
$$

Let

$$
T^{\prime}=[n] \backslash\left\{i \in[n] \mid \min _{y \in \mathbb{R}^{q t}}\left\|A_{I_{s}} y-A_{i}\right\|_{1} \leq(1+O(\epsilon)) n\right\}
$$

Then $\left|T^{\prime}\right| \leq O\left(k n / q+n^{1-(p-1) / 2}\right)=O(k n / q)=O\left((\epsilon /(k \log k))^{1+1 /(p-1)} n\right)$. By our selection of $T$ in algorithm 19.1, $T^{\prime}$ should be a subset of $T$. Due to Lemma 19.2.4, with probability at least .999, $\left\|\Delta_{T}\right\|_{1} \leq O\left(\epsilon n^{2} /(k \log k)\right)$. By our second subroutine mentioned at the beginning of Section 19.2 it can find a set $Q \subset[n]$ with $|Q|=O(k \log n)$ such that

$$
\min _{X \in \mathbb{R}^{|Q| \times|T|} \mid}\left\|A_{Q} X-A_{T}\right\|_{1} \leq O(k \log k)\left\|\Delta_{T}\right\|_{1} \leq O\left(\epsilon n^{2}\right) .
$$

Thus, we have

$$
\begin{aligned}
\min _{X \in \mathbb{R}(|Q|+q \cdot t \cdot r) \times n}\left\|A_{(Q \cup I)} X-A\right\|_{1} & \leq \min _{X_{1} \in \mathbb{R}^{(q \cdot t \cdot r) \times n}}\left\|A_{I} X_{1}-A_{[n] \backslash T}\right\|_{1}+\min _{X_{2} \in \mathbb{R}|Q| \times n}\left\|A_{Q} X_{2}-A_{T}\right\|_{1} \\
& \leq(1+O(\epsilon)) n^{2} .
\end{aligned}
$$

Due to Lemma 19.2.1, with probability at least .999, $\|\Delta\|_{1} \geq(1-\epsilon) n^{2}$, and thus

$$
\min _{X \in \mathbb{R}(|Q|+q \cdot t \cdot r) \times n}\left\|A_{(Q \cup I)} X-A\right\|_{1} \leq(1+O(\epsilon))\|\Delta\|_{1} .
$$

### 19.3 Missing Proofs in Section 19.2

### 19.3.1 Proof of Lemma 19.2.1

Proof. Let $Z \in \mathbb{R}^{n \times n}$ be a random matrix. For each $i, j \in[n]$, define random variable $Z_{i, j}$ as

$$
Z_{i, j}= \begin{cases}\left|\Delta_{i, j}\right|, & \text { if }\left|\Delta_{i, j}\right| \leq n ; \\ n, & \text { otherwise } .\end{cases}
$$

For $i, j \in[n]$, by Markov's inequality, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq n\right]=\operatorname{Pr}\left[\left|\Delta_{i, j}\right|^{p} \geq n^{p}\right] \leq \mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right] / n^{p}=O\left(1 / n^{p}\right) . \tag{19.1}
\end{equation*}
$$

Notice that

$$
\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=\int_{0}^{n} x^{p} f(x) \mathrm{d} x+\int_{n}^{\infty} x^{p} f(x) \mathrm{d} x=O(1)
$$

where $f(x)$ is the probability density function of $\left|\Delta_{i, j}\right|$. Thus we have

$$
\int_{n}^{\infty} x f(x) \mathrm{d} x \leq \int_{n}^{\infty} x^{p} / n^{p-1} \cdot f(x) \mathrm{d} x=O\left(1 / n^{p-1}\right) .
$$

Because $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$, we have

$$
\begin{equation*}
\int_{0}^{\infty} x f(x) \mathrm{d} x=\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]-\int_{n}^{\infty} x f(x) \mathrm{d} x \geq 1-O\left(1 / n^{p-1}\right) \tag{19.2}
\end{equation*}
$$

By Equation (19.2), we have

$$
\mathbb{E}\left[Z_{i, j}\right]=\int_{0}^{n} x f(x) d x+n \cdot \operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq n\right] \geq \int_{0}^{n} x f(x) d x \geq 1-O\left(1 / n^{p-1}\right)
$$

By Equation (19.1) and $E\left[\left|\Delta_{i, j}\right|^{p}\right] \leq O(1)$, we have

$$
\mathbb{E}\left[Z_{i, j}^{2}\right]=\int_{0}^{n} x^{2} f(x) \mathrm{d} x+n^{2} \operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq n\right] \leq O\left(n^{2-p}\right)+O\left(n^{2-p}\right)=O\left(n^{2-p}\right)
$$

By the inequality of [Mau03],

$$
\begin{aligned}
\operatorname{Pr}\left[\mathbb{E}\left[\|Z\|_{1}\right]-\|Z\|_{1} \geq \epsilon \mathbb{E}\left[\|Z\|_{1}\right] / 2\right] & \leq \exp \left(\frac{-\epsilon^{2} \mathbb{E}\left[\|Z\|_{1}\right]^{2} / 4}{2 \sum_{i, j} \mathbb{E}\left[Z_{i, j}^{2}\right]}\right) \\
& \leq \exp \left(\frac{-\epsilon^{2}\left(n^{2}-O\left(n^{3-p}\right)\right)^{2} / 4}{2 n^{2} \cdot O\left(n^{2-p}\right)}\right) \\
& \leq e^{-\Theta(n)}
\end{aligned}
$$

Thus with probability at least $1-e^{-\Theta(n)},\|Z\|_{1} \geq(1-\epsilon / 2) \mathbb{E}\left[\|Z\|_{1}\right] \geq(1-\epsilon) n^{2}$ where the last inequality follows by $\mathbb{E}\left[\|Z\|_{1} \geq n^{2}-O\left(n^{3-p}\right)\right]$ and $1 / \epsilon=n^{o(1)}$. Since $\|\Delta\|_{1} \geq\|Z\|_{1}$, we complete the proof.

### 19.3.2 Proof of Lemma 19.2.2

Proof. Let $Z \in \mathbb{R}^{n \times t}$ be a random matrix where $Z_{i, j}$ are i.i.d. random variables with probability density function:

$$
g(x)= \begin{cases}f(x) / \operatorname{Pr}\left[\left|\Delta_{1,1}\right| \leq n^{1 / 2+1 /(2 p)}\right], & \text { if }|x| \leq n^{1 / 2+1 /(2 p)} ; \\ 0, & \text { otherwise }\end{cases}
$$

where $f(x)$ is the probability density function of $\Delta_{1,1}$. (Note that in the above equation, $\operatorname{Pr}\left[\left|\Delta_{1,1}\right| \leq n^{1 / 2+1 /(2 p)}\right]>0$.) Now, we have $\forall a \geq 0$,

$$
\operatorname{Pr}\left[\left\|\sum_{j=1}^{t} \alpha_{j} \Delta_{j}\right\|_{1} \leq a\left|\forall i \in[n], j \in[t],\left|\Delta_{i, j}\right| \leq n^{1 / 2+1 /(2 p)}\right]=\operatorname{Pr}\left[\left\|\sum_{j=1}^{t} \alpha_{j} Z_{j}\right\|_{1} \leq a\right] .\right.
$$

Now we look at the $i$-th row of $\sum_{j=1}^{t} \alpha_{j} Z_{j}$. We have

$$
\begin{align*}
\mathbb{E}\left[\left|\sum_{j=1}^{t} \alpha_{j} Z_{i, j}\right|\right] & =\left(\mathbb{E}\left[\left|\sum_{j=1}^{t} \alpha_{j} Z_{i, j}\right|\right]^{p}\right)^{1 / p} \\
& \leq \mathbb{E}\left[\left|\sum_{j=1}^{t} \alpha_{j} Z_{i, j}\right|^{p}\right]^{1 / p} \\
& \leq \mathbb{E}\left[\left(\left(\sum_{j=1}^{t} \alpha_{j}^{2} Z_{i, j}^{2}\right)^{1 / 2}\right)^{p}\right]^{1 / p} \\
& \leq \mathbb{E}\left[\sum_{j=1}^{t}\left|\alpha_{j} Z_{i, j}\right|^{p}\right]^{1 / p} \\
& \leq\left(\sum_{j=1}^{t} \mathbb{E}\left[\left|\alpha_{j} Z_{i, j}\right|^{p}\right]\right)^{1 / p} \\
& \leq\left(\sum_{j=1}^{t} \mathbb{E}\left[\left|Z_{i, j}\right|^{p}\right]\right)^{1 / p} \\
& \leq O\left(t^{1 / p}\right) \tag{19.3}
\end{align*}
$$

where the first inequality follows by Jensen's inequality, the second inequality follows by Remark 3 of [Lat97], the third inequality follows by $\|x\|_{2} \leq\|x\|_{p}$ for $p<2$, the fourth inequality follows by $\left|\alpha_{j}\right| \leq 1$, the fifth inequality follows by $\mathbb{E}\left[\left|Z_{i, j}\right|^{p}\right]=\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}| | \Delta_{1,1} \mid \leq\right.$
$\left.n^{1 / 2+1 /(2 p)}\right] \leq \mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$. For the second moment, we have

$$
\begin{align*}
\mathbb{E}\left[\left|\sum_{j=1}^{t} \alpha_{j} Z_{i, j}\right|^{2}\right] & =\sum_{j=1}^{t} \mathbb{E}\left[\alpha_{j}^{2} Z_{i, j}^{2}\right]+\sum_{j \neq k} \mathbb{E}\left[\alpha_{j} \alpha_{k} Z_{i, j} Z_{i, k}\right] \\
& =\sum_{j=1}^{t} \alpha_{j}^{2} \mathbb{E}\left[Z_{i, j}^{2}\right]+\sum_{j \neq k} \alpha_{j} \alpha_{k} \mathbb{E}\left[Z_{i, j}\right] \mathbb{E}\left[Z_{i, k}\right] \\
& \leq \sum_{j=1}^{t} \mathbb{E}\left[Z_{i, j}^{2}\right] \\
& =t \cdot 2 \int_{0}^{n^{1 / 2+1 /(2 p)}} x^{2} f(x) / \operatorname{Pr}\left[\left|\Delta_{i, j}\right| \leq n^{1 / 2+1 /(2 p)}\right] \mathrm{d} x \\
& \leq 2 t / \operatorname{Pr}\left[\left|\Delta_{i, j}\right| \leq n^{1 / 2+1 /(2 p)}\right] \cdot\left(n^{1 / 2+1 /(2 p)}\right)^{2-p} \int_{0}^{n^{1 / 2+1 /(2 p)}} x^{p} f(x) \mathrm{d} x \\
& \leq O\left(\operatorname{tn}^{2-p}\right) \tag{19.4}
\end{align*}
$$

where the second inequality follows by independence of $Z_{i, j}$ and $Z_{i, k}$. The first inequality follows by $\left|\alpha_{j}\right| \leq 1$ and $\mathbb{E}\left[Z_{i, j}\right]=\mathbb{E}\left[Z_{i, k}\right]=0$. The third equality follows by the probability density function of $Z_{i, j}$. The second inequality follows by $x^{2-p} \leq\left(n^{1 / 2+1 /(2 p)}\right)^{2-p}$ when $0 \leq$ $x \leq n^{1 / 2+1 /(2 p)}$. The last inequality follows by $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1), p>1$ and $\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \leq\right.$ $\left.n^{1 / 2+1 /(2 p)}\right] \geq 1-\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right] /\left(n^{1 / 2+1 /(2 p)}\right)^{p}=1-O\left(1 / n^{p / 2+1 / 2}\right) \geq 1 / 2$.

For $i \in[n]$, define $X_{i}=\left|\sum_{j=1}^{t} \alpha_{j} Z_{i, j}\right|$. Then, by Bernstein's inequality

$$
\begin{aligned}
& \operatorname{Pr}\left[\left\|\sum_{j=1}^{t} \alpha_{j} Z_{j}\right\|_{1}-\mathbb{E}\left[\left\|\sum_{j=1}^{t} \alpha_{j} Z_{j}\right\|_{1}\right] \geq 0.5 t^{1 / p} n\right] \\
= & \operatorname{Pr}\left[\sum_{i=1}^{n} X_{i}-\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right] \geq 0.5 t^{1 / p} n\right] \\
\leq & \exp \left(-\frac{0.5 \cdot 0.5^{2} t^{2 / p} n^{2}}{\sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{2}\right]+\frac{1}{3} n^{1 / 2+1 /(2 p)} \cdot 0.5 t^{1 / p} n}\right) \\
\leq & e^{-n^{\ominus(1)}} .
\end{aligned}
$$

The last inequality follows by Equation (19.4). According to Equation (19.3), with probability at least $1-e^{-n^{\ominus(1)}}$,

$$
\left\|\sum_{j=1}^{t} \alpha_{j} Z_{j}\right\|_{1} \leq \mathbb{E}\left[\left\|\sum_{j=1}^{t} \alpha_{j} Z_{j}\right\|_{1}\right]+0.5 t^{1 / p} n \leq O\left(t^{1 / p} n\right)
$$

### 19.3.3 Proof of Lemma 19.2.3

Proof. For $i, j \in[n]$, we have

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\Delta_{i, j}\right|>n^{1 / 2+1 /(2 p)}\right] & =\operatorname{Pr}\left[\left|\Delta_{i, j}\right|^{p}>n^{p / 2+1 / 2}\right] \\
& \leq \mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right] / n^{p / 2+1 / 2} \\
& \leq O\left(1 / n^{p / 2+1 / 2}\right)
\end{aligned}
$$

For column $j$, by taking a union bound,

$$
\operatorname{Pr}[j \in H]=\operatorname{Pr}\left[\exists i \in[n],\left|\Delta_{i, j}\right|>n^{1 / 2+1 /(2 p)}\right] \leq O\left(1 / n^{p / 2-1 / 2}\right)
$$

Thus, $\mathbb{E}[|H|] \leq O\left(n^{1-(p-1) / 2}\right)$. By applying Markov's inequality, we complete the proof.

### 19.3.4 Proof of Lemma 19.2.4

Proof. For $l \in \mathbb{N}_{\geq 0}$, define $G_{l}=\left\{j \mid\left\|\Delta_{j}\right\|_{1} \in\left(n \cdot 2^{l}, n \cdot 2^{l+1}\right]\right\}$. We have

$$
\begin{aligned}
\mathbb{E}\left[\left|G_{l}\right|\right] & \leq \sum_{j=1}^{n} \operatorname{Pr}\left[\left\|\Delta_{j}\right\|_{1} \geq n \cdot 2^{l}\right] \\
& =n \operatorname{Pr}\left[\left\|\Delta_{1}\right\|_{1} \geq n \cdot 2^{l}\right] \\
& \leq n \operatorname{Pr}\left[n^{1-1 / p}\left\|\Delta_{1}\right\|_{p} \geq n \cdot 2^{l}\right] \\
& =n \operatorname{Pr}\left[n^{p-1}\left\|\Delta_{1}\right\|_{p}^{p} \geq n^{p} \cdot 2^{l p}\right] \\
& \leq n \mathbb{E}\left[n^{p-1}\left\|\Delta_{1}\right\|_{p}^{p}\right] /\left(n^{p} \cdot 2^{l p}\right) \\
& \leq O\left(n / 2^{l p}\right) .
\end{aligned}
$$

The first inequality follows by the definition of $G_{l}$. The second inequality follows since $\forall x \in \mathbb{R}^{n},\|x\|_{1} \leq n^{1-1 / p}\|x\|_{p}$. The third inequality follows by Markov's inequality. The last inequality follows since $\forall i, j \in[n], \mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$.

Let $l^{*} \in \mathbb{N}_{\geq 0}$ satisfy $2^{l^{*}}<\epsilon r$ and $2^{l^{*}+1} \geq \epsilon r$. We have

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j:\left\|\Delta_{j}\right\|_{1} \geq n 2^{l^{*}}}\left\|\Delta_{j}\right\|_{1}\right] & \leq \mathbb{E}\left[\sum_{l=l^{*}}^{\infty}\left|G_{l}\right| \cdot n 2^{l+1}\right] \\
& =\sum_{l=l^{*}}^{\infty} \mathbb{E}\left[\left|G_{l}\right|\right] \cdot n 2^{l+1} \\
& \leq \sum_{l=l^{*}}^{\infty} O\left(n / 2^{l p}\right) \cdot n 2^{l+1} \\
& =\sum_{l=l^{*}}^{\infty} O\left(n^{2} / 2^{l(p-1)}\right) \\
& =O\left(n^{2} / 2^{l^{*}(p-1)}\right) \\
& =O\left(n^{2} /(\epsilon r)^{p-1}\right) \\
& =O\left(\epsilon n^{2}\right)
\end{aligned}
$$

By Markov's inequality, with probability at least .999, $\sum_{j:\left\|\Delta_{j}\right\|_{1} \geq n 2^{2^{*}}}\left\|\Delta_{j}\right\|_{1} \leq O\left(\epsilon n^{2}\right)$. Conditioned on $\sum_{j:\left\|\Delta_{j}\right\|_{1} \geq n 2^{*}}\left\|\Delta_{j}\right\|_{1} \leq O\left(\epsilon n^{2}\right)$, for any $S \subset[n]$ with $|S| \leq n / r$, we have

$$
\sum_{j \in S}\left\|\Delta_{j}\right\|_{1} \leq|S| \cdot n 2^{l^{*}}+\sum_{j:\left\|\Delta_{j}\right\|_{1} \geq n 2^{* *}}\left\|\Delta_{j}\right\|_{1} \leq \epsilon n^{2}+O\left(\epsilon n^{2}\right)=O\left(\epsilon n^{2}\right)
$$

The second inequality follows because $|S| \leq n / r, 2^{l^{*}} \leq \epsilon r$ and $\sum_{j:\left\|\Delta_{j}\right\|_{1} \geq n 2^{2^{*}}}\left\|\Delta_{j}\right\|_{1} \leq O\left(\epsilon n^{2}\right)$.

### 19.3.5 Proof of Lemma 19.2.5

Proof. Let $M=n^{1 / 2+1 /(2 p)}$. Let $Z \in \mathbb{R}^{n}$ be a random vector where $Z_{i}$ are i.i.d. random variables with probability density function

$$
g(x)= \begin{cases}f(x) / \operatorname{Pr}\left[\left|\Delta_{1}\right| \leq M\right] & \text { if } 0 \leq x \leq M \\ 0 & \text { otherwise }\end{cases}
$$

where $f(x)$ is the probability density function of $\left|\Delta_{1}\right|$. Then $\forall a>0$

$$
\operatorname{Pr}\left[\|\Delta\|_{1} \leq a\left|\forall i \in[n],\left|\Delta_{i}\right| \leq M\right]=\operatorname{Pr}\left[\|Z\|_{1} \leq a\right] .\right.
$$

For $i \in[n]$, because $\mathbb{E}\left[\left|\Delta_{i}\right|\right]=1$, it holds that $\mathbb{E}\left[Z_{i}\right] \leq 1$. We have $\mathbb{E}\left[\sum_{i=1}^{n} Z_{i}\right] \leq n$. For the second moment, we have

$$
\begin{aligned}
\mathbb{E}\left[Z_{i}^{2}\right] & =\int_{0}^{M} x^{2} f(x) / \operatorname{Pr}\left[\left|\Delta_{1}\right| \leq M\right] \mathrm{d} x \\
& \leq M^{2-p} / \operatorname{Pr}\left[\left|\Delta_{1}\right| \leq M\right] \int_{0}^{M} x^{p} f(x) \mathrm{d} x \\
& \leq O\left(M^{2-p}\right) \\
& \leq O\left(n^{2-p}\right)
\end{aligned}
$$

where the second inequality follows by $\mathbb{E}\left[\left|\Delta_{1}\right|^{p}\right]=O(1)$, and

$$
\operatorname{Pr}\left[\left|\Delta_{1}\right| \leq M\right] \geq 1-\mathbb{E}\left[\left|\Delta_{1}\right|^{p}\right] / M^{p} \geq 1 / 2
$$

Then by Bernstein's inequality, we have

$$
\begin{aligned}
& \operatorname{Pr}\left[\sum_{i=1}^{n} Z_{i}-E\left[\sum_{i=1}^{n} Z_{i}\right] \geq \epsilon n\right] \\
\leq & \exp \left(\frac{-0.5 \epsilon^{2} n^{2}}{\sum_{i=1}^{n} \mathbb{E}\left[Z_{i}^{2}\right]+\frac{1}{3} M \cdot \epsilon n}\right) \\
\leq & e^{-n^{\ominus(1)}}
\end{aligned}
$$

Thus,

$$
\operatorname{Pr}\left[\|\Delta\|_{1} \leq(1+\epsilon) n\left|\forall i \in[n],\left|\Delta_{i}\right| \leq M\right]=\operatorname{Pr}\left[\|Z\|_{1} \leq(1+\epsilon) n\right] \geq 1-e^{-n^{\ominus(1)}}\right.
$$

### 19.3.6 Proof of Lemma 19.2.6

Proof. Recall that $\left(S_{1}, S_{2}, \cdots, S_{t}, i\right)$ is equivalent to $\left(S_{[t]}, i\right)$. Let $\left(S_{[t]}, i\right)$ be an $\left(A^{*}, q, t, 1 / 2\right)$ good tuple which satisfies $H \cap\left(\bigcup_{j=1}^{t} S_{j}\right)=\emptyset$. Let $C$ be the core of $\left(S_{[t]}, i\right)$. Let $\left(x_{1}, x_{2}, \cdots, x_{t}\right)$ be the coefficients tuple corresponding to $\left(S_{[t]}, i\right)$. Then we have that

$$
\begin{aligned}
& \left\|\frac{1}{|C|} \sum_{j=1}^{t} A_{S_{j}} x_{j}-A_{i}\right\|_{1} \\
= & \left\|\frac{1}{|C|} \sum_{j=1}^{t}\left(A_{S_{j}}^{*}+\Delta_{S_{j}}\right) x_{j}-\left(A_{i}^{*}+\Delta_{i}\right)\right\|_{1} \\
\leq & \left\|\frac{1}{|C|} \sum_{j=1}^{t} A_{S_{j}}^{*} x_{j}-A_{i}^{*}\right\|_{1}+\left\|\Delta_{i}\right\|_{1}+\frac{1}{|C|}\left\|\sum_{j=1}^{t} \Delta_{S_{j}} x_{j}\right\|_{1} \\
= & \left\|\Delta_{i}\right\|_{1}+\frac{1}{|C|}\left\|\sum_{j=1}^{t} \Delta_{S_{j}} x_{j}\right\|_{1} \\
\leq & \left\|\Delta_{i}\right\|_{1}+\frac{2}{t}\left\|\sum_{j=1}^{t} \Delta_{S_{j}} x_{j}\right\|_{1} \\
\leq & \left\|\Delta_{i}\right\|_{1}+O\left(\frac{1}{t} \cdot(q t)^{1 / p} n\right) \\
= & \left\|\Delta_{i}\right\|_{1}+O\left(q^{1 / p} / t^{1-1 / p} n\right)
\end{aligned}
$$

holds with probability at least $1-2^{-n^{\ominus(1)}}$. The first equality follows using $A=A^{*}+\Delta$. The first inequality follows using the triangle inequality. The second equality follows using the definition of the core and the coefficients tuple (see Definition 19.2.2 and Definition 19.2.4). The second inequality follows using Definition 19.2.2. The third inequality follows by Lemma 19.2.2 and the condition that $H \cap\left(\bigcup_{j=1}^{t} S_{j}\right)=\emptyset$.

Since the size of $\left|\{i\} \cup\left(\bigcup_{j=1}^{t} S_{j}\right)\right|=q t+1$, the total number of $\left(A^{*}, q, t, 1 / 2\right)$-good tuples is upper bounded by $n^{q t+1} \leq 2^{n^{o(1)}}$. By taking a union bound, we complete the
proof.

### 19.3.7 Proof of Lemma 19.2.7

Proof. For $j \in[t]$, by symmetry of the choices of $S_{j}$ and $i$, we have $\operatorname{Pr}\left[i \in R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right] \leq$ $k /(q+1)$. Thus, by Markov's inequality,

$$
\begin{aligned}
& \operatorname{Pr}\left[\left|\left\{j \in[t] \mid i \in R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right\}\right|>0.5 t\right] \\
\leq & \mathbb{E}\left[\left|\left\{j \in[t] \mid i \in R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right\}\right|\right] /(0.5 t) \\
\leq & 2 k / q .
\end{aligned}
$$

Thus,

$$
\operatorname{Pr}\left[\left|\left\{j \in[t] \mid i \notin R_{A^{*}}\left(S_{j} \cup\{i\}\right)\right\}\right| \geq 0.5 t\right] \geq 1-2 k / q .
$$

### 19.3.8 Proof of Lemma 19.2.8

Proof. For $S_{1}, S_{2}, \cdots, S_{t} \in\binom{[n]}{q}$ with $\sum_{j=1}^{t}\left|S_{j}\right|=q t$, define

$$
P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)}=\operatorname{Pr}_{i \in[n] \backslash\left(\cup_{j=1}^{t} S_{j}\right)}\left[\left(S_{1}, S_{2}, \cdots, S_{t}, i\right) \text { is an }\left(A^{*}, q, t, 1 / 2\right)-\text { good tuple }\right] .
$$

Let set $T$ be defined as follows:

$$
\left\{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \mid S_{1}, S_{2}, \cdots, S_{t} \in\binom{[n]}{q} \text { with } \sum_{j=1}^{t}\left|S_{j}\right|=q t\right\} \text {. }
$$

Let $G$ be the set of all the $\left(A^{*}, q, t, 1 / 2\right)$-good tuples. Then, we have

$$
\begin{array}{rl} 
& \operatorname{Pr}_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \sim T}\left[\left|\left\{i \in[n] \backslash\left(\cup_{j=1}^{t} S_{j}\right) \mid\left(S_{1}, S_{2}, \cdots, S_{t}, i\right) \in G\right\}\right| \geq(1-4 k / q)(n-q t)\right] \\
= & \left.\left.\frac{1}{|T|} \right\rvert\,\left\{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \mid\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T \text { and } P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)} \geq 1-4 k / q\right\} \right\rvert\, \\
= & \frac{1}{|T|} \sum_{\substack{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T \\
P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \geq 1-4 k / q}}} 1 \\
\geq & \frac{1}{|T|} \sum_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T} \sum_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)} \\
\quad P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \geq 1-4 k / q} & 1-2 k / q-\frac{1}{|T|} \sum_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T} P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)} \\
\geq & 1-2 k / q-(1-4 k / q) \\
\geq & 2 k / q .
\end{array}
$$

The second inequality follows from Lemma 19.2.7

$$
\frac{1}{|T|} \sum_{\substack{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T \\ P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)<1-4 k / q}}} P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)}+\frac{1}{|T|} \sum_{\substack{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \in T \\ P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right) \geq 1-4 k / q}}} P_{\left(S_{1}, S_{2}, \cdots, S_{t}\right)} \geq 1-2 k / q .
$$

### 19.4 Hardness Result

An overview of the hardness result. Recall that we overcame the column subset selection lower bound of [SWZ17], which shows for entrywise $\ell_{1}$-low rank approximation that there are matrices for which any subset of poly $(k)$ columns spans at best a $k^{\Omega(1)}$-approximation. Indeed, we came up with a column subset of size poly $\left(k\left(\epsilon^{-1}+\log n\right)\right)$ spanning a $(1+\epsilon)$ approximation. To do this, we assumed $A=A^{*}+\Delta$, where $A^{*}$ is an arbitrary rank- $k$ matrix, and the entries are i.i.d. from a distribution with $\mathbb{E}\left[\left|\Delta_{i, j}\right|\right]=1$ and $\mathbb{E}\left[\left|\Delta_{i, j}\right|^{p}\right]=O(1)$ for any real number $p$ strictly greater than 1 .

Here we show an assumption on the moments is necessary, by showing if instead $\Delta$ were drawn from a matrix of i.i.d. Cauchy random variables, for which the $p$-th moment is undefined or infinite for all $p \geq 1$, then for any subset of $n^{o(1)}$ columns, it spans at best a 1.002 approximation. The input matrix $A=n^{C} 1 \cdot 1^{\top}+\Delta$, where $C>0$ is a constant and we show that $n^{\Omega(1)}$ columns need to be chosen to obtain a 1.001-approximation, even for $k=1$. Note that this result is stronger than that in [SWZ17] in that it rules out column subset selection even if one were to choose $n^{o(1)}$ columns; the result in [SWZ17] requires at most $\operatorname{poly}(k)$ columns, which for $k=1$, would just rule out $O(1)$ columns. Our main goal here is to show that a moment assumption on our distribution is necessary, and our result also applies to a symmetric noise distribution which is i.i.d. on all entries, whereas the result of [SWZ17] requires a specific deterministic pattern (namely, the identity matrix) on certain entries.

Our main theorem is given in Theorem 19.4.17. The outline of the proof is as follows. We first condition on the event that $\|\Delta\|_{1} \leq \frac{4.0002}{\pi} n^{2} \ln n$, which is shown in Lemma 19.4.2 and follows form standard analysis of sums of absolute values of Cauchy random variables.

Thus, it is sufficient to show if we choose any subset $S$ of $r=n^{o(1)}$ columns, denoted by the submatrix $A_{S}$, then $\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq \frac{4.01}{\pi} \cdot n^{2} \ln n$, as indeed then $\min _{X \in \mathbb{R}^{r \times n}} \| A_{S} X-$ $A\left\|_{1} \geq 1.002\right\| \Delta \|_{1}$ and we rule out a $(1+\epsilon)$-approximation for $\epsilon$ a sufficiently small constant. To this end, we instead show for a fixed $S$, that $\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq \frac{4.01}{\pi} \cdot n^{2} \ln n$ with probability $1-2^{-n^{\ominus(1)}}$, and then apply a union bound over all $S$. To prove this for a single subset $S$, we argue that for every "coefficient matrix" $X$, that $\left\|A_{S} X-A\right\|_{1} \geq \frac{4.01}{\pi} \cdot n^{2} \ln n$.

We show in Lemma 19.4.5, that with probability $1-(1 / n)^{\Theta(n)}$ over $\Delta$, simultaneously for all $X$, if $X$ has a column $X_{j}$ with $\left\|X_{j}\right\|_{1} \geq n^{c}$ for a constant $c>0$, then $\left\|A_{S} X_{j}-A_{j}\right\|_{1} \geq$ $.9 n^{3}$, which is already too large to provide an $O(1)$-approximation. Note that we need such a high probability bound to later union bound over all $S$. Lemma 19.4.5 is in turn shown via a net argument on all $X_{j}$ (it suffices to prove this for a single $j \in[n]$, since there are only $n$ different $j$, so we can union bound over all $j$ ). The net bounds are given in Definition 19.4.1 and Definition 19.4.4, and the high probability bound for a given coefficient vector $X_{j}$ is shown in Lemma 19.4.3, where we use properties of the Cauchy distribution. Thus, we can assume $\left\|X_{j}\right\|_{1}<n^{c}$ for all $j \in[n]$. We also show in Fact 19.4.1, conditioned on the fact that $\|\Delta\|_{1} \leq \frac{4.002}{\pi} n^{2} \ln n$, it holds that for any vector $X_{j}$, if $\left\|X_{j}\right\|_{1}<n^{c}$ and $\left|1-1^{\top} X_{j}\right|>1-10^{-20}$, then $\left\|A_{S} X-A\right\|_{1} \geq\left\|A_{S} X_{j}-A_{j}\right\|_{1}>n^{3}$. The intuition here is $A=n^{c_{0}} \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta$ for a large constant $c_{0}$, and $X_{j}$ does not have enough norm $\left(\left\|X_{j}\right\|_{1} \leq n^{c}\right)$ or correlation with the vector $\mathbf{1}\left(\left|1-\mathbf{1}^{\top} X_{j}\right|>1-10^{-20}\right)$ to make $\left\|A_{S} X_{j}-A_{j}\right\|_{1}$ small.

Given the above, we can assume both that $\left\|X_{j}\right\|_{1} \leq n^{c}$ and $\left|1-\mathbf{1}^{\top} X_{j}\right| \leq 1-10^{-20}$ for all columns $j$ of our coefficient matrix $X$. We can also assume that $\left\|A_{S} X-A\right\|_{1} \leq 4 n^{2} \ln n$, as otherwise such an $X$ already satisfies $\left\|A_{S} X-A\right\|_{1} \geq \frac{4.01}{\pi} \cdot n^{2} \ln n$ and we are done. To analyze $\left\|A_{S} X-A\right\|_{1}=\sum_{i, j}\left|\left(A_{S} X-A_{[n] \backslash S}\right)_{i, j}\right|$ in Theorem 19.4.17, we then split the sum over
"large coordinates" $(i, j)$ for which $\left|\Delta_{i, j}\right|>n^{1.0002}$, and "small coordinates" $(i, j)$ for which $\left|\Delta_{i, j}\right|<n^{.9999}$, and since we seek to lower bound $\left\|A_{S} X-A_{[n] \backslash S}\right\|_{1}$, we drop the remaining coordinates $(i, j)$. To handle large coordinates, we observe that since the column span of $A_{S}$ is only $r=n^{o(1)}$-dimensional, as one ranges over all vectors $y$ in its span of 1-norm, say, $O\left(n^{2} \ln n\right)$, there is only a small subset $T$, of size at most $n^{.99999}$ of coordinates $i \in[n]$ for which we could ever have $\left|y_{i}\right| \geq n^{1.0001}$. We show this in Lemma 19.4.7. This uses the property of vectors in low-dimensional subspaces, and has been exploited in earlier works in the context of designing so-called subspace embeddings [CW13, MM13]. We call $T$ the "bad region" for $A_{S}$. While the column span of $A_{S}$ depends on $\Delta_{S}$, it is independent of $\Delta_{[n] \backslash S}$, and thus it is extremely unlikely that the large coordinate of $\Delta_{S}$ "match up" with the bad region of $A_{S}$. This is captured in Lemma 19.4.10, where we show that if $\left\|A_{S} X-A_{[n] \backslash S}\right\|_{1} \leq 4 n^{2} \ln n$ (as we said we could assume above), then $\sum_{\text {large coordinates } i, j}\left|\left(A_{S} X-A_{[n \backslash \backslash S}\right)_{i, j}\right|$ is at least $\frac{1.996}{\pi} n^{2} \ln n$. Intuitively, the heavy coordinates make up about $\frac{2}{\pi} n^{2} \ln n$ of the total mass of $\|\Delta\|_{1}$, by tail bounds of the Cauchy distribution, and for any set $S$ of size $n^{o(1)}, A_{S}$ fits at most a small portion of this, still leaving us left with $\frac{1.996}{\pi} n^{2} \ln n$ in cost. Our goal is to show that $\left\|A_{S} X-A_{[n] \backslash S}\right\|_{1} \geq \frac{4.01}{\pi} \cdot n^{2} \ln n$, so we still have a way to go.

We next analyze $\sum_{\text {small coordinates } i, j}\left|\left(A_{S} X-A_{[n] \backslash S}\right)_{i, j}\right|$. Via Bernstein's inequality, in Lemma 19.4.11 we argue that for any fixed vector $y$ and random vector $\Delta_{j}$ of i.i.d. Cauchy entries, roughly half of the contribution of coordinates to $\left\|\Delta_{j}\right\|_{1}$ will come from coordinates $j$ for which $\operatorname{sign}\left(y_{j}\right)=\operatorname{sign}\left(\Delta_{j}\right)$ and $\left|\Delta_{j}\right| \leq n^{.9999}$, giving us a contribution of roughly $\frac{.9998}{\pi} n \ln n$ to the cost. The situation we will actually be in, when analyzing a column of $A_{S} X-A_{[n] \backslash S}$, is that of taking the sum of two independent Cauchy vectors, shifted by a multiple of $\mathbf{1}^{\top}$. We analyze this setting in Lemma 19.4.13, after first conditioning on certain level sets having
typical behavior in Lemma 19.4.12. This roughly doubles the contribution, gives us roughly a contribution of $\frac{1.996}{\pi} n^{2} \ln n$ from coordinates $j$ for which $(i, j)$ is a small coordinate and we look at coordinates $i$ on which the sum of two independent Cauchy vectors have the same sign. Combined with the contribution from the heavy coordinates, this gives us a cost of roughly $\frac{3.992}{\pi} n^{2} \ln n$, which still falls short of the $\frac{4.01}{\pi} \cdot n^{2} \ln n$ total cost we are aiming for. Finally, if we sum up two independent Cauchy vectors and look at the contribution to the sum from coordinates which disagree in sign, due to the anti-concentration of the Cauchy distribution we can still "gain a little bit of cost" since the values, although differing in sign, are still likely not to be very close in magnitude. We formalize this in Lemma 19.4.14. We combine all of the costs from small coordinates in Lemma 19.4.15, where we show we obtain a contribution of at least $\frac{2.025}{\pi} n \ln n$. This is enough, when combined with our earlier $\frac{1.996}{\pi} n^{2} \ln n$ contribution from the heavy coordinates, to obtain an overall $\frac{4.01}{\pi} \cdot n^{2} \ln n$ lower bound on the cost, and conclude the proof of our main theorem in Theorem 19.4.17.

In the remaining sections, we will present detailed proofs.

### 19.4.1 A Useful Fact

Fact 19.4.1. Let $c_{0}>0$ be a sufficiently large constant. Let $u=n^{c_{0}} \cdot \mathbf{1} \in \mathbb{R}^{n}$ and $\Delta \in$ $\mathbb{R}^{n \times(d+1)}$. If $\sum_{i=1}^{d+1}\left\|\Delta_{i}\right\|_{1} \leq n^{3}$ and if $\alpha \in \mathbb{R}^{d}$ satisfies $\left|1-\mathbf{1}^{\top} \alpha\right|>1 / n^{c_{1}}$ and $\|\alpha\|_{1} \leq n^{c}$, where $0<c<c_{0}-10$ is a constant and $c_{1}>3$ is another constant depending on $c_{0}, c$, then

$$
\left\|u-u \mathbf{1}^{\top} \alpha+\Delta_{d+1}-\Delta_{[d]} \alpha\right\|_{1}>n^{3} .
$$

Proof.

$$
\begin{aligned}
& \left\|u-u \mathbf{1}^{\top} \alpha+\Delta_{d+1}-\Delta_{[d]} \alpha\right\|_{1} \\
\geq & \left|1-\mathbf{1}^{\top} \alpha\right| \cdot\|u\|_{1}-\left\|\Delta_{d+1}\right\|_{1}-\left\|\Delta_{[d]} \alpha\right\|_{1} \\
\geq & \left|1-\mathbf{1}^{\top} \alpha\right| \cdot n \cdot n^{c_{0}}-n^{3}-n^{4}\|\alpha\|_{1} \\
\geq & \left|1-\mathbf{1}^{\top} \alpha\right| \cdot n \cdot n^{c_{0}}-n^{5+c} \\
\geq & n^{c_{0}+1-c_{1}}-n^{5+c} \\
\geq & n^{3} .
\end{aligned}
$$

The first inequality follows by the triangle inequality. The second inequality follows since $u=n^{c_{0}} \cdot \mathbf{1} \in \mathbb{R}^{n}$ and $\sum_{i=1}^{d+1}\left\|\Delta_{i}\right\|_{1} \leq n^{3}$. The third inequality follows since $\|\alpha\|_{1} \leq n^{c}$. The fourth inequality follows since $\left|1-\mathbf{1}^{\top} \alpha\right|>1 / n^{c_{1}}$. The last inequality follows since $c_{0}-c_{1}>c+5$.

### 19.4.2 One-Sided Error Concentration Bound for a Random Cauchy Matrix

Lemma 19.4.2 (Lower bound on the cost). If $n$ is sufficiently large, then

$$
\operatorname{Pr}_{\Delta \sim\{C(0,1)\}^{n \times n}}\left[\|\Delta\|_{1} \leq \frac{4.0002}{\pi} n^{2} \ln n\right] \geq 1-O(1 / \log \log n) .
$$

Proof. Let $\Delta \in \mathbb{R}^{n \times n}$ be a random matrix such that each entry is an i.i.d. $C(0,1)$ random Cauchy variable. Let $B=n^{2} \ln \ln n$. Let $Z \in \mathbb{R}^{n \times n}$ and $\forall i, j \in[n]$,

$$
Z_{i, j}=\left\{\begin{array}{ll}
\left|\Delta_{i, j}\right| & \left|\Delta_{i, j}\right|<B \\
B & \text { Otherwise }
\end{array} .\right.
$$

For fixed $i, j \in[n]$, we have

$$
\begin{aligned}
\mathbb{E}\left[Z_{i, j}\right] & =\frac{2}{\pi} \int_{0}^{B} \frac{x}{1+x^{2}} \mathrm{~d} x+\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq B\right] \cdot B \\
& =\frac{1}{\pi} \ln \left(B^{2}+1\right)+\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq B\right] \cdot B \\
& \leq \frac{1}{\pi} \ln \left(B^{2}+1\right)+1
\end{aligned}
$$

where the first inequality follows by the cumulative distribution function of a half Cauchy random variable. We also have $\mathbb{E}\left[Z_{i, j}\right] \geq \frac{1}{\pi} \ln \left(B^{2}+1\right)$. For the second moment, we have

$$
\begin{aligned}
\mathbb{E}\left[Z_{i, j}^{2}\right] & =\frac{2}{\pi} \int_{0}^{B} \frac{x^{2}}{1+x^{2}} \mathrm{~d} x+\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq B\right] \cdot B^{2} \\
& =\frac{2}{\pi}\left(B-\tan ^{-1} B\right)+\operatorname{Pr}\left[\left|\Delta_{i, j}\right| \geq B\right] \cdot B^{2} \\
& \leq \frac{2}{\pi} B+B \\
& \leq 2 B
\end{aligned}
$$

where the first inequality follows by the cumulative distribution function of a half Cauchy random variable. By applying Bernstein's inequality, we have

$$
\begin{align*}
& \operatorname{Pr}\left[\|Z\|_{1}-\mathbb{E}\left[\|Z\|_{1}\right]>0.0001 \mathbb{E}\left[\|Z\|_{1}\right]\right] \\
\leq & \exp \left(-\frac{0.5 \cdot 0.0001^{2} \mathbb{E}\left[\|Z\|_{1}\right]^{2}}{n^{2} \cdot 2 B+\frac{1}{3} B \cdot 0.0001 \mathbb{E}\left[\|Z\|_{1}\right]}\right) \\
\leq & \exp (-\Omega(\ln n / \ln \ln n)) \\
\leq & O(1 / \ln n) \tag{19.5}
\end{align*}
$$

The first inequality follows by the definition of $Z$ and the second moment of $Z_{i, j}$. The second
inequality follows from $\mathbb{E}\left[\|Z\|_{1}\right]=\Theta\left(n^{2} \ln n\right)$ and $B=\Theta\left(n^{2} \ln \ln n\right)$. Notice that

$$
\begin{aligned}
& \operatorname{Pr}\left[\|\Delta\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\right] \\
= & \operatorname{Pr}\left[\|\Delta\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\left|\forall i, j,\left|\Delta_{i, j}\right|<B\right] \operatorname{Pr}\left[\forall i, j,\left|\Delta_{i, j}\right|<B\right]\right. \\
& +\operatorname{Pr}\left[\|\Delta\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\left|\exists i, j,\left|\Delta_{i, j}\right| \geq B\right] \operatorname{Pr}\left[\exists i, j,\left|\Delta_{i, j}\right| \geq B\right]\right. \\
\leq & \operatorname{Pr}\left[\|\Delta\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\left|\forall i, j,\left|\Delta_{i, j}\right|<B\right]+\operatorname{Pr}\left[\exists i, j,\left|\Delta_{i, j}\right| \geq B\right]\right. \\
\leq & \operatorname{Pr}\left[\|Z\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\right]+\operatorname{Pr}\left[\exists i, j,\left|\Delta_{i, j}\right| \geq B\right] \\
\leq & \operatorname{Pr}\left[\|Z\|_{1}>\frac{4.0002}{\pi} n^{2} \ln n\right]+n^{2} \cdot 1 / B \\
\leq & \operatorname{Pr}\left[\|Z\|_{1}>1.0001 \mathbb{E}\left[\|Z\|_{1}\right]\right]+n^{2} \cdot 1 / B \\
\leq & O(1 / \log (n))+O(1 / \log \log n) \\
\leq & O(1 / \log \log n)
\end{aligned}
$$

The second inequality follows by the definition of $Z$. The third inequality follows by the union bound and the cumulative distribution function of a half Cauchy random variable. The fourth inequality follows from $\mathbb{E}\left[\|Z\|_{1}\right] \leq n^{2}\left(1 / \pi \cdot \ln \left(B^{2}+1\right)+1\right) \leq 4.0000001 / \pi \cdot n^{2} \ln n$ when $n$ is sufficiently large.

### 19.4.3 "For Each" Guarantee

In the following Lemma, we show that, for each fixed coefficient vector $\alpha$, if the entry of $\alpha$ is too large, the fitting cost cannot be small.

Lemma 19.4.3 (For each fixed $\alpha$, the entry cannot be too large). Let $c>0$ be a sufficiently
large constant, $n \geq d \geq 1, u \in \mathbb{R}^{n}$ be any fixed vector and $\Delta \in \mathbb{R}^{n \times d}$ be a random matrix where $\forall i \in[n], j \in[d], \Delta_{i, j} \sim C(0,1)$ independently. For any fixed $\alpha \in \mathbb{R}^{d}$ with $\|\alpha\|_{1}=n^{c}$,

$$
\operatorname{Pr}_{\Delta \sim\{C(0,1)\}^{n \times d}}\left[\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha\right\|_{1}>n^{3}\right]>1-(1 / n)^{\Theta(n)}
$$

Proof. Let $c$ be a sufficiently large constant. Let $\alpha \in \mathbb{R}^{d}$ with $\|\alpha\|_{1}=n^{c}$. Let $u \in \mathbb{R}^{n}$ be any fixed vector. Let $\Delta \in \mathbb{R}^{n \times d}$ be a random matrix where $\forall i \in[n], j \in[d], \Delta_{i, j} \sim C(0,1)$. Then $\Delta \alpha \in \mathbb{R}^{n}$ is a random vector with each entry drawn independently from $C\left(0,\|\alpha\|_{1}\right)$. Due to the probability density function of standard Cauchy random variables,

$$
\operatorname{Pr}\left[\|\Delta \alpha\|_{1}<n^{3}\right] \geq \operatorname{Pr}\left[\left\|\Delta \alpha+u \cdot \mathbf{1}^{\top} \alpha\right\|_{1}<n^{3}\right] .
$$

It suffices to upper bound $\operatorname{Pr}\left[\|\Delta \alpha\|_{1}<n^{3}\right]$. If $c>10$, then due to the cumulative distribution function of Cauchy random variables, for a fixed $i \in[n], \operatorname{Pr}\left[\left|(\Delta \alpha)_{i}\right|<n^{3}\right]<1 / n$. Thus, $\operatorname{Pr}\left[\|\Delta \alpha\|_{1}<n^{3}\right]<\left(\frac{1}{n}\right)^{n}$. Thus,

$$
\operatorname{Pr}_{\Delta \sim\{C(0,1)\}^{n \times d}}\left[\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha\right\|_{1}>n^{3}\right]>1-(1 / n)^{n} .
$$

### 19.4.4 From "For Each" to "For All" via an $\epsilon$-Net

Definition 19.4.1 ( $\epsilon$-net for the $\ell_{1}$-norm ball). Let $A \in \mathbb{R}^{n \times d}$ have rank $d$, and let $L=$ $\left\{y \in \mathbb{R}^{n} \mid y=A x, x \in \mathbb{R}^{d}\right\}$ be the column space of $A$. An $\epsilon$-net of the $\ell_{1}$-unit sphere $\mathcal{S}^{d-1}=\left\{y \mid\|y\|_{1}=1, y \in L\right\} \subset L$ is a set $N \subset \mathcal{S}^{d-1}$ of points for which $\forall y \in \mathcal{S}^{d-1}, \exists y^{\prime} \in N$ for which $\left\|y-y^{\prime}\right\| \leq \epsilon$.
$\left[\mathrm{DDH}^{+} 09\right]$ proved an upper bound on the size of an $\epsilon$-net.

Lemma 19.4.4 (See, e.g., the ball $B$ on page 2068 of $\left.\left[\mathrm{DDH}^{+} 09\right]\right)$. Let $A \in \mathbb{R}^{n \times d}$ have rank $d$, and let $L=\left\{y \in \mathbb{R}^{n} \mid y=A x, x \in \mathbb{R}^{d}\right\}$ be the column space of $A$. For $\epsilon \in(0,1)$, an $\epsilon$-net (Definition 19.4.1) $N$ of the $\ell_{1}$-unit sphere $\mathcal{S}^{d-1}=\left\{y \mid\|y\|_{1}=1, y \in L\right\} \subset L$ exists. Furthermore, the size of $N$ is at most $(3 / \epsilon)^{d}$.

Lemma 19.4.5 (For all possible $\alpha$, the entry cannot be too large). Let $n \geq 1, d=n^{o(1)}$. Let $u=n^{c_{0}} \cdot \mathbf{1} \in \mathbb{R}^{n}$ denote a fixed vector where $c_{0}$ is a constant. Let $\Delta \in \mathbb{R}^{n \times d}$ be a random matrix where $\forall i \in[n], j \in[d], \Delta_{i, j} \sim C(0,1)$ independently. Let $c>0$ be a sufficiently large constant. Conditioned on $\|\Delta\|_{1} \leq n^{3}$, with probability at least $1-(1 / n)^{\Theta(n)}$, for all $\alpha \in \mathbb{R}^{d}$ with $\|\alpha\|_{1} \geq n^{c}$, we have $\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha\right\|_{1}>0.9 n^{3}$.

Proof. Due to Lemma 19.4.4, there is a set $N \subset\left\{\alpha \in \mathbb{R}^{d} \mid\|\alpha\|_{1}=n^{c}\right\} \subset \mathbb{R}^{d}$ with $|N| \leq$ $2^{\Theta(d \log n)}$ such that $\forall \alpha \in \mathbb{R}^{d}$ with $\|\alpha\|_{1}=n^{c}, \exists \alpha^{\prime} \in N$ such that $\left\|\alpha-\alpha^{\prime}\right\|_{1} \leq 1 / n^{c^{\prime}}$ where $c^{\prime}>c_{0}+100$ is a constant. By applying Lemma 19.4.3 and union bounding over all the points in $N$, with probability at least $1-(1 / n)^{n} \cdot|N| \geq 1-(1 / n)^{n} \cdot 2^{n^{\circ(1)}}=1-(1 / n)^{\Theta(n)}$, $\forall \alpha^{\prime} \in N,\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha^{\prime}\right\|_{1}>n^{3} . \forall \alpha \in \mathbb{R}^{d}$ with $\|\alpha\|_{1}=n^{c}$, we can find $\alpha^{\prime} \in N$ such that
$\left\|\alpha-\alpha^{\prime}\right\|_{1} \leq 1 / n^{c^{\prime}}$. Let $\gamma=\alpha-\alpha^{\prime}$. Then,

$$
\begin{aligned}
& \left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha\right\|_{1} \\
= & \left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right)\left(\alpha^{\prime}+\gamma\right)\right\|_{1} \\
\geq & \left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha^{\prime}\right\|_{1}-\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \gamma\right\|_{1} \\
\geq & n^{3}-\sqrt{n}\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \gamma\right\|_{2} \\
\geq & n^{3}-\sqrt{n}\left(\left\|u \cdot \mathbf{1}^{\top}\right\|_{2}+\|\Delta\|_{2}\right)\|\gamma\|_{2} \\
\geq & n^{3}-n^{c_{0}+50} / n^{c^{\prime}} \\
\geq & 0.9 n^{3}
\end{aligned}
$$

The first equality follows from $\alpha=\alpha^{\prime}+\gamma$. The first inequality follows by the triangle inequality. The second inequality follows by the relaxation from the $\ell_{1}$ norm to the $\ell_{2}$ norm. The third inequality follows from the operator norm and the triangle inequality. The fourth inequality follows using $\|\Delta\|_{2} \leq\|\Delta\|_{1} \leq n^{3},\|u\|_{2} \leq n^{c_{0}+10},\|\gamma\|_{2} \leq\|\gamma\|_{1} \leq(1 / n)^{c^{\prime}}$. The last inequality follows since $c^{\prime}>c_{0}+100$.

For $\alpha \in \mathbb{R}^{n}$ with $\|\alpha\|_{1}>n^{c}$, let $\alpha^{\prime}=\alpha /\|\alpha\|_{1} \cdot n^{c}$. Then

$$
\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha\right\|_{1} \geq\left\|\left(u \cdot \mathbf{1}^{\top}+\Delta\right) \alpha^{\prime}\right\|_{1} \geq 0.9 n^{3} .
$$

### 19.4.5 Bounding the Cost from the Large-Entry Part via "Bad" Regions

In this section, we will use the concept of well-conditioned basis in our analysis.
Definition 19.4.2 (Well-conditioned basis $\left.\left[\mathrm{DDH}^{+} 09\right]\right)$. Let $A \in \mathbb{R}^{n \times m}$ have rank $d$. Let $p \in[1, \infty)$, and let $\|\cdot\|_{q}$ be the dual norm of $\|\cdot\|_{p}$, i.e., $1 / p+1 / q=1$. If $U \in \mathbb{R}^{n \times d}$ satisfies

1. $\|U\|_{p} \leq \alpha$,
2. $\forall z \in \mathbb{R}^{d},\|z\|_{q} \leq \beta\|U z\|_{p}$,
then $U$ is an $(\alpha, \beta, p)$ well-conditioned basis for the column space of $A$.

The following theorem gives an existence result of a well-conditioned basis.

Theorem 19.4.6 ( $\ell_{1}$ well-conditioned basis $\left[\mathrm{DDH}^{+} 09\right]$ ). Let $A \in \mathbb{R}^{n \times m}$ have rank $d$. There exists $U \in \mathbb{R}^{n \times d}$ such that $U$ is a $(d, 1,1)$ well-conditioned basis for the column space of $A$.

In the following lemma, we consider vectors from low-dimensional subspaces. For a coordinate, if there is a vector from the subspace for which this entry is large, but the norm of the vector is small, then this kind of coordinate is pretty "rare". More formally,

Lemma 19.4.7. Given a matrix $U \in \mathbb{R}^{n \times r}$ for a sufficiently large $n \geq 1$, let $r=n^{o(1)}$. Let $S=\left\{y \mid y=U x, x \in \mathbb{R}^{r}\right\}$. Let the set $T$ denote $\left\{i \in[n]\left|\exists y \in S,\left|y_{i}\right| \geq n^{1.0001}\right.\right.$ and $\|y\|_{1}<$ $\left.8 n^{2} \ln n\right\}$. Then we have

$$
|T| \leq n^{0.99999}
$$

Proof. Due to Theorem 19.4.6, let $U \in \mathbb{R}^{n \times r}$ be the $(r, 1,1)$ well-conditioned basis of the column space of $U$. If $i \in T$, then $\exists x \in \mathbb{R}^{r}$ such that $\left|(U x)_{i}\right| \geq n^{1.0001}$ and $\|U x\|_{1}<8 n^{2} \ln n$. Thus, we have

$$
n^{1.0001} \leq\left|(U x)_{i}\right| \leq\left\|U^{i}\right\|_{1}\|x\|_{\infty} \leq\left\|U^{i}\right\|_{1}\|U x\|_{1} \leq\left\|U^{i}\right\|_{1} \cdot 8 n^{2} \ln n
$$

The first inequality follows using $n^{1.0001} \leq\left|(U x)_{i}\right|$. The second inequality follows by Hölder's inequality. The third inequality follows by the second property of the well-conditioned basis. The fourth inequality follows using $\|U x\|_{1}<8 n^{2} \ln n$. Thus, we have

$$
\left\|U^{i}\right\|_{1} \geq n^{1.0001} / n^{2+o(1)} \geq 1 / n^{0.9999-o(1)} .
$$

Notice that $\sum_{j=1}^{n}\left\|U^{j}\right\|_{1}=\|U\|_{1} \leq r$. Thus,

$$
|T| \leq r /\left(1 / n^{0.9999-o(1)}\right)=n^{0.9999+o(1)} \leq n^{0.99999} .
$$

Definition 19.4.3 (Bad region). Given a matrix $U \in \mathbb{R}^{n \times r}$, we say $\mathcal{B}(U)=\{i \in[n] \mid \exists y \in$ $\operatorname{colspan}(U) \subset \mathbb{R}^{n}$ s.t. $y_{i} \geq n^{1.0001}$ and $\left.\|y\|_{1} \leq 8 n^{2} \ln n\right\}$ is a bad region for $U$.

Next we state a lower and an upper bound on the probability that a Cauchy random variable is in a certain range,

Claim 19.4.8. Let $X \sim C(0,1)$ be a standard Cauchy random variable. Then for any $x>1549$,

$$
\frac{2}{\pi} \cdot \frac{\ln (1.001)}{x} \geq \operatorname{Pr}[|X| \in(x, 1.001 x]] \geq \frac{1.999}{\pi} \cdot \frac{\ln (1.001)}{x}
$$

Proof. When $x>1549, \frac{2}{\pi} \cdot \frac{\ln (1.001)}{x} \geq \frac{2}{\pi} \cdot\left(\tan ^{-1}(1.001 x)-\tan ^{-1}(x)\right) \geq \frac{1.999}{\pi} \cdot \frac{\ln (1.001)}{x}$.

We build a level set for the "large" noise values, and we show the bad region cannot cover much of the large noise. The reason is that the bad region is small, and for each row, there is always some large noise.

Lemma 19.4.9. Given a matrix $U \in \mathbb{R}^{n \times r}$ with $n$ sufficiently large, let $r=n^{o(1)}$, and consider a random matrix $\Delta \in \mathbb{R}^{n \times(n-r)}$ with $\Delta_{i, j} \sim C(0,1)$ independently. Let $L_{t}=$ $\left\{(i, j)\left|(i, j) \in[n] \times[n-r],\left|\Delta_{i, j}\right| \in\left(1.001^{t}, 1.001^{t+1}\right]\right\}\right.$. With probability at least $1-1 / 2^{n^{\Theta(1)}}$, for all $t \in\left(\frac{1.0002 \ln n}{\ln 1.001}, \frac{1.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$,

$$
\left|L_{t} \backslash(\mathcal{B}(U) \times[n-r])\right| \geq n(n-r) \cdot 1.998 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right)
$$

Proof. Let $N=n \cdot(n-r)$. Then according to Claim 19.4.8, $\forall t \in\left(\frac{1.0002 \ln n}{\ln 1.001}, \frac{1.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$, $\mathbb{E}\left(\left|L_{t}\right|\right) \geq N \cdot 1.999 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right) \geq n^{\Theta(1)}$. For a fixed $t$, by a Chernoff bound, with probability at least $1-1 / 2^{n^{\Theta(1)}},\left|L_{t}\right| \geq N \cdot 1.9989 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right)$. Due to Lemma 19.4.7, $|\mathcal{B}(U) \times[n-r]| \leq n^{0.99999}(n-r)=N / n^{0.00001}$. Due to the Chernoff bound, with probability at least $1-1 / 2^{n^{\ominus(1)}},\left|L_{t} \cap(\mathcal{B}(U) \times[n-r])\right|<N / n^{0.00001} \cdot 2.0001 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right)$. Thus, with probability at least $1-1 / 2^{n^{\Theta(1)}},\left|L_{t} \backslash(\mathcal{B}(U) \times[n-r])\right| \geq N \cdot 1.998 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right)$. By taking a union bound over all $t \in\left(\frac{1.0002 \ln n}{\ln 1.001}, \frac{1.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$, we complete the proof.

Lemma 19.4.10 (The cost of the large noise part). Let $n \geq 1$ be sufficiently large, and let $r=n^{o(1)}$. Given a matrix $U \in \mathbb{R}^{n \times r}$, and a random matrix $\Delta \in \mathbb{R}^{n \times(n-r)}$ with $\Delta_{i, j} \sim C(0,1)$ independently, let $\mathcal{J}=\left\{(i, j) \in[n] \times[n-r]| | \Delta_{i, j} \mid \geq n^{1.0002}\right\}$. If $\|\Delta\|_{1} \leq 4 n^{2} \ln n$, then with probability at least $1-1 / 2^{n^{\Theta(1)}}$, for all $X \in \mathbb{R}^{r \times n}$, either

$$
\sum_{(i, j) \in \mathcal{J}}\left|(U X-\Delta)_{i, j}\right|>\frac{1.996}{\pi} n^{2} \ln n,
$$

or

$$
\|U X-\Delta\|_{1}>4 n^{2} \ln n
$$

Proof.

$$
\begin{align*}
& \sum_{(i, j) \in \mathcal{J}}\left|(U X-\Delta)_{i, j}\right| \\
\geq & \sum_{(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)}\left|(U X-\Delta)_{i, j}\right| \\
\geq & \sum_{(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)}\left|(\Delta)_{i, j}\right|-\sum_{(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)}\left|(U X)_{i, j}\right| \tag{19.6}
\end{align*}
$$

Let $N=n(n-r)$. By a Chernoff bound and the cumulative distribution function of a Cauchy random variable, with probability at least $1-1 / 2^{n^{\Theta(1)}}$, $|\mathcal{J}| \leq 1.1 \cdot N / n^{1.0002}$. If $\exists(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)$ which has $\left|(U X)_{i, j}\right|>n^{1.0001}$, then according to the definition of $\mathcal{B}(U)$, $\|U X\|_{1} \geq\left\|(U X)_{j}\right\|_{1} \geq 8 n^{2} \ln n$. Due to the triangle inequality, $\|U X-\Delta\|_{1} \geq\|U X\|_{1}-$ $\|\Delta\|_{1} \geq 4 n^{2} \ln n$. If $\forall(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)$ we have $\left|(U X)_{i, j}\right| \leq n^{1.0001}$, then

$$
\begin{equation*}
\sum_{(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)}\left|(U X)_{i, j}\right| \leq|\mathcal{J}| \cdot n^{1.0001} \leq 1.1 \cdot N / n^{0.0001} \tag{19.7}
\end{equation*}
$$

Due to Lemma 19.4.9, with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\begin{align*}
& \sum_{(i, j) \in \mathcal{J} \backslash \mathcal{B}(U)}\left|(\Delta)_{i, j}\right| \\
\geq & \sum_{t \in\left(\frac{1.0002 \ln n}{\ln 1.001}, \frac{1.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}} 1.001^{t} \cdot N \cdot 1.998 \cdot \ln (1.001) /\left(\pi \cdot 1.001^{t}\right) \\
\geq & \frac{1.997}{\pi} \cdot N \ln n . \tag{19.8}
\end{align*}
$$

We plug (19.7) and (19.8) into (19.6), from which we have

$$
\sum_{(i, j) \in \mathcal{J}}\left|(U X-\Delta)_{i, j}\right| \geq \frac{1.996}{\pi} n^{2} \ln n
$$

### 19.4.6 Cost from the Sign-Agreement Part of the Small-Entry Part

We use $-y$ to fit $\Delta$ (we think of $A_{S} \alpha=A_{S}^{*} \alpha-y$, and want to minimize $\|-y-\Delta\|_{1}$ ). If the sign of $y_{j}$ is the same as the sign of $\Delta_{j}$, then both coordinate values will collectively contribute.

Lemma 19.4.11 (The contribution from $\Delta_{i}$ when $\Delta_{i}$ and $y_{i}$ have the same sign). Suppose we are given a vector $y \in \mathbb{R}^{n}$ and a random vector $\Delta \in \mathbb{R}^{n}$ with $\Delta_{j} \sim C(0,1)$ independently. Then with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\sum_{j: \operatorname{sign}\left(y_{j}\right)=\operatorname{sign}\left(\Delta_{j}\right) \text { and }\left|\Delta_{j}\right| \leq n^{0.9999}}\left|\Delta_{j}\right|>\frac{0.9998}{\pi} n \ln n .
$$

Proof. For $j \in[n]$, define the random variable

$$
Z_{j}= \begin{cases}\Delta_{j} & 0<\Delta_{j} \leq n^{0.9999} \\ 0 & \text { otherwise }\end{cases}
$$

Then, we have

$$
\operatorname{Pr}\left[\sum_{j: \operatorname{sign}\left(y_{j}\right)=\operatorname{sign}\left(\Delta_{i, j}\right) \text { and }\left|\Delta_{j}\right| \leq n^{0.9999}}\left|\Delta_{j}\right|>\frac{0.9998}{\pi} n \ln n\right]=\operatorname{Pr}\left[\sum_{j=1}^{n} Z_{j}>\frac{0.9998}{\pi} n \ln n\right] .
$$

Let $B=n^{0.9999}$. For $j \in[n]$,

$$
\mathbb{E}\left[Z_{j}\right]=\frac{1}{\pi} \int_{0}^{B} \frac{x}{1+x^{2}} \mathrm{~d} x=\frac{1}{2 \pi} \ln \left(B^{2}+1\right) .
$$

Also,

$$
\mathbb{E}\left[Z_{j}^{2}\right]=\frac{1}{\pi} \int_{0}^{B} \frac{x^{2}}{1+x^{2}} \mathrm{~d} x=\frac{B-\tan ^{-1}(B)}{\pi} \leq B
$$

By Bernstein's inequality,

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathbb{E}\left[\sum_{j=1}^{n} Z_{j}\right]-\sum_{j=1}^{n} Z_{j}>10^{-5} \mathbb{E}\left[\sum_{j=1}^{n} Z_{j}\right]\right] \\
\leq & \exp \left(-\frac{0.5 \cdot\left(10^{-5} \mathbb{E}\left[\sum_{j=1}^{n} Z_{j}\right]\right)^{2}}{\sum_{j=1}^{n} \mathbb{E}\left[Z_{j}^{2}\right]+\frac{1}{3} B \cdot 10^{-5} \mathbb{E}\left[\sum_{j=1}^{n} Z_{j}\right]}\right) \\
\leq & \exp \left(-\frac{5 \cdot 10^{-11} n^{2} \ln ^{2}\left(B^{2}+1\right) /\left(4 \pi^{2}\right)}{n B+\frac{1}{3} B \cdot 10^{-5} n \ln \left(B^{2}+1\right) /(2 \pi)}\right) \\
\leq & e^{-n^{\ominus(1)}}
\end{aligned}
$$

The last inequality follows since $B=n^{0.9999}$. Thus, we have

$$
\operatorname{Pr}\left[\sum_{j=1}^{n} Z_{j}<0.9998 / \pi \cdot n \ln n\right] \leq \operatorname{Pr}\left[\sum_{j=1}^{n} Z_{j}<0.99999 n \ln \left(B^{2}+1\right) /(2 \pi)\right] \leq e^{-n^{\Theta(1)}}
$$

Lemma 19.4.12 (Bound on level sets of a Cauchy vector). Suppose we are given a random vector $y \in \mathbb{R}^{n}$ with $y_{i} \sim C(0,1)$ chosen independently. Let

$$
L_{t}^{-}=\left\{i \in[n] \mid-y_{i} \in\left(1.001^{t}, 1.001^{t+1}\right]\right\} \text { and } L_{t}^{+}=\left\{i \in[n] \mid y_{i} \in\left(1.001^{t}, 1.001^{t+1}\right]\right\}
$$

With probability at least $1-1 / 2^{n^{\ominus(1)}}$, for all $t \in\left(\frac{\ln 1549}{\ln 1.001}, \frac{0.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$,

$$
\min \left(\left|L_{t}^{-}\right|,\left|L_{t}^{+}\right|\right) \geq 0.999 n \cdot \frac{1}{\pi} \frac{\ln 1.001}{1.001^{t}}
$$

Proof. For $i \in[n], t \geq \frac{\ln 1549}{\ln 1.001}$, according to Claim 19.4.8, $\operatorname{Pr}\left[y_{i} \in\left(1.001^{t}, 1.001^{t+1}\right]\right] \geq$ $0.9995 / \pi \cdot \ln (1.0001) / 1.001^{t}$. Thus, $\mathbb{E}\left[\left|L_{t}^{+}\right|\right]=\mathbb{E}\left[\left|L_{t}^{-}\right|\right]=n \cdot 0.9995 / \pi \cdot \ln (1.0001) / 1.001^{t}$.

Since $t \leq \frac{0.9999 \ln n}{\ln 1.001}, 1.001^{t} \leq n^{0.9999}$, we have $\mathbb{E}\left[\left|L_{t}^{+}\right|\right]=\mathbb{E}\left[\left|L_{t}^{-}\right|\right] \geq n^{\Theta(1)}$. By applying a Chernoff bound,

$$
\operatorname{Pr}\left[\left|L_{t}^{+}\right|>0.999 n / \pi \cdot \ln (1.0001) / 1.001^{t}\right] \geq 1-1 / 2^{n^{\ominus(1)}}
$$

Similarly, we have

$$
\operatorname{Pr}\left[\left|L_{t}^{-}\right|>0.999 n / \pi \cdot \ln (1.0001) / 1.001^{t}\right] \geq 1-1 / 2^{n^{\ominus(1)}}
$$

By taking a union bound over all the $L_{t}^{+}$and $L_{t}^{-}$, we complete the proof.

Lemma 19.4.13 (The contribution from $y_{i}$ when $\Delta_{i}$ and $y_{i}$ have the same sign). Let $u=$ $\eta \cdot \mathbf{1} \in \mathbb{R}^{n}$ where $\eta \in \mathbb{R}$ is an arbitrary real number. Let $y \in \mathbb{R}^{n}$ be a random vector with $y_{i} \sim C(0, \beta)$ independently for some $\beta>0$. Let $\Delta \in \mathbb{R}^{n}$ be a random vector with $\Delta_{i} \sim C(0,1)$ independently. With probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\sum_{i: \operatorname{sign}\left((u+y)_{i}\right)=\operatorname{sign}\left(\Delta_{i}\right) \text { and }\left|\Delta_{i}\right| \leq n^{0.9999}}\left|(u+y)_{i}\right| \geq \beta \cdot \frac{0.997}{\pi} n \ln n .
$$

Proof. For all $t \in\left(\frac{\ln 1549}{\ln 1.001}, \frac{0.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$, define

$$
\begin{aligned}
& L_{t}^{-}=\left\{i \in[n] \mid-y_{i} \in\left(\beta \cdot 1.001^{t}, \beta \cdot 1.001^{t+1}\right]\right\} \\
& L_{t}^{+}=\left\{i \in[n] \mid+y_{i} \in\left(\beta \cdot 1.001^{t}, \beta \cdot 1.001^{t+1}\right]\right\}
\end{aligned}
$$

Define

$$
G=\left\{i \in[n] \mid \operatorname{sign}\left((u+y)_{i}\right)=\operatorname{sign}\left(\Delta_{i}\right) \text { and }\left|\Delta_{i}\right| \leq n^{0.9999}\right\}
$$

Then $\forall i \in[n], \operatorname{Pr}[i \in G] \geq 0.5-1 / n^{0.9999} \geq 0.4999999999$. Due to Lemma 19.4.12,

$$
\min \left(\left|L_{t}^{-}\right|,\left|L_{t}^{+}\right|\right) \geq 0.999 n \cdot \frac{1}{\pi} \frac{\ln 1.001}{1.001^{t}} \geq n^{\Theta(1)}
$$

By the Chernoff bound and a union bound, with probability at least $1-1 / 2^{n^{\ominus(1)}}$, $\forall t \in$ $\left(\frac{\ln 1549}{\ln 1.001}, \frac{0.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}$,

$$
\begin{equation*}
\min \left(\left|L_{t}^{-} \cap G\right|,\left|L_{t}^{+} \cap G\right|\right) \geq 0.499 n \cdot \frac{1}{\pi} \frac{\ln 1.001}{1.001^{t}} \tag{19.9}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
& \sum_{i \in G}\left|(u+y)_{i}\right| \\
\geq & \sum_{t \in\left(\frac{\ln 1599}{\ln 1.001}, \frac{0.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}}\left(\sum_{i \in L_{t}^{+}, i \in G}\left|y_{i}+\eta\right|+\sum_{i \in L_{t}^{-}, i \in G}\left|-y_{i}-\eta\right|\right) \\
\geq & \sum_{t \in\left(\frac{\ln 1549}{\ln 1.001}, \frac{0.9999 \ln n}{\ln 1.001}\right) \cap \mathbb{N}} 0.499 n \cdot \frac{1}{\pi} \frac{\ln 1.001}{1.001^{t}} \cdot 2 \cdot 1.001^{t} \cdot \beta \\
\geq & \beta \cdot \frac{0.997}{\pi} n \ln n
\end{aligned}
$$

The second inequality follows by Equation (19.9) and the triangle inequality, i.e., $\forall a, b, c \in$ $\mathbb{R},|a+c|+|b-c| \geq|a+b|$.

### 19.4.7 Cost from the Sign-Disagreement Part of the Small-Entry Part

Lemma 19.4.14. Given a vector $y \in \mathbb{R}^{n}$ and a random vector $\Delta \in \mathbb{R}^{n}$ with $\Delta_{i} \sim C(0,1)$ independently, with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\sum_{i: \operatorname{sign}\left(y_{i}\right) \neq \operatorname{sign}\left(\Delta_{i}\right) \text { and }\left|\Delta_{i}\right|<n^{0.9999}}\left|y_{i}+\Delta_{i}\right|>\frac{0.03}{\pi} n \ln n .
$$

Proof. For $t \in\left[0, \frac{0.9999 \ln n}{\ln 4}\right) \cap \mathbb{N}$ define

$$
L_{t}=\left\{i \in[n]\left|\operatorname{sign}\left(y_{i}\right) \neq \operatorname{sign}\left(\Delta_{i}\right),\left|\Delta_{i}\right| \in\left(4^{t}, 4^{t+1}\right],\left|\Delta_{i}\right| \notin\left[\left|y_{i}\right|-4^{t},\left|y_{i}\right|+4^{t}\right]\right\} .\right.
$$

$\forall x \geq 1, y>0$, we have

$$
\begin{aligned}
& \operatorname{Pr}_{X \sim C(0,1)}[|X| \in(x, 4 x],|X| \notin[y-x, y+x]] \\
\geq & \operatorname{Pr}_{X \sim C(0,1)}[|X| \in(3 x, 4 x]] \\
= & \frac{2}{\pi} \cdot\left(\tan ^{-1}(4 x)-\tan ^{-1}(3 x)\right) \\
\geq & \frac{0.1}{\pi} \cdot \frac{\ln (4)}{x}
\end{aligned}
$$

Thus, $\forall i \in[n], t \in\left[0, \frac{0.9999 \ln n}{\ln 4}\right) \cap \mathbb{N}$,

$$
\operatorname{Pr}\left[i \in L_{t}\right] \geq \frac{0.05}{\pi} \cdot \frac{\ln (4)}{4^{t}}
$$

Thus, $\forall t \in\left[0, \frac{0.9999 \ln n}{\ln 4}\right) \cap \mathbb{N}$,

$$
\mathbb{E}\left[\left|L_{t}\right|\right] \geq 0.05 n / \pi \cdot \ln (4) / 4^{t} \geq n^{\Theta(1)}
$$

By a Chernoff bound and a union bound, with probability at least $1-1 / 2^{n^{\ominus(1)}} \forall t \in$ $\left[0, \frac{0.9999 \ln n}{\ln 4}\right) \cap \mathbb{N}$,

$$
\left|L_{t}\right| \geq 0.04 n / \pi \cdot \ln (4) / 4^{t}
$$

Thus, we have, with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\begin{aligned}
& \sum_{i: \operatorname{sign}\left(y_{i}\right) \neq \operatorname{sign}\left(\Delta_{i}\right) \text { and }\left|\Delta_{i}\right|<n^{0.9999}}\left|y_{i}+\Delta_{i}\right| \\
\geq & \sum_{t \in\left[0, \frac{0.999 \ln n}{\ln 4}\right) \cap \mathbb{N}}\left|L_{t}\right| \cdot 4^{t} \\
\geq & \frac{0.03}{\pi} n \ln n .
\end{aligned}
$$

### 19.4.8 Overall Cost of the Small-Entry Part

Lemma 19.4.15 (For each). Let $u=\eta \cdot \mathbf{1} \in \mathbb{R}^{n}$ where $\eta \in \mathbb{R}$ is an arbitrary real number. Let $\alpha \in \mathbb{R}^{d}$ where $\|\alpha\|_{1} \geq 1-10^{-20}$. Let $\Delta \in \mathbb{R}^{n \times(d+1)}$ and $\forall(i, j) \in[n] \times[d+1], \Delta_{i, j} \sim C(0,1)$ are i.i.d. standard Cauchy random variables. Then with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha\right)_{j}\right| \geq \frac{2.025}{\pi} n \ln n
$$

Proof. Let $G_{1}$ and $G_{2}$ be defined as

$$
\begin{aligned}
& \left.G_{1}=\left\{j \in[n]| | \Delta_{j, d+1} \mid<n^{0.9999}, \operatorname{sign}\left(\left(u\left(1-1^{\top} \alpha\right)-\Delta_{[d]} \alpha\right)_{j}\right)=\operatorname{sign}\left(\Delta_{d+1}\right)_{j}\right)\right\}, \\
& \left.G_{2}=\left\{j \in[n]| | \Delta_{j, d+1} \mid<n^{0.9999}, \operatorname{sign}\left(\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha\right)_{j}\right) \neq \operatorname{sign}\left(\Delta_{d+1}\right)_{j}\right)\right\} .
\end{aligned}
$$

Notice that $\Delta_{[d]} \alpha$ is a random vector with each entry independently drawn from $C\left(0,\|\alpha\|_{1}\right)$. Then with probability at least $1-1 / 2^{n^{\ominus(1)}}$,

$$
\begin{aligned}
& \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha\right)_{j}\right| \\
= & \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha+\Delta_{d+1}\right)_{j}\right| \\
= & \sum_{j \in G_{1}}\left|\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha+\Delta_{d+1}\right)_{j}\right|+\sum_{j \in G_{2}}\left|\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha+\Delta_{d+1}\right)_{j}\right| \\
= & \sum_{j \in G_{1}}\left|\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha\right)_{j}\right|+\sum_{j \in G_{1}}\left|\left(\Delta_{d+1}\right)_{j}\right|+\sum_{j \in G_{2}}\left|\left(u\left(1-\mathbf{1}^{\top} \alpha\right)-\Delta_{[d]} \alpha+\Delta_{d+1}\right)_{j}\right| \\
\geq & \|\alpha\|_{1} \cdot \frac{0.997}{\pi} \cdot n \ln n+\frac{0.9998}{\pi} n \ln n+\frac{0.03}{\pi} n \ln n \\
\geq & \frac{2.025}{\pi} n \ln n
\end{aligned}
$$

The first inequality follows by Lemma 19.4.13, Lemma 19.4.11 and Lemma 19.4.14. The second inequality follows by $\|\alpha\|_{1} \geq 1-10^{-20}$.

Lemma 19.4.16 (For all). Let $c>0, c_{0}>0$ be two arbitrary constants. Let $u=\eta \cdot \mathbf{1} \in \mathbb{R}^{n}$ where $\eta \in \mathbb{R}$ satisfies $|\eta| \leq n^{c_{0}}$. Consider a random matrix $\Delta \in \mathbb{R}^{n \times(d+1)}$ with $d=n^{o(1)}$ and $\forall(i, j) \in[n] \times[d+1], \Delta_{i, j} \sim C(0,1)$ are i.i.d. standard Cauchy random variables. Conditioned on $\|\Delta\|_{1} \leq n^{3}$, with probability at least $1-1 / 2^{n^{\Theta(1)}}, \forall \alpha \in \mathbb{R}^{d}$ with $1-10^{-20} \leq\|\alpha\|_{1} \leq n^{c}$,

$$
\sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha\right)_{j}\right| \geq \frac{2.024}{\pi} n \ln n
$$

Proof. Let $\mathcal{N}$ be a set of points:

$$
\mathcal{N}=\left\{\alpha \in \mathbb{R}^{d} \mid 1-10^{-20} \leq\|\alpha\|_{1} \leq n^{c} \text { and } \exists q \in \mathbb{Z}^{d}, \text { such that } \alpha=q / n^{c+c_{0}+1000}\right\}
$$

Since $d=n^{o(1)}$, we have $|\mathcal{N}| \leq\left(n^{2 c+c_{0}+2000}\right)^{d}=2^{n^{o(1)}}$. By Lemma 19.4.15 and a union bound, with probability at least $1-1 / 2^{n^{\Theta(1)}} \cdot|\mathcal{N}| \geq 1-1 / 2^{n^{\ominus(1)}}, \forall \alpha \in \mathcal{N}$, we have

$$
\sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha\right)_{j}\right| \geq \frac{2.025}{\pi} n \ln n
$$

Due to the construction of $\mathcal{N}$, we have $\forall \alpha \in \mathbb{R}^{d}$ with $1-10^{-20} \leq\|\alpha\|_{1} \leq n^{c}, \exists \alpha^{\prime} \in \mathcal{N}$ such that $\left\|\alpha-\alpha^{\prime}\right\|_{\infty} \leq 1 / n^{c+c_{0}+1000}$. Let $\gamma=\alpha-\alpha^{\prime}$. Then

$$
\begin{aligned}
& \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha\right)_{j}\right| \\
= & \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right)\left(\alpha^{\prime}+\gamma\right)\right)_{j}\right| \\
\geq & \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha^{\prime}\right)_{j}\right|-\sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \gamma\right)_{j}\right| \\
\geq & \sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha^{\prime}\right)_{j}\right|-\left\|\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \gamma\right\|_{1} \\
\geq & \frac{2.025}{\pi} n \ln n-1 / n^{500} \\
\geq & \frac{2.024}{\pi} n \ln n
\end{aligned}
$$

The first equality follows from $\alpha=\alpha^{\prime}+\gamma$. The first inequality follows by the triangle inequality. The third inequality follows from $\|\gamma\|_{1} \leq 1 / n^{c+c_{0}+800},\left\|u \mathbf{1}^{\top}\right\|_{1} \leq n^{c_{0}+10},\|\Delta\|_{1} \leq$ $n^{3}$, and $\forall \alpha^{\prime} \in \mathcal{N}$,

$$
\sum_{j \in[n],\left|\Delta_{j, d+1}\right|<n^{0.9999}}\left|\left(u+\Delta_{d+1}-\left(u \mathbf{1}^{\top}+\Delta_{[d]}\right) \alpha^{\prime}\right)_{j}\right| \geq \frac{2.025}{\pi} n \ln n .
$$

### 19.4.9 Main result

Theorem 19.4.17 (Formal version of Theorem 19.1.2). Let $n>0$ be sufficiently large. Let $A=\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta \in \mathbb{R}^{n \times n}$ be a random matrix where $\eta=n^{c_{0}}$ for some sufficiently large constant $c_{0}$, and $\forall i, j \in[n], \Delta_{i, j} \sim C(0,1)$ are i.i.d. standard Cauchy random variables. Let $r=n^{o(1)}$. Then with probability at least $1-O(1 / \log \log n), \forall S \subset[n]$ with $|S|=r$,

$$
\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq 1.002\|\Delta\|_{1}
$$

Proof. We first argue that for a fixed set $S$, conditioned on $\|\Delta\|_{1} \leq 100 n^{2} \ln n$, with probability at least $1-1 / 2^{n^{\Theta(1)}}$,

$$
\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq 1.002\|\Delta\|_{1}
$$

Then we can take a union bound over the at most $n^{r}=2^{n^{o(1)}}$ possible choices of $S$. It suffices to show for a fixed set $S, \min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1}$ is not small.

Without loss of generality, let $S=[r]$, and we want to argue the cost

$$
\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq \min _{X \in \mathbb{R}^{r} \times n}\left\|A_{S} X_{[n] \backslash S}-A_{[n] \backslash S}\right\|_{1} \geq 1.002\|\Delta\|_{1} .
$$

Due to Lemma 19.4.2, with probability at least $1-O(1 / \log \log n)$,

$$
\|\Delta\|_{1} \leq 4.0002 / \pi \cdot n^{2} \ln n
$$

Now, we can condition on $\|\Delta\|_{1} \leq 4.0002 / \pi \cdot n^{2} \ln n$.
Consider $j \in[n] \backslash S$. Due to Lemma 19.4.5, with probability at least $1-(1 / n)^{\Theta(n)}$, for all $X_{j} \in \mathbb{R}^{r}$ with $\left\|X_{j}\right\|_{1} \geq n^{c}$ for some constant $c>0$, we have

$$
\left\|A_{S} X_{j}-A_{j}\right\|_{1}=\left\|\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\left[\Delta_{S} \Delta_{j}\right]\right)\left[X_{j}^{\top}-1\right]^{\top}\right\|_{1} \geq 0.9 n^{3}
$$

By taking a union bound over all $j \in[n] \backslash S$, with probability at least $1-(1 / n)^{\Theta(n)}$, for all $X \in \mathbb{R}^{r \times n}$ with $\exists j \in[n] \backslash S,\left\|X_{j}\right\|_{1} \geq n^{c}$, we have

$$
\left\|A_{S} X-A\right\|_{1} \geq 0.9 n^{3}
$$

Thus, we only need to consider the case $\forall j \in[n] \backslash S,\left\|X_{j}\right\|_{1} \leq n^{c}$. Notice that we condition on $\|\Delta\|_{1} \leq 4.0002 / \pi \cdot n^{2} \ln n$. By Fact 19.4.1, we have that if $\left\|X_{j}\right\|_{1} \leq n^{c}$ and $\left|1-\mathbf{1}^{\top} X_{j}\right|>$ $1-10^{-20}$, then

$$
\left\|A_{S} X-A\right\|_{1} \geq\left\|A_{S} X_{j}-A_{j}\right\|_{1}>n^{3}
$$

Thus, we only need to consider the case $\forall j \in[n] \backslash S,\left\|X_{j}\right\|_{1} \leq n^{c},\left|1-\mathbf{1}^{\top} X_{j}\right| \leq 1-10^{-20}$. $\forall X \in \mathbb{R}^{r \times n}$ with $\forall j \in[n] \backslash S,\left\|X_{j}\right\|_{1} \leq n^{c},\left|1-\mathbf{1}^{\top} X_{j}\right| \leq 1-10^{-20}$, if $\left\|A_{S} X_{[n] \backslash S}-A_{[n] \backslash S}\right\|_{1} \leq$
$4 n^{2} \ln n$, then

$$
\begin{aligned}
& \left\|A_{S} X_{[n] \backslash S}-A_{[n] \backslash S}\right\|_{1} \\
= & \left\|\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{S}\right) X_{[n] \backslash S}-\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{[n] \backslash S}\right)\right\|_{1} \\
\geq & \sum_{i \in[n], j \in[n] \backslash S,\left|\Delta_{i, j}\right| \geq n^{1.0002}}\left|\left(\left(\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{S}\right) X_{[n] \backslash S}-\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}\right)-\Delta_{[n] \backslash S}\right)_{i, j}\right| \\
& +\sum_{i \in[n], j \in[n] \backslash S,\left|\Delta_{i, j}\right|<n^{0.9999}}\left|\left(\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{S}\right) X_{[n] \backslash S}-\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{[n] \backslash S}\right)\right)_{i, j}\right| \\
\geq & \frac{1.996}{\pi} \cdot n^{2} \ln n+\sum_{i \in[n], j \in[n] \backslash S,\left|\Delta_{i, j}\right|<n^{0.9999}}\left|\left(\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{S}\right) X_{[n] \backslash S}-\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{[n] \backslash S}\right)\right)_{i, j}\right| \\
= & \frac{1.996}{\pi} \cdot n^{2} \ln n+\sum_{j \in[n] \backslash S} \sum_{i \in[n],\left|\Delta_{i, j}\right|<n^{0.9999}}\left|\left(\left(\eta \cdot \mathbf{1} \cdot \mathbf{1}^{\top}+\Delta_{S}\right) X_{j}-\eta \cdot \mathbf{1}-\Delta_{j}\right)_{i}\right| \\
\geq & \frac{1.996}{\pi} \cdot n^{2} \ln n+\sum_{j \in[n] \backslash S} \frac{2.024}{\pi} n \ln n \\
\geq & \frac{1.996}{\pi} \cdot n^{2} \ln n+\frac{2.023}{\pi} n^{2} \ln n \\
\geq & \frac{4.01}{\pi} \cdot n^{2} \ln n
\end{aligned}
$$

holds with probability at least $1-1 / 2^{n^{\ominus}(1)}$. The first equality follows by the definition of $A$. The first inequality follows by the partition by $\left|\Delta_{i, j}\right|$. Notice that $\left[\mathbf{1} \Delta_{S}\right]$ has rank at most $r+1=n^{o(1)}$. Then, due to Lemma 19.4.10, and the condition $\left\|A_{S} X_{[n] \backslash S}-A_{[n] \backslash S}\right\|_{1} \leq 4 n^{2} \ln n$, the second inequality holds with probability at least $1-1 / 2^{n^{\ominus(1)}}$. The second equality follows by grouping the cost by each column. The third inequality holds with probability at least $1-1 / 2^{n^{\Theta(1)}}$ by Lemma 19.4.16, and a union bound over all the columns in $[n] \backslash S$. The fourth inequality follows by $n-r=n-n^{o(1)} \geq\left(1-10^{-100}\right) n$.

Thus, conditioned on $\|\Delta\|_{1} \leq 4.0002 / \pi \cdot n^{2} \ln n$, with probability at least $1-1 / 2^{n^{\ominus(1)}}$,
we have

$$
\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq \frac{4.02}{\pi} \cdot n^{2} \ln n .
$$

By taking a union bound over all the $\binom{n}{r}=2^{n^{o(1)}}$ choices of $S$, we have that conditioned on $\|\Delta\|_{1} \leq \frac{4.0002}{\pi} n^{2} \ln n$, with probability at least $1-1 / 2^{n^{\ominus(1)}}, \forall S \subset[n]$ with $|S|=r=n^{o(1)}$, $\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq \frac{4.02}{\pi} \cdot n^{2} \ln n$. Since $4.01 / 4.0002>1.002$,

$$
\min _{X \in \mathbb{R}^{r \times n}}\left\|A_{S} X-A\right\|_{1} \geq 1.002\|\Delta\|_{1} .
$$

Since $\|\Delta\|_{1} \leq \frac{4.0002}{\pi} n^{2} \ln n$ happens with probability at least $1-O(1 / \log \log n)$, this completes the proof.

## Chapter 20

## Towards a Zero-One Law for Low Rank Approximation

There are a number of approximation algorithms for NP-hard versions of low rank approximation, such as finding a rank- $k$ matrix $B$ minimizing the sum of absolute values of differences to a given $n$-by- $n$ matrix $A, \min _{\text {rank-k }}\|A-B\|_{1}$, or more generally finding a rank- $k$ matrix $B$ which minimizes the sum of $p$-th powers of absolute values of differences, $\min _{\text {rank-k } B}\|A-B\|_{p}^{p}$. Many of these algorithms are linear time columns subset selection algorithms, returning a subset of $\operatorname{poly}(k \log n)$ columns whose cost is no more than a poly $(k)$ factor larger than the cost of the best rank- $k$ matrix. The above error measures are special cases of the following general entrywise low rank approximation problem: given an arbitrary function $g: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$, find a rank- $k$ matrix $B$ which minimizes $\|A-B\|_{g}=\sum_{i, j} g\left(A_{i, j}-B_{i, j}\right)$. A natural question is which functions $g$ admit efficient approximation algorithms? Indeed, this is a central question of recent work studying generalized low rank models. In this work we give approximation algorithms for every function $g$ which is approximately monotone and satisfies an approximate triangle inequality, and we show both of these conditions are necessary. Further, our algorithm is efficient if the function $g$ admits an efficient approximate regression algorithm. Our approximation algorithms handle functions which are not even scale-invariant, such as the Huber loss function, which we show have very different structural properties than $\ell_{p}$-norms, e.g., one can show the lack of scale-invariance causes any column subset selection algorithm to provably require a $\sqrt{\log n}$ factor larger number of columns
than $\ell_{p}$-norms; nevertheless we design the first efficient column subset selection algorithms for such error measures.

### 20.1 Introduction

A well-studied problem in machine learning and numerical linear algebra, with applications to recommendation systems, text mining, and computer vision, is that of computing a low-rank approximation of a matrix. Such approximations reveal low-dimensional structure, provide a compact way of storing a matrix, and can quickly be applied to a vector.

A commonly used version of the problem is to compute a near optimal low-rank approximation with respect to the Frobenius norm. That is, given an $n \times n$ input matrix $A$ and an accuracy parameter $\epsilon>0$, output a rank- $k$ matrix $B$ with large probability so that $\|A-B\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$, where for a matrix $C,\|C\|_{F}^{2}=\sum_{i, j} C_{i, j}^{2}$ is its squared Frobenius norm, and $A_{k}=\operatorname{argmin}_{\text {rank-k }}{ }_{B}\|A-B\|_{F} . A_{k}$ can be computed exactly using the singular value decomposition (SVD), but takes $O\left(n^{3}\right)$ time in practice and $n^{\omega}$ time in theory, where $\omega \approx 2.373$ is the exponent of matrix multiplication [Str69, CW87, Wil12, LG14].

Sárlos [Sar06] showed how to achieve the above guarantee with constant probability in $\widetilde{O}(\mathrm{nnz}(A) \cdot k / \epsilon)+n \cdot \operatorname{poly}(k / \epsilon)$ time, where $\mathrm{nnz}(A)$ denotes the number of non-zero entries of $A$. This was improved in [CW13, MM13, NN13a, BDN15, Coh16a] using sparse random projections in $O(\mathrm{nnz}(A))+n \cdot \operatorname{poly}(k / \epsilon)$ time. Large sparse datasets in recommendation systems are common, such as the Bookcrossing ( $100 \mathrm{~K} \times 300 \mathrm{~K}$ with $10^{6}$ observations) [ZMKL05] and Yelp datasets ( $40 \mathrm{~K} \times 10 \mathrm{~K}$ with $10^{5}$ observations) [Yel14], and this is a substantial improvement over the SVD.

Robust Low Rank Approximation. To understand the role of the Frobenius norm in the algorithms above, we recall a standard motivation for this error measure. Suppose one has $n$ data points in a $k$-dimensional subspace of $\mathbb{R}^{d}$, where $k \ll d$. We can write these points
as the rows of an $n \times d$ matrix $A^{*}$ which has rank $k$. The matrix $A^{*}$ is often called the ground truth matrix. In a number of settings, due to measurement noise or other kinds of noise, we only observe the matrix $A=A^{*}+\Delta$, where each entry of the noise matrix $\Delta \in \mathbb{R}^{n \times n}$ is an i.i.d. random variable from a certain mean-zero noise distribution $\mathcal{D}$. One method for approximately recovering $A^{*}$ from $A$ is maximum likelihood estimation. Here one tries to find a matrix $B$ maximizing the $\log$-likelihood: $\max _{\text {rank-k } B} \sum_{i, j} \log p\left(A_{i, j}-B_{i, j}\right)$, where $p(\cdot)$ is the probability density function of the underlying noise distribution $\mathcal{D}$. For example, when the noise distribution is Gaussian with mean zero and variance $\sigma^{2}$, denoted by $N\left(0, \sigma^{2}\right)$, then the optimization problem is $\max _{\text {rank-k } B} \sum_{i, j}\left(\log \left(1 / \sqrt{2 \pi \sigma^{2}}\right)-\left(A_{i, j}-B_{i, j}\right)^{2} /\left(2 \sigma^{2}\right)\right)$, which is equivalent to solving the Frobenius norm loss low rank approximation problem defined above.

The Frobenius norm loss, while having nice statistical properties for Gaussian noise, is well-known to be sensitive to outliers. Applying the same maximum likelihood framework above to other kinds of noise distributions results in minimizing other kinds of loss functions. In general, if the density function of the underlying noise $\mathcal{D}$ is $p(z)=c \cdot e^{-g(z)}$, where $c$ is a normalization constant, then the maximum likelihood estimation problem for this noise distribution becomes the following generalized entry-wise loss low rank approximation problem: $\min _{\text {rank-k }} \sum_{i, j} g\left(A_{i, j}-B_{i, j}\right)=\min _{\text {rank-k } B}\|A-B\|_{g}$, which is a central topic of recent work on generalized low-rank models $\left[\mathrm{UHZ}^{+} 16\right]$. For example, when the noise is Laplacian, the entrywise $\ell_{1}$ loss is the maximum likelihood estimation, which is also robust to sparse outliers. A natural setting is when the noise is a mixture of small Gaussian noise and sparse outliers; this noise distribution is referred to as the Huber density. In this case the Huber loss function gives the maximum likelihood estimate $\left[\mathrm{UHZ}^{+} 16\right]$, where the Huber
function [Hub64] is defined to be: $g(x)=x^{2} /(2 \tau)$ if $|x|<\tau / 2$, and $g(x)=|x|-\tau / 2$ if $|x| \geq \tau$. Another nice property of the Huber error measure is that it is differentiable everywhere, unlike the $\ell_{1}$-norm, yet still enjoys the robustness properties as one moves away from the origin, making it less sensitive to outliers than the $\ell_{2}$-norm. There are many other kinds of loss functions, known as $M$-estimators [Zha97], which are widely used as loss functions in robust statistics [HRRS11].

Although several specific cases have been studied, such as entry-wise $\ell_{p}$ loss [CLMW11, SWZ17, CGK+17a, BKW17, BBB ${ }^{+}$19a], weighted entry-wise $\ell_{2}$ loss [RSW16], and cascaded $\ell_{p}\left(\ell_{2}\right)$ loss [DVTV09, CW15a], the landscape of general entry-wise loss functions remains elusive. There are no results known for any loss function which is not scale-invariant, much less any kind of characterization of which loss functions admit efficient algorithms. This is despite the importance of these loss functions; we refer the reader to [UHZ $\left.{ }^{+} 16\right]$ for a survey of generalized low rank models. This motivates the main question in our work:

Question 20.1.1 (General Loss Functions). For a given approximation factor $\alpha>1$, which functions $g$ allow for efficient low-rank approximation algorithms? Formally, given an $n \times d$ matrix $A$, can we find a rank-k matrix $B$ for which $\|A-B\|_{g} \leq \alpha \min _{\text {rank }-k B^{\prime}}\left\|A-B^{\prime}\right\|_{g}$, where for a matrix $C,\|C\|_{g}=\sum_{i \in[n], j \in[d]} g\left(C_{i, j}\right)$ ? What if we also allow $B$ to have rank $\operatorname{poly}(k \log n)$ ?

For Question 20.1.1, one has $g(x)=|x|^{p}$ for $p$-norms, and note the Huber loss function also fits into this framework. Allowing $B$ to have slightly larger rank than $k$, namely, $\operatorname{poly}(k \log n)$, is often sufficient for applications as it still allows for the space savings and computational gains outlined above. These are referred to as bicriteria approximations and are the focus of our work.

Notation. Before we present our results, let us briefly introduce the notation. For $n \in \mathbb{Z}_{\geq 0}$, let $[n]$ denote the set $\{1,2, \cdots, n\}$. Let $A \in \mathbb{R}^{n \times m}$. $A_{i}$ and $A^{j}$ denote the $i^{\text {th }}$ column and the $j^{\text {th }}$ row of $A$ respectively. Let $P \subseteq[m], Q \subseteq[n]$. $A_{P}$ denotes the matrix which is composed by the columns of $A$ with column indices in $P$. Similarly, $A^{Q}$ denotes the matrix composed by the rows of $A$ with row indices in $Q$. Let $S$ be a set and $s \in \mathbb{Z}_{\geq 0}$. We use $\binom{S}{s}$ to denote the set of all the size- $s$ subsets of $S$.

### 20.1.1 Our Results

We give necessary and sufficient conditions for low rank approximation with respect to general error measures. Our algorithm is a column subset selection algorithm, returning a small subset of columns which span a good low rank approximation. Column subset selection has the benefit of preserving sparsity and interpretability, as described above. We describe two properties on the function $g$ that we need to obtain our low rank approximation algorithms, and show that if $g$ does not have either property, then there are matrices for which no small subset of columns spanning a good low rank approximation with respect to the error measure $g$ exists. We make these terms precise in the theorem statements below.

Since we obtain column subset selection algorithms for a wide class of functions, our algorithms must necessarily be bicriteria and have approximation factor at least poly $(k)$. Indeed, a special case of our class of functions includes entrywise $\ell_{1}$-low rank approximation, for which it was shown in Theorem G. 27 of [SWZ17] that any subset of poly $(k)$ columns incurs an approximation error of at least $k^{\Omega(1)}$. We also show that for the entrywise Huberlow rank approximation, already for $k=1, \sqrt{\log n}$ columns are needed to obtain any constant factor approximation, thus showing that for some of the functions we consider, a dependence
on $n$ in our column subset size is necessary.
We note that previously for almost all such functions, it was not known how to obtain any non-trivial approximation factor with any sublinear number of columns.

### 20.1.1.1 A Zero-One Law

We first state three general properties, the first two of which are structural properties and are necessary and sufficient for obtaining a good approximation from a small subset of columns. The third property is needed for efficient running time.

Approximate triangle inequality. For $t \in \mathbb{Z}_{>0}$, we say a function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ satisfies the ati $_{g, t}$-approximate triangle inequality if for any $x_{1}, x_{2}, \cdots, x_{t} \in \mathbb{R}, g\left(\sum x_{i}\right) \leq$ $\operatorname{ati}_{g, t} \cdot \sum g\left(x_{i}\right)$.

Monotone property. For any parameter $\operatorname{mon}_{g} \geq 1$, we say function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is $\operatorname{mon}_{g}$-monotone if for any $x, y \in \mathbb{R}$ with $0 \leq|x| \leq|y|$, we have $g(x) \leq \operatorname{mon}_{g} \cdot g(y)$.

Many functions including most $M$-estimators [Zha97] and the quantile function [KBJ78] satisfy the above two properties. See Table 20.1 for several examples. We refer the reader to the later sections for the necessity of these two properties. Our next property is not structural, but rather states that if the loss function has an efficient regression algorithm, then that suffices to efficiently find a small subset of columns spanning a good low rank approximation.

Regression property. We say function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ has the $\left(\operatorname{reg}_{g, d}, \mathcal{T}_{\text {reg }, g, n, d, m}\right)$ regression property if the following holds: given two matrices $A \in \mathbb{R}^{n \times d}$ and $B \in \mathbb{R}^{n \times m}$, for each $i \in[m]$, let $\mathrm{OPT}_{i}$ denote $\min _{x \in \mathbb{R}^{d}}\left\|A x-B_{i}\right\|_{g}$. There is an algorithm that runs in

Table 20.1: Example functions satisfying both structural properties.

|  | $g(x)$ | $\mathrm{ati}_{g, t}$ | $\mathrm{mon}_{g}$ |
| :---: | :---: | :---: | :---: |
| Huber | $\begin{cases}x^{2} / 2 & \|x\| \leq \tau \\ \tau(\|x\|-\tau / 2) & \|x\|>\tau\end{cases}$ | $O(t)$ | 1 |
| $\ell_{p}(p \geq 1)$ | $\|x\|^{p} / p$ | $O\left(t^{p-1}\right)$ | 1 |
| $\ell_{1}-\ell_{2}$ | $2\left(\sqrt{1+x^{2} / 2}-1\right)$ | $O(t)$ | 1 |
| Geman-McClure | $x^{2} /\left(2+2 x^{2}\right)$ | $O(t)$ | 1 |
| "FAIR" | $\tau^{2}(\|x\| / \tau-\log (1+\|x\| / \tau))$ | $O(t)$ | 1 |
| Tukey | $\begin{cases}\tau^{2} / 6 \cdot\left(1-\left(1-(x / \tau)^{2}\right)^{3}\right) & \|x\| \leq \tau \\ \tau^{2} / 6 & \|x\|>\tau\end{cases}$ | $O(t)$ | 1 |
| CaUCHY | $\tau^{2} / 2 \cdot \log \left(1+(x / \tau)^{2}\right)$ | $O(t)$ | 1 |
| Quantile ( $\tau \in(0,1)$ ) | $\begin{cases}\tau x & x \geq 0 \\ (\tau-1) x & x<0\end{cases}$ | 1 | $\max \left(\frac{\tau}{1-\tau}, \frac{1-\tau}{\tau}\right)$ |

$\mathcal{T}_{\text {reg }, g, n, d, m}$ time and outputs a matrix $X^{\prime} \in \mathbb{R}^{d \times m}$ such that $\left\|A X_{i}^{\prime}-B_{i}\right\|_{g} \leq \operatorname{reg}_{g, d} . \mathrm{OPT}_{i}, \forall i \in$ $[m]$ and outputs a vector of estimated regression costs $v \in \mathbb{R}^{d}$ such that $\mathrm{OPT}_{i} \leq v_{i} \leq$ $\operatorname{reg}_{g, d} \cdot \mathrm{OPT}_{i}, \forall i \in[m]$. The success probability is at least $1-1 / \operatorname{poly}(n m)$.

Some functions for which regression itself is non-trivial are e.g., the $\ell_{0}$-loss function and Tukey function. The $\ell_{0}$-loss function corresponds to the nearest codeword problem over the reals and has slightly better than an $O(d)$-approximation ([BK02, APY09], see also [BKW17]). For the Tukey function, [CWW19] shows that Tukey regression is NP-hard, and it also gives approximation algorithms. For discussion on regression solvers, we refer the reader to Appendix 20.5.

For any function, as long as the above general three properties hold, we can provide an efficient algorithm, as our following main theorem shows.

Theorem 20.1.2. Given a matrix $A \in \mathbb{R}^{n \times n}$, let $k \geq 1, k^{\prime}=2 k+1$. Let $g: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$
denote a function satisfying the ati ${ }_{g, k^{\prime}}$-approximate triangle inequality, the mon $_{g}$-monotone property, and the $\left(\operatorname{reg}_{g, k^{\prime}}, \mathcal{T}_{\text {reg }, g, n, k^{\prime}, n}\right)$-regression property. Let $\mathrm{OPT}=\min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{g}$. There is an algorithm that runs in $\widetilde{O}\left(n+\mathcal{T}_{\text {reg, }, n, k^{\prime}, n}\right)$ time and outputs a set $S \subseteq[n]$ with $|S|=O(k \log n)$ such that with probability at least 0.99,

$$
\min _{X \in \mathbb{R}^{|S| \times n}}\left\|A_{S} X-A\right\|_{g} \leq \operatorname{ati}_{g, k^{\prime}} \cdot \operatorname{mon}_{g} \cdot \operatorname{reg}_{g, k^{\prime}} \cdot O(k \log k) \cdot \mathrm{OPT} .
$$

Although the input matrix $A$ in the above statement is a square matrix, it is straightforward to extend the result to the rectangular case. By the above theorem, we can obtain a good subset of columns. To further get a low rank matrix $B$ which is a good low rank approximation to $A$, it is sufficient to take an additional $\mathcal{T}_{\text {reg, }, g, n,|S|, n}$ time to solve the regression problem.

### 20.1.1.2 Lower Bound on the Number of Columns

One may wonder if the $\log n$ blowup in rank is necessary in our theorem. We show some dependence on $n$ is necessary by showing that for the important Huber loss function, at least $\sqrt{\log n}$ columns are required in order to obtain a constant factor approximation for $k=1$ :

Theorem 20.1.3. Let $H(x)$ denote the following function: $H(x)= \begin{cases}x^{2}, & \text { if }|x|<1 ; \\ |x|, & \text { if }|x| \geq 1 .\end{cases}$
For any $n \geq 1$, there is a matrix $A \in \mathbb{R}^{n \times n}$ such that, if we select o $(\sqrt{\log n})$ columns to fit the entire matrix, there is no $O(1)$-approximation, i.e., for any subset $S \subseteq[n]$ with $|S|=o(\sqrt{\log n})$,

$$
\min _{X \in \mathbb{R}^{|S| \times n}}\left\|A_{S} X-A\right\|_{H} \geq \omega(1) \cdot \min _{\operatorname{rank}-1 A^{\prime}}\left\|A^{\prime}-A\right\|_{H} .
$$

Notice that the above function $H(x)$ is always a constant approximation to the Huber function (see Table 20.1) with $\tau=1$. Thus, the hardness also holds for the Huber function. For more discussion on our lower bound, we refer the reader to Appendix 20.6.

### 20.1.2 Overview of our Approach and Related Work

Low Rank Approximation for General Functions. A natural approach to low rank approximation is "column subset selection", which has been extensively studied in numerical linear algebra [DMM06c, DMM06b, DMM08, BMD09, BDM11, FEGK13, BW14, WS15, SWZ17, SWZ19b]. One can take the column subset selection algorithm for $\ell_{p}$-low rank approximation in $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$ and try to adapt it to general loss functions. Namely, their argument shows that for any matrix $A \in \mathbb{R}^{n \times n}$ there exists a subset $S$ of $k$ columns of $A$, denoted by $A_{S} \in \mathbb{R}^{n \times k}$, for which there exists a $k \times n$ matrix $V$ for which $\left\|A_{S} V-A\right\|_{p}^{p} \leq$ $(k+1)^{p} \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}^{p}$; we refer the reader to Theorem 3 of [CGK $\left.{ }^{+} 17 \mathrm{a}\right]$. Given the existence of such a subset $S$, a natural next idea is to then sample a set $T$ of $k$ columns of $A$ uniformly at random. It is then likely the case that if we look at a random column $A_{i}$, (1) with probability $1 /(k+1), i$ is not among the subset $S$ of $k$ columns out of the $k+1$ columns $T \cup\{i\}$ defining the optimal rank- $k$ approximation to the submatrix $A_{T \cup\{i\}}$, and (2) with probability at least $1 / 2$, the best rank- $k$ approximation to $A_{T \cup\{i\}}$ has cost at most

$$
\begin{equation*}
(2(k+1) / n) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}^{p} . \tag{20.1}
\end{equation*}
$$

Indeed, (1) follows from $T \cup\{i\}$ being a uniformly random subset of $k+1$ columns, while (2) follows from a Markov bound. The argument in Theorem 7 of [CGK ${ }^{+}$17a] is then able to "prune" a $1 /(k+1)$ fraction of columns (this can be optimized to a constant fraction) in expectation, by "covering" them with the random set $T$. Recursing on the remaining columns,
this procedure stops after $k \log n$ iterations, giving a column subset of size $O\left(k^{2} \log n\right)$ (which can be optimized to $O(k \log n))$ and an $O(k)$-approximation.

The proof in [CGK $\left.{ }^{+} 17 \mathrm{a}\right]$ of the existence of a subset $S$ of $k$ columns of $A$ spanning a $(k+1)$-approximation above is quite general, and one might suspect it generalizes to a large class of error functions. Suppose, for example, that $k=1$. The idea there is to write $A=A^{*}+\Delta$, where $A^{*}=U \cdot V$ is the optimal rank-1 $\ell_{p}$-low rank approximation to $A$. One then "normalizes" by the error, defining $\widetilde{A}_{i}^{*}=A_{i}^{*} /\left\|\Delta_{i}\right\|_{p}$ and letting $s$ be such that $\left\|\widetilde{A}_{s}^{*}\right\|_{p}$ is largest. The rank-1 subset $S$ is then just $A_{s}$. Note that since $\widetilde{A}^{*}$ has rank-1 and $\left\|\widetilde{A}_{s}^{*}\right\|_{p}$ is largest, one can write $\widetilde{A}_{j}^{*}$ for every $j \neq s$ as $\alpha_{j} \cdot \widetilde{A}_{s}^{*}$ for $\left|\alpha_{j}\right| \leq 1$. The fact that $\left|\alpha_{j}\right| \leq 1$ is crucial; indeed, consider what happens when we try to "approximate" $A_{j}$ by $A_{s} \cdot \frac{\alpha_{j}\left\|\Delta_{j}\right\|_{p}}{\left\|\Delta_{s}\right\|_{p}}$. Then $\left\|A_{j}-A_{s} \alpha_{j}\right\| \Delta_{j}\left\|_{p} /\right\| \Delta_{s}\left\|_{p}\right\|_{p} \leq\left\|A_{j}-A_{j}^{*}\right\|_{p}+\left\|A_{j}^{*}-A_{s} \alpha_{j}\right\| \Delta_{j}\left\|_{p} /\right\| \Delta_{s}\left\|_{p}\right\|_{p}=$ $\left\|\Delta_{j}\right\|_{p}+\left\|A_{j}^{*}-\left(A_{s}^{*}+\Delta_{s}\right) \alpha_{j}\right\| \Delta_{j}\left\|_{p} /\right\| \Delta_{s}\left\|_{p}\right\|_{p}=\left\|\Delta_{j}\right\|_{p}+\left\|\Delta_{s} \alpha_{j}\right\| \Delta_{j}\left\|_{p} /\right\| \Delta_{s}\left\|_{p}\right\|_{p}$, and since the $p$-norm is monotonically increasing and $\alpha_{j} \leq 1$, the latter is at most $\left\|\Delta_{j}\right\|_{p}+\left\|\Delta_{s} \frac{\left\|\Delta_{j}\right\|_{p}}{\left\|\Delta_{s}\right\|_{p}}\right\|_{p}$. So far, all we have used about the $p$-norm is the monotone increasing property, so one could hope that the argument could be generalized to a much wider class of functions.

However, at this point the proof uses that the p-norm has scale-invariance, and so $\left\|\Delta_{s} \frac{\left\|\Delta_{j}\right\|_{p}}{\left\|\Delta_{s}\right\|_{p}}\right\|_{p}=\left\|\Delta_{j}\right\|_{p} \cdot\left\|\frac{\Delta_{s}}{\left\|\Delta_{s}\right\|_{p}}\right\|_{p}=\left\|\Delta_{j}\right\|_{p}$, and it follows that $\left\|A_{j}-A_{s} \frac{\alpha_{j}\left\|\Delta_{j}\right\|_{p}}{\left\|\Delta_{s}\right\|_{p}}\right\|_{p} \leq 2\left\|\Delta_{j}\right\|_{p}$, giving an overall 2-approximation (recall $k=1$ ). But what would happen for a general, not necessarily scale-invariant function $g$ ? We need to bound $\left\|\Delta_{s} \frac{\left\|\Delta_{j}\right\|_{g}}{\left\|\Delta_{s}\right\|_{g}}\right\|_{g}$. If we could bound this by $O\left(\left\|\Delta_{j}\right\|_{g}\right)$, we would obtain the same conclusion as before, up to constant factors. Consider, though, the "reverse Huber function": $g(x)=x^{2}$ if $x \geq 1$ and $g(x)=|x|$ for $x \leq 1$. Suppose that $\Delta_{s}$ and $\Delta_{j}$ were just 1-dimensional vectors, i.e., real numbers, so we need to bound $g\left(\Delta_{s} g\left(\Delta_{j}\right) / g\left(\Delta_{s}\right)\right)$ by $O\left(g\left(\Delta_{j}\right)\right)$. Suppose $\Delta_{s}=1$. Then $g\left(\Delta_{s}\right)=1$ and
$g\left(\Delta_{s} g\left(\Delta_{j}\right) / g\left(\Delta_{s}\right)\right)=g\left(g\left(\Delta_{j}\right)\right)$ and if $\Delta_{j}=n$, then $g\left(g\left(\Delta_{j}\right)\right)=n^{4}=g\left(\Delta_{j}\right)^{2}$, much larger than the $O\left(g\left(\Delta_{j}\right)\right)$ we were aiming for.

Maybe the analysis can be slightly changed to correct for these normalization issues? This is not the case, as we show that unlike for $\ell_{p}$-low rank approximation, for the reverse Hu ber function there is no subset of 2 columns of $A$ obtaining better than an $n^{1 / 4}$-approximation factor. (See Section 20.6.2 for more details). Further, the lack of scale invariance not only breaks the argument in $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$, it shows that combinatorially such functions $g$ behave very differently than $\ell_{p}$-norms. We show more generally there exist functions, in particular the Huber function, for which one needs to choose $\Omega(\sqrt{\log n})$ columns to obtain a constant factor approximation; we describe this more below. Perhaps more surprisingly, we show a subset of $O(\log n)$ columns suffice to obtain a constant factor approximation to the best rank-1 approximation for any function $g(x)$ which is approximately monotone and has the approximate triangle inequality, the latter implying for any constant $C>0$ and any $x \in \mathbb{R}_{\geq 0}$, $g(C x)=O(g(x))$. For $k>1$, these conditions become: (1) $g(x)$ is monotone non-decreasing in $x$, (2) $g(x)$ is within a $\operatorname{poly}(k)$ factor of $g(-x)$, and (3) for any real number $x \in \mathbb{R}^{\geq 0}$, $g(O(k x)) \leq \operatorname{poly}(k) \cdot g(x)$. We show it is possible to obtain an $O\left(k^{2} \log k\right)$ approximation with $O(k \log n)$ columns. We give the intuition and main lemma statements for our result in Section 20.2, deferring proofs to the supplementary material.

Even for $\ell_{p}$-low rank approximation, our algorithms slightly improve and correct a minor error in $\left[\mathrm{CGK}^{+} 17 \mathrm{a}\right]$ which claims in Theorem 7 an $O(k)$-approximation with $O(k \log n)$ columns for $\ell_{p}$-low rank approximation. However, their algorithm actually gives an $O(k \log n)$ approximation with $O(k \log n)$ columns. In [CGK ${ }^{+} 17$ a] it was argued that one expects to pay a cost of $O(k / n) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}^{p}$ per column as in (20.1), and since each column is only
counted in one iteration, summing over the columns gives $O(k) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}$ total cost. The issue is that the value of $n$ is changing in each iteration, so if in the $i$-th iteration it is $n_{i}$, then we could pay $n_{i} \cdot O\left(k / n_{i}\right) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}=O(k) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}$ in each of $O(\log n)$ iterations, giving $O(k \log n)$ approximation ratio. In contrast, our algorithm achieves an $O(k \log k)$ approximation ratio for $\ell_{p}$-low rank approximation as a special case, which gives the first $O(1)$ approximation in nearly linear time for any constant $k$ for $\ell_{p}$ norms. Our analysis is finer in that we show not only do we expect to pay a cost of $O\left(k / n_{i}\right) \cdot \min _{\text {rank-k } B^{\prime}}\left\|A-B^{\prime}\right\|_{p}^{p}$ per column in iteration $i$, we pay $O\left(k / n_{i}\right)$ times the cost of the best rank- $k$ approximation to $A$ after the most costly $n / k$ columns have been removed; thus we pay $O\left(k / n_{i}\right)$ times a residual cost with the top $n / k$ columns removed. This ultimately implies any column's cost can contribute in at most $O(\log k)$ of $O(\log n)$ recursive calls, replacing an $O(\log n)$ factor with an $O(\log k)$ factor in the approximation ratio. This also gives the first $\operatorname{poly}(k)$-approximation for $\ell_{0}$-low rank approximation, studied in [BKW17], improving the $O\left(k^{2} \log (n / k)\right)$-approximation there to $O\left(k^{2} \log k\right)$ and giving the first constant approximation for constant $k$.

```
Algorithm 20.1 Low Rank Approximation Algorithm for General Functions
    procedure GeneralFunctionLowRankApprox \(\left(A \in \mathbb{R}^{n \times n}, k \in \mathbb{Z}_{\geq 1}, g: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}\right)\)
        Initialization: \(r \leftarrow O(\log n), T_{0} \leftarrow[n]\)
        for \(i=1 \rightarrow r\) do
            for \(j=1 \rightarrow \log n\) do
                    Sample \(S_{i}^{(j)}\) from \(\binom{T_{i-1}}{2 k}\) uniformly at random
                    Solve the \(\operatorname{reg}_{g, 2 k}\)-approximate regression \(\min _{x \in \mathbb{R}^{2 k}}\left\|A_{S_{i}^{(j)}} x-A_{t}\right\|_{g}\) for each \(t \in\)
    \(T_{i-1} \backslash S_{i}^{(j)}\), and let \(v_{i, t}^{(j)}\) be the reg \(_{g, 2 k}\)-estimated regression cost \(\triangleright\) See Section 20.1.1.1 for
    regression property
                        \(R_{i}^{(j)} \leftarrow\left\{t \mid v_{i, t}^{(j)}\right.\) is the bottom \(\left|T_{i-1} \backslash S_{i}^{(j)}\right| / 20\) largest value in \(\left\{v_{i, t^{\prime}}^{(j)} \mid t^{\prime} \in T_{i-1} \backslash\right.\)
    \(\left.\left.S_{i}^{(j)}\right\}\right\}\)
            \(c_{i}^{(j)} \leftarrow \sum_{t \in R_{i}^{(j)}} v_{i, t}^{(j)}\)
            end for
            \(j^{*} \leftarrow \arg \min _{j \in[\log n]}\left\{c_{i}^{(j)}\right\}\)
            \(S_{i} \leftarrow S_{i}^{\left(j^{*}\right)}, R_{i} \leftarrow R_{i}^{\left(j^{*}\right)}, T_{i} \leftarrow T_{i-1} \backslash\left(S_{i} \cup R_{i}\right)\)
            end for
            return \(S=T_{r} \cup \bigcup_{i \in[r]} S_{i}\)
    end procedure
```


### 20.2 Algorithm for General Loss Low Rank Approximation

Our algorithm is presented in Algorithm 20.1. First, let us briefly analyze the running time. Consider fixed $i \in[r], j \in[\log n]$. Sampling $S_{i}^{(j)}$ takes $O(k)$ time. Solving $\operatorname{reg}_{g, 2 k^{-}}$ approximate regression $\min _{x}\left\|A_{S_{i}^{(j)}} x-A_{t}\right\|_{g}$ for all $t \in T_{i-1} \backslash S_{i}^{(j)}$ takes $\mathcal{T}_{\text {reg,g,n,2k,|Ti-1 } \backslash S_{i}^{(j)} \mid} \leq$ $\mathcal{T}_{\text {reg }, g, n, 2 k+1, n}$ time. Since finding $\left|T_{i-1} \backslash S_{i}^{(j)}\right| / 20$ smallest element can be done in $O(n)$ time, $R_{i}^{(j)}$ can be computed in $O(n)$ time. Thus the inner loop takes $O\left(n+\mathcal{T}_{\text {reg, }, g, n, 2 k+1, n}\right)$ time. Since $r=O(\log n)$, the total running time over all $i, j$ is $O\left(\left(n+\mathcal{T}_{\text {reg, }, n, 2 k+1, n}\right) \log ^{2} n\right)$. In the remainder of the section, we will sketch the proof of the correctness. For the missing proofs, we refer the reader to Appendix 20.3.

### 20.2.1 Properties of Uniform Column Sampling

Let us first introduce some useful notation. Consider a rank- $k$ matrix $M^{*} \in \mathbb{R}^{n \times m}$. For a set $H \subseteq[m]$, let $R_{M^{*}}(H) \subseteq H$ be a set such that

$$
R_{M^{*}}(H)=\arg \max _{P: P \subseteq H}\left\{\operatorname{det}\left(\left(M^{*}\right)_{P}^{Q}\right)| | P\left|=|Q|=\operatorname{rank}\left(M_{H}^{*}\right), Q \subseteq[n]\right\}\right.
$$

where $\operatorname{det}(C)$ denotes the determinant of a square matrix $C$. By Cramer's rule, if we use a linear combination of the columns of $M_{R_{M^{*}}(H)}^{*}$ to express any column of $M_{H}^{*}$, the absolute value of every fitting coefficient will be at most 1 .

Consider an arbitrary matrix $M \in \mathbb{R}^{n \times m}$. We can write $M=M^{*}+N$, where $M^{*} \in \mathbb{R}^{n \times m}$ is an arbitrary rank- $k$ matrix, and $N \in \mathbb{R}^{n \times m}$ is the residual matrix. The following lemma shows that, if we randomly choose a subset $H \subseteq[m]$ of $2 k$ columns, and we randomly look at another column $i$, then with constant probability, the absolute values of all the coefficients of using a linear combination of the columns of $M_{H}^{*}$ to express $M_{i}^{*}$ are at most 1, and furthermore, if we use the same coefficients to use columns of $M_{H}$ to fit $M_{i}$, then the fitting cost is proportional to $\left\|N_{H}\right\|_{g}+\left\|N_{i}\right\|_{g}$.

Lemma 20.2.1. Given a matrix $M \in \mathbb{R}^{n \times m}$ and a parameter $k \geq 1$, let $M^{*} \in \mathbb{R}^{n \times m}$ be an arbitrary rank-k matrix. Let $N=M-M^{*}$. Let $H \subseteq[m]$ be a uniformly random subset of $[m]$, and let $i$ denote a uniformly random index sampled from $[m] \backslash H$. Then (I) $\operatorname{Pr}\left[i \notin R_{M^{*}}(H \cup\{i\})\right] \geq 1 / 2$; (II) If $i \notin R_{M^{*}}(H \cup\{i\})$, then there exist $|H|$ coefficients $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{|H|}$ for which $M_{i}^{*}=\sum_{j=1}^{|H|} \alpha_{j}\left(M_{H}^{*}\right)_{j}, \forall j \in[|H|],\left|\alpha_{j}\right| \leq 1$, and $\min _{x \in \mathbb{R}^{|H|}} \| M_{H} x-$ $M_{i} \|_{g} \leq \operatorname{ati}_{g,|H|+1} \cdot \operatorname{mon}_{g} \cdot\left(\left\|N_{i}\right\|_{g}+\sum_{j=1}^{|H|}\left\|\left(N_{H}\right)_{j}\right\|_{g}\right)$.

Notice that part (II) of the above lemma does not depend on any randomness of $H$ or $i$. By applying part (I) of the above lemma, it is enough to prove that if we randomly
choose a subset $H$ of $2 k$ columns, there is a constant fraction of columns that each column $M_{i}^{*}$ can be expressed by a linear combination of columns in $M_{H}^{*}$, and the absolute values of all the fitting coefficients are at most 1. Because of Cramer's rule, it thus suffices to prove the following lemma.

## Lemma 20.2.2.

$$
\operatorname{Pr}_{H \sim\binom{[m])}{2 k}}\left[\left|\left\{i \mid i \in[m] \backslash H, i \notin R_{M^{*}}(H \cup\{i\})\right\}\right| \geq(m-2 k) / 4\right] \geq 1 / 4 .
$$

### 20.2.2 Correctness of the Algorithm

We write the input matrix $A$ as $A^{*}+\Delta$, where $A^{*} \in \mathbb{R}^{n \times n}$ is the best rank- $k$ approximation to $A$, and $\Delta \in \mathbb{R}^{n \times n}$ is the residual matrix with respect to $A^{*}$. Then $\|\Delta\|_{g}=\sum_{i=1}^{n}\left\|\Delta_{i}\right\|_{g}$ is the optimal cost. As shown in Algorithm 20.1, our approach iteratively eliminates all the columns. In each iteration, we sample a subset of columns, and use these columns to fit other columns. We drop a constant fraction of columns which have a good fitting cost. Suppose the indices of the columns surviving after the $i$-th outer iteration are $T_{i}=\left\{t_{i, 1}, t_{i, 2}, \cdots, t_{i, m_{i}}\right\} \subseteq[n]$. Without loss of generality, we can assume $\left\|\Delta_{t_{i, 1}}\right\|_{g} \geq\left\|\Delta_{t_{i, 2}}\right\|_{g} \geq \cdots \geq\left\|\Delta_{t_{i, m_{i}}}\right\|_{g}$. The following claim shows that if we randomly sample $2 k$ column indices $H$ from $T_{i}$, then the cost of $\Delta_{H}$ will not be large.

Claim 20.2.3. If $\left|T_{i}\right|=m_{i} \geq 1000 k$,

$$
\operatorname{Pr}_{H \sim\binom{T_{i}}{2 k}}\left[\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m_{i}} \sum_{j=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j}}\right\|_{g}\right] \geq \frac{19}{20} .
$$

By an averaging argument, in the following claim, we can show that there is a constant fraction of columns in $T_{i}$ whose optimal cost is also small.

Claim 20.2.4. If $\left|T_{i}\right|=m_{i} \geq 1000 k$,

$$
\left|\left\{t_{i, j} \mid t_{i, j} \in T_{i},\left\|\Delta_{t_{i, j}}\right\|_{g} \geq \frac{20}{m_{i}} \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g}\right\}\right| \leq \frac{1}{5} m_{i} .
$$

By combining Lemma 20.2.2, part (II) of Lemma 20.2.1 with the above two claims, it is sufficient to prove the following core lemma. It says that if we randomly choose a subset of $2 k$ columns from $T_{i}$, then we can fit a constant fraction of the columns from $T_{i}$ with a small cost.

Lemma 20.2.5. If $\left|T_{i}\right|=m_{i} \geq 1000 k$,

$$
\operatorname{Pr}_{H \sim\left(\begin{array}{c}
T_{i} \\
2 k \\
2
\end{array}\right]}\left[\left|\left\{j \mid j \in T_{i}, \min _{x \in \mathbb{R}^{|H|}}\left\|A_{H} x-A_{j}\right\|_{g} \leq C_{1} \cdot \frac{1}{m_{i}} \cdot \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g}\right\}\right| \geq \frac{1}{20} m_{i}\right] \geq \frac{1}{5}
$$

where $C_{1}=500 \cdot k \cdot \operatorname{ati}_{g,|S|+1} \cdot \operatorname{mon}_{g}$.

Let us briefly explain why the above lemma is enough to prove the correctness of our algorithm. For each column $j \in[m]$, either the column $j$ is in $T_{r}$ and is selected by the end of the algorithm, or $\exists i<r$ such that $j \in T_{i} \backslash T_{i+1}$. If $j \in T_{i} \backslash T_{i+1}$, then by the above lemma, we can show that with high probability, $\min _{x}\left\|A_{S_{i+1}} x-A_{j}\right\|_{g} \leq O\left(C_{1}\|\Delta\|_{1} /\left|T_{i}\right|\right)$. Thus, $\min _{X}\left\|A_{S_{i+1}} X-A_{T_{i} \backslash T_{i+1}}\right\|_{g} \leq O\left(C_{1}\|\Delta\|_{1}\right)$. It directly gives a $O\left(r C_{1}\right)=O\left(C_{1} \log n\right)$ approximation. For the detailed proof of Theorem 20.1.2, we refer the reader to Appendix 20.3.

### 20.3 Missing Proofs in Section 20.2

### 20.3.1 Proof of Lemma 20.2.1

Proof. (I) Since $\operatorname{rank}\left(M_{H \cup\{i\}}^{*}\right) \leq \operatorname{rank}\left(M^{*}\right)=k,\left|R_{M^{*}}(H \cup\{i\})\right| \leq k$. Note that $H$ is sampled from $\binom{[m]}{2 k}$ uniformly at random, $i$ is sampled from $[m] \backslash H$ uniformly at random, and $|H \cup\{i\}|=2 k+1$. By symmetry we have

$$
\operatorname{Pr}_{H \sim\binom{[m b}{2 k}, i \sim[m] \backslash H}\left[i \notin R_{M^{*}}(H \cup\{i\})\right] \geq 1-\frac{k}{2 k+1} \geq 1 / 2 .
$$

(II) Since $i \notin R_{M^{*}}(H \cup\{i\})$, by Cramer's rule, there exist $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{|H|}$ such that $M_{i}^{*}=\sum_{j=1}^{|H|} \alpha_{j} \cdot\left(M_{H}^{*}\right)_{j}$ and $\forall j \in[|H|],\left|\alpha_{j}\right| \leq 1$. Then we have

$$
\begin{aligned}
\min _{x \in \mathbb{R}^{|H|}}\left\|M_{H} x-M_{i}\right\|_{g} & \leq\left\|\sum_{j=1}^{|H|}\left(M_{H}\right)_{j} \alpha_{j}-M_{i}\right\|_{g} \\
& =\left\|\sum_{j=1}^{|H|}\left(M_{H}^{*}\right)_{j} \alpha_{j}-M_{i}^{*}+\sum_{j=1}^{|H|}\left(N_{H}\right)_{j} \alpha_{j}-N_{i}\right\|_{g} \\
& =\left\|\sum_{j=1}^{|H|}\left(N_{H}\right)_{j} \alpha_{j}-N_{i}\right\|_{g} \\
& \leq \operatorname{ati}_{g,|H|+1} \cdot\left(\left\|-N_{i}\right\|_{g}+\sum_{j=1}^{|H|}\left\|\left(N_{H}\right)_{j} \alpha_{j}\right\|_{g}\right) \\
& \leq \operatorname{ati}_{g,|H|+1} \cdot\left(\left\|-N_{i}\right\|_{g}+\operatorname{mon}_{g} \cdot \sum_{j=1}^{|H|}\left\|\left(N_{H}\right)_{j}\right\|_{g}\right) \\
& \leq \operatorname{ati}_{g,|H|+1} \cdot\left(\operatorname{mon}_{g} \cdot\left\|N_{i}\right\|_{g}+\operatorname{mon}_{g} \cdot \sum_{j=1}^{|H|}\left\|\left(N_{H}\right)_{j}\right\|_{g}\right) \\
& \leq \operatorname{ati}_{g,|H|+1} \cdot \operatorname{mon}_{g} \cdot\left(\left\|N_{i}\right\|_{g}+\sum_{j=1}^{|H|}\left\|\left(N_{H}\right)_{j}\right\|_{g}\right)
\end{aligned}
$$

where the second step follows from $M=M^{*}+N$, the third step follows from $\sum_{j=1}^{|H|}\left(M_{H}^{*}\right)_{j} \alpha_{j}-$ $M_{i}^{*}=0$, the fourth step follows from the approximate triangle inequality, the fifth step follows from the fact that $\left|\alpha_{j}\right| \leq 1$ and $g$ is $\operatorname{mon}_{g}$-monotone, and the sixth step follows from that $g$ is mon $_{g}$-monotone.

### 20.3.2 Proof of Lemma 20.2.2

Proof. Using Part (I) of Lemma 20.2.1, we have

$$
\operatorname{Pr}_{H \sim\binom{[m]}{2 k}, i \sim[m] \backslash H}\left[i \notin R_{M^{*}}(H \cup\{i\})\right] \geq 1 / 2 .
$$

For each set $H$, we define $P_{H}=\operatorname{Pr}_{i \sim[m] \backslash H}\left[i \notin R_{M^{*}}(H \cup\{i\})\right]$. We have

$$
\begin{equation*}
1 \geq \frac{1}{\binom{m}{2 k}} \sum_{H \in\binom{[m]}{2 k}} P_{H} \geq 1 / 2 \tag{20.2}
\end{equation*}
$$

We can show

$$
\begin{aligned}
& \frac{1}{\binom{m}{2 k}}\left|\left\{H \left\lvert\, H \in\binom{[m]}{2 k}\right., P_{H} \geq 1 / 4\right\}\right| \\
= & \frac{1}{\binom{m}{2 k}} \sum_{H \in\binom{[m]}{2 k}, P_{H} \geq 1 / 4} 1 \\
\geq & \frac{1}{\binom{m}{2 k}} \sum_{H \in\binom{m n}{2 k}, P_{H} \geq 1 / 4} P_{H} \\
\geq & \frac{1}{2}-\frac{1}{\binom{m}{2 k}} \sum_{H \in\binom{[m]}{2 k}, P_{H}<1 / 4} P_{H} \\
\geq & \frac{1}{2}-\frac{1}{\binom{m}{2 k}} \sum_{H \in\binom{[m]}{2 k}, P_{H}<1 / 4} \frac{1}{4} \\
\geq & \frac{1}{2}-\frac{1}{\binom{m}{2 k}}\binom{m}{2 k} \frac{1}{4} \\
= & \frac{1}{4},
\end{aligned}
$$

where the second step follows since $1 \geq P_{H}$, the third step follows since Eq. (20.2), the fourth step follows since $P_{H}<1 / 4$.

Thus, we have

$$
\left|\left\{H \left\lvert\, H \in\binom{[m]}{2 k}\right., P_{H} \geq 1 / 4\right\}\right| \geq\binom{ m}{2 k} / 4 .
$$

Recall the definition of $P_{H}$, we have

$$
\left|\left\{H \left\lvert\, H \in\binom{[m]}{2 k}\right., \underset{i \sim[m] \backslash H}{\operatorname{Pr}}\left[i \notin R_{M^{*}}(H \cup\{i\})\right] \geq 1 / 4\right\}\right| \geq\binom{ m}{2 k} / 4,
$$

which implies

$$
\operatorname{Pr}_{H \sim\binom{[m]}{2 k}}\left[\left|\left\{i \mid i \in[m] \backslash H, i \notin R_{M^{*}}(H \cup\{i\})\right\}\right| \geq(m-2 k) / 4\right] \geq 1 / 4 .
$$

### 20.3.3 Proof of Claim 20.2.3

Proof. For simplicity, we omit $i$ in all the subscripts in this proof.

$$
\begin{aligned}
& \operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g}\right] \\
= & \operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\left.\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g} \right\rvert\, \exists j \leq \frac{m}{100 k}, t_{j} \in H\right] \cdot \operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\exists j \leq \frac{m}{100 k}, t_{j} \in H\right] \\
+ & \operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\left.\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g} \right\rvert\, \forall j \leq \frac{m}{100 k}, t_{j} \notin H\right] \cdot \operatorname{Pr}_{H \sim\left(\begin{array}{c}
T h
\end{array}\right)}^{\operatorname{Pr}_{2 k}}\left[\forall j \leq \frac{m}{100 k}, t_{j} \notin H\right] \\
\leq & \underbrace{\operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\exists j \leq \frac{m}{100 k}, t_{j} \in H\right]}_{C_{1}}+\underbrace{\operatorname{Pr}_{H \sim\left(\frac{T}{2 k}\right)}\left[\left.\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g} \right\rvert\, \forall j \leq \frac{m}{100 k}, t_{j} \notin H\right]}_{C_{2}}
\end{aligned}
$$

It remains to upper bound the terms $C_{1}$ and $C_{2}$. We can upper bound $C_{1}$ :

$$
\begin{aligned}
C_{1} & =1-\left(1-\frac{m / 100 k}{m}\right) \cdot\left(1-\frac{m / 100 k}{m-1}\right) \cdots \cdots\left(1-\frac{m / 100 k}{m-2 k+1}\right) \\
& \leq 1-\left(1-\frac{m / 100 k}{m / 2}\right)^{2 k} \\
& \leq 1-\left(1-\frac{1}{25}\right) \\
& =\frac{1}{25},
\end{aligned}
$$

where the second step follows since $m \geq 1000 k$.

Using Markov's inequality,

$$
C_{2} \leq \frac{\underset{H \sim\left(T 2_{2 k}^{T}\right)}{\mathbb{E}}\left[\left.\sum_{j \in H}\left\|\Delta_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g} \right\rvert\, \forall j \leq \frac{m}{100 k}, t_{j} \notin H\right]}{400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g}} \leq 1 / 100
$$

where the second step follows since

$$
\begin{aligned}
& \underset{H \sim(2 k}{\mathbb{E}}) \\
\leq & \frac{2 k}{m-m / 100 k} \sum_{j=\frac{m}{100 k}}^{\mathbb{E}}\left\|\Delta_{t_{j}}\right\|_{g} \\
\leq & \left.\left.4 \frac{k}{m}\left\|_{j=\frac{m}{100 k}}^{m}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g} \right\rvert\, \forall j \leq \frac{m}{100 k}, t_{j} \notin H\right]
\end{aligned}
$$

### 20.3.4 Proof of Claim 20.2.4

Proof. For simplicity, we omit $i$ in all the subscripts in this proof.

$$
\begin{aligned}
&\left|\left\{t_{j} \mid t_{j} \in T,\left\|\Delta_{t_{j}}\right\|_{g} \geq \frac{20}{m} \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \\
& \leq\left|\left\{t_{j} \mid t_{j} \in T, j \leq \frac{m}{100 k}\right\}\right|+\left|\left\{t_{j} \mid t_{j} \in T, j>\frac{m}{100 k},\left\|\Delta_{t_{j}}\right\|_{g} \geq \frac{20}{m} \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \\
& \leq\left|\left\{t_{j} \mid t_{j} \in T, j \leq \frac{m}{100 k}\right\}\right|+\left|\left\{t_{j} \mid t_{j} \in T, j>\frac{m}{100 k},\left\|\Delta_{t_{j}}\right\|_{g} \geq \frac{10}{m-\frac{m}{100 k}} \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \\
& \leq \frac{m}{100 k}+\frac{1}{10}\left(m-\frac{m}{100 k}\right) \\
& \leq \frac{1}{5} m
\end{aligned}
$$

where the second step follows since $\frac{20}{m} \geq \frac{10}{m-m / 100 k}$

### 20.3.5 Proof of Lemma 20.2.5

Proof. For simplicity, we omit $i$ in all the subscirptis in this proof.
Let $M=A_{T}, M^{*}=A_{T}^{*}$ and $N=\Delta_{T}$. Then we can apply Lemma 20.2.2 and part (II) of Lemma 20.2.1:
$\operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\left|\left\{j \in T \mid \min _{x \in \mathbb{R}^{|H|}}\left\|A_{H} x-A_{j}\right\|_{g} \leq \operatorname{ati}_{g,|H|+1} \cdot \operatorname{mon}_{g} \cdot\left(\left\|\Delta_{j}\right\|_{g}+\sum_{j^{\prime}=1}^{|H|}\left\|\left(\Delta_{H}\right)_{j^{\prime}}\right\|_{g}\right)\right\}\right| \geq \frac{m}{4}\right] \geq \frac{1}{4}$

By Claim 20.2.3, we have

$$
\begin{equation*}
\operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\sum_{j=1}^{|H|}\left\|\left(\Delta_{H}\right)_{j}\right\|_{g} \leq 400 \frac{k}{m} \sum_{j=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j}}\right\|_{g}\right] \geq \frac{19}{20} \tag{20.4}
\end{equation*}
$$

Due to Claim 20.2.4,

$$
\left|\left\{t_{j} \mid t_{j} \in T,\left\|\Delta_{t_{j}}\right\|_{g} \geq \frac{20}{m} \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \leq \frac{1}{5} m
$$

Combining the above equation with the pigeonhole principle, for any $I \subseteq T$ with $|I| \geq m / 4$, we have

$$
\begin{equation*}
\left|\left\{t_{j} \mid t_{j} \in I,\left\|\Delta_{t_{j}}\right\|_{g}<\frac{20}{m} \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \geq \frac{1}{4} m-\frac{1}{5} m=\frac{1}{20} m \tag{20.5}
\end{equation*}
$$

Consider the quantity $\left\|\Delta_{j}\right\|_{g}+\sum_{j=1}^{|H|}\left\|\left(\Delta_{H}\right)_{j^{\prime}}\right\|_{g}$ in Eq. (20.3). We use Eq. (20.4) and Eq. (20.5) to provide an upper bound,

$$
\left\|\Delta_{j}\right\|_{g}+\sum_{j^{\prime}=1}^{|H|}\left\|\left(\Delta_{H}\right)_{j^{\prime}}\right\|_{g} \leq\left(\frac{20}{m}+\frac{400 k}{m}\right) \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g} .
$$

Eq. (20.4) will decrease the final probability by $(1-19 / 20)$ (from $1 / 4$ to $1 / 4-1 / 20)$.
Eq. (20.5) will decrease the size of this set of $j$ by $\frac{1}{5} m$ (from $\frac{1}{4} m$ to $\frac{1}{4} m-\frac{1}{5} m$ ).
Putting it all together, we can update Eq. (20.3) in the following sense,
$\operatorname{Pr}_{H \sim\binom{T}{2 k}}\left[\left|\left\{j \mid j \in T, \min _{x \in \mathbb{R}^{|H|}}\left\|A_{H} x-A_{j}\right\|_{g} \leq C \cdot \frac{1}{m} \cdot \sum_{j^{\prime}=\frac{m}{100 k}}^{m}\left\|\Delta_{t_{j^{\prime}}}\right\|_{g}\right\}\right| \geq\left(\frac{1}{4}-\frac{1}{5}\right) m\right] \geq \frac{1}{4}-\frac{1}{20}$.
where

$$
C=(400+20) \cdot k \cdot \operatorname{ati}_{g,|H|+1} \cdot \operatorname{mon}_{g} .
$$

### 20.3.6 Proof of Theorem 20.1.2

Proof. The running time is discussed at the beginning of Section 20.2. In the remaining of the proof, we will focus on the correctness of Algorithm 20.1.

Firstly, let us consider the size of the output $S$. For $i \in\{0\} \cup[r]$, let $m_{i}=\left|T_{i}\right|$. We set number of rounds $r$ to be the smallest value such that $m_{r}<1000 k$. By the algorithm, we have $m_{i}=m_{i-1}-2 k-\left(m_{i-1}-2 k\right) / 20 \leq 19 / 20 \cdot m_{i-1}$. Thus, $r=O(\log n)$. In each round $i$, the size of $S_{i}$ is $2 k$. Then $|S|=\left|T_{r}\right|+\sum_{i=1}^{r}\left|S_{i}\right| \leq 1000 k+r \cdot 2 k \leq O(k \log n)$.

Next, let us consider the quality of $S$. Since each regression call has $1-1 / \operatorname{poly}(n)$ success probability, all the regression calls succeed with probability at least $1-1 / \operatorname{poly}(n)$. In the remaining of the proof, we condition on that all the regression calls succeed.

Let us fix $i \in[r], j \in[\log n]$. Recall that $T_{i}=\left\{t_{i, 1}, t_{i, 2}, \cdots, t_{i, m_{i}}\right\}$ and $\left\|\Delta_{t_{i, 1}}\right\|_{g} \geq$ $\left\|\Delta_{t, 2}\right\|_{g} \geq \cdots \geq\left\|\Delta_{t_{i, m_{i}}}\right\|_{g}$. By regression property and Lemma 20.2.5, with probability at
least $1 / 4$,

$$
\begin{aligned}
& \sum_{q \in R_{i}^{(j)}} \min _{x \in \mathbb{R}^{2 k}}\left\|A_{S_{i}^{(j)}} x-A_{q}\right\|_{g} \\
\leq & \sum_{q \in R_{i}^{(j)}} v_{i, q}^{(j)} \\
\leq & \operatorname{reg}_{g, 2 k} \cdot\left(m_{i}-2 k\right) \cdot 500 \cdot k \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} / m_{i} \cdot \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g} \\
\leq & \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k) \cdot \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g}
\end{aligned}
$$

For each $i \in[r]$, since we repeat $\log (n)$ times, the success probability can be boosted to at least $1-1 / \operatorname{poly}(r)$, i.e., with probability at least $1-1 / \operatorname{poly}(r)$, we have

$$
\begin{equation*}
\sum_{q \in R_{i}} \min _{x \in \mathbb{R}^{2 k}}\left\|A_{S_{i}} x-A_{q}\right\|_{g} \leq \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k) \cdot \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g} \tag{20.6}
\end{equation*}
$$

In the remaining of the proof, we condition on above inequality for every $i \in[r]$. Without
loss of generality, we suppose $\left\|\Delta_{1}\right\|_{g} \geq\left\|\Delta_{2}\right\|_{g} \geq \cdots \geq\left\|\Delta_{n}\right\|_{g}$. We have

$$
\begin{aligned}
& \sum_{q=1}^{n} \min _{x \in \mathbb{R}^{|S|}}\left\|A_{S} x-A_{q}\right\|_{g} \\
\leq & \left(\sum_{q \in T_{r}} \min _{x \in \mathbb{R}^{\left|T_{r}\right|}}\left\|A_{T_{r}} x-A_{q}\right\|_{g}\right)+\left(\sum_{i=1}^{r} \sum_{q \in T_{i-1} \backslash T_{i}} \min _{x \in \mathbb{R}^{2 k}}\left\|A_{S_{i}} x-A_{q}\right\|_{g}\right) \\
= & \sum_{i=1}^{r} \sum_{q \in T_{i-1} \backslash T_{i}} \min _{x \in \mathbb{R}^{2 k}}\left\|A_{S_{i}} x-A_{q}\right\|_{g} \\
\leq & \sum_{i=1}^{r} \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k) \cdot \sum_{j^{\prime}=\frac{m_{i}}{10{ }_{l}}}^{m_{i}}\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g} \\
\leq & \sum_{i=1}^{r} \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k) \cdot \sum_{j^{\prime}=\frac{m_{i}}{100 k}}^{m_{i}}\left\|\Delta_{j^{\prime}}\right\|_{g} \\
= & \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k) \cdot \sum_{j^{\prime}=1}^{n}\left\|\Delta_{j^{\prime}}\right\|_{g}\left(\underset{i \in[r]}{\operatorname{argmin}}\left\{m_{i}<j^{\prime}\right\}-\underset{i \in[r]}{\operatorname{argmin}}\left\{\frac{m_{i}}{100 k}<j^{\prime}\right\}+O(1)\right) \\
\leq & \operatorname{reg}_{g, 2 k+1} \cdot \operatorname{ati}_{g, 2 k+1} \cdot \operatorname{mon}_{g} \cdot O(k \log k) \cdot\|\Delta\|_{g},
\end{aligned}
$$

where the third step follows from $T_{i-1} \backslash T_{i}=S_{i} \cup R_{i}$ and Equation (20.6), the forth step follows from $\left\|\Delta_{j^{\prime}}\right\|_{g} \geq\left\|\Delta_{t_{i, j^{\prime}}}\right\|_{g}$, and the last step follows from

$$
\left(\underset{i \in[r]}{\operatorname{argmin}}\left\{m_{i}<j^{\prime}\right\}-\underset{i \in[r]}{\operatorname{argmin}}\left\{\frac{m_{i}}{100 k}<j^{\prime}\right\}+O(1)\right) \leq O(\log k) .
$$

### 20.4 Necessity of the Properties of $g$

We note that an approximate triangle inequality is necessary to obtain a column subset selection algorithm. An example function not satisfying this is the "jumping function": $g_{\tau}(x)=|x|$ if $|x| \geq \tau$, and $g_{\tau}(x)=0$ otherwise. For the identity matrix $I$ and any $k=$ $\Omega(\log n)$, the Johnson-Lindenstrauss lemma implies one can find a rank-k matrix $B$ for which $\|I-B\|_{\infty}<1 / 2$, that is, all entries of $I-B$ are at most $1 / 2$. If we set $\tau=1 / 2$, then $\|I-B\|_{g_{\tau}}=0$, but for any subset $I_{S}$ of columns of the identity matrix we choose, necessarily $\left\|I-I_{S} X\right\|_{\infty} \geq 1$, so $\|I-B\|_{g_{\tau}}>0$. Consequently, there is no subset of a small number of columns which obtains a poly $(k \log n)$-approximation with the jumping function loss measure.

While the jumping function does not satisfy the Approximate triangle inequality, it does satisfy our only other required structural property, the Monotone property.

There are interesting examples of functions $g$ which are only approximately monotone in the above sense, such as the quantile function $\rho_{\tau}(x)$, studied in [YMM14] in the context of regression, where for a given parameter $\tau, \rho_{\tau}(x)=\tau x$ if $x \geq 0$, and $\rho_{\tau}(x)=(\tau-1) x$ if $x<0$. Only when $\tau=1 / 2$ is this a monotone function with $\operatorname{mon}_{g}=1$ in the above definition, in which case it coincides with the absolute value function up to a factor of $1 / 2$. For other constant $\tau \in(0,1), \operatorname{mon}_{g}$ is a constant. The loss function $\rho_{\tau}(x)$ is also sometimes called the scalene loss, and studied in the context of low rank approximation in [UHZ $\left.{ }^{+} 16\right]$.

When $\tau=1$ this is the so-called Rectified Linear Unit (ReLU) function in machine learning, i.e., $\rho_{1}(x)=x$ if $x \geq 0$ and $\rho_{1}(x)=0$ if $x<0$. In this case $\operatorname{mon}_{g}=\infty$. and the optimal rank- $k$ approximation for any matrix $A$ is 0 , since $\left\|A-\lambda \mathbf{1 1}^{\top}\right\|_{\rho_{1}}=0$ if one sets $\lambda$ to
be a large enough positive number, thereby making all entries of $A-\lambda \mathbf{1 1}^{\top}$ negative and their corresponding cost equal to 0 . Notice though, that there are no good column subset selection algorithms for some matrices $A$, such as the $n \times n$ identity matrix. Indeed, for the identity, if we choose any subset $A_{S}$ of at most $n-1$ columns of $A$, then for any matrix $X$ there will be an entry of $A-A_{S} X$ which is positive, causing the cost to be positive. Since we will restrict ourselves to column subset selection, being approximately monotone with a small value of $\mathrm{mon}_{g}$ in the above definition is in fact necessary to obtain a good approximation with a small number of columns, as the ReLU function illustrates (see also related functions such as the leaky ReLU and squared ReLU [ZSJ+17, BHL18, GKM18]).

Note that the ReLU function is an example which satisfies the triangle inequality, showing that our additional assumption of approximate monotonicity is required.

Thus, if either property fails to hold, there need not be a small subset of columns spanning a relative error approximation. These examples are stated in more detail below.

### 20.4.1 Functions without Approximate Triangle Inequality

In this section, we show how to construct a function $f$ such that it is not possible to obtain a good entrywise- $f$ low rank approximation by selecting a small subset of columns. Furthermore, $f$ is monotone but does not have the approximate triangle inequality. Theorem 20.4.3 shows this result.

First, we show that a small subset of columns cannot give a good low rank approximation in $\ell_{\infty}$ norm. Then we reduce the $\ell_{\infty}$ column subset selection problem to the entrywise- $f$ column subset selection problem.

The following is the Johnson-Lindenstrauss lemma.

Lemma 20.4.1 (JL Lemma). For any $n \geq 1, \epsilon \in(1 / \sqrt{n}, 1 / 2)$, there exists $U \in \mathbb{R}^{n \times k}$ with $k=O\left(\epsilon^{-2} \log (n)\right)$ such that $\left\|U U^{\top}-I_{n}\right\|_{\infty} \leq O(\epsilon)$, where $I_{n} \in \mathbb{R}^{n \times n}$ is an identity matrix.

Theorem 20.4.2. For $n \geq 1$, there is a matrix $A \in \mathbb{R}^{n \times n}$ with the following properties. Let $k=\Theta\left(\epsilon^{-2} \log (n)\right)$ for an arbitrary $\epsilon \in(1 / \sqrt{n}, 1 / 2)$. Let $D \in \mathbb{R}^{n \times n}$ denote a diagonal matrix with $n-1$ nonzeros on the diagonal. We have

$$
\min _{X \in \mathbb{R}^{n \times n}}\|X D A-A\|_{\infty} \geq 1
$$

and

$$
\min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{\infty}<O(\epsilon) .
$$

Proof. We choose $A$ to be the identity matrix. By Lemma 20.4.1, we can find a rank- $k$ matrix $B$ for which

$$
\|A-B\|_{\infty} \leq O(\epsilon)
$$

Since $A$ is an $n \times n$ identity matrix, even if we can use $n-1$ columns to fit the other columns, the cost is still at least 1.

In the following, we state the construction of our function $f$.

Definition 20.4.1. We define function $f(x)$ to be $f(x)=c$ if $|x|>\tau$ and $f(x)=0$ if $|x| \leq \tau$. Given matrix $A$, we define $\|A\|_{f}=\sum_{i=1}^{n} \sum_{j=1}^{n} f\left(A_{i, j}\right)$.

Theorem 20.4.3 (No good subset of columns). For any $n \geq 1$, there is a matrix $A \in \mathbb{R}^{n \times n}$ with the following property. Let $k \geq c \log n$ for a sufficiently large constant $c>0$. Let
$D \in \mathbb{R}^{n \times n}$ denote an arbitrary diagonal matrix with $n-1$ nonzeros on the diagonal. For $f$ with parameter $\tau=1 / 4$, we have

$$
\min _{X \in \mathbb{R}^{n \times n}}\|X D A-A\|_{f}>0
$$

and

$$
\min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{f}=0
$$

Proof. We can set $A$ to be the identity matrix. Due to Theorem 20.4.2, there exists $A^{\prime}$ for which $\min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{\infty}<1 / 4$, which implies that $\min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{f}=0$. Also due to Theorem 20.4.2, we have $\min _{X \in \mathbb{R}^{n \times n}}\|X D A-A\|_{\infty}=1$, and thus, $\min _{X \in \mathbb{R}^{n \times n}} \| X D A-$ $A \|_{f}>0$.

### 20.4.2 ReLU Function Low Rank Approximation

In this section, we discuss a function which has the approximate triangle inequality but is not symmetric. The specific function we discuss in this section is ReLU. The definition of ReLU is defined in Definition 20.4.2. First, we show that ReLU low rank approximation has a trivial best rank- $k$ approximation. Second, we show that for some matrices, there is no small subset of columns which can give a good low rank approximation.

Definition 20.4.2. We define function $\operatorname{ReLU}(x)$ to be $\operatorname{ReLU}(x)=\max (0, x)$. Given matrix $A$, we define $\|A\|_{\mathrm{ReLU}}=\sum_{i=1}^{n} \sum_{j=1}^{n} \operatorname{ReLU}\left(A_{i, j}\right)$.

In the rank- $k$ approximation problem, given an input matrix $A$, the goal is to find a rank- $k$ matrix $B$ for which $\|A-B\|_{\mathrm{ReLU}}$ is minimized. A simple observation is that if we set
$B$ to be a matrix with each entry of value $\|A\|_{\infty}$, then the value of each entry of $A-B$ is at most 0 . Thus, $\|A-B\|_{\mathrm{ReLU}}=0$. Furthermore, the rank of $B$ is 1 .

Now, consider the column subset selection problem, let input matrix $A \in \mathbb{R}^{n \times n}$ be an identity matrix. Then even if we can choose $n-1$ columns, they can never fit the remaining column. Thus, the cost is at least 1 . But as discussed, the best rank- $k$ cost is always 0 . This implies that any subset of columns cannot give a good rank- $k$ approximation.

### 20.5 Regression Solvers

In this section, we discuss several regression solvers.

### 20.5.1 Regression for Convex $g$

Notice that when the function $g$ is convex, the regression problem $\min _{X \in \mathbb{R}^{d \times m}} \| A X-$ $B \|_{g}$ for any given matrices $A \in \mathbb{R}^{n \times d}, B \in \mathbb{R}^{n \times m}$ is a convex optimization problem. Thus, it can be solved exactly by convex optimization algorithms.

Fact 20.5.1. Let $g$ be a convex function. Given $A \in \mathbb{R}^{n \times d}, B \in \mathbb{R}^{n \times m}$, the regression problem $\min _{X \in \mathbb{R}^{d \times m}}\|A X-B\|_{g}$ can be solved exactly by convex optimization in $\operatorname{poly}(n, d, m)$ time.

If a function $g$ has additional properties, i.e. $g$ is symmetric, monotone and grows subquadratically, then there is a better running time constant approximation algorithm shown in [CW15b]. Here "grows quadratically" means that there is an $\alpha \in[1,2]$ and $c_{g}>0$ so that for $a, a^{\prime}$ with $|a|>\left|a^{\prime}\right|>0$,

$$
\left|\frac{a}{a^{\prime}}\right|^{\alpha} \geq \frac{g(a)}{g\left(a^{\prime}\right)} \geq c_{g}\left|\frac{a}{a^{\prime}}\right| .
$$

This kind of function $g$ is also called a "sketchable" function. Notice that the Huber function satisfies the above properties.

Theorem 20.5.2 (Modified version of Theorem 3.1 of [CW15b]). Function $g$ is symmetric, monotone and grows subquadratically (g is a G-function defined by [CW15b]). Given a matrix $A \in \mathbb{R}^{n \times d}$ and a matrix $B \in \mathbb{R}^{n \times m}$, there is an algorithm which can output a matrix $\widehat{X} \in \mathbb{R}^{d \times m}$ and a fitting cost vector $y \in \mathbb{R}^{m}$ such that with probability at least $1-1 / \operatorname{poly}(n m)$, $\forall i \in[m],\left\|A \widehat{X}_{i}-B_{i}\right\|_{g} \leq O(1) \cdot \min _{x \in \mathbb{R}^{d}}\left\|A x-B_{i}\right\|_{g}$, and $y_{i}=\Theta\left(\left\|A \widehat{X}_{i}-B_{i}\right\|_{g}\right)$. Furthermore, the running time is at most $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{nnz}(B)+m \cdot \operatorname{poly}(d \log n))$.

Proof. We run $O(\log (n m))$ repetitions of the single column regression algorithm shown in Theorem 3.1 of [CW15b] for all columns $B_{i}$ for $i \in[m]$. For each regression problem $\| A x-$ $B_{i} \|_{g}$, we take the solution whose estimated cost is the median among these $O(\log (n m)$ repetitions as $\widehat{X}_{i}$. Then by the Chernoff bound, we can boost the success probability of each column to $1-1 / \operatorname{poly}(n m)$. By taking a union bound over all columns, we complete the proof.

### 20.5.2 $\ell_{p}$ Regression

One of the most important cases in regression and low rank approximation problems is when the error measure is $\ell_{p}$. For $\ell_{p}$ regression, though it can be solved by convex optimization/linear programming exactly, we can get a much faster running time if we allow some approximation ratios. In the following theorem, we show that there is an algorithm which can be used to solve $\ell_{p}$ regression for any $p \geq 1$.

Theorem 20.5.3 (Modified version of [WZ13]). Let $p \geq 1, \epsilon \in(0,1)$. Given a matrix $A \in \mathbb{R}^{n \times d}$ and a matrix $B \in \mathbb{R}^{n \times m}$, there is an algorithm which can output a matrix $\widehat{X} \in$ $\mathbb{R}^{d \times m}$ and a fitting cost vector $y \in \mathbb{R}^{m}$ such that with probability at least $1-1 / \operatorname{poly}(n m)$, $\forall i \in[m],\left\|A \widehat{X}_{i}-B_{i}\right\|_{p}^{p} \leq(1+\epsilon) \cdot \min _{x \in \mathbb{R}^{d}}\left\|A x-B_{i}\right\|_{p}^{p}$, and $y_{i}=\Theta\left(\left\|A \widehat{X}_{i}-B_{i}\right\|_{p}^{p}\right)$. Furthermore, the running time is at most $\widetilde{O}\left(\mathrm{nnz}(A)+\mathrm{nnz}(B)+m n^{\max (1-2 / p, 0)} \cdot \operatorname{poly}(d)\right)$.

Proof. As in the proof of Theorem 20.5.2, we only need to run $O(\log (n m))$ repetitions of the single column regression algorithm shown in [WZ13].

### 20.5.3 $\ell_{0}$ Regression

Definition 20.5.1 (Regular partition). Given a matrix $A \in \mathbb{R}^{n \times k}$, we say $\left\{S_{1}, S_{2}, \cdots, S_{h}\right\}$ is a regular partition for $[n]$ with respect to the matrix $A$ if, for each $i \in[h]$,

$$
\operatorname{rank}\left(A^{S_{i}}\right)=\left|S_{i}\right|, \text { and } \operatorname{rowspan}\left(A^{S_{i}}\right)=\operatorname{rowspan}\left(A^{\cup_{j=i}^{h} S_{j}}\right),
$$

where $A^{S_{i}} \in \mathbb{R}^{\left|S_{i}\right| \times k}$ denotes the matrix that selects a subset $S_{i}$ of rows of the matrix $A$.

```
Algorithm \(20.2 \ell_{0}\) regression [APY09]
    procedure L0REGRESSION \((A, b, n, k, c) \quad \triangleright\) Theorem 20.5.4
        \(x^{\prime} \leftarrow 0^{k}\)
        \(\left\{S_{1}, S_{2}, \cdots, S_{h}\right\} \leftarrow \operatorname{GenerateRegularPartition}(A, n, k)\)
        \(x^{\prime} \leftarrow 0^{k}\)
        for \(i=1 \rightarrow h\) do
            Find a \(\widetilde{x}\) such that \(A^{S_{i}} \widetilde{x}=b_{S_{i}}\)
            if \(\|A \widetilde{x}-b\|_{0}<\left\|A x^{\prime}-b\right\|_{0}\) then
                \(x^{\prime} \leftarrow \widetilde{x}\)
            end if
        end for
        return \(x^{\prime}\)
    end procedure
```

[APY09] studied the Nearest Codeword problem over finite fields $\mathbb{F}_{2}$. Their proof can be extended to the real field and generalized to Theorem 20.5.4. For completeness, we still provide the proof of the following result.

Theorem 20.5.4 (Generalization of [APY09]). Given matrix $A \in \mathbb{R}^{n \times k}$ and vector $\mathbb{R}^{n}$, for any $c \in[1, k]$, there is an algorithm (Algorithm 20.2) that runs in $n^{O(1)}$ time and outputs a vector $x^{\prime} \in \mathbb{R}^{k}$ such that

$$
\left\|A x^{\prime}-b\right\|_{0} \leq k \min _{x \in \mathbb{R}^{k}}\|A x-b\|_{0}
$$

Proof. Let $x^{*} \in \mathbb{R}^{k}$ denote the optimal solution to $\min _{x \in \mathbb{R}^{k}}\|A x-b\|_{0}$. We define set $E$ as follows

$$
E=\left\{i \in[n] \mid\left(A x^{*}\right)_{i} \neq b_{i}\right\} .
$$

We create a regular partition $\left\{S_{1}, S_{2}, \cdots, S_{h}\right\}$ for $[n]$ with respect to $A$.
Let $i$ denote the smallest index such that $\left|S_{i} \cap E\right|=0$, i.e.,

$$
i=\min \left\{j| | S_{j} \cap E \mid=0\right\} .
$$

The linear equation we want to solve is $A^{S_{i}} x=b_{S_{i}}$. Let $\widetilde{x} \in \mathbb{R}^{k}$ denote a solution to $A^{S_{i}} \widetilde{x}=A^{S_{i}} x^{*}$ (Note that, by our choice of $i, b_{S_{i}}=A^{S_{i}} x^{*}$. Then we can rewrite $\|A \widetilde{x}-b\|_{0}$ in the following sense,

$$
\begin{equation*}
\|A \widetilde{x}-b\|_{0}=\sum_{j=1}^{i-1}\left\|A^{S_{j}} \widetilde{x}-b_{S_{j}}\right\|_{0}+\sum_{j=i}^{h}\left\|A^{S_{j}} \widetilde{x}-b_{S_{j}}\right\|_{0} \tag{20.7}
\end{equation*}
$$

For each $j \in\{1,2, \cdots, i-1\}$, we have

$$
\begin{align*}
\left\|A^{S_{j}} \widetilde{x}-b_{S_{j}}\right\|_{0} & \leq k \\
& \leq\left\|A^{S_{j}} x^{*}-b_{S_{j}}\right\|_{0} \cdot\lceil k\rceil \tag{20.8}
\end{align*}
$$

where the first step follows from $\left|S_{0}\right| \leq k$, and the last step follows from $\left\|A^{S_{j}} x^{*}-b_{S_{j}}\right\|_{0} \geq 1$, $\forall j \in[i-1]$.

Note that, by our choice of $i$, we have $A^{S_{i}} \widetilde{x}=A^{S_{i}} x^{*}$. Then for each $j \in\{i, i+$ $1, \cdots, n\}$, using the regular partition property, there always exists a matrix $P_{(j)}$ such that $A^{S_{j}}=P_{(j)} A^{S_{i}}$. Then we have

$$
\begin{equation*}
A^{S_{j}} \widetilde{x}=P_{(j)} A^{S_{i}} \widetilde{x}=P_{(j)} A^{S_{i}} x^{*}=A^{S_{j}} x^{*} \tag{20.9}
\end{equation*}
$$

Plugging Eq. (20.8) and (20.9) into Eq. (20.7), we have

$$
\begin{aligned}
\|A \widetilde{x}-b\|_{0} & =\sum_{j=1}^{i-1}\left\|A^{S_{j}} \widetilde{x}-b_{S_{j}}\right\|_{0}+\sum_{j=i}^{h}\left\|A^{S_{j}} \widetilde{x}-b_{S_{j}}\right\|_{0} \\
& \leq k \sum_{j=1}^{i-1}\left\|A^{S_{j}} x^{*}-b_{S_{j}}\right\|_{0}+\sum_{j=i}^{h}\left\|A^{S_{j}} x^{*}-b_{S_{j}}\right\|_{0} \\
& \leq k\left\|A x^{*}-b\right\|_{0} .
\end{aligned}
$$

This completes the proof.

### 20.6 Hardness

### 20.6.1 Column Subset Selection for the Huber Function

The rough idea here is to define $k=\Omega(\sqrt{\log n})$ groups of columns, where we carefully choose the $i$-th group to have $n^{1-2 i \epsilon}$ columns, $\epsilon=.2 /(1.5 k)$, and in the $i$-th group each column has the form

$$
n^{1.5 i \epsilon} \cdot 1^{n}+\left[ \pm n^{-.2+i \epsilon}, \ldots, \pm n^{-.2+i \epsilon}, \pm n^{.5+2 i \epsilon}, \ldots, \pm n^{.5+2 i \epsilon}\right]
$$

where there are $n-n^{1}$ coordinates where the perturbation is randomly either $+n^{-.2+i \epsilon}$ or $-n^{-.2+i \epsilon}$, and the remaining $n^{.1}$ coordinates are randomly either $+n^{.5+2 i \epsilon}$ or $-n^{.5+2 i \epsilon}$. We call the former type of coordinates "small noise", and the latter "large noise". All remaining columns in the matrix are set to 0 . Because of the random signs, it is very hard to fit the noise in one column to that of another column. One can show, that to approximate a column in the $j$-th group by a column in the $i$-th group, $i<j$, one needs to scale by roughly $n^{1.5(j-i) \epsilon}$, just to cancel out the "mean" $n^{1.5 j \epsilon} \cdot 1^{n}$. But when doing so, since the Huber function is quadratic for small values, the scaled small noise is now magnified more than linearly compared to what it was before, and this causes a column in the $i$-th group not to be a good approximation of a column in the $j$-th group. On the other hand, if you want to approximate a column in the $j$-th group by a column in the $i$-th group, $i>j$, one again needs to scale by roughly $n^{1.5(j-i) \epsilon}$ just to cancel out the "mean", but now one can show the large noise from the column in the $i$-th group is too large and remains in the linear regime, causing a poor approximation. The details of this construction are given in the following theorem.

Theorem 20.6.1. Let $H(x)$ denote the modified Huber function with $\tau=1$, i.e.,

$$
H(x)= \begin{cases}x^{2} / \tau, & \text { if }|x|<\tau \\ |x|, & \text { if }|x| \geq \tau\end{cases}
$$

For any $n \geq 1$, there is a matrix $A \in \mathbb{R}^{n \times n}$ such that, if we select $o(\sqrt{\log n})$ columns to fit the entire matrix, there is no $O(1)$-approximation, i.e., for any subset $S \subseteq[n]$ with $|S|=o(\sqrt{\log n})$,

$$
\min _{X \in \mathbb{R} \mid \text { | } \mid \times n}\left\|A_{S} X-A\right\|_{H} \geq \omega(1) \cdot \min _{\operatorname{rank}-1 A^{\prime}}\left\|A^{\prime}-A\right\|_{H} .
$$

Proof. Suppose there is an algorithm which only finds a subset with size $k / 2=o(\sqrt{\log n})$. We want to prove a lower bound on its approximation ratio.

Let $\epsilon=0.2 /(1.5 k)$. Let $A$ denote a matrix with $k+1$ groups of columns.
For each group $i \in[k], I_{i}$ has $n^{1-2 i \epsilon}$ columns which are

$$
\left[\begin{array}{c}
n^{1.5 i \epsilon} \\
n^{1.5 i \epsilon} \\
n^{1.5 i \epsilon} \\
\vdots \\
n^{1.5 i \epsilon} \\
n^{1.5 i \epsilon} \\
n^{1.5 i \epsilon} \\
n^{1.5 i \epsilon}
\end{array}\right]+\left[\begin{array}{c} 
\pm n^{-0.2+i \epsilon} \\
\pm n^{-0.2+i \epsilon} \\
\vdots \\
\pm n^{-0.2+i \epsilon} \\
\pm n^{0.5+2 i \epsilon} \\
\pm n^{0.5+2 i \epsilon} \\
\vdots \\
\pm n^{0.5+2 i \epsilon}
\end{array}\right] \in \mathbb{R}^{n},
$$

where $\pm$ indicates i.i.d. random signs. For the error column, the first $n-n^{0.1}$ rows are $n^{-0.2+i \epsilon}$, and the last $n^{0.1}$ rows are $n^{0.5+2 i \epsilon}$.

The last group of $n-\sum_{i=1}^{k} n^{1-2 i \epsilon}$ columns are

$$
\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] \in \mathbb{R}^{n} .
$$

The optimal cost is at most

$$
\begin{aligned}
\sum_{i=1}^{k} n^{1-2 i \epsilon} \cdot\left(\left(n-n^{0.1}\right) H\left(n^{-0.2+i \epsilon}\right)+n^{0.1} H\left(n^{0.5+2 i \epsilon}\right)\right) & \leq \sum_{i=1}^{k} n^{1-2 i \epsilon}\left(n \cdot n^{-0.4+2 i \epsilon}+n^{0.6+2 i \epsilon}\right) \\
& \leq O\left(k n^{1.6}\right)
\end{aligned}
$$

where the second step follows since $n^{-0.2+i \epsilon}<1$ and $n^{0.5+2 i \epsilon} \geq 1$. Thus, it implies

$$
\min _{\operatorname{rank}-1}\left\|A^{\prime}-A\right\|_{H} \leq O\left(k n^{1.6}\right)
$$

Now let us consider the lower bound for using a subset of columns to fit the matrix. First, we fix a set $S=\left\{j_{1}, j_{2}, \cdots, j_{k / 2}\right\}$ of $k / 2$ columns. Since there are $k$ groups, and $|S| \leq k / 2$, the number of groups $I_{i}$ for $i \in[k]$ with $S \cap I_{i}=\emptyset$ is at least $k / 2$. It means that there are at least $k / 2$ groups for which $S$ does not have any column from them. Notice that the optimal cost is at most $O\left(k n^{1.6}\right)$, so it suffices to prove that $\forall i \in[k]$ with $I_{i} \cap S=\emptyset$, each column $j \in I_{i}$ will contribute a cost of $\omega\left(n^{0.6+2 i \epsilon}\right)$.

For notation, we $\operatorname{use} \operatorname{group}(j)$ to denote the index of the group which contains the column $j$. For each column $j$, we use $\Delta_{j}$ to denote the noise part, and use $A_{j}^{*}$ to denote the rank-1 "ground truth" part. Notice that $A_{j}=A_{j}^{*}+\Delta_{j}$.

Claim 20.6.2 (Noise cannot be used to fit other vectors). Let $x_{1}, x_{2}, \cdots, x_{s} \in \mathbb{R}^{m}$ be $s$ random sign vectors. Then with probability at least $1-2^{s} \cdot 2^{-\Theta\left(m / 2^{s}\right)}, \forall \alpha_{1}, \alpha_{2}, \cdots, \alpha_{s} \in \mathbb{R}$,
the size of $Z_{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{s}}=\left\{i \in[m] \mid \operatorname{sign}\left(\left(\alpha_{1} x_{1}\right)_{i}\right)=\operatorname{sign}\left(\left(\alpha_{2} x_{2}\right)_{i}\right)=\cdots=\operatorname{sign}\left(\left(\alpha_{s} x_{s}\right)_{i}\right)=\right.$ $\operatorname{sign}(+1)\}$ is at least $\Omega\left(m / 2^{s}\right)$.

Proof. For a set of fixed $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{s}$, the claim follows from the Chernoff bound. Since there are $2^{s}$ different possibilities of signs of $\alpha_{1}, \cdots, \alpha_{s}$, taking a union bound over them completes the proof.

Now we consider a specific column $j \in I_{i}$ for some $i \in[k]$, where $I_{i} \cap S=\emptyset$. Suppose the fitting coefficients are $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{k / 2}$. Consider the following term

$$
\begin{aligned}
& \left(\alpha_{1} A_{j_{1}}+\alpha_{2} A_{j_{2}}+\cdots+\alpha_{k / 2} A_{k / 2}\right)-A_{j} \\
= & \left(\alpha_{1} A_{j_{1}}^{*}+\alpha_{2} A_{j_{2}}^{*}+\cdots+\alpha_{k / 2} A_{k / 2}^{*}-A_{j}^{*}\right)+\left(\alpha_{1} \Delta_{j_{1}}+\alpha_{2} \Delta_{j_{2}}+\cdots+\alpha_{k / 2} \Delta_{k / 2}-\Delta_{j}\right)
\end{aligned}
$$

Let $u^{*}=\left(\alpha_{1} A_{j_{1}}^{*}+\alpha_{2} A_{j_{2}}^{*}+\cdots+\alpha_{k / 2} A_{k / 2}^{*}-A_{j}^{*}\right)$. By Claim 20.6.2, with probability at least $1-(k / 2) \cdot 2^{-\Theta\left(n / 2^{k / 2}\right)}$,

$$
\left|\left\{t \in[n] \mid \operatorname{sign}\left(u_{t}^{*}\right)=\operatorname{sign}\left(\alpha_{1} \Delta_{j_{1}, t}\right)=\cdots=\operatorname{sign}\left(\alpha_{k / 2} \Delta_{j_{k / 2}, t}\right)=\operatorname{sign}\left(-\Delta_{j, t}\right)\right\}\right|=\Omega\left(n / 2^{k / 2}\right)
$$

Observe that all the coordinates of $u^{*}$ are the same, and the absolute value of each entry of $u^{*}$ should be at most $O\left(n^{1.5 i \epsilon}\right)$. Otherwise the column already has $\omega\left(n / 2^{k / 2} \cdot n^{1.5 i \epsilon}\right)=\omega\left(n^{0.6+2 i \epsilon}\right)$ cost. Thus, the magnitude of each entry of $\alpha_{1} A_{j_{1}}^{*}+\alpha_{2} A_{j_{2}}^{*}+\cdots+\alpha_{k / 2} A_{k / 2}^{*}$ is $\Theta\left(n^{1.5 i \epsilon}\right)$. Thus, there exists $t \in[k / 2]$, such that the absolute value of each entry of $\alpha_{t} A_{j_{t}}^{*}$ is at least $\Omega\left(n^{1.5 i \epsilon} / k\right)$. Then there are two cases.

The first case is $\operatorname{group}(t)<\operatorname{group}(j)$. Let $\operatorname{group}(t)=i^{\prime}$. Then $\left|\alpha_{t}\right|=\Omega\left(n^{1.5\left(i-i^{\prime}\right) \epsilon} / k\right)$. By Claim 20.6.2 again, with probability at least $1-(k / 2) \cdot 2^{-\Theta\left(n / 2^{k / 2}\right)}$, the size of

$$
\left\{z \in\left[n-n^{0.1}\right] \mid \operatorname{sign}\left(u_{z}^{*}\right)=\operatorname{sign}\left(\alpha_{1} \Delta_{j_{1}, z}\right)=\cdots=\operatorname{sign}\left(\alpha_{k / 2} \Delta_{j_{k / 2}, z}\right)=\operatorname{sign}\left(-\Delta_{j, z}\right)\right\}
$$



Figure 20.1: The blue curve is the Huber function which combines an $\ell_{2}$-like measure for small $x$ with an $\ell_{1}$-like measure for large $x$. The red curve is the "reverse" Huber function which combines an $\ell_{1}$-like measure for small $x$ with an $\ell_{2}$-like measure for large $x$.
is at least $\Omega\left(n / 2^{k / 2}\right)$. Thus, the cost to fit is at least $\Omega\left(n / 2^{k / 2}\right) \cdot\left(n^{-0.2+i^{\prime} \epsilon} n^{1.5\left(i-i^{\prime}\right) \epsilon} / k\right)^{2}=$ $\omega\left(n^{0.6+2 i \epsilon}\right)$.

The second case is $\operatorname{group}(t)>\operatorname{group}(j)$. Let $\operatorname{group}(t)=i^{\prime}$. Then $\left|\alpha_{t}\right|=\Omega\left(n^{1.5\left(i-i^{\prime}\right) \epsilon} / k\right)$. By Claim 20.6.2 again, with probability at least $1-(k / 2) \cdot 2^{-\Theta\left(n^{0.1} / 2^{k / 2}\right)}$, the size of $\left\{z \in\left\{n-n^{0.1}+1, \cdots, n\right\} \mid \operatorname{sign}\left(u_{z}^{*}\right)=\operatorname{sign}\left(\alpha_{1} \Delta_{j_{1}, z}\right)=\cdots=\operatorname{sign}\left(\alpha_{k / 2} \Delta_{j_{k / 2}, z}\right)=\operatorname{sign}\left(-\Delta_{j, z}\right)\right\}$ is at least $\Omega\left(n^{0.1} / 2^{k / 2}\right)$. Thus, the fitting cost is at least $\Omega\left(n^{0.1} / 2^{k / 2}\right) \cdot\left(n^{0.5+2 i^{\prime} \epsilon} n^{1.5\left(i-i^{\prime}\right) \epsilon} / k\right)=$ $\omega\left(n^{0.6+2 i \epsilon}\right)$.

By taking a union bound over all columns $j$, we have with probability at least $1-2^{n^{\ominus(1)}}$, the total cost to fit by a column subset $S$ is at least $\omega\left(k n^{1.6}\right)$.

Then, by taking a union bound over all the $\binom{n}{k}$ number of sets $S$, we complete the proof.

### 20.6.2 Column Subset Selection for the Reverse Huber Function

In this section, we consider a "reverse Huber function": $g(x)=x^{2}$ if $x \geq 1$ and $g(x)=|x|$ for $x \leq 1$.

Theorem 20.6.3. Let $g(x)$ denote the "reverse Huber function" with $\tau=1$, i.e.,

$$
H(x)= \begin{cases}x^{2} / \tau, & \text { if }|x|>\tau \\ |x|, & \text { if }|x| \leq \tau\end{cases}
$$

For any $n \geq 1$, there is a matrix $A \in \mathbb{R}^{n \times n}$ such that, if we select only 1 column to fit the entire matrix, there is no $n^{o(1)}$-approximation to the best rank-1 approximation, i.e., for any subset $S \subseteq[n]$ with $|S|=1$,

$$
\min _{X \in \mathbb{R}^{|S| \times n}}\left\|A_{S} X-A\right\|_{g} \geq n^{\Omega(1)} \cdot \min _{\operatorname{rank}-1}\left\|A^{\prime}-A\right\|_{g}
$$

Proof. Let $A \in \mathbb{R}^{n \times n}$ have one column that is $a=\left(n^{1 / 2}, 0, \ldots, 0\right)^{\top}$ and $n-1$ columns that are each equal to $b=(0,1 / n, 1 / n, \ldots, 1 / n)^{\top}$. If we choose one column which has the form as $a$ to fit the other columns, the cost is at least $(n-1)^{2} / n=\Theta(n)$. If we choose one column which has the form as $b$ to fit the other columns, the cost is at least $\left(n^{1 / 2}\right)^{2}=\Theta(n)$.

Now we consider using a vector $c=\left(1 / n^{1 / 4}, 1 / n, 1 / n, \ldots, 1 / n\right)^{\top}$ to fit all the columns. One can use $c$ to approximate $a$ with cost at most $(n-1) \cdot n^{3 / 4} / n=\Theta\left(n^{3 / 4}\right)$ by matching the first coordinate, while one can use $c$ to approximate $b$ with cost at most $1 / n^{1 / 4}$ by matching the last $n-1$ coordinates, and since there are $n-1$ columns equal to $b$, the overall total cost of using $c$ to approximate matrix $A$ is $\Theta\left(n^{3 / 4}\right)$.

## Chapter 21

## Tensor Low Rank Approximation

We consider relative error low rank approximation of tensors with respect to the Frobenius norm. Namely, given an order- $q$ tensor $A \in \mathbb{R}^{\Pi_{i=1}^{q} n_{i}}$, output a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT, where OPT $=\inf _{\text {rank-k } A^{\prime}}\left\|A-A^{\prime}\right\|_{F}^{2}$. Despite much success on obtaining relative error low rank approximations for matrices, no such results were known for tensors for arbitrary $(1+\epsilon)$-approximations. One structural issue is that there may be no rank-k tensor $A_{k}$ achieving the above infinum. Another, computational issue, is that an efficient relative error low rank approximation algorithm for tensors would allow one to compute the rank of a tensor, which is NP-hard. We bypass these two issues via (1) bicriteria and (2) parameterized complexity solutions:

1. We give an algorithm which outputs a rank $k^{\prime}=O\left((k / \epsilon)^{q-1}\right)$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}$ in $\operatorname{nnz}(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time in the real RAM model, whenever either $A_{k}$ exists or OPT $>0$. Here $\mathrm{nnz}(A)$ denotes the number of nonzero entries in $A$. If both $A_{k}$ does not exist and $\mathrm{OPT}=0$, then $B$ instead satisfies $\|A-B\|_{F}^{2}<\gamma$, where $\gamma$ is any positive, arbitrarily small function of $n$.
2. We give an algorithm for any $\delta>0$ which outputs a rank $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT and runs in $\left(\operatorname{nnz}(A)+n \operatorname{poly}(k / \epsilon)+\exp \left(k^{2} / \epsilon\right)\right) \cdot n^{\delta}$ time in the unit cost RAM model, whenever OPT $>2^{-O\left(n^{\delta}\right)}$ and there is a rank- $k$ tensor $B=$
$\sum_{i=1}^{k} u_{i} \otimes v_{i} \otimes w_{i}$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon / 2) \mathrm{OPT}$ and $\left\|u_{i}\right\|_{2},\left\|v_{i}\right\|_{2},\left\|w_{i}\right\|_{2} \leq 2^{O\left(n^{\delta}\right)}$. If OPT $\leq 2^{-\Omega\left(n^{\delta}\right)}$, then $B$ instead satisfies $\|A-B\|_{F}^{2} \leq 2^{-\Omega\left(n^{\delta}\right)}$.

Our first result is polynomial time, and in fact input sparsity time, in $n, k$, and $1 / \epsilon$, for any $k \geq 1$ and any $0<\epsilon<1$, while our second result is fixed parameter tractable in $k$ and $1 / \epsilon$. For outputting a rank- $k$ tensor, or even a bicriteria solution with rank- $C k$ for a certain constant $C>1$, we show a $2^{\Omega\left(k^{1-o(1)}\right)}$ time lower bound under the Exponential Time Hypothesis.

Our results are based on an "iterative existential argument", and also give the first relative error low rank approximations for tensors for a large number of error measures for which nothing was known. In particular, we give the first relative error approximation algorithms on tensors for: column row and tube subset selection, entrywise $\ell_{p}$-low rank approximation for $1 \leq p<2$, low rank approximation with respect to sum of Euclidean norms of faces or tubes, weighted low rank approximation, and low rank approximation in distributed and streaming models. We also obtain several new results for matrices, such as nnz $(A)$-time CUR decompositions, improving the previous $n n z(A) \log n$-time CUR decompositions, which may be of independent interest.

### 21.1 Introduction

Low rank approximation of matrices is one of the most well-studied problems in randomized numerical linear algebra. Given an $n \times d$ matrix $A$ with real-valued entries, we want to output a rank- $k$ matrix $B$ for which $\|A-B\|$ is small, under a given norm. While this problem can be solved exactly using the singular value decomposition for some norms like the spectral and Frobenius norms, the time complexity is still $\min \left(n d^{\omega-1}, d n^{\omega-1}\right)$, where $\omega \approx 2.373$ is the exponent of matrix multiplication [Str69, CW87, Wil12, LG14]. This time complexity is prohibitive when $n$ and $d$ are large. By now there are a number of approximation algorithms for this problem, with the Frobenius norm ${ }^{1}$ being one of the most common error measures. Initial solutions [FKV04, AM07] to this problem were based on sampling and achieved additive error in terms of $\epsilon\|A\|_{F}$, where $\epsilon>0$ is an approximation parameter, which can be arbitrarily larger than the optimal cost $\mathrm{OPT}=\min _{\text {rank-k }} B \| A-$ $B \|_{F}^{2}$. Since then a number of solutions based on the technique of oblivious sketching [Sar06, CW13, MM13, NN13a] as well as sampling based on non-uniform distributions [DMM06c, DMM06b, DMM08, DMIMW12], have been proposed which achieve the stronger notion of relative error, namely, which output a rank- $k$ matrix $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT with high probability. It is now known how to output a factorization of such a $B=U \cdot V$, where $U$ is $n \times k$ and $V$ is $k \times d$, in $\operatorname{nnz}(A)+(n+d)$ poly $(k / \epsilon)$ time [CW13, MM13, NN13a]. Such an algorithm is optimal, up to the poly $(k / \epsilon)$ factor, as any algorithm achieving relative error must read almost all of the entries.

Tensors are often more useful than matrices for capturing higher order relations

[^66]in data. Computing low rank factorizations of approximations of tensors is the primary task of interest in a number of applications, such as in psychology[Kro83], chemometrics [Paa00, SBG04], neuroscience [AAB $\left.{ }^{+} 07, \mathrm{~KB} 09, \mathrm{CLK}^{+} 15\right]$, computational biology [CV15, SC15], natural language processing [CYYM14, LZBJ14, LZMB15, BNR $\left.{ }^{+} 15\right]$, computer vision [VT02, WA03, SH05, HPS05, HD08, AFdLGTL09, PLY10, LFC ${ }^{+}$16, CLZ17], computer graphics [VT04, WWS ${ }^{+} 05$, Vas09], security [AÇKY05, ACY06, KB06], cryptography [FS99, Sch12, KYFD15, SHW ${ }^{+}$16] data mining [KS08, RST10, KABO10, Mør11], machine learning applications such as learning hidden Markov models, reinforcement learning, community detection, multi-armed bandit, ranking models, neural network, Gaussian mixture models and Latent Dirichlet allocation [MR05, AFH ${ }^{+}$12, HK13, ALB13, ABSV14, AGH ${ }^{+}$14, AGHK14, BCV14, JO14a, GHK15, PBLJ15, JSA15, ALA16, AGMR16, ZSJ+ 17], programming languages [RTP16], signal processing [Wes94, DLDM98, Com09, CMDL+ 15], and other applications [YCS11, LMWY13, OS14, ZCZJ14, STLS14, YCS16, RNSS16].

Despite the success for matrices, the situation for order- $q$ tensors for $q>2$ is much less understood. There are a number of works based on alternating minimization [CC70, Har70, FMPS13, FT15, ZG01, BS15] gradient descent or Newton methods [ES09, ZG01], methods based on the Higher-order SVD (HOSVD) [LMV00a] which provably incur $\Omega(\sqrt{n})$ inapproximability for Frobenius norm error [LMV00b], the power method or orthogonal iteration method [LMV00b], additive error guarantees in terms of the flattened (unfolded) tensor rather than the original tensor [MMD08], tensor trains [Ose11], the tree Tucker decomposition [OT09], or methods specialized to orthogonal tensors [KM11, $\mathrm{AGH}^{+} 14$, MHG15, WTSA15, WA16, SWZ16]. There are also a number of works on the problem of tensor completion, that is, recovering a low rank tensor from missing entries [WM01, AKDM10,

TSHK11, LMWY13, MHWG14, JO14b, BM16]. There is also another line of work using the sum of squares (SOS) technique to study tensor problems [BKS15a, GM15, HSS15, HSSS16, MSS16, PS17, SS17], other recent work on tensor PCA [All12b, All12a, RM14, JMZ15, ADGM16, ZX17], and work applying smoothed analysis to tensor decomposition [BCMV14]. Several previous works also consider more robust norms than the Frobenius norm for tensors, e.g., the $R_{1}$ norm ( $\ell_{1}-\ell_{2}-\ell_{2}$ norm in our work) [HD08], $\ell_{1}$-PCA [PLY10], entry-wise $\ell_{1}$ regularization [GGH14], M-estimator loss [YFS16], weighted approximation [Paa97, TK11, LRHG13], tensor-CUR [OST08, MMD08, CC10, FMMN11, FT15], or robust tensor PCA [GQ14, LFC ${ }^{+}$16, CLZ17].

Some of the above works, such as ones based on the tensor power method or alternating minimization, require incoherence or orthogonality assumptions. Others, such as those based on the simultaneous SVD, require an assumption on the minimum singular value. See the monograph of Moitra [Moi14a] for further discussion. Unlike the situation for matrices, there is no work for tensors that is able to achieve the following natural relative error guarantee: given a $q$-th order tensor $A \in \mathbb{R}^{n^{\otimes q}}$ and an arbitrary accuracy parameter $\epsilon>0$, output a rank- $k$ tensor $B$ for which

$$
\begin{equation*}
\|A-B\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{21.1}
\end{equation*}
$$

where $\mathrm{OPT}=\inf _{\text {rank-k }} B^{\prime}\left\|A-B^{\prime}\right\|_{F}^{2}$, and where recall the rank of a tensor $B$ is the minimal integer $k$ for which $B$ can be expressed as $\sum_{i=1}^{k} U_{1}^{i} \otimes U_{2}^{i} \otimes \cdots \otimes U_{q}^{i}$. General speaking, a $q$-th order tensor can have rank at most $n^{q-1}$. A third order tensor, for example, has rank which is an integer in $\left\{0,1,2, \ldots, n^{2}\right\}$. We note that [BCV14] is able to achieve a relative error 5 -approximation for third order tensors, and an $O(q)$-approximation for $q$-th order tensors,
though it cannot achieve a $(1+\epsilon)$-approximation. We compare our work to [BCV14] in Section 21.1.4 below.

For notational simplicity, we will start by assuming third order tensors with all dimensions of equal size, but we extend all of our main theorems below to tensors of any constant order $q>3$ and dimensions of different sizes.

The first caveat regarding (21.1) for tensors is that an optimal rank- $k$ solution may not even exist! This is a well-known problem for tensors (see, e.g., [KHL89, Paa00, KDS08, Ste06, Ste08] and more details in section 4 of [DSL08]), for which for any rank- $k$ tensor $B$, there always exists another rank- $k$ tensor $B^{\prime}$ for which $\left\|A-B^{\prime}\right\|_{F}^{2}<\|A-B\|_{F}^{2}$. If OPT $=0$, then in this case for any rank- $k$ tensor $B$, necessarily $\|A-B\|_{F}^{2}>0$, and so (21.1) cannot be satisfied. This fact was known to algebraic geometers as early as the 19th century, which they refer to as the fact that the locus of $r$-th secant planes to a Segre variety may not define a (closed) algebraic variety [DSL08, Lan12]. It is also known as the phenomenon underlying the concept of border $\operatorname{rank}^{2}$ [Bin80, Bin86, BCS97, Knu98, Lan06]. In this case it is natural to allow the algorithm to output an arbitrarily small $\gamma>0$ amount of additive error. Note that unlike several additive error algorithms for matrices, the additive error here can in fact be an arbitrarily small positive function of $n$. If, however, OPT $>0$, then for any $\epsilon>0$, there exists a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT, and in this case we should still require the algorithm to output a relative-error solution. If an optimal rank- $k$ solution $B$ exists, then as for matrices, it is natural to require the algorithm to output a relative-error solution.

[^67]Besides the above definitional issue, a central reason that (21.1) has not been achieved is that computing the rank of a third order tensor is well-known to be NP-hard [Hås90, HL13]. Thus, if one had such a polynomial time procedure for solving the problem above, one could determine the rank of $A$ by running the procedure on each $k \in\left\{0,1,2, \ldots, n^{2}\right\}$, and check for the first value of $k$ for which $\|A-B\|_{F}^{2}=0$, thus determining the rank of $A$. However, it is unclear if approximating the tensor rank is hard. This question will also be answered in this work.

The main question which we address is how to define a meaningful notion of (21.1) for the case of tensors and whether it is possible to obtain provably efficient algorithms which achieve this guarantee, without any assumptions on the tensor itself. Besides (21.1), there are many other notions of relative error for low rank approximation of matrices for which provable guarantees for tensors are unknown, such as tensor CURT, $R_{1}$ norm, and the weighted and $\ell_{1}$ norms mentioned above. Our goal is to provide a general technique to obtain algorithms for many of these variants as well.

### 21.1.1 Our Results

To state our results, we first consider the case when a rank- $k$ solution $A_{k}$ exists, that is, there exists a rank- $k$ tensor $A_{k}$ for which $\left\|A-A_{k}\right\|_{F}^{2}=\mathrm{OPT}$.

We first give a $\operatorname{poly}(n, k, 1 / \epsilon)$-time $(1+\epsilon)$-relative error approximation algorithm for any $0<\epsilon<1$ and any $k \geq 1$, but allow the output tensor $B$ to be of rank $O\left((k / \epsilon)^{2}\right)$ (for general $q$-order tensors, the output rank is $O\left((k / \epsilon)^{q-1}\right.$ ), whereas we measure the cost of $B$ with respect to rank- $k$ tensors. Formally, $\|A-B\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$. In fact, our algorithm can be implemented in $\mathrm{nnz}(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time in the real-RAM model, where $\operatorname{nnz}(A)$ is the number of non-zero entries of $A$. Since it is necessary to use $\operatorname{nnz}(A)$ time to avoid missing any (large) entry, such an algorithm is optimal (for running time) for any relative error algorithm, even bicriteria ones.

If $A_{k}$ does not exist, then our output $B$ instead satisfies $\|A-B\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}+\gamma$, where $\gamma$ is an arbitrarily small additive error. Since $\gamma$ is arbitrarily small, $(1+\epsilon)$ OPT $+\gamma$ is still a relative error whenever OPT $>0$. Our theorem is as follows.

Theorem 21.1.1 (A Version of Theorem 21.4.9, bicriteria). Given a 3rd order tensor $A \in$ $\mathbb{R}^{n \times n \times n}$, if $A_{k}$ exists then there is a randomized algorithm running in $\mathrm{nnz}(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time which outputs a (factorization of a) rank- $O\left(k^{2} / \epsilon^{2}\right)$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq$ $(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$. If $A_{k}$ does not exist, then the algorithm outputs a rank- $O\left(k^{2} / \epsilon^{2}\right)$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT $+\gamma$, where $\gamma>0$ is an arbitrarily small positive function of $n$. In both cases, the success probability is at least $2 / 3$.

One of the main applications of matrix low rank approximation is parameter reduction, as one can store the matrix using fewer parameters in factored form or more quickly
multiply by the matrix if given in factored form, as well as remove directions that correspond to noise. In such applications, it is not essential that the low rank approximation have rank exactly $k$, since one still has a significant parameter reduction with a matrix of slightly larger rank. This same motivation applies to tensor low rank approximation; we obtain both space and time savings by representing a tensor in factored form, and in such applications bicriteria applications suffice. Moreover, the extremely efficient nnz $(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time algorithm we obtain may outweigh the need for outputting a tensor of rank exactly $k$. Bicriteria algorithms are common for coping with hardness; see e.g., results on robust low rank approximation of matrices [DV07, FFSS07, CW15a], sparse recovery [CKPS16], clustering [MMSW15, HT16], and approximation algorithms more generally.

We note that there are other applications, such as unique tensor decomposition in the method of moments, see, e.g., [BCV14], where one may have a hard rank constraint of $k$ for the output. However, in such applications the so-called Tucker decomposition is still a useful dimensionality-reduction analogue of the SVD and our techniques for proving

We next consider the case when the rank parameter $k$ is small, and we try to obtain rank- $k$ solutions which are efficient for small values of $k$. As before, we first suppose that $A_{k}$ exists.

If $A_{k}=\sum_{i=1}^{k} u_{i} \otimes v_{i} \otimes w_{i}$ and the norms $\left\|u_{i}\right\|_{2},\left\|v_{i}\right\|_{2}$, and $\left\|w_{i}\right\|_{2}$ are bounded by $2^{\text {poly }(n)}$, we can return a rank- $k$ solution $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}+2^{-\operatorname{poly}(n)}$, in $f(k, 1 / \epsilon) \cdot \operatorname{poly}(n)$ time in the standard unit cost RAM model with words of size $O(\log n)$ bits. Thus, our algorithm is fixed parameter tractable in $k$ and $1 / \epsilon$, and in fact remains polynomial time for any values of $k$ and $1 / \epsilon$ for which $k^{2} / \epsilon=O(\log n)$. This is motivated by a number of low rank approximation applications in which $k$ is typically small. The additive error of
$2^{-\operatorname{poly}(n)}$ is only needed in order to write down our solution $B$ in the unit cost RAM model, since in general the entries of $B$ may be irrational, even if the entries of $A$ are specified by $\operatorname{poly}(n)$ bits. If instead we only want to output an approximation to the value $\left\|A-A_{k}\right\|_{F}^{2}$, then we can output a number $Z$ for which OPT $\leq Z \leq(1+\epsilon)$ OPT, that is, we do not incur additive error.

When $A_{k}$ does not exist, there still exists a rank- $k$ tensor $\widetilde{A}$ for which $\|A-\widetilde{A}\|_{F}^{2} \leq$ OPT $+\gamma$, for arbitrary $\gamma>0$. We require there exists such a $\widetilde{A}$ for which if $\widetilde{A}=\sum_{i=1}^{k} u_{i} \otimes$ $v_{i} \otimes w_{i}$, then the norms $\left\|u_{i}\right\|_{2},\left\|v_{i}\right\|_{2}$, and $\left\|w_{i}\right\|_{2}$ are bounded by $2^{\text {poly }(n)}$.

The assumption in the previous two paragraphs that the factors of $A_{k}$ and of $\widetilde{A}$ have norm bounded by $2^{\text {poly(n) }}$ is necessary in certain cases, e.g., if OPT $=0$ and we are to write down the factors in poly $(n)$ time. An abridged version of our theorem is as follows.

Theorem 21.1.2 (Combination of Theorem 21.4.1 and 21.4.2, rank-k). Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $\delta>0$, if $A_{k}=\sum_{i=1}^{k} u_{i} \otimes v_{i} \otimes w_{i}$ exists and each of $\left\|u_{i}\right\|_{2},\left\|v_{i}\right\|_{2}$, and $\left\|w_{i}\right\|_{2}$ is bounded by $2^{O\left(n^{\delta}\right)}$, then there is a randomized algorithm running in $O(\mathrm{nnz}(A)+$ $\left.n \operatorname{poly}(k, 1 / \epsilon)+2^{O\left(k^{2} / \epsilon\right)}\right) \cdot n^{\delta}$ time in the unit cost RAM model with words of size $O(\log n)$ bits $^{3}$, which outputs a (factorization of a) rank-k tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon) \| A-$ $A_{k} \|_{F}^{2}+2^{-O\left(n^{\delta}\right)}$. Further, we can output a number $Z$ for which $\mathrm{OPT} \leq Z \leq(1+\epsilon) \mathrm{OPT}$ in the same amount of time. When $A_{k}$ does not exist, if there exists a rank-k tensor $\widetilde{A}$ for which $\|A-\widetilde{A}\|_{F}^{2} \leq \mathrm{OPT}+2^{-O\left(n^{\delta}\right)}$ and $\widetilde{A}=\sum_{i=1}^{k} u_{i} \otimes v_{i} \otimes w_{i}$ is such that the norms $\left\|u_{i}\right\|_{2}$, $\left\|v_{i}\right\|_{2}$, and $\left\|w_{i}\right\|_{2}$ are bounded by $2^{O\left(n^{\delta}\right)}$, then we can output a (factorization of a) rank-k tensor $\widetilde{A}$ for which $\|A-\widetilde{A}\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}+2^{-O\left(n^{\delta}\right)}$.

[^68]Our techniques for proving Theorem 21.1.1 and Theorem 21.1.2 open up avenues for many other problems in linear algebra on tensors. We now define the problems and state our results for them.

There is a long line of research on matrix column subset selection and CUR decomposition [DMM08, BMD09, DR10, BDM11, FEGK13, BW14, WS15, ABF ${ }^{+}$16, SWZ17] under operator, Frobenius, and entry-wise $\ell_{1}$ norm. It is natural to consider tensor column subset selection or tensor-CURT ${ }^{4}$, however most previous works either give error bounds in terms of the tensor flattenings [DMM08], assume the original tensor has certain properties [OST08, FT15, TM17], consider the exact case which assumes the tensor has low rank [CC10], or only fit a high dimensional cross-shape to the tensor rather than to all of its entries [FMMN11]. Such works are not able to provide a $(1+\epsilon)$-approximation guarantee as in the matrix case without assumptions. We consider tensor column, row, and tube subset selection, with the goal being to find three matrices: a subset $C \in \mathbb{R}^{n \times c}$ of columns of $A$, a subset $R \in \mathbb{R}^{n \times r}$ of rows of $A$, and a subset $T \in \mathbb{R}^{n \times t}$ of tubes of $A$, such that there exists a tensor $U \in \mathbb{R}^{c \times r \times t}$ for which

$$
\begin{equation*}
\|U(C, R, T)-A\|_{\xi} \leq \alpha\left\|A_{k}-A\right\|_{\xi}+\gamma \tag{21.2}
\end{equation*}
$$

where $\gamma=0$ if $A_{k}$ exists and $\gamma=2^{-\operatorname{poly}(n)}$ otherwise, $\alpha>1$ is the approximation ratio, $\xi$ is either Frobenius norm or Entry-wise $\ell_{1}$ norm, and $U(C, R, T)=\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes$ $R_{j} \otimes T_{l}$. In tensor CURT decomposition, we also want to output $U$.

We provide a (nearly) input sparsity time algorithm for this, together with an alternative input sparsity time algorithm which chooses slightly larger factors $C, R$, and $T$.

[^69]To do this, we combine Theorem 21.1.1 with the following theorem which, given a factorization of a rank- $k$ tensor $B$, obtains $C, U, R$, and $T$ in terms of it:

Theorem 21.1.3 (Combination of Theorem 21.4.39 and 21.4.40, $\left\|\left\|\|_{F}\right.\right.$-norm, CURT decomposition). Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, and let $U_{B}, V_{B}, W_{B} \in \mathbb{R}^{n \times k}$ be given. There is an algorithm running in $O(\mathrm{nnz}(A) \log n)+\widetilde{O}\left(n^{2}\right)$ poly $(k, 1 / \epsilon)$ time (respectively, $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)$ time) which outputs a subset $C \in \mathbb{R}^{n \times c}$ of columns of $A$, a subset $R \in \mathbb{R}^{n \times r}$ of rows of $A$, a subset $T \in \mathbb{R}^{n \times t}$ of tubes of $A$, together with a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k / \epsilon)$ (respectively, $c=r=t=O(k \log k+k / \epsilon))$, and $\|U(C, R, T)-A\|_{F}^{2} \leq(1+\epsilon)\left\|U_{B} \otimes V_{B} \otimes W_{B}-A\right\|_{F}^{2}$ holds with probability at least 9/10.

Combining Theorems 21.1.2 and 21.1.3 (with $B$ being a $(1+O(\epsilon)$ )-approximation to A) we achieve Equation (21.2) with $\alpha=(1+\epsilon)$ and $\xi=F$ with the optimal number of columns, rows, tubes, and rank of $U$ (we mention our matching lower bound later), though the running time has an $2^{O\left(k^{2} / \epsilon\right)}$ term in it. We note that instead combining Theorem 21.1.1 and Theorem 21.1.3 gives a bicriteria result for CURT without a $2^{O\left(k^{2} / \epsilon\right)}$ term in the running time, though it is suboptimal in the number of columns, rows, tubes, and rank of $U$.

As a side result worth stating, our analysis improves the best matrix CUR decomposition algorithm under Frobenius norm [BW14], providing the first optimal nnz $(A)$-time algorithm:

Theorem 21.1.4 (Informal Version of Theorem 21.6.1, Matrix CUR decomposition). There is an algorithm, which given a matrix $A \in \mathbb{R}^{n \times d}$ and an integer $k \geq 1$, runs in $O(\mathrm{nnz}(A))+$ $(n+d) \operatorname{poly}(k, 1 / \epsilon)$ time and outputs three matrices: $C \in \mathbb{R}^{n \times c}$ containing c columns of $A$,
$R \in \mathbb{R}^{r \times d}$ containing $r$ rows of $A$, and $U \in \mathbb{R}^{c \times r}$ with $\operatorname{rank}(U)=k$ for which $r=c=O(k / \epsilon)$ and $\|C U R-A\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank-k }} A_{k}\left\|A_{k}-A\right\|_{F}^{2}$, holds with probability at least $9 / 10$.

### 21.1.2 Our Techniques

Many of our proofs, in particular those for Theorem 21.1.1 and Theorem 21.1.2, are based on what we call an "iterative existential proof", which we then turn into an algorithm in two different ways depending if we are proving Theorem 21.1.1 or Theorem 21.1.2.

Henceforth, we assume $A_{k}$ exists; otherwise replace $A_{k}$ with a suitably good tensor $\widetilde{A}$ in what follows. Since $A_{k}=\sum_{i=1}^{k} U_{i}^{*} \otimes V_{i}^{*} \otimes W_{i}^{* 5}$, we can create three $n \times k$ matrices $U^{*}$, $V^{*}$, and $W^{*}$ whose columns are the vectors $U_{i}^{*}, V_{i}^{*}$, and $W_{i}^{*}$, respectively. Now we consider the three different flattenings (or unfoldings) of $A_{k}$, which express $A_{k}$ as an $n \times n^{2}$ matrix. Namely, by thinking of $A_{k}$ as the sum of outer products, we can write the three flattenings of $A_{k}$ as $U^{*} \cdot Z_{1}, V^{*} \cdot Z_{2}$, and $W^{*} \cdot Z_{3}$, where the rows of $Z_{1}$ are $\operatorname{vec}\left(V_{i}^{*} \otimes W_{i}^{*}\right)^{6}$ ( For simplicity, we write $\left.Z_{1}=\left(V^{* \top} \odot W^{* \top}\right) .^{7}\right)$, the rows of $Z_{2}$ are $\operatorname{vec}\left(U_{i}^{*} \otimes W_{i}^{*}\right)$, and the rows of $Z_{3}$ are $\operatorname{vec}\left(U_{i}^{*} \otimes V_{i}^{*}\right)$, for $i \in[k] \stackrel{\text { def }}{=}\{1,2, \ldots, k\}$. Letting the three corresponding flattenings of the input tensor $A$ be $A_{1}, A_{2}$, and $A_{3}$, by the symmetry of the Frobenius norm, we have $\|A-B\|_{F}^{2}=\left\|A_{1}-U^{*} Z_{1}\right\|_{F}^{2}=\left\|A_{2}-V^{*} Z_{2}\right\|_{F}^{2}=\left\|A_{3}-W^{*} Z_{3}\right\|_{F}^{2}$.

Let us consider the hypothetical regression problem $\min _{U}\left\|A_{1}-U Z_{1}\right\|_{F}^{2}$. Note that we do not know $Z_{1}$, but we will not need to. Let $r=O(k / \epsilon)$, and suppose $S_{1}$ is an $n^{2} \times r$ matrix of i.i.d. normal random variables with mean 0 and variance $1 / r$, denoted $N(0,1 / r)$. Then by standard results for regression (see, e.g., [Woo14b] for a survey), if $\widehat{U}$ is the minimizer to

[^70]the smaller regression problem $\widehat{U}=\operatorname{argmin}_{U}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}$, then
\[

$$
\begin{equation*}
\left\|A_{1}-\widehat{U} Z_{1}\right\|_{F}^{2} \leq(1+\epsilon) \min _{U}\left\|A_{1}-U Z_{1}\right\|_{F}^{2} \tag{21.3}
\end{equation*}
$$

\]

Moreover, $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. Although we do not know know $Z_{1}$, this implies $\widehat{U}$ is in the column span of $A_{1} S_{1}$, which we do know, since we can flatten $A$ to compute $A_{1}$ and then compute $A_{1} S_{1}$. Thus, this hypothetical regression argument gives us an existential statement - there exists a good rank- $k$ matrix $\widehat{U}$ in the column span of $A_{1} S_{1}$. We could similarly define $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$ and $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$ as solutions to the analogous regression problems for the other two flattenings of $A$, which are in the column spans of $A_{2} S_{2}$ and $A_{3} S_{3}$, respectively. Given $A_{1} S_{1}, A_{2} S_{2}$, and $A_{3} S_{3}$, which we know, we could hope there is a good rank- $k$ tensor in the span of the rank- 1 tensors

$$
\begin{equation*}
\left\{\left(A_{1} S_{1}\right)_{a} \otimes\left(A_{2} S_{2}\right)_{b} \otimes\left(A_{3} S_{3}\right)_{c}\right\}_{a, b, c \in[r]} \tag{21.4}
\end{equation*}
$$

However, an immediate issue arises. First, note that our hypothetical regression problem guarantees that $\left\|A_{1}-\widehat{U} Z_{1}\right\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$, and therefore since the rows of $Z_{1}$ are of the special form $\operatorname{vec}\left(V_{i}^{*} \otimes W_{i}^{*}\right)$, we can perform a "retensorization" to create a rank- $k$ tensor $B=\sum_{i} \widehat{U}_{i} \otimes V_{i}^{*} \otimes W_{i}^{*}$ from the matrix $\widehat{U} Z_{1}$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$. While we do not know $\widehat{U}$, since it is in the column span of $A_{1} S_{1}$, it implies that $B$ is in the span of the rank-1 tensors $\left\{\left(A_{1} S_{1}\right)_{a} \otimes V_{b}^{*} \otimes W_{c}^{*}\right\}_{a \in[r], b, c \in[k]}$. Analogously, we have that there is a good rank- $k$ tensor $B$ in the span of the rank- 1 tensors $\left\{U_{a}^{*} \otimes\left(A_{2} S_{2}\right)_{b} \otimes W_{c}^{*}\right\}_{a, c \in[k], b \in[r]}$, and a good rank- $k$ tensor $B$ in the span of the rank-1 tensors $\left\{U_{a}^{*} \otimes V_{b}^{*} \otimes\left(A_{3} S_{3}\right)_{c}\right\}_{a, b \in[k], c \in[r]}$. However, we do not know $U^{*}$ or $V^{*}$, and it is not clear there is a rank- $k$ tensor $B$ for which simultaneously its first factors are in the column span of $A_{1} S_{1}$, its second factors are in the
column span of $A_{2} S_{2}$, and its third factors are in the column span of $A_{3} S_{3}$, i.e., whether there is a good rank- $k$ tensor B in the span of rank-1 tensors in (21.4).

We fix this by an iterative argument. Namely, we first compute $A_{1} S_{1}$, and write $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. We now redefine $Z_{2}$ with respect to $\widehat{U}$, so the rows of $Z_{2} \operatorname{are} \operatorname{vec}\left(\widehat{U}_{i} \otimes W_{i}^{*}\right)$ for $i \in[k]$, and consider the regression problem $\min _{V}\left\|A_{2}-V Z_{2}\right\|_{F}^{2}$. While we do not know $Z_{2}$, if $S_{2}$ is an $n^{2} \times r$ matrix of i.i.d. Gaussians, we again have the statement that $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$ satisfies

$$
\begin{aligned}
\left\|A_{2}-\widehat{V} Z_{2}\right\|_{F}^{2} & \leq(1+\epsilon) \min _{V}\left\|A_{2}-V Z_{2}\right\|_{F}^{2} \text { by the regression guarantee with Gaussians } \\
& \leq(1+\epsilon)\left\|A_{2}-V^{*} Z_{2}\right\|_{F}^{2} \text { since } V^{*} \text { is no better than the minimizer } V \\
& =(1+\epsilon)\left\|A_{1}-\widehat{U} Z_{1}\right\|_{F}^{2} \text { by retensorizing and flattening along a different dimension } \\
& \leq(1+\epsilon)^{2} \min _{U}\left\|A_{1}-U Z_{1}\right\|_{F}^{2} \text { by }(21.3) \\
& =(1+\epsilon)^{2}\left\|A-A_{k}\right\|_{F}^{2} \text { by definition of } Z_{1}
\end{aligned}
$$

Now we can retensorize $\widehat{V} Z_{2}$ to obtain a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2}=\| A_{2}-$ $\widehat{V} Z_{2}\left\|_{F}^{2} \leq(1+\epsilon)^{2}\right\| A-A_{k} \|_{F}^{2}$. Note that since the columns of $\widehat{V}$ are in the span of $A_{2} S_{2}$, and the rows of $Z_{2}$ are $\operatorname{vec}\left(\widehat{U}_{i} \otimes W_{i}^{*}\right)$ for $i \in[k]$, where the columns of $\widehat{U}$ are in the span of $A_{1} S_{1}$, it follows that $B$ is in the span of rank-1 tensors $\left\{\left(A_{1} S_{1}\right)_{a} \otimes\left(A_{2} S_{2}\right)_{b} \otimes \widehat{V}_{c}\right\}_{a, b \in[r], c \in[k]}$.

Suppose we now redefine $Z_{3}$ so that it is now an $r^{2} \times n^{2}$ matrix with rows vec $\left(\left(A_{1} S_{1}\right)_{a} \otimes\right.$ $\left.\left(A_{2} S_{2}\right)_{b}\right)$ for all pairs $a, b \in[r]$, and consider the regression problem $\min _{W}\left\|A_{3}-W Z_{3}\right\|_{F}^{2}$. Now observe that since we know $Z_{3}$, and since we can form $A_{3}$ by flattening $A$, we can solve for $W \in \mathbb{R}^{n \times r^{2}}$ in polynomial time by solving a regression problem. Retensorizing $W Z_{3}$ to a tensor $B$, it follows that we have found a rank- $r^{2}=O\left(k^{2} / \epsilon^{2}\right)$ tensor $B$ for which
$\|A-B\|_{F}^{2} \leq(1+\epsilon)^{2}\left\|A-A_{k}\right\|_{F}^{2}=(1+O(\epsilon))\left\|A-A_{k}\right\|_{F}^{2}$, and the result follows by adjusting $\epsilon$ by a constant factor.

To obtain the $n n z(A)+n \operatorname{poly}(k / \epsilon)$ running time guarantee of Theorem 21.1.1, while we can replace $S_{1}$ and $S_{2}$ with compositions of a sparse CountSketch matrix and a Gaussian matrix (see chapter 2 of [Woo14b] for a survey), enabling us to compute $A_{1} S_{1}$ and $A_{2} S_{2}$ in $\operatorname{nnz}(A)+n \operatorname{poly}(k / \epsilon)$ time, we still need to solve the regression problem $\min _{W}\left\|A_{3}-W Z_{3}\right\|_{F}^{2}$ quickly, and note that we cannot even write down $Z_{3}$ without spending $r^{2} n^{2}$ time. Here we use a different random matrix $S_{3}$ called TensorSketch, which was introduced in [Pag13, PP13], but for which we will need the stronger properties of a subspace embedding and approximate matrix product shown to hold for it in [ANW14]. Given the latter properties, we can instead solve the regression problem $\min _{W}\left\|A_{3} S_{3}-W Z_{3} S_{3}\right\|_{F}^{2}$, and importantly $A_{3} S_{3}$ and $Z_{3} S_{3}$ can be computed in $n n z(A)+n \operatorname{poly}(k / \epsilon)$ time. Finally, this small problem can be solved in $n \operatorname{poly}(k / \epsilon)$ time.

If we want to output a rank- $k$ solution as in Theorem 21.1.2, then we need to introduce indeterminates at several places in the preceding argument and run a generic polynomial optimization procedure which runs in time exponential in the number of indeterminates. Namely, we write $\widehat{U}$ as $A_{1} S_{1} X_{1}$, where $X_{1}$ is an $r \times k$ matrix of indeterminates, we write $\widehat{V}$ as $A_{2} S_{2} X_{2}$, where $X_{2}$ is an $r \times k$ matrix of indeterminates, and we write $\widehat{W}$ as $A_{3} S_{3} X_{3}$, where $X_{3}$ is an $r \times k$ matrix of indeterminates. When executing the above iterative argument, we let the rows of $Z_{1}$ be the vectors $\operatorname{vec}\left(V_{i}^{*} \otimes W_{i}^{*}\right)$, the rows of $Z_{2}$ be the vectors $\operatorname{vec}\left(\widehat{U}_{i} \otimes W_{i}^{*}\right)$, and the rows of $Z_{3}$ be the vectors $\operatorname{vec}\left(\widehat{U}_{i} \otimes V_{i}\right)$. Then $\widehat{U}$ is a $(1+\epsilon)$-approximate minimizer to $\min _{U}\left\|A_{1}-U Z_{1}\right\|_{F}$, while $\widehat{V}$ is a $(1+\epsilon)$-approximate minimizer to $\min _{V}\left\|A_{2}-V Z_{2}\right\|_{F}$, while $\widehat{W}$ is a $(1+\epsilon)$-approximate minimizer to $\min _{W}\left\|A_{3}-W Z_{3}\right\|_{F}$. Note that by assigning
$X_{1}=\left(Z_{1} S_{1}\right)^{\dagger}, X_{2}=\left(Z_{2} S_{2}\right)^{\dagger}$, and $X_{3}=\left(Z_{3} S_{3}\right)^{\dagger}$, it follows that the rank- $k$ tensor $B=$ $\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}$ satisfies $\|A-B\|_{F}^{2} \leq(1+\epsilon)^{3}\left\|A-A_{k}\right\|_{F}^{2}$, as desired. Note that here the rows of $Z_{2}$ are a function of $X_{1}$, while the rows of $Z_{3}$ are a function of both $X_{1}$ and $X_{2}$. What is important for us though is that it suffices to minimize the degree- 6 polynomial $\sum_{a, b, c \in[n]}\left(\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{a, i} \cdot\left(A_{2} S_{2} X_{2}\right)_{b, i} \cdot\left(A_{3} S_{3} X_{3}\right)_{c, i}-A_{a, b, c}\right)^{2}$, over the $3 r k=$ $O\left(k^{2} / \epsilon\right)$ indeterminates $X_{1}, X_{2}, X_{3}$, since we know there exists an assignment to $X_{1}, X_{2}$, and $X_{3}$ providing a $\left(1+O(\epsilon)\right.$ )-approximate solution, and any solution $X_{1}, X_{2}$, and $X_{3}$ found by minimizing the above polynomial will be no worse than that solution. This polynomial can be minimized up to additive $2^{-\operatorname{poly}(n)}$ additive error in poly $(n)$ time [Ren92a, BPR96] assuming the entries of $U^{*}, V^{*}$, and $W^{*}$ are bounded by $2^{\text {poly }(n)}$, as assumed in Theorem 21.1.2. Similar arguments can be made for obtaining a relative error approximation to the OPT as well as handling the case when $A_{k}$ does not exist.

To optimize the running time to $n n z(A)$, we can choose CountSketch matrices $T_{1}, T_{2}, T_{3}$ of $t=\operatorname{poly}(k, 1 / \epsilon) \times n$ dimensions and reapply the above iterative argument. Then it suffices to minimize this small size degree-6 polynomial $\sum_{a, b, c \in[t]}\left(\sum_{i=1}^{k}\left(T_{1} A_{1} S_{1} X_{1}\right)_{a, i} \cdot\left(T_{2} A_{2} S_{2} X_{2}\right)_{b, i}\right.$. $\left.\left(T_{3} A_{3} S_{3} X_{3}\right)_{c, i}-\left(A\left(T_{1}, T_{2}, T_{3}\right)\right)_{a, b, c}\right)^{2}$, over the $3 r k=O\left(k^{2} / \epsilon\right)$ indeterminates $X_{1}, X_{2}, X_{3}$. Outputting $A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}, A_{3} S_{3} X_{3}$ then provides a $(1+\epsilon)$-approximate solution.

Our iterative existential argument provides a general framework for obtaining low rank approximation results for tensors for many other error measures as well.

### 21.1.3 Other Low Rank Approximation Algorithms Following Our Framework.

 Column, row, tube subset selection, and CURT decomposition. In tensor column, row, tube subset selection, the goal is to find three matrices: a subset $C$ of columns of $A$, a subset $R$ of rows of $A$, and a subset $T$ of tubes of $A$, such that there exists a small tensor $U$ for which $\|U(C, R, T)-A\|_{F}^{2} \leq(1+\epsilon)$ OPT. We first choose two Gaussian matrices $S_{1}$ and $S_{2}$ with $s_{1}=s_{2}=O(k / \epsilon)$ columns, and form a matrix $Z_{3}^{\prime} \in \mathbb{R}^{\left(s_{1} s_{2}\right) \times n^{2}}$ with $(i, j)$-th row equal to the vectorization of $\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j}$. Motivated by the regression problem $\min _{W}\left\|A_{3}-W Z_{3}^{\prime}\right\|_{F}$, we sample $d_{3}=O\left(s_{1} s_{2} / \epsilon\right)$ columns from $A_{3}$ and let $D_{3}$ denote this selection matrix. There are a few ways to do the sampling depending on the tradeoff between the number of columns and running time, which we describe below. Proceeding iteratively, we write down $Z_{2}^{\prime}$ by setting its $(i, j)$-th row to the vectorization of $\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{3} D_{3}\right)_{j}$. We then sample $d_{2}=O\left(s_{1} d_{3} / \epsilon\right)$ columns from $A_{2}$ and let $D_{2}$ denote that selection matrix. Finally, we define $Z_{1}^{\prime}$ by setting its $(i, j)$-th row to be the vectorization of $\left(A_{2} D_{2}\right)_{i} \otimes\left(A_{3} D_{3}\right)_{j}$. We obtain $C=A_{1} D_{1}, R=A_{2} D_{2}$ and $T=A_{3} D_{3}$. For the sampling steps, we can use a generalized matrix column subset selection technique, which extends a column subset selection technique of [BW14] in the context of CUR decompositions to the case when $C$ is not necessarily a subset of the input. This gives $O(\mathrm{nnz}(A) \log n)+\widetilde{O}\left(n^{2}\right) \operatorname{poly}(k, 1 / \epsilon)$ time. Alternatively, we can use a technique we develop called tensor leverage score sampling described below, yielding $O(\operatorname{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)$ time.A body of work in the matrix case has focused on finding the best possible number of columns and rows of a CUR decomposition, and we can ask the same question for tensors. It turns out that if one is given the factorization $\sum_{i=1}^{k}\left(U_{B}\right)_{i} \otimes\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}$ of a rank- $k$ tensor $B \in \mathbb{R}^{n \times n \times n}$ with $U_{B}, V_{B}, W_{B} \in \mathbb{R}^{n \times k}$, then one can find a set $C$ of $O(k / \epsilon)$ columns,
a set $R$ of $O(k / \epsilon)$ rows, and a set $T$ of $O(k / \epsilon)$ tubes of $A$, together with a rank- $k$ tensor $U$ for which $\|U(C, R, T)-A\|_{F}^{2} \leq(1+\epsilon)\|A-B\|_{F}^{2}$. This is based on an iterative argument, where the initial sampling (which needs to be our generalized matrix column subset selection rather than tensor leverage score sampling to achieve optimal bounds) is done with respect to $V_{B}^{\top} \odot W_{B}^{\top}$, and then an iterative argument is carried out. Since we show a matching lower bound on the number of columns, rows, tubes and rank of $U$, these parameters are tight. The algorithm is efficient if one is given a rank- $k$ tensor $B$ which is a $(1+O(\epsilon))$-approximation to $A$; if not then one can use Theorem 21.1.2 and and this step will be exponential time in $k$. If one just wants $O(k \log k+k / \epsilon)$ columns, rows, and tubes, then one can achieve $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)$ time, if one is given $B$.

Column-row, row-tube, tube-column face subset selection, and CURT decomposition. In tensor column-row, row-tube, tube-column face subset selection, the goal is to find three tensors: a subset $C \in \mathbb{R}^{c \times n \times n}$ of row-tube faces of $A$, a subset $R \in \mathbb{R}^{n \times r \times n}$ of tubecolumn faces of $A$, and a subset $T \in \mathbb{R}^{n \times n \times t}$ of column-row faces of $A$, such that there exists a tensor $U \in \mathbb{R}^{t n \times c n \times r n}$ with small rank for which $\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}$, where $T_{1} \in \mathbb{R}^{n \times t n}$ denotes the matrix obtained by flattening the tensor $T$ along the first dimension, $C_{2} \in \mathbb{R}^{n \times c n}$ denotes the matrix obtained by flattening the tensor $C$ along the second dimension, and $R_{3} \in \mathbb{R}^{n \times r n}$ denotes the matrix obtained by flattening the tensor $T$ along the third dimension.

We solve this problem by first choosing two Gaussian matrices $S_{1}$ and $S_{2}$ with $s_{1}=$ $s_{2}=O(k / \epsilon)$ columns, and then forming matrix $U_{3} \in \mathbb{R}^{n \times s_{1} s_{2}}$ with $(i, j)$-th column equal to $\left(A_{1} S_{1}\right)_{i}$, as well as matrix $V_{3} \in \mathbb{R}^{n \times s_{1} s_{2}}$ with $(i, j)$-th column equal to $\left(A_{2} S_{2}\right)_{j}$. Inspired by
the regression problem $\min _{W \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|V_{3} \cdot\left(W^{\top} \odot U_{3}^{\top}\right)-A_{2}\right\|_{F}$, we sample $d_{3}=O\left(s_{1} s_{2} / \epsilon\right)$ rows from $A_{2}$ and let $D_{3} \in \mathbb{R}^{n \times n}$ denote this selection matrix. In other words, $D_{3}$ selects $d_{3}$ tube-column faces from the original tensor $A$. Thus, we obtain a small regression problem: $\min _{W}\left\|D_{3} V_{3} \cdot\left(W^{\top} \odot U_{3}^{\top}\right)-D_{3} A_{2}\right\|_{F}$. By retensorizing the objective function, we obtain the problem $\min _{W}\left\|U_{3} \otimes\left(D_{3} V_{3}\right) \otimes W-A\left(I, D_{3}, I\right)\right\|_{F}$. Flattening the objective function along the third dimension, we obtain $\min _{W}\left\|W \cdot\left(U_{3}^{\top} \odot\left(D_{3} V_{3}\right)^{\top}\right)-\left(A\left(I, D_{3}, I\right)\right)_{3}\right\|_{F}$ which has optimal solution $\left(A\left(I, D_{3}, I\right)\right)_{3}\left(U_{3}^{\top} \odot\left(D_{3} V_{3}\right)^{\top}\right)^{\dagger}$. Let $W^{\prime}$ denote $\left.A\left(I, D_{3}, I\right)\right)_{3}$. In the next step, we fix $W_{2}=W^{\prime}\left(U_{3}^{\top} \odot\left(D_{3} V_{3}\right)^{\top}\right)^{\dagger}$ and $U_{2}=U_{3}$, and consider the objective function $\min _{V}\left\|U_{2} \cdot\left(V^{\top} \odot W_{2}^{\top}\right)-A_{1}\right\|_{F}$. Applying a similar argument, we obtain $V^{\prime}=\left(A\left(D_{2}, I, I\right)\right)_{2}$ and $U^{\prime}=\left(A\left(I, I, D_{1}\right)_{1}\right)$. Let $C$ denote $A\left(D_{2}, I, I\right), R$ denote $A\left(I, D_{3}, I\right)$, and $T$ denote $A\left(I, I, D_{1}\right)$. Overall, this algorithm selects poly $(k, 1 / \epsilon)$ faces from each dimension.

Similar to our column-based CURT decomposition, our face-based CURT decomposition has the property that if one is given the factorization $\sum_{i=1}^{k}\left(U_{B}\right)_{i} \otimes\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}$ of a rank- $k$ tensor $B \in \mathbb{R}^{n \times n \times n}$ with $U_{B}, V_{B}, W_{B} \in \mathbb{R}^{n \times k}$ which is a $(1+O(\epsilon))$-approximation to $A$, then one can find a set $C$ of $O(k / \epsilon)$ row-tube faces, a set $R$ of $O(k / \epsilon)$ tube-column faces, and a set $T$ of $O(k / \epsilon)$ column-row faces of $A$, together with a rank- $k$ tensor $U$ for which $\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{F}^{2} \leq(1+\epsilon)$ OPT.

Tensor multiple regression and tensor leverage score sampling. In the above we need to consider standard problems for matrices in the context of tensors. Suppose we are given a matrix $A \in \mathbb{R}^{n_{1} \times n_{2} n_{3}}$ and a matrix $B=\left(V^{\top} \odot W^{\top}\right) \in \mathbb{R}^{k \times n_{2} n_{3}}$ with rows $\left(V_{i} \otimes W_{i}\right)$ for an $n_{2} \times k$ matrix $V$ and $n_{3} \times k$ matrix $W$. Using TensorSketch [Pag13, PP13, ANW14] one can solve multiple regression $\min _{U}\|U B-A\|_{F}$ without forming $B$ in $O\left(n_{2}+n_{3}\right) \operatorname{poly}(k, 1 / \epsilon)$
time, rather than the naïve $O\left(n_{2} n_{3}\right)$ poly $(k, 1 / \epsilon)$ time. However, this does not immediately help us if we would like to sample columns of such a matrix $B$ proportional to its leverage scores. Even if we apply TensorSketch to compute a $k \times k$ change of basis matrix $R$ in $O\left(n_{2}+n_{3}\right) \operatorname{poly}\left(k, \log \left(n_{2} n_{3}\right)\right)$ time, for which the leverage scores of $B$ are (up to a constant factor) the squared column norms of $R^{-1} B$, there are still $n_{2} n_{3}$ leverage scores and we cannot write them all down! Nevertheless, we show we can still sample by them by using that the matrix of interest is formed via a tensor product, which can be rewritten as a matrix multiplication which we never need to explicily materialize. In more detail, for the $i$-th row $e_{i} R^{-1}$ of $R^{-1}$, we create a matrix $V^{\prime i}$ by scaling each of the columns of $V^{\top}$ entrywise by the entries of $z$. The squared norms of $e_{i} R^{-1} B$ are exactly the squared entries of $\left(V^{\prime}\right) W^{\top}$. We cannot compute this matrix product, but we can first sample a column of it proportional to its squared norm and then sample an entry in that column proportional to its square. To sample a column, we compute $G\left(V^{\prime} i\right) W^{\top}$ for a Gaussian matrix $G$ with $O\left(\log n_{3}\right)$ rows by computing $G \cdot V^{\prime i}$, then computing $\left(G \cdot V^{\prime i}\right) \cdot W^{\top}$, which is $O\left(n_{2}+n_{3}\right) \operatorname{poly}\left(k, \log \left(n_{2} n_{3}\right)\right)$ total time. After sampling a column, we compute the column exactly and sample a squared entry. We do this for each $i \in[k]$, first sampling an $i$ proportional to $\left\|G V^{\prime} i W^{\top}\right\|_{F}^{2}$, then running the above scheme on that $i$. The poly $(\log n)$ factor in the running time can be replaced by $\operatorname{poly}(k)$ if one wants to avoid a poly $(\log n)$ dependence in the running time.

Entry-wise $\ell_{1}$ low-rank approximation. We consider the problem of entrywise $\ell_{1}$-low rank approximation of an $n \times n \times n$ tensor $A$, namely, the problem of finding a rank- $k$ tensor $B$ for which $\|A-B\|_{1} \leq \operatorname{poly}(k, \log n)$ OPT, where OPT $=\inf _{\text {rank-k } B}\|A-B\|_{1}$, and where for a tensor $A,\|A\|_{1}=\sum_{i, j, k}\left|A_{i, j, k}\right|$. Our iterative existential argument can be applied in
much the same way as for the Frobenius norm. We iteratively flatten $A$ along each of its three dimensions, obtaining $A_{1}, A_{2}$, and $A_{3}$ as above, and iteratively build a good rank- $k$ solution $B$ of the form $\left(A_{1} S_{1} X_{1}\right) \otimes\left(A_{2} S_{2} X_{2}\right) \otimes\left(A_{3} S_{3} X_{3}\right)$, where now the $S_{i}$ are matrices of i.i.d. Cauchy random variables or sparse matrices of Cauchy random variables and the $X_{i}$ are $O(k \log k) \times k$ matrices of indeterminates. For a matrix $C$ and a matrix $S$ of i.i.d. Cauchy random variables with $k$ columns, it is known [SWZ17] that the column span of $C S$ contains a poly $(k \log n)$-approximate rank- $k$ space with respect to the entrywise $\ell_{1}$-norm for $C$. In the case of tensors, we must perform an iterative flattening and retensorizing argument to guarantee there exists a tensor $B$ of the form above. Also, if we insist on outputting a rank- $k$ solution as opposed to a bicriteria solution, $\left\|\left(A_{1} S_{1} X_{1}\right) \otimes\left(A_{2} S_{2} X_{2}\right) \otimes\left(A_{3} S_{3} X_{3}\right)-A\right\|_{1}$ is not a polynomial of the $X_{i}$, and if we introduce sign variables for the $n^{3}$ absolute values, the running time of the polynomial solver will be $2^{\# \text { of variables }}=2^{\Omega\left(n^{3}\right)}$. We perform additional dimensionality reduction by Lewis weight sampling [CP15] from the flattenings to reduce the problem size to $\operatorname{poly}(k)$. This small problem still has $\widetilde{O}\left(k^{3}\right) \operatorname{sign}$ variables, and to obtain a $2^{\widetilde{O}\left(k^{2}\right)}$ running time we relax the reduced problem to a Frobenius norm problem, mildly increasing the approximation factor by another $\operatorname{poly}(k)$ factor.

Combining the iterative existential argument with techniques in [SWZ17], we also obtain an $\ell_{1}$ CURT decomposition algorithm (which is similar to the Frobenius norm result in Theorem 21.1.3), which can find $\widetilde{O}(k)$ columns, $\widetilde{O}(k)$ rows, $\widetilde{O}(k)$ tubes, and a tensor $U$. Our algorithm starts from a given factorization of a rank- $k$ tensor $B=U_{B} \otimes V_{B} \otimes W_{B}$ found above. We compute a sampling and rescaling diagonal matrix $D_{1}$ according to the Lewis weights of matrix $B_{1}=\left(V_{B}^{\top} \odot W_{B}^{\top}\right)$, where $D_{1}$ has $\widetilde{O}(k)$ nonzero entries. Then we iteratively construct $B_{2}, D_{2}, B_{3}$ and $D_{3}$. Finally we have $C=A_{1} D_{1}$ (selecting $\widetilde{O}(k)$ columns from

```
Algorithm 21.1 Main Meta-Algorithm
    procedure TensorLowRankApproxBicriteria \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.1.1
            Choose sketching matrices \(S_{2}, S_{3}\) (Composition of Gaussian and CountSketch.)
            Choose sketching matrices \(T_{2}, T_{3}\) (CountSketch.)
            Compute \(T_{2} A_{2} S_{2}, T_{3} A_{3} S_{3}\).
            Construct \(\widehat{V}\) by setting \((i, j)\)-th column to be \(\left(A_{2} S_{2}\right)_{i}\).
            Construct \(\widehat{W}\) by setting \((i, j)\)-th column to be \(\left(A_{3} S_{3}\right)_{j}\).
            Construct matrix \(B\) by setting \((i, j)\)-th row of \(B\) is vectorization of \(\left(T_{2} A_{2} S_{2}\right)_{i} \otimes\)
    \(\left(T_{3} A_{3} S_{3}\right)_{j}\).
            Solve \(\min _{U}\left\|U B-\left(A\left(I, T_{2}, T_{3}\right)\right)_{1}\right\|_{F}^{2}\).
            return \(\widehat{U}, \widehat{V}\), and \(\widehat{W}\).
    end procedure
    procedure TensorLowRankApprox \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.1.2
            Choose sketching matrices \(S_{1}, S_{2}, S_{3}\) (Composition of Gaussian and CountSketch.)
            Choose sketching matrices \(T_{1}, T_{2}, T_{3}\) (CountSketch.)
            Compute \(T_{1} A_{1} S_{1}, T_{2} A_{2} S_{2}, T_{3} A_{3} S_{3}\).
            Solve \(\min _{X_{1}, X_{2}, X_{3}}\left\|\left(T_{1} A_{1} S_{1} X_{1}\right) \otimes\left(T_{2} A_{2} S_{2} X_{2}\right) \otimes\left(T_{3} A_{3} S_{3} X_{3}\right)-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2}\).
            return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}\), and \(A_{3} S_{3} X_{3}\).
    end procedure
```

$A), R=A_{2} D_{2}$ (selecting $\widetilde{O}(k)$ rows from $A$ ), $T=A_{3} D_{3}$ (selecting $\widetilde{O}(k)$ tubes from $A$ ) and tensor $U=\left(\left(B_{1} D_{1}\right)^{\dagger}\right) \otimes\left(\left(B_{2} D_{2}\right)^{\dagger}\right) \otimes\left(\left(B_{3} D_{3}\right)^{\dagger}\right)$.

Optimal matrix CUR decomposition. We also improve the $n n z(A) \log n+(n+d) \operatorname{poly}(\log n, k$, $1 / \epsilon)$ running time of [BW14] for CUR decomposition of $A \in \mathbb{R}^{n \times d}$ to $n n z(A)+(n+$ d) $\operatorname{poly}(k, 1 / \epsilon)$, while selecting the optimal number of columns, rows, and a rank- $k$ matrix $U$. Using [CW13, MM13, NN13a], we find a matrix $\widehat{U}$ with $k$ orthonormal columns in $\mathrm{nnz}(A)+n \operatorname{poly}(k / \epsilon)$ time for which $\min _{V}\|\widehat{U} V-A\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$. Let $s_{1}=\widetilde{O}\left(k / \epsilon^{2}\right)$ and $S_{1} \in \mathbb{R}^{s_{1} \times n}$ be a sampling/rescaling matrix by the leverage scores of $\widehat{U}$. By strengthening the affine embedding analysis of [CW13] to leverage score sampling (the analysis of
[CW13] gives a weaker analysis for affine embeddings using leverage scores which does not allow approximation in the sketch space to translate to approximation in the original space), with probability at least 0.99 , for all $X^{\prime}$ which satisfy $\left\|S_{1} \widehat{U} X^{\prime}-S_{1} A\right\|_{F}^{2} \leq$ $\left(1+\epsilon^{\prime}\right) \min _{X}\left\|S_{1} \widehat{U} X-S_{1} A\right\|_{F}^{2}$, we have $\left\|\widehat{U} X^{\prime}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{X}\|\widehat{U} X-A\|_{F}^{2}$, where $\epsilon^{\prime}=0.0001 \epsilon$. Applying our generalized row subset selection procedure, we can find $Y, R$ for which $\left\|S_{1} \widehat{U} Y R-S_{1} A\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime}\right) \min _{X}\left\|S_{1} \widehat{U} X-S_{1} A\right\|_{F}^{2}$, where $R$ contains $O\left(k / \epsilon^{\prime}\right)=O(k / \epsilon)$ rescaled rows of $S_{1} A$. A key point is that rescaled rows of $S_{1} A$ are also rescaled rows of $A$. Then, $\|\widehat{U} Y R-A\|_{F}^{2} \leq(1+\epsilon) \min _{X}\|\widehat{U} X-A\|_{F}^{2}$. Finding $Y, R$ can be done in $d \operatorname{poly}\left(s_{1} / \epsilon\right)=$ $d \operatorname{poly}(k / \epsilon)$ time. Now set $\widehat{V}=Y R$. We can choose $S_{2}$ to be a sampling/rescaling matrix, and then find $C, Z$ for which $\left\|C Z \widehat{V} S_{2}-A S_{2}\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime}\right) \min _{X}\left\|X \widehat{V} S_{2}-A S_{2}\right\|_{F}^{2}$ in a similar way, where $C$ contains $O(k / \epsilon)$ rescaled columns of $A S_{2}$, and thus also of $A$. We thus have $\|C Z Y R-A\|_{F}^{2} \leq(1+O(\epsilon))\left\|A-A_{k}\right\|_{F}^{2}$.

### 21.1.4 Comparison to [BCV14]

[BCV14] shows for a third order $n_{1} \times n_{2} \times n_{3}$ tensor $A$ how to find a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq 5$ OPT in $\operatorname{poly}\left(n_{1} n_{2} n_{3}\right) \exp (\operatorname{poly}(k))$ time. They generalize this to $q$-th order tensors to find a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2}=O(q)$ OPT in $\operatorname{poly}\left(n_{1} n_{2} \cdots n_{q}\right) \exp (\operatorname{poly}(q k))$ time.

In contrast, we obtain a rank- $k$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)$ OPT in $\mathrm{nnz}(A)+n \cdot \operatorname{poly}(k / \epsilon)+\exp \left(\left(k^{2} / \epsilon\right) \operatorname{poly}(q)\right)$ time for every order $q$. Thus, we obtain a $(1+\epsilon)$ instead of an $O(q)$ approximation. The $O(q)$ approximation in [BCV14] seems inherent since the authors apply triangle inequality $q$ times, each time losing a constant factor. This seems necessary since their argument is based on the span of the top $k$ principal components in the SVD in each flattening separately containing a good space to project onto for a given mode. In contrast, our iterative existential argument chooses the space to project onto in successive modes adaptively as a function of spaces chosen for previous modes, and thus we obtain a $(1+\epsilon)^{O(q)}=(1+O(\epsilon q))$-approximation, which becomes a $(1+\epsilon)$-approximation after replacing $\epsilon$ with $\epsilon / q$. Also, importantly, our algorithm runs in $n n z(A)+n \cdot \operatorname{poly}(k / \epsilon)+$ $\exp \left(\left(k^{2} / \epsilon\right)\right.$ poly $\left.(q)\right)$ time and there are multiple hurdles we overcome to achieve this, as described in Section 21.1.2 above.

### 21.1.5 A Roadmap

Roadmap Section 21.2 introduces notation and definitions. Section 21.3 includes several tools. Our Frobenius norm low rank approximation algorithms are in Section 21.4. Section 21.5 extends our results to general $q$-th order tensors.


Figure 21.1: A 3 rd order tensor with size $8 \times 8 \times 8$.

### 21.2 Notation

For an $n \in \mathbb{N}_{+}$, let $[n]$ denote the set $\{1,2, \cdots, n\}$.
For any function $f$, we define $\widetilde{O}(f)$ to be $f \cdot \log ^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim$ ) to indicate that $f \leq C g$ (resp. $\geq)$ for an absolute constant $C$. We use $f \approx g$ to mean $c f \leq g \leq C f$ for constants $c, C$.

For a matrix $A$, we use $\|A\|_{2}$ to denote the spectral norm of $A$. For a tensor $A$, let $\|A\|$ and $\|A\|_{2}$ (which we sometimes use interchangeably) denote the spectral norm of tensor A,

$$
\|A\|=\sup _{x, y, z \neq 0} \frac{|A(x, y, z)|}{\|x\| \cdot\|y\| \cdot\|z\|}
$$

Let $\|A\|_{F}$ denote the Frobenius norm of a matrix/tensor $A$, i.e., $\|A\|_{F}$ is the square root of
sum of squares of all the entries of $A$. For $1 \leq p<2$, we use $\|A\|_{p}$ to denote the entry-wise $\ell_{p}$-norm of a matrix/tensor $A$, i.e., $\|A\|_{p}$ is the $p$-th root of the sum of $p$-th powers of the absolute values of the entries of $A .\|A\|_{1}$ will be an important special case of $\|A\|_{p}$, which corresponds to the sum of absolute values of all of the entries.

Let $n n z(A)$ denote the number of nonzero entries of $A$. Let $\operatorname{det}(A)$ denote the determinant of a square matrix $A$. Let $A^{\top}$ denote the transpose of $A$. Let $A^{\dagger}$ denote the Moore-Penrose pseudoinverse of $A$. Let $A^{-1}$ denote the inverse of a full rank square matrix.

For a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, its $x$-mode fibers are called column fibers $(x=1)$, row fibers $(x=2)$ and tube fibers $(x=3)$. For tensor $A$, we use $A_{*, j, l}$ to denote its $(j, l)$-th column, we use $A_{i, *, l}$ to denote its $(i, l)$-th row, and we use $A_{i, j, *}$ to denote its $(i, j)$-th tube.

A tensor $A$ is symmetric if and only if for any $i, j, k, A_{i, j, k}=A_{i, k, j}=A_{j, i, k}=A_{j, k, i}=$ $A_{k, i, j}=A_{k, j, i}$.

For a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we use $T$ to denote rotation (3 dimensional transpose) so that $A^{\top} \in \mathbb{R}^{n_{3} \times n_{1} \times n_{2}}$. For a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and matrix $B \in \mathbb{R}^{n_{3} \times k}$, we define the tensor-matrix dot product to be $A \cdot B \in \mathbb{R}^{n_{1} \times n_{2} \times k}$.

We use $\otimes$ to denote outer product, $\circ$ to denote entrywise product, and $\cdot$ to denote dot product. Given two column vectors $u, v \in \mathbb{R}^{n}$, let $u \otimes v \in \mathbb{R}^{n \times n}$ and $(u \otimes v)_{i, j}=u_{i} \cdot v_{j}$, $u^{\top} v=\sum_{i=1}^{n} u_{i} v_{i} \in \mathbb{R}$ and $(u \circ v)_{i}=u_{i} v_{i}$.

Definition 21.2.1 ( $\otimes$ product for vectors). Given $q$ vectors $u_{1} \in \mathbb{R}^{n_{1}}, u_{2} \in \mathbb{R}^{n_{2}}, \cdots$, $u_{q} \in \mathbb{R}^{n_{q}}$, we use $u_{1} \otimes u_{2} \otimes \cdots \otimes u_{q}$ to denote an $n_{1} \times n_{2} \times \cdots \times n_{q}$ tensor such that, for each $\left(j_{1}, j_{2}, \cdots, j_{q}\right) \in\left[n_{1}\right] \times\left[n_{2}\right] \times \cdots \times\left[n_{q}\right]$,

$$
\left(u_{1} \otimes u_{2} \otimes \cdots \otimes u_{q}\right)_{j_{1}, j_{2}, \cdots, j_{q}}=\left(u_{1}\right)_{j_{1}}\left(u_{2}\right)_{j_{2}} \cdots\left(u_{q}\right)_{j_{q}},
$$



Figure 21.2: Flattening. We flatten a third order $4 \times 4 \times 4$ tensor along the 1st dimension to obtain a $4 \times 16$ matrix. The red blocks correspond to a column in the original third order tensor, the blue blocks correspond to a row in the original third order tensor, and the green blocks correspond to a tube in the original third order tensor.
where $\left(u_{i}\right)_{j_{i}}$ denotes the $j_{i}$-th entry of vector $u_{i}$.
Definition 21.2.2 ( $\operatorname{vec}()$, convert tensor into a vector). Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{q}}$, let $\operatorname{vec}(A) \in \mathbb{R}^{1 \times \prod_{i=1}^{q} n_{i}}$ be a row vector, such that the $t$-th entry of $\operatorname{vec}(A)$ is $A_{j_{1}, j_{2}, \cdots, j_{q}}$ where $t=\left(j_{1}-1\right) \prod_{i=2}^{q} n_{i}+\left(j_{2}-1\right) \prod_{i=3}^{q} n_{i}+\cdots+\left(j_{q-1}-1\right) n_{q}+j_{q}$.

For example if $u=\left[\begin{array}{l}1 \\ 2\end{array}\right], v=\left[\begin{array}{l}3 \\ 4 \\ 5\end{array}\right]$ then $\operatorname{vec}(u \otimes v)=\left[\begin{array}{llllll}3 & 4 & 5 & 6 & 8 & 10\end{array}\right]$.
Definition 21.2.3 ( $\otimes$ product for matrices). Given $q$ matrices $U_{1} \in \mathbb{R}^{n_{1} \times k}, U_{2} \in \mathbb{R}^{n_{2} \times k}$, $\cdots, U_{q} \in \mathbb{R}^{n_{q} \times k}$, we use $U_{1} \otimes U_{2} \otimes \cdots \otimes U_{q}$ to denote an $n_{1} \times n_{2} \times \cdots \times n_{q}$ tensor which can be written as,

$$
U_{1} \otimes U_{2} \otimes \cdots \otimes U_{q}=\sum_{i=1}^{k}\left(U_{1}\right)_{i} \otimes\left(U_{2}\right)_{i} \otimes \cdots \otimes\left(U_{q}\right)_{i} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{q}}
$$

where $\left(U_{j}\right)_{i}$ denotes the $i$-th column of matrix $U_{j} \in \mathbb{R}^{n_{j} \times k}$.
Definition 21.2.4 ( $\odot$ product for matrices). Given $q$ matrices $U_{1} \in \mathbb{R}^{k \times n_{1}}, U_{2} \in \mathbb{R}^{k \times n_{2}}$, $\cdots, U_{q} \in \mathbb{R}^{k \times n_{q}}$, we use $U_{1} \odot U_{2} \odot \cdots \odot U_{q}$ to denote a $k \times \prod_{j=1}^{q} n_{j}$ matrix where the $i$-th
row of $U_{1} \odot U_{2} \odot \cdots \odot U_{q}$ is the vectorization of $\left(U_{1}\right)^{i} \otimes\left(U_{2}\right)^{i} \otimes \cdots \otimes\left(U_{q}\right)^{i}$, i.e.,

$$
U_{1} \odot U_{2} \odot \cdots \odot U_{q}=\left[\begin{array}{c}
\operatorname{vec}\left(\left(U_{1}\right)^{1} \otimes\left(U_{2}\right)^{1} \otimes \cdots \otimes\left(U_{q}\right)^{1}\right) \\
\operatorname{vec}\left(\left(U_{1}\right)^{2} \otimes\left(U_{2}\right)^{2} \otimes \cdots \otimes\left(U_{q}\right)^{2}\right) \\
\cdots \\
\operatorname{vec}\left(\left(U_{1}\right)^{k} \otimes\left(U_{2}\right)^{k} \otimes \cdots \otimes\left(U_{q}\right)^{k}\right)
\end{array}\right] \in \mathbb{R}^{k \times \prod_{j=1}^{q} n_{j}} .
$$

where $\left(U_{j}\right)^{i} \in \mathbb{R}^{n_{j}}$ denotes the $i$-th row of matrix $U_{j} \in \mathbb{R}^{k \times n_{j}}$.

Definition 21.2.5 (Flattening vs unflattening/retensorizing). Suppose we are given three matrices $U \in \mathbb{R}^{n_{1} \times k}, V \in \mathbb{R}_{n_{2} \times k}, W \in \mathbb{R}^{n_{3} \times k}$. Let tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ denote $U \otimes V \otimes W$. Let $A_{1} \in \mathbb{R}^{n_{1} \times n_{2} n_{3}}$ denote a matrix obtained by flattening tensor $A$ along the 1 st dimension. Then $A_{1}=U \cdot B$, where $B=V^{\top} \odot W^{\top} \in \mathbb{R}^{k \times n_{2} n_{3}}$ denotes the matrix for which the $i$-th row is $\operatorname{vec}\left(V_{i} \otimes W_{i}\right), \forall i \in[k]$. We let the "flattening" be the operation that obtains $A_{1}$ by $A$. Given $A_{1}=U \cdot B$, we can obtain tensor $A$ by unflattening/retensorizing $A_{1}$. We let "retensorization" be the operation that obtains $A$ from $A_{1}$. Similarly, let $A_{2} \in \mathbb{R}^{n_{2} \times n_{1} n_{3}}$ denote a matrix obtained by flattening tensor $A$ along the 2nd dimension, so $A_{2}=V \cdot C$, where $C=W^{\top} \odot U^{\top} \in \mathbb{R}^{k \times n_{1} n_{3}}$ denotes the matrix for which the $i$-th row is $\operatorname{vec}\left(W_{i} \otimes U_{i}\right), \forall i \in$ $[k]$. Let $A_{3} \in \mathbb{R}^{n_{3} \times n_{1} n_{2}}$ denote a matrix obtained by flattening tensor $A$ along the 3 rd dimension. Then, $A_{3}=W \cdot D$, where $D=U^{\top} \odot V^{\top} \in \mathbb{R}^{k \times n_{1} n_{2}}$ denotes the matrix for which the $i$-th row is $\operatorname{vec}\left(U_{i} \otimes V_{i}\right), \forall i \in[k]$.

Definition 21.2.6 ( $(\cdot, \cdot, \cdot)$ operator for tensors and matrices). Given tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and three matrices $B_{1} \in \mathbb{R}^{n_{1} \times d_{1}}, B_{2} \in \mathbb{R}^{n_{2} \times d_{2}}, B_{3} \in \mathbb{R}^{n_{3} \times d_{3}}$, we define tensors $A\left(B_{1}, I, I\right) \in$ $\mathbb{R}^{d_{1} \times n_{2} \times n_{3}}, A\left(I, B_{2}, I\right) \in \mathbb{R}^{n_{1} \times d_{2} \times n_{3}}, A\left(I, I, B_{3}\right) \in \mathbb{R}^{n_{1} \times n_{2} \times d_{3}}, A\left(B_{1}, B_{2}, I\right) \in \mathbb{R}^{d_{1} \times d_{2} \times n_{3}}$,
$A\left(B_{1}, B_{2}, B_{3}\right) \in \mathbb{R}^{d_{1} \times d_{2} \times d_{3}}$ as follows,

$$
\begin{array}{rlrl}
A\left(B_{1}, I, I\right)_{i, j, l} & =\sum_{i^{\prime}=1}^{n_{1}} A_{i^{\prime}, j, l}\left(B_{1}\right)_{i^{\prime}, i}, & \forall(i, j, l) \in\left[d_{1}\right] \times\left[n_{2}\right] \times\left[n_{3}\right] \\
A\left(I, B_{2}, I\right)_{i, j, l} & =\sum_{j^{\prime}=1}^{n_{2}} A_{i, j^{\prime}, l}\left(B_{2}\right)_{j^{\prime}, j}, & \forall(i, j, l) \in\left[n_{1}\right] \times\left[d_{2}\right] \times\left[n_{3}\right] \\
A\left(I, I, B_{3}\right)_{i, j, l} & =\sum_{l^{\prime}=1}^{n_{3}} A_{i, j, l^{\prime}}\left(B_{3}\right)_{l^{\prime}, l}, & & \forall(i, j, l) \in\left[n_{1}\right] \times\left[n_{2}\right] \times\left[d_{3}\right] \\
A\left(B_{1}, B_{2}, I\right)_{i, j, l} & =\sum_{i^{\prime}=1}^{n_{1}} \sum_{j^{\prime}=1}^{n_{2}} A_{i^{\prime}, j^{\prime}, l}\left(B_{1}\right)_{i^{\prime}, i}\left(B_{2}\right)_{j^{\prime}, j}, & \forall(i, j, l) \in\left[d_{1}\right] \times\left[d_{2}\right] \times\left[n_{3}\right] \\
A\left(B_{1}, B_{2}, B_{3}\right)_{i, j, l} & =\sum_{i^{\prime}=1}^{n_{1}} \sum_{j^{\prime}=1}^{n_{2}} \sum_{l^{\prime}=1}^{n_{3}} A_{i^{\prime}, j^{\prime}, l^{\prime}}\left(B_{1}\right)_{i^{\prime}, i}\left(B_{2}\right)_{j^{\prime}, j}\left(B_{3}\right)_{l^{\prime}, l}, & \forall(i, j, l) \in\left[d_{1}\right] \times\left[d_{2}\right] \times\left[d_{3}\right]
\end{array}
$$

Note that $B_{1}^{\top} A=A\left(B_{1}, I, I\right), A B_{3}=A\left(I, I, B_{3}\right)$ and $B_{1}^{\top} A B_{3}=A\left(B_{1}, I, B_{3}\right)$. In our paper, if $\forall i \in[3], B_{i}$ is either a rectangular matrix or a symmetric matrix, then we sometimes use $A\left(B_{1}, B_{2}, B_{3}\right)$ to denote $A\left(B_{1}^{\top}, B_{2}^{\top}, B_{3}^{\top}\right)$ for simplicity. Similar to the $(\cdot, \cdot, \cdot)$ operator on 3rd order tensors, we can define the $(\cdot, \cdot, \cdots, \cdot)$ operator on higher order tensors.

For the matrix case, $\min _{\operatorname{rank}-k}\left\|A-A^{\prime}\right\|_{F}^{2}$ always exists. However, this is not true for tensors [DSL08]. For convenience, we redefine the notation of OPT and min.

Definition 21.2.7. Given tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, k>0$, if $\min _{\operatorname{rank}-k}\left\|A-A^{\prime}\right\|_{F}^{2}$ does not exist, then we define $\mathrm{OPT}=\inf _{\operatorname{rank}-k}{ }_{A^{\prime}}\left\|A-A^{\prime}\right\|_{F}^{2}+\gamma$ for sufficiently small $\gamma>0$, which can be an arbitrarily small positive function of $n$. We let $\min _{\operatorname{rank}-k}{ }_{A^{\prime}}\left\|A-A^{\prime}\right\|_{F}^{2}$ be the value of OPT, and we let $\underset{\text { rank }-k A^{\prime}}{\arg \min }\left\|A-A^{\prime}\right\|_{F}^{2}$ be a rank $-k$ tensor $A_{k} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ which satisfies $\left\|A-A_{k}\right\|_{F}^{2}=$ OPT.
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Figure 21.3: A 3 rd order tensor contains $n^{2}$ columns, $n^{2}$ rows, and $n^{2}$ tubes.

### 21.3 Preliminaries

Section 21.3 .1 provides the definitions for Subspace Embeddings and Approximate Matrix Product. We introduce the definition for Tensor-CURT decomposition in Section 21.3.2. Section 21.3.3 presents a tool which we call a "polynomial system verifier". Section 21.3.4 introduces a tool which is able to determine the minimum nonzero value of the absolute value of a polynomial evaluated on a set, provided the polynomial is never equal to 0 on that set. Section 21.3.5 shows how to relax an $\ell_{p}$ problem to an $\ell_{2}$ problem. We provide definitions for CountSketch and Gaussian transforms in Section 21.3.6. We present Cauchy and $p$-stable transforms in Section 21.3.7. We introduce leverage scores and Lewis weights in Section 21.3.8 and Section 21.3.9. Finally, we explain an extension of CountSketch, which is called TensorSketch in Section 21.3.10.

### 21.3.1 Subspace Embeddings and Approximate Matrix Product

Definition 21.3.1 (Subspace Embedding). A ( $1 \pm \epsilon$ ) $\ell_{2}$-subspace embedding for the column space of an $n \times d$ matrix $A$ is a matrix $S$ for which for all $x \in \mathbb{R}^{d},\|S A x\|_{2}^{2}=(1 \pm \epsilon)\|A x\|_{2}^{2}$.

Definition 21.3.2 (Approximate Matrix Product). Let $0<\epsilon<1$ be a given approximation parameter. Given matrices $A$ and $B$, where $A$ and $B$ each have $n$ rows, the goal is to output a matrix $C$ so that $\left\|A^{\top} B-C\right\|_{F} \leq \epsilon\|A\|_{F}\|B\|_{F}$. Typically $C$ has the form $A^{\top} S^{\top} S B$, for a random matrix $S$ with a small number of rows. See, e.g., Lemma 32 of [CW13] for a number of example matrices $S$ with $O\left(\epsilon^{-2}\right)$ rows for which this property holds.


Figure 21.4: A third order tensor has three types of faces: the column-row faces, the columntube faces, and the row-tube faces

### 21.3.2 Tensor CURT decomposition

We first review matrix CUR decompositions:
Definition 21.3.3 (Matrix CUR, exact). Given a matrix $A \in \mathbb{R}^{n \times d}$, we choose $C \in \mathbb{R}^{n \times c}$ to be a subset of columns of $A$ and $R \in \mathbb{R}^{r \times n}$ to be a subset of rows of $A$. If there exists a matrix $U \in \mathbb{R}^{c \times r}$ such that $A$ can be written as,

$$
C U R=A
$$

then we say $C, U, R$ is matrix $A$ 's CUR decomposition.
Definition 21.3.4 (Matrix CUR, approximate). Given a matrix $A \in \mathbb{R}^{n \times d}$, a parameter $k \geq 1$, an approximation ratio $\alpha>1$, and a norm $\left\|\|_{\xi}\right.$, we choose $C \in \mathbb{R}^{n \times c}$ to be a subset of columns of $A$ and $R \in \mathbb{R}^{r \times n}$ to be a subset of rows of $A$. Then if there exists a matrix $U \in \mathbb{R}^{c \times r}$ such that,

$$
\|C U R-A\|_{\xi} \leq \alpha \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{\xi}
$$

where $\left\|\|_{\xi}\right.$ can be operator norm, Frobenius norm or Entry-wise $\ell_{1}$ norm, we say that $C, U, R$ is matrix $A$ 's approximate CUR decomposition, and sometimes just refer to this as a CUR decomposition.

Definition 21.3.5 ([Bou11]). Given matrix $A \in \mathbb{R}^{m \times n}$, integer $k$, and matrix $C \in \mathbb{R}^{m \times r}$ with $r>k$, we define the matrix $\Pi_{C, k}^{\xi}(A) \in \mathbb{R}^{m \times n}$ to be the best approximation to $A$ (under the $\xi$-norm) within the column space of $C$ of rank at most $k$; so, $\Pi_{C, k}^{\xi}(A) \in \mathbb{R}^{m \times n}$ minimizes the residual $\|A-\widehat{A}\|_{\xi}$, over all $\widehat{A} \in \mathbb{R}^{m \times n}$ in the column space of $C$ of rank at most $k$.

We define the following notion of tensor-CURT decomposition.

Definition 21.3.6 (Tensor CURT, exact). Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we choose three sets of pair of coordinates $S_{1} \subseteq\left[n_{2}\right] \times\left[n_{3}\right], S_{2} \subseteq\left[n_{1}\right] \times\left[n_{3}\right], S_{3} \subseteq\left[n_{1}\right] \times\left[n_{2}\right]$. We define $c=\left|S_{1}\right|, r=\left|S_{2}\right|$ and $t=\left|S_{3}\right|$. Let $C \in \mathbb{R}^{n_{1} \times c}$ denote a subset of columns of $A, R \in \mathbb{R}^{n_{2} \times r}$ denote a subset of rows of $A$, and $T \in \mathbb{R}^{n_{3} \times t}$ denote a subset of tubes of $A$. If there exists a tensor $U \in \mathbb{R}^{c \times r \times t}$ such that $A$ can be written as

$$
\left(\left(\left(U \cdot T^{\top}\right)^{\top} \cdot R^{\top}\right)^{\top} \cdot C^{\top}\right)^{\top}=A
$$

or equivalently,

$$
U(C, R, T)=A
$$

or equivalently,

$$
\forall(i, j, l) \in\left[n_{1}\right] \times\left[n_{2}\right] \times\left[n_{3}\right], A_{i, j, l}=\sum_{u_{1}=1}^{c} \sum_{u_{2}=1}^{r} \sum_{u_{3}=1}^{t} U_{u_{1}, u_{2}, u_{3}} C_{i, u_{1}} R_{j, u_{2}} T_{l, u_{3}},
$$

then we say $C, U, R, T$ is tensor $A$ 's CURT decomposition.
Definition 21.3.7 (Tensor CURT, approximate). Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, for some $k \geq 1$, for some approximation $\alpha>1$, for some norm $\left\|\|_{\xi}\right.$, we choose three sets of pair of coordinates $S_{1} \subseteq\left[n_{2}\right] \times\left[n_{3}\right], S_{2} \subseteq\left[n_{1}\right] \times\left[n_{3}\right], S_{3} \subseteq\left[n_{1}\right] \times\left[n_{2}\right]$. We define $c=\left|S_{1}\right|, r=\left|S_{2}\right|$ and $t=\left|S_{3}\right|$. Let $C \in \mathbb{R}^{n_{1} \times c}$ denote a subset of columns of $A, R \in \mathbb{R}^{n_{2} \times r}$ denote a subset of rows of $A$, and $T \in \mathbb{R}^{n_{3} \times t}$ denote a subset of tubes of $A$. If there exists a tensor $U \in \mathbb{R}^{c \times r \times t}$ such that

$$
\|U(C, R, T)-A\|_{\xi} \leq \alpha \min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{\xi}
$$

where $\left\|\left\|\|_{\xi}\right.\right.$ is operator norm, Frobenius norm or Entry-wise $\ell_{1}$ norm, then we refer to $C, U, R, T$ as an approximate CUR decomposition of $A$, and sometimes just refer to this as a CURT decomposition of $A$.


Figure 21.5: Column subset selection, row subset selection and tube subset selection.

Recently, [TM17] studied a very different face-based tensor-CUR decomposition, which selects faces from tensors rather than columns. To achieve their results, [TM17] need to make several incoherence assumptions on the original tensor. Their sample complexity depends on $\log n$, and they only sample two of the three dimensions. We will provide more general face-based tensor CURT decompositions.

Definition 21.3.8 (Tensor (face-based) CURT, exact). Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we choose three sets of coordinates $S_{1} \subseteq\left[n_{1}\right], S_{2} \subseteq\left[n_{2}\right], S_{3} \subseteq\left[n_{3}\right]$. We define $c=\left|S_{1}\right|, r=\left|S_{2}\right|$ and $t=\left|S_{3}\right|$. Let $C \in \mathbb{R}^{c \times n_{2} \times n_{3}}$ denote a subset of row-tube faces of $A, R \in \mathbb{R}^{n_{1} \times r \times n_{3}}$ denote a subset of column-tube faces of $A$, and $T \in \mathbb{R}^{n_{1} \times n_{2} \times t}$ denote a subset of column-row faces of $A$. Let $C_{2} \in \mathbb{R}^{n_{2} \times c n_{3}}$ denote the matrix obtained by flattening the tensor $C$ along the second dimension. Let $R_{3} \in \mathbb{R}^{n_{3} \times r n_{1}}$ denote the matrix obtained by flattening the tensor $R$ along the third dimension. Let $T_{1} \in \mathbb{R}^{n_{1} \times t n_{2}}$ denote the matrix obtained by flattening the tensor $T$ along the first dimension. If there exists a tensor $U \in \mathbb{R}^{t n_{2} \times c n_{3} \times r n_{1}}$ such that $A$ can be written as

$$
\begin{gathered}
\sum_{i=1}^{t n_{2}} \sum_{j=1}^{c n_{3}} \sum_{l=1}^{r n_{1}} U_{i, j, l}\left(T_{1}\right)_{l} \otimes\left(C_{2}\right)_{i} \otimes\left(R_{3}\right)_{j}=A, \\
U\left(T_{1}, C_{2}, R_{3}\right)=A,
\end{gathered}
$$

or equivalently,

$$
\forall\left(i^{\prime}, j^{\prime}, l^{\prime}\right) \in\left[n_{1}\right] \times\left[n_{2}\right] \times\left[n_{3}\right], A_{i, j, l}=\sum_{i=1}^{t n_{1}} \sum_{j=1}^{c n_{3}} \sum_{l=1}^{r n_{2}} U_{i, j, l}\left(T_{1}\right)_{i^{\prime}, i}\left(C_{2}\right)_{j^{\prime}, j}\left(R_{3}\right)_{l^{\prime}, l}
$$

then we say $C, U, R, T$ is tensor $A$ 's (face-based) CURT decomposition.

Definition 21.3 .9 (Tensor (face-based) CURT, approximate). Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, for some $k \geq 1$, for some approximation $\alpha>1$, for some norm $\left\|\|_{\xi}\right.$, we choose three sets of coordinates $S_{1} \subseteq\left[n_{1}\right], S_{2} \subseteq\left[n_{2}\right], S_{3} \subseteq\left[n_{3}\right]$. We define $c=\left|S_{1}\right|, r=\left|S_{2}\right|$ and $t=\left|S_{3}\right|$. Let $C \in \mathbb{R}^{c \times n_{2} \times n_{3}}$ denote a subset of row-tube faces of $A, R \in \mathbb{R}^{n_{1} \times r \times n_{3}}$ denote a subset of column-tube faces of $A$, and $T \in \mathbb{R}^{n_{1} \times n_{2} \times t}$ denote a subset of column-row faces of $A$. Let $C_{2} \in \mathbb{R}^{n_{2} \times c n_{3}}$ denote the matrix obtained by flattening the tensor $C$ along the second dimension. Let $R_{3} \in \mathbb{R}^{n_{3} \times r n_{1}}$ denote the matrix obtained by flattening the tensor $R$ along the third dimension. Let $T_{1} \in \mathbb{R}^{n_{1} \times t n_{2}}$ denote the matrix obtained by flattening the tensor $T$ along the first dimension. If there exists a tensor $U \in \mathbb{R}^{t n_{2} \times c n_{3} \times r n_{1}}$ such that

$$
\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{\xi} \leq \alpha \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{\xi}
$$

where $\left\|\left\|\|_{\xi}\right.\right.$ is operator norm, Frobenius norm or Entry-wise $\ell_{1}$ norm, then we refer to $C, U, R, T$ as an approximate CUR decomposition of $A$, and sometimes just refer to this as a (facebased) CURT decomposition of $A$.


Figure 21.6: An example tensor CURT decomposition.

### 21.3.3 Polynomial system verifier

We use the polynomial system verifiers independently developed by Renegar [Ren92a, Ren92b] and Basu et al. [BPR96].

Theorem 21.3.1 (Decision Problem [Ren92a, Ren92b, BPR96]). Given a real polynomial system $P\left(x_{1}, x_{2}, \cdots, x_{v}\right)$ having $v$ variables and $m$ polynomial constraints $f_{i}\left(x_{1}, x_{2}, \cdots, x_{v}\right) \Delta_{i} 0, \forall i \in$ $[m]$, where $\Delta_{i}$ is any of the "standard relations": $\{>, \geq,=, \neq, \leq,<\}$, let d denote the maximum degree of all the polynomial constraints and let $H$ denote the maximum bitsize of the coefficients of all the polynomial constraints. Then in

$$
(m d)^{O(v)} \operatorname{poly}(H),
$$

time one can determine if there exists a solution to the polynomial system $P$.

Recently, this technique has been used to solve a number of low-rank approximation and matrix factorization problems [AGKM12, Mad13, CW15a, BDL16, RSW16, SWZ17].

### 21.3.4 Lower bound on the cost of a polynomial system

An important result we use is the following lower bound on the minimum value attained by a polynomial restricted to a compact connected component of a basic closed semi-algebraic subset of $\mathbb{R}^{v}$.

Theorem 21.3.2 ([JPT13]). Let $T=\left\{x \in \mathbb{R}^{v} \mid f_{1}(x) \geq 0, \cdots, f_{\ell}(x) \geq 0, f_{\ell+1}(x)=\right.$ $\left.0, \cdots, f_{m}(x)=0\right\}$ be defined by polynomials $f_{1}, \cdots, f_{m} \in \mathbb{Z}\left[x_{1}, \cdots, x_{v}\right]$ with $n \geq 2$, degrees bounded by an even integer $d$, and coefficients of absolute value at most $H$, and let $C$ be a compact connected (in the topological sense) component of $T$. Let $g \in \mathbb{Z}\left[x_{1}, \cdots, x_{v}\right]$ be a polynomial of degree at most $d$ and coefficients of absolute value bounded by $H$. Then, the minimum value that $g$ takes over $C$ satisfies that if it is not zero, then its absolute value is greater than or equal to

$$
\left(2^{4-v / 2} \widetilde{H} d^{v}\right)^{-v 2^{v} d^{v}},
$$

where $\widetilde{H}=\max \{H, 2 v+2 m\}$.

While the above theorem involves notions from topology, we shall apply it in an elementary way. Namely, in our setting $T$ will be bounded and so every connected component, which is by definition closed, will also be bounded and therefore compact. As the connected components partition $T$ the theorem will just be applied to give a global minimum value of $g$ on $T$ provided that it is non-zero.

### 21.3.5 Frobenius norm and $\ell_{2}$ relaxation

Theorem 21.3.3 (Generalized rank-constrained matrix approximations, Theorem 2 in [FT07]). Given matrices $A \in \mathbb{R}^{n \times d}, B \in \mathbb{R}^{n \times p}$, and $C \in \mathbb{R}^{q \times d}$, let the $S V D$ of $B$ be $B=U_{B} \Sigma_{B} V_{B}^{\top}$ and the $S V D$ of $C$ be $C=U_{C} \Sigma_{C} V_{C}^{\top}$. Then,

$$
B^{\dagger}\left(U_{B} U_{B}^{\top} A V_{C} C_{C}^{\top}\right)_{k} C^{\dagger}=\underset{\operatorname{rank}-k}{\arg \min } \min _{X \in \mathbb{R}^{p \times q}}\|A-B X C\|_{F}
$$

where $\left(U_{B} U_{B}^{\top} A V_{C} V_{C}^{\top}\right)_{k} \in \mathbb{R}^{p \times q}$ is of rank at most $k$ and denotes the best rank-k approximation to $U_{B} U_{B}^{\top} A V_{C} V_{C}^{\top} \in \mathbb{R}^{p \times d}$ in Frobenius norm.

Claim 21.3.4 ( $\ell_{2}$ relaxation of $\ell_{p}$-regression). Let $p \in[1,2)$. For any $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, define $x^{*}=\underset{x \in \mathbb{R}^{d}}{\arg \min }\|A x-b\|_{p}$ and $x^{\prime}=\underset{x \in \mathbb{R}^{d}}{\arg \min }\|A x-b\|_{2}$. Then,

$$
\left\|A x^{*}-b\right\|_{p} \leq\left\|A x^{\prime}-b\right\|_{p} \leq n^{1 / p-1 / 2} \cdot\left\|A x^{*}-b\right\|_{p}
$$

Claim 21.3.5 ((Matrix) Frobenius norm relaxation of $\ell_{p}$-low rank approximation). Let $p \in[1,2)$ and for any matrix $A \in \mathbb{R}^{n \times d}$, define $A^{*}=\underset{\operatorname{rank}-k}{\arg \min } B \in \mathbb{R}^{n \times d} \mid\|B-A\|_{p}$ and $A^{\prime}=$ $\underset{B \in \mathbb{R}^{n \times d}}{\arg \min }\|B-A\|_{F}$. Then

$$
\left\|A^{*}-A\right\|_{p} \leq\left\|A^{\prime}-A\right\|_{p} \leq(n d)^{1 / p-1 / 2}\left\|A^{*}-A\right\|_{p}
$$

Claim 21.3.6 ((Tensor) Frobenius norm relaxation of $\ell_{p}$-low rank approximation). Let $p \in$ $[1,2)$ and for any matrix $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, define

$$
A^{*}=\underset{\operatorname{rank}-k}{\arg \min } \min _{\mathbb{R}^{n} \times n_{2} \times n_{3}}\|B-A\|_{p}
$$

and

$$
A^{\prime}=\underset{\operatorname{rank}-k}{\arg \min } \underset{B \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}}{ }\|B-A\|_{F} .
$$

Then

$$
\left\|A^{*}-A\right\|_{p} \leq\left\|A^{\prime}-A\right\|_{p} \leq\left(n_{1} n_{2} n_{3}\right)^{1 / p-1 / 2}\left\|A^{*}-A\right\|_{p} .
$$

### 21.3.6 CountSketch and Gaussian transforms

Definition 21.3.10 (Sparse embedding matrix or CountSketch transform). A CountSketch transform is defined to be $\Pi=\sigma \cdot \Phi D \in \mathbb{R}^{m \times n}$. Here, $\sigma$ is a scalar, $D$ is an $n \times n$ random diagonal matrix with each diagonal entry independently chosen to be +1 or -1 with equal probability, and $\Phi \in\{0,1\}^{m \times n}$ is an $m \times n$ binary matrix with $\Phi_{h(i), i}=1$ and all remaining entries 0 , where $h:[n] \rightarrow[m]$ is a random map such that for each $i \in[n], h(i)=j$ with probability $1 / m$ for each $j \in[m]$. For any matrix $A \in \mathbb{R}^{n \times d}, \Pi A$ can be computed in $O(\operatorname{nnz}(A))$ time. For any tensor $A \in \mathbb{R}^{n \times d_{1} \times d_{2}}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time. Let $\Pi_{1}, \Pi_{2}, \Pi_{3}$ denote three CountSktech transforms. For any tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, $A\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right)$ can be computed in $O(\mathrm{nnz}(A))$ time.

If the above scalar $\sigma$ is not specified in the context, we assume the scalar $\sigma$ to be 1 . Definition 21.3.11 (Gaussian matrix or Gaussian transform). Let $S=\sigma \cdot G \in \mathbb{R}^{m \times n}$ where $\sigma$ is a scalar, and each entry of $G \in \mathbb{R}^{m \times n}$ is chosen independently from the standard Gaussian distribution. For any matrix $A \in \mathbb{R}^{n \times d}, S A$ can be computed in $O(m \cdot n n z(A))$ time. For any tensor $A \in \mathbb{R}^{n \times d_{1} \times d_{2}}, S A$ can be computed in $O(m \cdot \operatorname{nnz}(A))$ time.

If the above scalar $\sigma$ is not specified in the context, we assume the scalar $\sigma$ to be $1 / \sqrt{m}$. In most places, we can combine CountSketch and Gaussian transforms to achieve the following:

Definition 21.3.12 (CountSketch + Gaussian transform). Let $S^{\prime}=S \Pi$, where $\Pi \in \mathbb{R}^{t \times n}$ is the CountSketch transform (defined in Definition 21.3.10) and $S \in \mathbb{R}^{m \times t}$ is the Gaussian transform (defined in Definition 21.3.11). For any matrix $A \in \mathbb{R}^{n \times d}, S^{\prime} A$ can be computed in $O\left(\mathrm{nnz}(A)+d t m^{\omega-2}\right)$ time, where $\omega$ is the matrix multiplication exponent.

Lemma 21.3.7 (Affine Embedding - Theorem 39 in [CW13]). Given matrices $A \in \mathbb{R}^{n \times r}, B \in$ $\mathbb{R}^{n \times d}$, and $\operatorname{rank}(A)=k$, let $m=\operatorname{poly}(k / \epsilon), S \in \mathbb{R}^{m \times n}$ be a sparse embedding matrix (Definition 21.3.10) with scalar $\sigma=1$. Then with probability at least $0.999, \forall X \in \mathbb{R}^{r \times d}$, we have

$$
(1-\epsilon) \cdot\|A X-B\|_{F}^{2} \leq\|S(A X-B)\|_{F}^{2} \leq(1+\epsilon)\|A X-B\|_{F}^{2}
$$

Lemma 21.3 .8 (see, e.g., Lemma 10 in version 1 of $[B W Z 16]^{8}$ ). Let $m=\Omega(k / \epsilon), S=\frac{1}{\sqrt{m}} \cdot G$, where $G \in \mathbb{R}^{m \times n}$ is a random matrix where each entry is an i.i.d Gaussian $N(0,1)$. Then with probability at least 0.998 , S satisfies $(1 \pm 1 / 8)$ Subspace Embedding (Definition 21.3.1) for any fixed matrix $C \in \mathbb{R}^{n \times k}$, and it also satisfies $O(\sqrt{\epsilon / k})$ Approximate Matrix Product (Definition 21.3.2) for any fixed matrix $A$ and $B$ which has the same number of rows.

Lemma 21.3.9 (see, e.g., Lemma 11 in version 1 of [BWZ16]). Let $m=\Omega\left(k^{2}+k / \epsilon\right)$, $\Pi \in \mathbb{R}^{m \times n}$, where $\Pi$ is a sparse embedding matrix (Definition 21.3.10) with scalar $\sigma=1$, then with probability at least 0.998 , S satisfies $(1 \pm 1 / 8)$ Subspace Embedding (Definition 21.3.1) for any fixed matrix $C \in \mathbb{R}^{n \times k}$, and it also satisfies $O(\sqrt{\epsilon / k})$ Approximate Matrix Product (Definition 21.3.2) for any fixed matrix $A$ and $B$ which has the same number of rows.

Lemma 21.3.10 (see, e.g., Lemma 12 in version 1 of [BWZ16]). Let $m_{2}=\Omega\left(k^{2}+k / \epsilon\right)$, $\Pi \in \mathbb{R}^{m_{2} \times n}$, where $\Pi$ is a sparse embedding matrix (Definition 21.3.10) with scalar $\sigma=1$. Let $m_{1}=\Omega(k / \epsilon), S=\frac{1}{\sqrt{m_{1}}} \cdot G$, where $G \in \mathbb{R}^{m_{1} \times m_{2}}$ is a random matrix where each entry is an i.i.d Gaussian $N(0,1)$. Let $S^{\prime}=S \Pi$. Then with probability at least $0.99, S^{\prime}$ is a $(1 \pm 1 / 3)$ Subspace Embedding (Definition 21.3.1) for any fixed matrix $C \in \mathbb{R}^{n \times k}$, and it also satisfies

[^71]$O(\sqrt{\epsilon / k})$ Approximate Matrix Product (Definition 21.3.2) for any fixed matrix $A$ and $B$ which have the same number of rows.

Theorem 21.3.11 (Theorem 36 in [CW13]). Given $A \in \mathbb{R}^{n \times k}, B \in \mathbb{R}^{n \times d}$, suppose $S \in \mathbb{R}^{m \times n}$ is such that $S$ is a $\left(1 \pm \frac{1}{\sqrt{2}}\right)$ Subspace Embedding for A, and satisfies $O(\sqrt{\epsilon / k})$ Approximate Matrix Product for matrices $A$ and $C$ where $C$ with $n$ rows, where $C$ depends on $A$ and $B$. If

$$
\widehat{X}=\arg \min _{X \in \mathbb{R}^{k \times d}}\|S A X-S B\|_{F}^{2}
$$

then

$$
\|A \widehat{X}-B\|_{F}^{2} \leq(1+\epsilon) \min _{X \in \mathbb{R}^{k \times d}}\|A X-B\|_{F}^{2}
$$

### 21.3.7 Cauchy and $p$-stable transforms

Definition 21.3.13 (Dense Cauchy transform). Let $S=\sigma \cdot C \in \mathbb{R}^{m \times n}$ where $\sigma$ is a scalar, and each entry of $C \in \mathbb{R}^{m \times n}$ is chosen independently from the standard Cauchy distribution. For any matrix $A \in \mathbb{R}^{n \times d}, S A$ can be computed in $O(m \cdot \mathrm{nnz}(A))$ time.

Definition 21.3.14 (Sparse Cauchy transform). Let $\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, $S \in \mathbb{R}^{m \times n}$ has each column chosen independently and uniformly from the $m$ standard basis vectors of $\mathbb{R}^{m}$, and $C \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. For any matrix $A \in \mathbb{R}^{n \times d}, \Pi A$ can be computed in $O(\operatorname{nnz}(A))$ time. For any tensor $A \in \mathbb{R}^{n \times d_{1} \times d_{2}}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time. Let $\Pi_{1} \in \mathbb{R}^{m_{1} \times n_{1}}, \Pi_{2} \in \mathbb{R}^{m_{2} \times n_{2}}, \Pi_{3} \in \mathbb{R}^{m_{3} \times n_{3}}$ denote three sparse Cauchy transforms. For any tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, A\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right) \in \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ can be computed in $O(\mathrm{nnz}(A))$ time.

Definition 21.3.15 (Dense $p$-stable transform). Let $p \in(1,2)$. Let $S=\sigma \cdot C \in \mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, and each entry of $C \in \mathbb{R}^{m \times n}$ is chosen independently from the standard $p$-stable distribution. For any matrix $A \in \mathbb{R}^{n \times d}, S A$ can be computed in $O(m \mathrm{nnz}(A))$ time.

Definition 21.3.16 (Sparse $p$-stable transform). Let $p \in(1,2)$. Let $\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, $S \in \mathbb{R}^{m \times n}$ has each column chosen independently and uniformly from the $m$ standard basis vectors of $\mathbb{R}^{m}$, and $C \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonals chosen independently from the standard $p$-stable distribution. For any matrix $A \in \mathbb{R}^{n \times d}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time. For any tensor $A \in \mathbb{R}^{n \times d_{1} \times d_{2}}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time. Let $\Pi_{1} \in \mathbb{R}^{m_{1} \times n_{1}}, \Pi_{2} \in \mathbb{R}^{m_{2} \times n_{2}}, \Pi_{3} \in \mathbb{R}^{m_{3} \times n_{3}}$ denote three sparse $p$-stable transforms. For any tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, A\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right) \in \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ can be computed in $O(\mathrm{nnz}(A))$ time.

### 21.3.8 Leverage scores

Definition 21.3.17 (Leverage scores). Let $U \in \mathbb{R}^{n \times k}$ have orthonormal columns, and let $p_{i}=u_{i}^{2} / k$, where $u_{i}^{2}=\left\|e_{i}^{\top} U\right\|_{2}^{2}$ is the $i$-th leverage score of $U$.

Definition 21.3.18 (Leverage score sampling). Given $A \in \mathbb{R}^{n \times d}$ with rank $k$, let $U \in \mathbb{R}^{n \times k}$ be an orthonormal basis of the column space of $A$, and for each $i$ let $p_{i}$ be the squared row norm of the $i$-th row of $U$, i.e., the $i$-th leverage score. Let $k \cdot p_{i}$ denote the $i$-th leverage score of $U$ scaled by $k$. Let $\beta>0$ be a constant and $q=\left(q_{1}, \cdots, q_{n}\right)$ denote a distribution such that, for each $i \in[n], q_{i} \geq \beta p_{i}$. Let $s$ be a parameter. Construct an $n \times s$ sampling matrix $B$ and an $s \times s$ rescaling matrix $D$ as follows. Initially, $B=0^{n \times s}$ and $D=0^{s \times s}$. For each column $j$ of $B, D$, independently, and with replacement, pick a row index $i \in[n]$ with probability $q_{i}$, and set $B_{i, j}=1$ and $D_{j, j}=1 / \sqrt{q_{i} s}$. We denote this procedure LEVERAGE SCORE SAMPLING according to the matrix $A$.

### 21.3.9 Lewis weights

We follow the exposition of Lewis weights from [CP15].
Definition 21.3.19. For a matrix $A$, let $a_{i}$ denote the $i^{\text {th }}$ row of $A$, where $a_{i}\left(=\left(A^{i}\right)^{\top}\right)$ is a column vector. The statistical leverage score of a row $a_{i}$ is

$$
\tau_{i}(A) \stackrel{\text { def }}{=} a_{i}^{\top}\left(A^{\top} A\right)^{-1} a_{i}=\left\|\left(A^{\top} A\right)^{-1 / 2} a_{i}\right\|_{2}^{2} .
$$

For a matrix $A$ and norm $p$, the $\ell_{p}$ Lewis weights $w$ are the unique weights such that for each row $i$ we have

$$
w_{i}=\tau_{i}\left(W^{1 / 2-1 / p} A\right)
$$

or equivalently,

$$
a_{i}^{\top}\left(A^{\top} W^{1-2 / p} A\right)^{-1} a_{i}=w_{i}^{2 / p}
$$

Lemma 21.3.12 (Lemma 2.4 of [CP15] and Lemma 7 of $\left.\left[\mathrm{CLM}^{+} 15\right]\right)$. Given a matrix $A \in$ $\mathbb{R}^{n \times d}, n \geq d$, for any constant $C>0,4>p \geq 1$, there is an algorithm which can compute $C$-approximate $\ell_{p}$ Lewis weights for every row $i$ of $A$ in $O\left(\left(n n z(A)+d^{\omega} \log d\right) \log n\right)$ time, where $\omega<2.373$ is the matrix multiplication exponent/Str69, CW87, Wil12].

Lemma 21.3.13 (Theorem 7.1 of [CP15]). Given matrix $A \in \mathbb{R}^{n \times d}(n \geq d)$ with $\ell_{p}(4>$ $p \geq 1)$ Lewis weights $w$, for any set of sampling probabilities $p_{i}, \sum_{i} p_{i}=N$,

$$
p_{i} \geq f(d, p) w_{i}
$$

if $S \in \mathbb{R}^{N \times n}$ has each row chosen independently as the $i^{\text {th }}$ standard basis vector, multiplied by $1 / p_{i}^{1 / p}$, with probability $p_{i} / N$. Then, overall with probability at least 0.999,

$$
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\|S A x\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
$$

Furthermore, if $p=1, N=O(d \log d)$. If $1<p<2, N=O(d \log d \log \log d)$. If $2 \leq p<4$, $N=O\left(d^{p / 2} \log d\right)$.

Lemma 21.3.14. Given matrix $A \in \mathbb{R}^{n \times d}(n \geq d)$, there is an algorithm to compute $a$ diagonal matrix $D=S S_{1}$ with $N$ nonzero entries in $O(n$ poly $(d))$ time such that, with probability at least 0.999 , for all $x \in \mathbb{R}^{d}$

$$
\frac{1}{10}\|D A x\|_{p}^{p} \leq\|A x\|_{p}^{p} \leq 10\|D A x\|_{p}^{p}
$$

where $S, S_{1}$ are two sampling/rescaling matrices. Furthermore, if $p=1$, then $N=O(d \log d)$. If $1<p<2$, then $N=O(d \log d \log \log d)$. If $2 \leq p<4$, then $N=O\left(d^{p / 2} \log d\right)$.

Given a matrix $A \in \mathbb{R}^{n \times d}(n \geq d)$, by Lemma 21.3.13 and Lemma 21.3.12, we can compute a sampling/rescaling matrix $S$ in $O\left(\left(n n z(A)+d^{\omega} \log d\right) \log n\right)$ time with $\widetilde{O}(d)$ nonzero entries such that

$$
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\|S A x\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
$$

Sometimes, $\operatorname{poly}(d)$ is much smaller than $\log n$. In this case, we are also able to compute such a sampling/rescaling matrix $S$ in $n$ poly $(d)$ time in an alternative way.

To do so, we run one of the input sparsity $\ell_{p}$ embedding algorithms (see e.g., [MM13]) to compute a well conditioned basis $U$ of the column span of $A$ in $n \operatorname{poly}(d / \epsilon)$ time. By sampling according to the well conditioned basis (see e.g. [Cla05, $\mathrm{DDH}^{+} 09$, Woo14b]), we can compute a sampling/rescaling matrix $S_{1}$ such that $(1-\epsilon)\|A x\|_{p}^{p} \leq\left\|S_{1} A x\right\|_{p}^{p} \leq(1+\epsilon)\|A x\|_{p}^{p}$ where $\epsilon \in(0,1)$ is an arbitrary constant. Notice that $S_{1}$ has poly $(d / \epsilon)$ nonzero entries, and thus $S_{1} A$ has size poly $(d / \epsilon)$. Next, we apply Lewis weight sampling according to $S_{1} A$, and
we obtain a sampling/rescaling matrix $S$ for which

$$
\forall x \in \mathbb{R}^{d},\left(1-\frac{1}{3}\right)\left\|S_{1} A x\right\|_{p}^{p} \leq\left\|S S_{1} A x\right\|_{p}^{p} \leq\left(1+\frac{1}{3}\right)\left\|S_{1} A x\right\|_{p}^{p}
$$

This implies that

$$
\forall x \in \mathbb{R}^{d}, \frac{1}{2}\|A x\|_{p}^{p} \leq\left\|S S_{1} A x\right\|_{p}^{p} \leq 2\|A x\|_{p}^{p}
$$

Note that $S S_{1}$ is still a sampling/rescaling matrix according to $A$, and the number of non-zero entries is $\widetilde{O}(d)$. The total running time is thus $n \operatorname{poly}(d / \epsilon)$, as desired.

### 21.3.10 TensorSketch

Let $\phi\left(v_{1}, v_{2}, \cdots, v_{q}\right)$ denote the function that maps $q \operatorname{vectors}\left(u_{i} \in \mathbb{R}^{n_{i}}\right)$ to the $\prod_{i=1}^{q} n_{i^{-}}$ dimensional vector formed by $v_{1} \otimes v_{2} \otimes \cdots \otimes u_{q}$.

We first give the definition of TensorSketch. Similar definitions can be found in previous work [Pag13, PP13, ANW14, WTSA15].

Definition 21.3.20 (TensorSketch [Pag13]). Given $q$ points $v_{1}, v_{2}, \cdots, v_{q}$ where for each $i \in[q], v_{i} \in \mathbb{R}^{n_{i}}$, let $m$ be the target dimension. The TensorSketch transform is specified using $q 3$-wise independent hash functions, $h_{1}, \cdots, h_{q}$, where for each $i \in[q], h_{i}:\left[n_{i}\right] \rightarrow[m]$, as well as $q 4$-wise independent sign functions $s_{1}, \cdots, s_{q}$, where for each $i \in[q], s_{i}:\left[n_{i}\right] \rightarrow$ $\{-1,+1\}$.

TensorSketch applied to $v_{1}, \cdots, v_{q}$ is then CountSketch applied to $\phi\left(v_{1}, \cdots, v_{q}\right)$ with hash function $H:\left[\prod_{i=1}^{q} n_{i}\right] \rightarrow[m]$ and sign functions $S:\left[\prod_{i=1}^{q} n_{i}\right] \rightarrow\{-1,+1\}$ defined as follows:

$$
H\left(i_{1}, \cdots, i_{q}\right)=h_{1}\left(i_{1}\right)+h_{2}\left(s_{2}\right)+\cdots+h_{q}\left(i_{q}\right) \quad(\bmod m),
$$

and

$$
S\left(i_{1}, \cdots, i_{q}\right)=s_{1}\left(i_{1}\right) \cdot s_{2}\left(i_{2}\right) \cdots s_{q}\left(i_{q}\right)
$$

Using the Fast Fourier Transform, TensorSinetch $\left(v_{1}, \cdots, v_{q}\right)$ can be computed in $O\left(\sum_{i=1}^{q}\left(\mathrm{nnz}\left(v_{i}\right)+\right.\right.$ $m \log m)$ ) time.

Note that Theorem 1 in [ANW14] only defines $\phi(v)=v \otimes v \otimes \cdots \otimes v$. Here we state a stronger version of Theorem 1 than in [ANW14], though the proofs are identical; a formal derivation can be found in [DW17].

Theorem 21.3.15 (Generalized version of Theorem 1 in [ANW14]). Let $S$ be the $\left(\prod_{i=1}^{q} n_{i}\right) \times$ $m$ matrix such that TensorSketch $\left(v_{1}, v_{2}, \cdots, v_{q}\right)$ is $\phi\left(v_{1}, v_{2}, \cdots, v_{q}\right) S$ for a randomly selected TensorSketch. The matrix $S$ satisfies the following two properties.

Property I (Approximate Matrix Product). Let $A$ and $B$ be matrices with $\prod_{i=1}^{q} n_{i}$ rows. For $m \geq\left(2+3^{q}\right) /\left(\epsilon^{2} \delta\right)$, we have

$$
\operatorname{Pr}\left[\left\|A^{\top} S S^{\top} B-A^{\top} B\right\|_{F}^{2} \leq \epsilon^{2}\|A\|_{F}^{2}\|B\|_{F}^{2}\right] \geq 1-\delta
$$

Property II (Subspace Embedding). Consider a fixed $k$-dimensional subspace V. If $m \geq k^{2}\left(2+3^{q}\right) /\left(\epsilon^{2} \delta\right)$, then with probability at least $1-\delta,\|x S\|_{2}=(1 \pm \epsilon)\|x\|_{2}$ simultaneously for all $x \in V$.

### 21.4 Frobenius Norm for Arbitrary Tensors

Section 21.4.1 presents a Frobenius norm tensor low-rank approximation algorithm with $(1+\epsilon)$-approximation ratio. Section 21.4.2 introduces a tool which is able to reduce the size of the objective function from $n^{3}$ to poly $(k, 1 / \epsilon)$. Section 21.4.3 introduces a new problem called tensor multiple regression. Section 21.4.4 presents several bicriteria algorithms. Section 21.4.5 introduces a powerful tool which we call generalized matrix row subset selection. Section 21.4.6 presents an algorithm that is able to select a batch of columns, rows and tubes from a given tensor, and those samples are also able to form a low-rank solution. Section 21.4.7 presents several useful tools for tensor problems, and also two $(1+\epsilon)$ approximation CURT decomposition algorithms: one has the optimal sample complexity, and the other has the optimal running time. Section 21.4.9 shows how to solve the problem if the size of the objective function is small. Section 21.5 extends several techniques from 3rd order tensors to general $q$-th order tensors, for any $q \geq 3$. Finally, in Section 21.6 we also provide a new matrix CUR decomposition algorithm, which is faster than [BW14].

For simplicity of presentation, we assume $A_{k}$ exists in theorems (e.g., Theorem 21.4.1) which concern outputting a rank- $k$ solution, as well as the theorems (e.g., Theorem 21.4.7, Theorem 21.4.8, Theorem 21.4.13) which concern outputting a bicriteria solution (the output rank is larger than $k$ ). For each of the bicriteria theorems, we can obtain a more detailed version when $A_{k}$ does not exist, like Theorem 21.1.1 in Section 21.1 (by instead considering a tensor sufficiently close to $A_{k}$ in objective function value). Note that the theorems for column, row, tube subset selection Theorem 21.4.20 and Theorem 21.4.21 also belong to this first category. In the second category, for each of the rank- $k$ theorems we can obtain a more detailed version handling all cases, even when $A_{k}$ does not exist, like Theorem 21.1.2
in Section 21.1 (by instead considering a tensor sufficiently close to $A_{k}$ in objective function value).

Several other tensor results or tools (e.g., Theorem 21.4.4, Lemma 21.4.3, Theorem 21.4.39, Theorem 21.4.40, Theorem 21.4.14, Theorem 21.5.1) that we build in this section do not belong to the above two categories. It means those results do not depend on whether $A_{k}$ exists or not and whether OPT is zero or not.

### 21.4.1 $(1+\epsilon)$-approximate low-rank approximation

```
Algorithm 21.2 Frobenius Norm Low-rank Approximation
    procedure \(\operatorname{FLowRankApprox}(A, n, k, \epsilon) \quad \triangleright\) Theorem 21.4.1
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        Choose sketching matrices \(S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}\). \(\quad\) Definition
    21.3.12
        Compute \(A_{i} S_{i}, \forall i \in[3]\).
        \(Y_{1}, Y_{2}, Y_{3}, C \leftarrow\) FInputSparsityReduction \(\left(A, A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}, n, s_{1}, s_{2}, s_{3}, k, \epsilon\right)\).
                                    \(\triangleright\) Algorithm 21.3
        Create variables for \(X_{i} \in \mathbb{R}^{s_{i} \times k}, \forall i \in[3]\).
        Run polynomial system verifier for \(\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}^{2}\).
        return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}\), and \(A_{3} S_{3} X_{3}\).
    end procedure
```

Theorem 21.4.1. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)+2^{O\left(k^{2} / \epsilon\right)}$ time and outputs three matrices $U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{n \times k}, W \in \mathbb{R}^{n \times k}$ such that

$$
\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\mathrm{rank}-k} \min _{A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. Given any tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we define three matrices $A_{1} \in \mathbb{R}^{n_{1} \times n_{2} n_{3}}, A_{2} \in$ $\mathbb{R}^{n_{2} \times n_{3} n_{1}}, A_{3} \in \mathbb{R}^{n_{3} \times n_{1} n_{2}}$ such that, for any $i \in\left[n_{1}\right], j \in\left[n_{2}\right], l \in\left[n_{3}\right]$,

$$
A_{i, j, l}=\left(A_{1}\right)_{i,(j-1) \cdot n_{3}+l}=\left(A_{2}\right)_{j,(l-1) \cdot n_{1}+i}=\left(A_{3}\right)_{l,(i-1) \cdot n_{2}+j} .
$$

We define OPT as

$$
\mathrm{OPT}=\min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2} .
$$

Suppose the optimal $A_{k}=U^{*} \otimes V^{*} \otimes W^{*}$. We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$. We use $V_{1}^{*}, V_{2}^{*}, \cdots, V_{k}^{*}$ to denote the columns of $V^{*}$ and $W_{1}^{*}, W_{2}^{*}, \cdots, W_{k}^{*}$ to denote the columns of $W^{*}$.

We consider the following optimization problem,

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{F}^{2}
$$

which is equivalent to

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\left[\begin{array}{llll}
U_{1} & U_{2} & \cdots & U_{k}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{*} \otimes W_{1}^{*} \\
V_{2}^{*} \otimes W_{2}^{*} \\
\cdots \\
V_{k}^{*} \otimes W_{k}^{*}
\end{array}\right]-A\right\|_{F}^{2} .
$$

We use matrix $Z_{1}$ to denote $\left[\begin{array}{c}\operatorname{vec}\left(V_{1}^{*} \otimes W_{1}^{*}\right) \\ \operatorname{vec}\left(V_{2}^{*} \otimes W_{2}^{*}\right) \\ \ldots \\ \operatorname{vec}\left(V_{k}^{*} \otimes W_{k}^{*}\right)\end{array}\right] \in \mathbb{R}^{k \times n^{2}}$ and matrix $U$ to denote $\left[\begin{array}{llll}U_{1} & U_{2} & \cdots & U_{k}\end{array}\right]$. Then we can obtain the following equivalent objective function,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}
$$

Notice that $\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=\mathrm{OPT}$, since $A_{k}=U^{*} Z_{1}$.
Let $S_{1}^{\top} \in \mathbb{R}^{s_{1} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{1}=$ $O(k / \epsilon)$. We obtain the following optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2} .
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution to the above optimization problem. Then $\widehat{U}=$ $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=(1+\epsilon) \mathrm{OPT},
$$

which implies

$$
\left\|\sum_{i=1}^{k} \widehat{U}_{i} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} .
$$

To write down $\widehat{U}_{1}, \cdots, \widehat{U}_{k}$, we use the given matrix $A_{1}$, and we create $s_{1} \times k$ variables for matrix $\left(Z_{1} S_{1}\right)^{\dagger}$.

As our second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and we convert tensor $A$ into matrix $A_{2}$. Let matrix $Z_{2}$ denote $\left[\begin{array}{c}\operatorname{vec}\left(\widehat{U}_{1} \otimes W_{1}^{*}\right) \\ \operatorname{vec}\left(\widehat{U}_{2} \otimes W_{2}^{*}\right) \\ \ldots \\ \operatorname{vec}\left(\widehat{U}_{k} \otimes W_{k}^{*}\right)\end{array}\right]$. We consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2}
$$

for which the optimal cost is at most $(1+\epsilon)$ OPT.
Let $S_{2}^{\top} \in \mathbb{R}^{s_{2} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{2}=$ $O(k / \epsilon)$. We sketch $S_{2}$ on the right of the objective function to obtain the new objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}^{2} .
$$

Let $\widehat{V} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

which implies

$$
\left\|\sum_{i=1}^{k} \widehat{U}_{i} \otimes \widehat{V}_{i} \otimes W_{i}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

To write down $\widehat{V}_{1}, \cdots, \widehat{V}_{k}$, we need to use the given matrix $A_{2} \in \mathbb{R}^{n^{2} \times n}$, and we need to create $s_{2} \times k$ variables for matrix $\left(Z_{2} S_{2}\right)^{\dagger}$.

As our third step, we fix the matrices $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. We convert tensor $A \in \mathbb{R}^{n \times n \times n}$ into matrix $A_{3} \in \mathbb{R}^{n^{2 \times n}}$. Let matrix $Z_{3}$ denote $\left[\begin{array}{c}\operatorname{vec}\left(\widehat{U}_{1} \otimes \widehat{V}_{1}\right) \\ \operatorname{vec}\left(\widehat{U}_{2} \otimes \widehat{V}_{2}\right) \\ \cdots \\ \operatorname{vec}\left(\widehat{U}_{k} \otimes \widehat{V}_{k}\right)\end{array}\right]$. We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2},
$$

which has optimal cost at most $(1+\epsilon)^{2}$ OPT.
Let $S_{3}^{\top} \in \mathbb{R}^{s_{3} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{3}=$ $O(k / \epsilon)$. We sketch $S_{3}$ on the right of the objective function to obtain a new objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{F}^{2} .
$$

Let $\widehat{W} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{W} Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT} .
$$

Thus, we have

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}-A\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT} .
$$

Let $V_{1}=A_{1} S_{1}, V_{2}=A_{2} S_{2}, V_{3}=A_{3} S_{3}$, we then apply Lemma 21.4.3, and we obtain $\widehat{V}_{1}, \widehat{V}_{2}, \widehat{V}_{3}, C$. We then apply Theorem 21.4.44. Correctness follows by rescaling $\epsilon$ by a constant factor.

Running time. Due to Definition 21.3.12, the running time of line 4 is $O(\mathrm{nnz}(A))+$ $n$ poly $(k)$. The running time of line 5 is shown by Lemma 21.4.3, and the running time of line 7 is shown by Theorem 21.4.44.

Theorem 21.4.2. Suppose we are given a 3 rd order $n \times n \times n$ tensor $A$ such that each entry can be written using $n^{\delta}$ bits, where $\delta>0$ is a given, value which can be arbitrarily small (e.g., we could have $n^{\delta}$ being $O(\log n)$ ). Define OPT $=\inf _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}$. For any $k \geq 1$, and for any $0<\epsilon<1$, define $n^{\delta^{\prime}}=O\left(n^{\delta} 2^{O\left(k^{2} / \epsilon\right)}\right)$. (I) If OPT $>0$, and there exists a rank-k $A_{k}=U^{*} \otimes V^{*} \otimes W^{*}$ tensor, with size $n \times n \times n$, such that $\left\|A_{k}-A\right\|_{F}^{2}=$ OPT, and $\max \left(\left\|U^{*}\right\|_{F},\left\|V^{*}\right\|_{F},\left\|W^{*}\right\|_{F}\right) \leq 2^{O\left(n^{\delta^{\prime}}\right)}$, then there exists an algorithm that takes $\left(\mathrm{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon)+2^{O\left(k^{2} / \epsilon\right)}\right) n^{\delta}$ time in the unit cost RAM model with word size $O(\log n)$ bits ${ }^{9}$ and outputs three $n \times k$ matrices $U, V, W$ such that

$$
\begin{equation*}
\|U \otimes V \otimes W-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{21.5}
\end{equation*}
$$

holds with probability 9/10, and each entry of each of $U, V, W$ fits in $n^{\delta^{\prime}}$ bits.
(II) If $\mathrm{OPT}>0$, and $A_{k}$ does not exist, and there exist three $n \times k$ matrices $U^{\prime}, V^{\prime}, W^{\prime}$ for which $\max \left(\left\|U^{\prime}\right\|_{F},\left\|V^{\prime}\right\|_{F},\left\|W^{\prime}\right\|_{F}\right) \leq 2^{O\left(n^{\delta^{\prime}}\right)}$ and $\left\|U^{\prime} \otimes V^{\prime} \otimes W^{\prime}-A\right\|_{F}^{2} \leq(1+\epsilon / 2)$ OPT, then we can find $U, V, W$ such that (21.5) holds.

[^72](III) If $\mathrm{OPT}=0$ and $A_{k}$ does exist, and there exists a solution $U^{*}, V^{*}, W^{*}$ such that each entry can be written by $n^{\delta^{\prime}}$ bits, then we can obtain (21.5).
(IV) If $\mathrm{OPT}=0$, and there exist three $n \times k$ matrices $U, V$, $W$ such that
$$
\max \left(\|U\|_{F},\|V\|_{F},\|W\|_{F}\right) \leq 2^{O\left(n^{\delta^{\prime}}\right)}
$$
and
\[

$$
\begin{equation*}
\|U \otimes V \otimes W-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}+2^{-\Omega\left(n^{\delta^{\prime}}\right)}=2^{-\Omega\left(n^{\delta^{\prime}}\right)} \tag{21.6}
\end{equation*}
$$

\]

then we can output $U, V, W$ such that (21.6) holds.
Further if $A_{k}$ exists, we can output a number $Z$ for which $\mathrm{OPT} \leq Z \leq(1+\epsilon) \mathrm{OPT}$. For all the cases above, the algorithm runs in the same time as (I) and succeeds with probability at least 9/10.

Proof. This follows by the discussion in Section 21.1, Theorem 21.4.1 and Theorem 21.4.44 in Section 21.4.9.

Part (I) Suppose $\delta>0$ and $A_{k}=U^{*} \otimes V^{*} \otimes W^{*}$ exists and each of $\left\|U^{*}\right\|_{F},\left\|V^{*}\right\|_{F}$, and $\left\|W^{*}\right\|_{F}$ is bounded by $2^{O\left(n^{\delta^{\prime}}\right)}$. We assume the computation model is the unit cost RAM model with words of size $O(\log n)$ bits, and allow each number of the input tensor $A$ to be written using $n^{\delta}$ bits. For the case when OPT is nonzero, using the proof of Theorem 21.4.1 and Theorems 21.4.44, 21.3.2, there exists a lower bound on the cost OPT, which is at least
 using $O\left(n^{\delta^{\prime}}\right)$ bits to obtain $U^{\prime}, V^{\prime}, W^{\prime}$. Using the triangle inequality and our lower bound on OPT, it follows that $U^{\prime}, V^{\prime}, W^{\prime}$ provide a $(1+\epsilon)$-approximation.

Thus, applying Theorem 21.4.1 by fixing $U^{\prime}, V^{\prime}, W^{\prime}$ and using Theorem 21.4.44 at the end, we can output three matrices $U, V, W$, where each entry can be written using $n^{\delta^{\prime}}$ bits, so that we satisfy $\|U \otimes V \otimes W-A\|_{F}^{2} \leq(1+\epsilon)$ OPT.

For the running time, since each entry of the input is bounded by $n^{\delta}$ bits, due to Theorem 21.4.1, we need $(\operatorname{nnz}(A)+n \operatorname{poly}(k / \epsilon)) \cdot n^{\delta}$ time to reduce the size of the problem to $\operatorname{poly}(k / \epsilon)$ size (with each number represented using $O\left(n^{\delta}\right)$ bits). According to Theorem 21.4.44, the running time of using a polynomial system verifier to get the solution is $2^{O\left(k^{2} / \epsilon\right)} n^{O\left(\delta^{\prime}\right)}=2^{O\left(k^{2} / \epsilon\right)} n^{O(\delta)}$ time. Thus the total running time is $(\mathrm{nnz}(A)+n \operatorname{poly}(k / \epsilon)) n^{\delta}+$ $2^{O\left(k^{2} / \epsilon\right)} \cdot n^{O(\delta)}$.

Part (II) is similar to Part (I). Part (III) is trivial to prove since there exists a solution which can be written down in the bit model, so we obtain a $(1+\epsilon)$-approximation. Part (IV) is also very similar to Part (II).

### 21.4.2 Input sparsity reduction

```
Algorithm 21.3 Reducing the Size of the Objective Function from poly \((n)\) to poly \((k)\)
    procedure FInputSparsityReduction \(\left(A, V_{1}, V_{2}, V_{3}, n, b_{1}, b_{2}, b_{3}, k, \epsilon\right) \quad \triangleright\) Lemma
    21.4.3
        \(c_{1} \leftarrow c_{2} \leftarrow c_{3} \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        Choose sparse embedding matrices \(T_{1} \in \mathbb{R}^{c_{1} \times n}, T_{2} \in \mathbb{R}^{c_{2} \times n}, T_{3} \in \mathbb{R}^{c_{3} \times n}\). \(\triangleright\)
    Definition 21.3.10
        \(\widehat{V}_{i} \leftarrow T_{i} V_{i} \in \mathbb{R}^{c_{i} \times b_{i}}, \forall i \in[3]\).
        \(C \leftarrow A\left(T_{1}, T_{2}, T_{3}\right) \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}\).
        return \(\widehat{V}_{1}, \widehat{V}_{2}, \widehat{V}_{3}\) and \(C\).
    end procedure
```

Lemma 21.4.3. Let $\operatorname{poly}(k, 1 / \epsilon) \geq b_{1} b_{2} b_{3} \geq k$. Given a tensor $A \in \mathbb{R}^{n \times n \times n}$ and three matrices $V_{1} \in \mathbb{R}^{n \times b_{1}}$, $V_{2} \in \mathbb{R}^{n \times b_{2}}$, and $V_{3} \in \mathbb{R}^{n \times b_{3}}$, there exists an algorithm that takes $O\left(\mathrm{nnz}(A)+\mathrm{nnz}\left(V_{1}\right)+\mathrm{nnz}\left(V_{2}\right)+\mathrm{nnz}\left(V_{3}\right)\right)=O(\mathrm{nnz}(A)+n \operatorname{poly}(k / \epsilon))$ time and outputs a tensor $C \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}$ and three matrices $\widehat{V}_{1} \in \mathbb{R}^{c_{1} \times b_{1}}, \widehat{V}_{2} \in \mathbb{R}^{c_{2} \times b_{2}}$ and $\widehat{V}_{3} \in \mathbb{R}^{c_{3} \times b_{3}}$ with $c_{1}=c_{2}=c_{3}=\operatorname{poly}(k, 1 / \epsilon)$, such that with probability at least 0.99 , for all $\alpha>0, X_{1}, X_{1}^{\prime} \in$ $\mathbb{R}^{b_{1} \times k}, X_{2}, X_{2}^{\prime} \in \mathbb{R}^{b_{2} \times k}, X_{3}, X_{3}^{\prime} \in \mathbb{R}^{b_{3} \times k}$ satisfy that,

$$
\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{F}^{2} \leq \alpha\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}\right)_{i}-C\right\|_{F}^{2},
$$

then,

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}
$$

Proof. Let $X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}$. First, we define $Z_{1}=\left(\left(V_{2} X_{2}\right)^{\top} \odot\left(V_{3} X_{3}\right)^{\top}\right) \in$ $\mathbb{R}^{k \times n^{2}}$. (Note that, for each $i \in[k]$, the $i$-th row of matrix $Z_{1}$ is $\operatorname{vec}\left(\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}\right)$.) Then, by flattening we have

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}=\left\|V_{1} X_{1} \cdot Z_{1}-A_{1}\right\|_{F}^{2} .
$$

We choose a sparse embedding matrix (Definition 21.3.10) $T_{1} \in \mathbb{R}^{c_{1} \times n}$ with $c_{1}=\operatorname{poly}(k, 1 / \epsilon)$ rows. Since $V_{1}$ has $b_{1} \leq \operatorname{poly}(k / \epsilon)$ columns, according to Lemma 21.3.7 with probability 0.999, for all $X_{1} \in \mathbb{R}^{b_{1} \times k}, Z \in \mathbb{R}^{k \times n^{2}}$,

$$
(1-\epsilon)\left\|V_{1} X_{1} Z-A_{1}\right\|_{F}^{2} \leq\left\|T_{1} V_{1} X_{1} Z-T_{1} A_{1}\right\|_{F}^{2} \leq(1+\epsilon)\left\|V_{1} X_{1} Z-A_{1}\right\|_{F}^{2}
$$

Therefore, we have

$$
\left\|T_{1} V_{1} X_{1} \cdot Z_{1}-T_{1} A_{1}\right\|_{F}^{2}=(1 \pm \epsilon)\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}
$$

Second, we unflatten matrix $T_{1} A_{1} \in \mathbb{R}^{c_{1} \times n^{2}}$ to obtain a tensor $A^{\prime} \in \mathbb{R}^{c_{1} \times n \times n}$. Then we flatten $A^{\prime}$ along the second direction to obtain $A_{2} \in \mathbb{R}^{n \times c_{1} n}$. We define $Z_{2}=\left(T_{1} V_{1} X_{1}\right)^{\top} \odot$ $\left(V_{3} X_{3}\right)^{\top} \in \mathbb{R}^{k \times c_{1} n}$. Then, by flattening,

$$
\begin{aligned}
\left\|V_{2} X_{2} \cdot Z_{2}-A_{2}\right\|_{F}^{2} & =\left\|T_{1} V_{1} X_{1} \cdot Z_{1}-T_{1} A_{1}\right\|_{F}^{2} \\
& =(1 \pm \epsilon)\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}
\end{aligned}
$$

We choose a sparse embedding matrix (Definition 21.3.10) $T_{2} \in \mathbb{R}^{c_{2} \times n}$ with $c_{2}=\operatorname{poly}(k, 1 / \epsilon)$ rows. Then according to Lemma 21.3 .7 with probability 0.999 , for all $X_{2} \in \mathbb{R}^{b_{2} \times k}, Z \in$ $\mathbb{R}^{k \times c_{1} n}$,

$$
(1-\epsilon)\left\|V_{2} X_{2} Z-A_{2}\right\|_{F}^{2} \leq\left\|T_{2} V_{2} X_{2} Z-T_{2} A_{2}\right\|_{F}^{2} \leq(1+\epsilon)\left\|V_{2} X_{2} Z-A_{2}\right\|_{F}^{2}
$$

Therefore, we have

$$
\begin{aligned}
\left\|T_{2} V_{2} X_{2} \cdot Z_{2}-T_{2} A_{2}\right\|_{F}^{2} & =(1 \pm \epsilon)\left\|V_{2} X_{2} \cdot Z_{2}-A_{2}\right\|_{F}^{2} \\
& =(1 \pm \epsilon)^{2}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2} .
\end{aligned}
$$

Third, we unflatten matrix $T_{2} A_{2} \in \mathbb{R}^{c_{2} \times c_{1} n}$ to obtain a tensor $A^{\prime \prime}\left(=A\left(T_{1}, T_{2}, I\right)\right) \in$ $\mathbb{R}^{c_{1} \times c_{2} \times n}$. Then we flatten tensor $A^{\prime \prime}$ along the last direction (the third direction) to obtain matrix $A_{3} \in \mathbb{R}^{n \times c_{1} c_{2}}$. We define $Z_{3}=\left(T_{1} V_{1} X_{1}\right)^{\top} \odot\left(T_{2} V_{2} X_{2}\right)^{\top} \in \mathbb{R}^{k \times c_{1} c_{2}}$. Then, by flattening, we have

$$
\begin{aligned}
\left\|V_{3} X_{3} \cdot Z_{3}-A_{3}\right\|_{F}^{2} & =\left\|T_{2} V_{2} X_{2} \cdot Z_{2}-T_{2} A_{2}\right\|_{F}^{2} \\
& =(1 \pm \epsilon)^{2}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}
\end{aligned}
$$

We choose a sparse embedding matrix (Definition 21.3.10) $T_{3} \in \mathbb{R}^{c_{3} \times n}$ with $c_{3}=\operatorname{poly}(k, 1 / \epsilon)$ rows. Then according to Lemma 21.3 .7 with probability 0.999 , for all $X_{3} \in \mathbb{R}^{b_{3} \times k}, Z \in$ $\mathbb{R}^{k \times c_{1} c_{2}}$,

$$
(1-\epsilon)\left\|V_{3} X_{3} Z-A_{3}\right\|_{F}^{2} \leq\left\|T_{3} V_{3} X_{3} Z-T_{3} A_{3}\right\|_{F}^{2} \leq(1+\epsilon)\left\|V_{3} X_{3} Z-A_{3}\right\|_{F}^{2}
$$

Therefore, we have

$$
\left\|T_{3} V_{3} X_{3} \cdot Z_{3}-T_{3} A_{3}\right\|_{F}^{2}=(1 \pm \epsilon)^{3}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2} .
$$

Note that

$$
\left\|T_{3} V_{3} X_{3} \cdot Z_{3}-T_{3} A_{3}\right\|_{F}^{2}=\left\|\sum_{i=1}^{k}\left(T_{1} V_{1} X_{1}\right)_{i} \otimes\left(T_{2} V_{2} X_{2}\right)_{i} \otimes\left(T_{3} V_{3} X_{3}\right)_{i}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2}
$$

and thus, we have $\forall X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}$

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k}\left(T_{1} V_{1} X_{1}\right)_{i} \otimes\left(T_{2} V_{2} X_{2}\right)_{i} \otimes\left(T_{3} V_{3} X_{3}\right)_{i}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} \\
= & (1 \pm \epsilon)^{3}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}
\end{aligned}
$$

Let $\widehat{V}_{i}$ denote $T_{i} V_{i}$, for each $i \in[3]$. Let $C \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}$ denote $A\left(T_{1}, T_{2}, T_{3}\right)$. For $\alpha>1$, if

$$
\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{F}^{2} \leq \alpha\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}\right)_{i}-C\right\|_{F}^{2}
$$

then

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{F}^{2} \\
\leq & \frac{1}{(1-\epsilon)^{3}}\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{F}^{2} \\
\leq & \frac{1}{(1-\epsilon)^{3}} \alpha\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}\right)_{i}-C\right\|_{F}^{2} \\
\leq & \frac{(1+\epsilon)^{3}}{(1-\epsilon)^{3}} \alpha\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-C\right\|_{F}^{2}
\end{aligned}
$$

By rescaling $\epsilon$ by a constant, we complete the proof of correctness.

Running time. According to Section 21.3.6, for each $i \in[3], T_{i} V_{i}$ can be computed in $O\left(\mathrm{nnz}\left(V_{i}\right)\right)$ time, and $A\left(T_{1}, T_{2}, T_{3}\right)$ can be computed in $O(\mathrm{nnz}(A))$ time.

By the analysis above, the proof is complete.

### 21.4.3 Tensor multiple regression

```
Algorithm 21.4 Frobenius Norm Tensor Multiple Regression
    procedure FTensorMultipleRegression \((A, U, V, d, n, k) \quad \triangleright\) Theorem 21.4.4
        \(s \leftarrow O\left(k^{2}+k / \epsilon\right)\).
        Choose \(S \in \mathbb{R}^{n^{2} \times s}\) to be a TensorSketch. \(\triangleright\) Definition 21.3.20
        Compute \(A \cdot S\).
        Compute \(B \cdot S . \quad \triangleright B=U^{\top} \odot V^{\top}\)
        \(W \leftarrow(A S)(B S)^{\dagger}\)
        return \(W\).
    end procedure
```

Theorem 21.4.4. Given matrices $A \in \mathbb{R}^{d \times n^{2}}, U, V \in \mathbb{R}^{n \times k}$, let $B \in \mathbb{R}^{k \times n^{2}}$ denote $U^{\top} \odot V^{\top}$. There exists an algorithm that takes $O(\mathrm{nnz}(A)+\mathrm{nnz}(U)+\mathrm{nnz}(V)+d$ poly $(k, 1 / \epsilon))$ time and outputs a matrix $W^{\prime} \in \mathbb{R}^{d \times k}$ such that,

$$
\left\|W^{\prime} B-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{W \in \mathbb{R}^{d \times k}}\|W B-A\|_{F}^{2}
$$

Proof. We choose a TensorSketch (Definition 21.3.20) $S \in \mathbb{R}^{n^{2} \times s}$ to reduce the problem to a smaller problem,

$$
\min _{W \in \mathbb{R}^{d \times k}}\|W B S-A S\|_{F}^{2}
$$

Let $W^{\prime}$ denote the optimal solution to the above problem. Following a similar proof to that in Section 21.4.7.3, if $S$ is a $(1 \pm 1 / 2)$-subspace embedding and satisfies $\sqrt{\epsilon / k}$-approximate matrix product, then $W^{\prime}$ provides a $(1+\epsilon)$-approximation to the original problem. By Theorem 21.3.15, we have $s=O\left(k^{2}+k / \epsilon\right)$.

Running time. According to Definition 21.3.20, $B S$ can be computed in $O(\mathrm{nnz}(U)+$ $n n z(V))+\operatorname{poly}(k / \epsilon)$ time. Notice that each row of $S$ has exactly 1 nonzero entry, thus $A S$ can be computed in $O(\mathrm{nnz}(A))$ time. Since $B S \in \mathbb{R}^{k \times s}$ and $A S \in \mathbb{R}^{d \times s}, \min _{W \in \mathbb{R}^{d \times k}} \| W B S-$ $A S \|_{F}^{2}$ can be solved in $d \operatorname{poly}(s k)=d \operatorname{poly}(k / \epsilon)$ time.

### 21.4.4 Bicriteria algorithms

### 21.4.4.1 Solving a small regression problem

Lemma 21.4.5. Given tensor $A \in \mathbb{R}^{n \times n \times n}$ and three matrices $U \in \mathbb{R}^{n \times s_{1}}, V \in \mathbb{R}^{n \times s_{2}}$ and $W \in \mathbb{R}^{n \times s_{3}}$, there exists an algorithm that takes $O\left(\mathrm{nnz}(A)+n \operatorname{poly}\left(s_{1}, s_{2}, s_{3}, 1 / \epsilon\right)\right)$ time and outputs $\alpha^{\prime} \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}$ such that

$$
\begin{aligned}
& \left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l}^{\prime} \cdot U_{i} \otimes V_{j} \otimes W_{l}-A\right\|_{F}^{2} \\
\leq & (1+\epsilon) \min _{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot U_{i} \otimes V_{j} \otimes W_{l}-A\right\|_{F}^{2} .
\end{aligned}
$$

holds with probability at least . 99 .

Proof. We define $\widetilde{b} \in \mathbb{R}^{n^{3}}$ to be the vector where the $i+(j-1) n+(l-1) n^{2}$-th entry of $\widetilde{b}$ is $A_{i, j, l}$. We define $\widetilde{A} \in \mathbb{R}^{n^{3} \times s_{1} s_{2} s_{3}}$ to be the matrix where the $\left(i+(j-1) n+(l-1) n^{2}, i^{\prime}+\left(j^{\prime}-\right.\right.$ 1) $\left.s_{2}+\left(l^{\prime}-1\right) s_{2} s_{3}\right)$ entry is $U_{i^{\prime}, i} \cdot V_{j^{\prime}, j} \cdot W_{l^{\prime}, l}$. This problem is equivalent to a linear regression problem,

$$
\min _{x \in \mathbb{R}_{s_{1} s_{2} s_{3}}}\|\widetilde{A} x-\widetilde{b}\|_{2}^{2}
$$

where $\widetilde{A} \in \mathbb{R}^{n^{3} \times s_{1} s_{2} s_{3}}, \widetilde{b} \in \mathbb{R}^{n^{3}}$. Thus, it can be solved fairly quickly using recent work [CW13, MM13, NN13a]. However, the running time of this naïvely is $\Omega\left(n^{3}\right)$, since we have to write down each entry of $\widetilde{A}$. In the next few paragraphs, we show how to improve the running time to $\operatorname{nnz}(A)+n \operatorname{poly}\left(s_{1}, s_{2}, s_{3}\right)$.

Since $\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}, \alpha$ can be always written as $\alpha=X_{1} \otimes X_{2} \otimes X_{3}$, where $X_{1} \in$
$\mathbb{R}^{s_{1} \times s_{1} s_{2} s_{3}}, X_{2} \in \mathbb{R}^{s_{2} \times s_{1} s_{2} s_{3}}, X_{3} \in \mathbb{R}^{s_{3} \times s_{1} s_{2} s_{3}}$, we have

$$
\begin{aligned}
& \min _{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot U_{i} \otimes V_{j} \otimes W_{l}-A\right\|_{F}^{2} \\
& =\min _{\substack{X_{1} \in \mathbb{R}^{s_{1} \times s_{1} s_{2} s_{3}} \\
X_{2} \in \in^{s} s_{2} s_{1} s_{2} s_{3} \\
X_{3} \in \mathbb{R}^{s} s_{3} \times s_{1} s_{2} s_{3}}}\left\|\left(U X_{1}\right) \otimes\left(V X_{2}\right) \otimes\left(W X_{3}\right)-A\right\|_{F}^{2} .
\end{aligned}
$$

By Lemma 21.4.3, we can reduce the problem size $n \times n \times n$ to a smaller problem that has size $t_{1} \times t_{2} \times t_{3}$,

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{s_{1} s_{2} s_{3}}\left(T_{1} U X_{1}\right)_{i} \otimes\left(T_{2} V X_{2}\right)_{i} \otimes\left(T_{3} W X_{3}\right)_{i}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2}
$$

where $T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{t_{2} \times n}, T_{3} \in \mathbb{R}^{t_{3} \times n}, t_{1}=t_{2}=t_{3}=\operatorname{poly}\left(s_{1} s_{2} s_{3} / \epsilon\right)$. Notice that

$$
\begin{aligned}
& \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{s_{1} s_{2} s_{3}}\left(T_{1} U X_{1}\right)_{i} \otimes\left(T_{2} V X_{2}\right)_{i} \otimes\left(T_{3} W X_{3}\right)_{i}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} \\
= & \min _{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot\left(T_{1} U\right)_{i} \otimes\left(T_{2} V\right)_{j} \otimes\left(T_{3} W\right)_{l}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} .
\end{aligned}
$$

Let

$$
\alpha^{\prime}=\underset{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}{\arg \min }\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot\left(T_{1} U\right)_{i} \otimes\left(T_{2} V\right)_{j} \otimes\left(T_{3} W\right)_{l}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2}
$$

then we have

$$
\begin{aligned}
& \left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l}^{\prime} \cdot U_{i} \otimes V_{j} \otimes W_{l}-A\right\|_{F}^{2} \\
\leq & (1+\epsilon) \min _{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot U_{i} \otimes V_{j} \otimes W_{l}-A\right\|_{F}^{2} .
\end{aligned}
$$

Again, according to Lemma 21.4.3, the total running time is then $O\left(\mathrm{nnz}(A)+n\right.$ poly $\left.\left(s_{1}, s_{2}, s_{3}, 1 / \epsilon\right)\right)$.

Lemma 21.4.6. Given tensor $A \in \mathbb{R}^{n \times n \times n}$, and two matrices $U \in \mathbb{R}^{n \times s}, V \in \mathbb{R}^{n \times s}$ with $\operatorname{rank}(U)=r_{1}, \operatorname{rank}(V)=r_{2}$, let $T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{t_{2} \times n}$ be two sparse embedding matrices (Definition 21.3.10) with $t_{1}=\operatorname{poly}\left(r_{1} / \epsilon\right), t_{2}=\operatorname{poly}\left(r_{2} / \epsilon\right)$. Then with probability at least 0.99, $\forall X \in \mathbb{R}^{n \times s}$,
$(1-\epsilon)\|U \otimes V \otimes X-A\|_{F}^{2} \leq\left\|T_{1} U \otimes T_{2} V \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{F}^{2} \leq(1+\epsilon)\|U \otimes V \otimes X-A\|_{F}^{2}$.

Proof. Let $X \in \mathbb{R}^{n \times s}$. We define $Z_{1}=\left(V^{\top} \odot X^{\top}\right) \in \mathbb{R}^{s \times n^{2}}$. We choose a sparse embedding matrix (Definition 21.3.10) $T_{1} \in \mathbb{R}^{t_{1} \times n}$ with $t_{1}=\operatorname{poly}\left(r_{1} / \epsilon\right)$ rows. According to Lemma 21.3.7 with probability 0.999 , for all $Z \in \mathbb{R}^{s \times n^{2}}$,

$$
(1-\epsilon)\left\|U Z-A_{1}\right\|_{F}^{2} \leq\left\|T_{1} U Z-T_{1} A_{1}\right\|_{F}^{2} \leq(1+\epsilon)\left\|T_{1} U Z-A_{1}\right\|_{F}^{2}
$$

It means that

$$
(1-\epsilon)\left\|U Z_{1}-A_{1}\right\|_{F}^{2} \leq\left\|T_{1} U Z_{1}-T_{1} A_{1}\right\|_{F}^{2} \leq(1+\epsilon)\left\|T_{1} U Z_{1}-A_{1}\right\|_{F}^{2} .
$$

Second, we unflatten matrix $T_{1} A_{1} \in \mathbb{R}^{t_{1} \times n^{2}}$ to obtain a tensor $A^{\prime} \in \mathbb{R}^{t_{1} \times n \times n}$. Then we flatten $A^{\prime}$ along the second direction to obtain $A_{2}^{\prime} \in \mathbb{R}^{n \times t_{1} n}$. We define $Z_{2}=\left(\left(T_{1} U\right)^{\top} \odot X^{\top}\right) \in \mathbb{R}^{s \times t_{1} n}$. Then, by flattening,

$$
\left\|V \cdot Z_{2}-A_{2}^{\prime}\right\|_{F}^{2}=\left\|T_{1} U \cdot Z_{1}-T_{1} A_{1}\right\|_{F}^{2}=(1 \pm \epsilon)\|U \otimes V \otimes X-A\|_{F}^{2}
$$

We choose a sparse embedding matrix (Definition 21.3.10) $T_{2} \in \mathbb{R}^{t_{2} \times n}$ with $t_{2}=\operatorname{poly}\left(r_{2} / \epsilon\right)$ rows. Then according to Lemma 21.3 .7 with probability 0.999 , for all $Z \in \mathbb{R}^{s \times t_{1} n}$,

$$
(1-\epsilon)\left\|V Z-A_{2}^{\prime}\right\|_{F}^{2} \leq\left\|T_{2} V Z-T_{2} A_{2}^{\prime}\right\|_{F}^{2} \leq(1+\epsilon)\left\|V Z-A_{2}^{\prime}\right\|_{F}^{2} .
$$

Thus,

$$
\left\|T_{2} V \cdot Z_{2}-T_{2} A_{2}^{\prime}\right\|_{F}^{2}=(1 \pm \epsilon)^{2}\|U \otimes V \otimes X-A\|_{F}^{2}
$$

After rescaling $\epsilon$ by a constant, with probability at least $0.99, \forall X \in \mathbb{R}^{n \times s}$,

$$
(1-\epsilon)\|U \otimes V \otimes X-A\|_{F}^{2} \leq\left\|T_{1} U \otimes T_{2} V \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{F}^{2} \leq(1+\epsilon)\|U \otimes V \otimes X-A\|_{F}^{2}
$$

### 21.4.4.2 Algorithm I

We start with a slightly unoptimized bicriteria low rank approximation algorithm.

```
Algorithm 21.5 Frobenius Norm Bicriteria Low Rank Approximation Algorithm, rank-
\(O\left(k^{3} / \epsilon^{3}\right)\)
    procedure FTEnsorLowRankBicriteriaCubicRank \((A, n, k) \quad \triangleright\) Theorem 21.4.7
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        \(t_{1} \leftarrow t_{2} \leftarrow t_{3} \leftarrow \operatorname{poly}(k / \epsilon)\).
        Choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be a Sketching matrix, \(\forall i \in[3]\). \(\triangleright\) Definition 21.3.12
        Choose \(T_{i} \in \mathbb{R}^{t_{i} \times n}\) to be a Sketching matrix, \(\forall i \in[3]\). \(\triangleright\) Definition 21.3.10
        Compute \(U \leftarrow T_{1} \cdot\left(A_{1} \cdot S_{1}\right), V \leftarrow T_{2} \cdot\left(A_{2} \cdot S_{2}\right)\), \(W \leftarrow T_{3} \cdot\left(A_{3} \cdot S_{3}\right)\).
        Compute \(C \leftarrow A\left(T_{1}, T_{2}, T_{3}\right)\).
        \(X \leftarrow\) FTensorRegression \(\left(C, U, V, W, t_{1}, s_{1}, t_{2}, s_{2}, t_{3}, s_{3}\right)\). \(\quad\) Linear regression
        return \(X\left(A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}\right)\).
    end procedure
```

Theorem 21.4.7. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=O\left(k^{3} / \epsilon^{3}\right)$. There exists an algorithm that takes $O(\operatorname{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time and outputs three matrices $U \in \mathbb{R}^{n \times r}, V \in \mathbb{R}^{n \times r}, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k} \min _{A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. At the end of Theorem 21.4.1, we need to run a polynomial system verifier. This is why we obtain exponential in $k$ running time. Instead of running the polynomial system verifier, we can use Lemma 21.4.5. This reduces the running time to be polynomial in all parameters: $n, k, 1 / \epsilon$. However, the output tensor has rank $(k / \epsilon)^{3}$ (Here we mean that we do not obtain a better decomposition than $(k / \epsilon)^{3}$ components). According to Section 21.3.6, for each $i, A_{i} S_{i}$ can be computed in $O(\operatorname{nnz}(A))+n \operatorname{poly}(k / \epsilon)$ time. Then $T_{i}\left(A_{i} S_{i}\right)$ can be computed in $n \operatorname{poly}(k, 1 / \epsilon)$ time and $A\left(T_{1}, T_{2}, T_{3}\right)$ also can be computed in $O(\mathrm{nnz}(A))$ time. The running time for the regression is $\operatorname{poly}(k / \epsilon)$.

Now we present an optimized bicriteria algorithm.
Theorem 21.4.8. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=O\left(k^{2} / \epsilon^{2}\right)$. There exists an algorithm that takes $O(\operatorname{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time and outputs three matrices $U \in \mathbb{R}^{n \times r}, V \in \mathbb{R}^{n \times r}, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k} \min _{A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Note that there are two different ways to implement algorithm FTEnsorLowRAnkBiCRITERIAQUADRATICRANK. We present the proofs for both of them here.

Approach I.

Proof. Let OPT $=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}$. According to Theorem 21.4.1, we know that there exists a sketching matrix $S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ where $s_{3}=O(k / \epsilon)$, such that

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\sum_{l=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{l} \otimes\left(A_{2} S_{2} X_{2}\right)_{l} \otimes\left(A_{3} S_{3} X_{3}\right)_{l}-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

```
Algorithm 21.6 Frobenius Norm Low Rank Approximation Algorithm, rank- \(O\left(k^{2} / \epsilon^{2}\right)\)
    procedure FTEnsorLowRankBicriteriaQuadraticRank \((A, n, k) \quad \triangleright\)
    Theorem 21.4.8
        \(s_{1} \leftarrow s_{2} \leftarrow O(k / \epsilon)\).
        Choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be a sketching matrix, \(\forall i \in[3]\). \(\triangleright\) Definition 21.3.12
        Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\).
        Form \(\widehat{U}\) by using \(A_{1} S_{1}\) according to Equation (21.9).
        Form \(\widehat{V}\) by using \(A_{2} S_{2}\) according to Equation (21.10).
        \(\widehat{W} \leftarrow\) FTEnSorMultipleRegression \(\left(A, \widehat{U}, \widehat{V}, n, n, s_{1} s_{2}\right) . \quad \triangleright\) Algorithm 21.4
        return \(\widehat{U}, \widehat{V}, \widehat{W}\).
    end procedure
    procedure FTensorLowRankBicriteriaQuadraticRank \((A, n, k) \quad \triangleright\)
    Theorem 21.4.8
        \(s_{1} \leftarrow s_{2} \leftarrow O(k / \epsilon)\).
        \(t_{1} \leftarrow t_{2} \leftarrow \operatorname{poly}(k / \epsilon)\).
        Choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be a Sketching matrix, \(\forall i \in[2]\). \(\triangleright\) Definition 21.3.12
        Choose \(T_{i} \in \mathbb{R}^{t_{i} \times n}\) to be a Sketching matrix, \(\forall i \in[2]\). \(\triangleright\) Definition 21.3.10
        Form \(\widehat{U}\) by using \(A_{1} S_{1}\) according to Equation (21.9).
        Form \(\widehat{V}\) by using \(A_{2} S_{2}\) according to Equation (21.10).
        Compute \(C \leftarrow A\left(T_{1}, T_{2}, I\right)\). \(\quad \triangleright C \in \mathbb{R}^{t_{1} \times t_{2} \times n}\)
        Compute \(B \leftarrow\left(T_{1} \widehat{U}\right)^{\top} \odot\left(T_{2} \widehat{V}\right)^{\top}\).
        \(\widehat{W} \leftarrow \underset{X \in \mathbb{R}^{n \times s_{1} s_{2}}}{\arg \min }\left\|X B-C_{3}\right\|_{F}^{2}\).
        return \(\widehat{U}, \widehat{V}, \widehat{W}\).
    end procedure
```

Now we fix an $l$ and we have:

$$
\begin{aligned}
& \left(A_{1} S_{1} X_{1}\right)_{l} \otimes\left(A_{2} S_{2} X_{2}\right)_{l} \otimes\left(A_{3} S_{3} X_{3}\right)_{l} \\
= & \left(\sum_{i=1}^{s_{1}}\left(A_{1} S_{1}\right)_{i}\left(X_{1}\right)_{i, l}\right) \otimes\left(\sum_{j=1}^{s_{2}}\left(A_{2} S_{2}\right)_{j}\left(X_{2}\right)_{j, l}\right) \otimes\left(A_{3} S_{3} X_{3}\right)_{l} \\
= & \sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}}\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j} \otimes\left(A_{3} S_{3} X_{3}\right)_{l}\left(X_{1}\right)_{i, l}\left(X_{2}\right)_{j, l}
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}}\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j} \otimes\left(\sum_{l=1}^{k}\left(A_{3} S_{3} X_{3}\right)_{l}\left(X_{1}\right)_{i, l}\left(X_{2}\right)_{j, l}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{21.7}
\end{equation*}
$$

We use matrices $A_{1} S_{1} \in \mathbb{R}^{n \times s_{1}}$ and $A_{2} S_{2} \in \mathbb{R}^{n \times s_{2}}$ to construct a matrix $B \in \mathbb{R}^{s_{1} s_{2} \times n^{2}}$ in the following way: each row of $B$ is the vector corresponding to the matrix generated by the $\otimes$ product between one column vector in $A_{1} S_{1}$ and the other column vector in $A_{2} S_{2}$, i.e.,

$$
\begin{equation*}
B^{i+(j-1) s_{1}}=\operatorname{vec}\left(\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j}\right), \forall i \in\left[s_{1}\right], j \in\left[s_{2}\right], \tag{21.8}
\end{equation*}
$$

where $\left(A_{1} S_{1}\right)_{i}$ denotes the $i$-th column of $A_{1} S_{1}$ and $\left(A_{2} S_{2}\right)_{j}$ denote the $j$-th column of $A_{2} S_{2}$.
We create matrix $\widehat{U} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying matrix $A_{1} S_{1} s_{2}$ times, i.e.,

$$
\widehat{U}=\left[\begin{array}{llll}
A_{1} S_{1} & A_{1} S_{1} & \cdots & A_{1} S_{1} \tag{21.9}
\end{array}\right] .
$$

We create matrix $\widehat{V} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying the $i$-th column of $A_{2} S_{2}$ a total of $s_{1}$ times, into columns $(i-1) s_{1}, \cdots, i s_{1}$ of $\widehat{V}$, for each $i \in\left[s_{2}\right]$, i.e.,

$$
\widehat{V}=\left[\begin{array}{llllllll}
\left(A_{2} S_{2}\right)_{1} & \cdots & \left(A_{2} S_{2}\right)_{1} & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{s_{2}} \tag{21.10}
\end{array} \cdots \quad\left(A_{2} S_{2}\right)_{s_{2}}\right] .
$$

Thus, we can use $\widehat{U}$ and $\widehat{V}$ to represent $B$,

$$
B=\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right) \in \mathbb{R}^{s_{1} s_{2} \times n^{2}}
$$

According to Equation (21.7), we have:

$$
\min _{W \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|W B-A_{3}\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} .
$$

Next, we want to find matrix $W \in \mathbb{R}^{n \times s_{1} s_{2}}$ by solving the following optimization problem,

$$
\min _{W \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|W B-A_{3}\right\|_{F}^{2}
$$

Note that $B$ has size $s_{1} s_{2} \times n^{2}$. Naïvely writing down $B$ already requires $\Omega\left(n^{2}\right)$ time. In order to achieve nearly linear time in $n$, we cannot write down $B$. We choose $S_{3} \in \mathbb{R}^{n_{1} n_{2} \times s_{3}}$ to be a TensorSketch (Definition 21.3.20). In order to solve multiple regression, we need to set $s_{3}=O\left(\left(s_{1} s_{2}\right)^{2}+\left(s_{1} s_{2}\right) / \epsilon\right)$. Let $\widehat{W}$ denote the optimal solution to $\left\|W B S_{3}-A_{3} S_{3}\right\|_{F}^{2}$. Then $\widehat{W}=\left(A_{3} S_{3}\right)\left(B S_{3}\right)^{\dagger}$. Since each row of $S_{3}$ has exactly 1 nonzero entry, $A_{3} S_{3}$ can be computed in $O(\operatorname{nnz}(A))$ time. Since $B=\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)$, according to Definition 21.3.20, $B S_{3}$ can be computed in $n \operatorname{poly}\left(s_{1} s_{2} / \epsilon\right)=n \operatorname{poly}(k / \epsilon)$ time. By Theorem 21.4.4, we have

$$
\left\|\widehat{W} B-A_{3}\right\|_{F}^{2} \leq(1+\epsilon) \min _{W \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|W B-A_{3}\right\|_{F}^{2}
$$

Thus, we have

$$
\|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

According to Definition 21.3.12, $A_{1} S_{1}, A_{2} S_{2}$ can be computed in $O(\mathrm{nnz}(A)+\operatorname{poly}(k / \epsilon))$ time. Te total running time is thus $O(\mathrm{nnz}(A)+\operatorname{poly}(k / \epsilon))$.

## Approach II.

Proof. Let OPT $=\min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}$. Choose sketching matrices (Definition 21.3.12) $S_{1} \in$ $\mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$, and sketching matrices (Definition 21.3.10) $T_{1} \in \mathbb{R}^{t_{1} \times n}$ and
$T_{2} \in \mathbb{R}^{t_{2} \times n}$ with $s_{1}=s_{2}=s_{3}=O(k / \epsilon), t_{1}=t_{2}=\operatorname{poly}(k / \epsilon)$. We create matrix $\widehat{U} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying matrix $A_{1} S_{1} s_{2}$ times, i.e.,

$$
\widehat{U}=\left[\begin{array}{llll}
A_{1} S_{1} & A_{1} S_{1} & \cdots & A_{1} S_{1}
\end{array}\right] .
$$

We create matrix $\widehat{V} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying the $i$-th column of $A_{2} S_{2}$ a total of $s_{1}$ times, into columns $(i-1) s_{1}, \cdots, i s_{1}$ of $\widehat{V}$, for each $i \in\left[s_{2}\right]$, i.e.,

$$
\left.\widehat{V}=\left[\begin{array}{llllllll}
\left(A_{2} S_{2}\right)_{1} & \cdots & \left(A_{2} S_{2}\right)_{1} & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{s_{2}}
\end{array} \cdots{ }^{\cdots} A_{2} S_{2}\right)_{s_{2}}\right] .
$$

As we proved in Approach I, we have

$$
\min _{X \in \mathbb{R}^{n \times s_{1} s_{2}}}\|\widehat{U} \otimes \widehat{V} \otimes X-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

Let $B=\left(\left(T_{1} \widehat{U}\right)^{\top} \odot\left(T_{2} \widehat{V}\right)^{\top}\right) \in \mathbb{R}^{s_{1} s_{2} \times t_{1} t_{2}}$, and flatten $A\left(T_{1}, T_{2}, I\right)$ along the third direction to obtain $C_{3} \in \mathbb{R}^{n \times t_{1} t_{2}}$. Let

$$
\widehat{W}=\underset{X \in \mathbb{R}^{n \times s_{1} s_{2}}}{\arg \min }\left\|T_{1} \widehat{U} \otimes T_{2} \widehat{V} \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{F}^{2}=\underset{X \in \mathbb{R}^{n \times s_{1} s_{2}}}{\arg \min }\left\|X B-C_{3}\right\|_{F}^{2}
$$

Let

$$
W^{*}=\underset{X \in \mathbb{R}^{n \times s_{1} s_{2}}}{\arg \min }\|\widehat{U} \otimes \widehat{V} \otimes X-A\|_{F}^{2}
$$

According to Lemma 21.4.6,

$$
\begin{aligned}
& \|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A\|_{F}^{2} \\
\leq & \frac{1}{1-\epsilon}\left\|T_{1} \widehat{U} \otimes T_{2} \widehat{V} \otimes \widehat{W}-A\left(T_{1}, T_{2}, I\right)\right\|_{F}^{2} \\
\leq & \frac{1}{1-\epsilon}\left\|T_{1} \widehat{U} \otimes T_{2} \widehat{V} \otimes W^{*}-A\left(T_{1}, T_{2}, I\right)\right\|_{F}^{2} \\
\leq & \frac{1+\epsilon}{1-\epsilon}\left\|\widehat{U} \otimes \widehat{V} \otimes W^{*}-A\right\|_{F}^{2} \\
\leq & \frac{(1+\epsilon)^{2}}{1-\epsilon} \mathrm{OPT} .
\end{aligned}
$$

According to Definition 21.3.12, $A_{1} S_{1}, A_{2} S_{2}$ can be computed in $O(\mathrm{nnz}(A)+\operatorname{poly}(k / \epsilon))$ time. The total running time is thus $O(\mathrm{nnz}(A)+\operatorname{poly}(k / \epsilon))$. Since $T_{1}, T_{2}$ are sparse embedding matrices, $T_{1} \widehat{U}, T_{2} \widehat{V}$ can be computed in $O(\operatorname{nnz}(A)+\operatorname{poly}(k / \epsilon))$ time. The total running time is in $O(\mathrm{nnz}(A)+\operatorname{poly}(k / \epsilon))$.

Theorem 21.4.9. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$ and any $0<\epsilon<1$, if $A_{k}$ exists then there is a randomized algorithm running in $\operatorname{nnz}(A)+n \cdot \operatorname{poly}(k / \epsilon)$ time which outputs a rank- $O\left(k^{2} / \epsilon^{2}\right)$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq(1+\epsilon)\left\|A-A_{k}\right\|_{F}^{2}$. If $A_{k}$ does not exist, then the algorithm outputs a rank- $O\left(k^{2} / \epsilon^{2}\right)$ tensor $B$ for which $\|A-B\|_{F}^{2} \leq$ $(1+\epsilon) \mathrm{OPT}+\gamma$, where $\gamma$ is an arbitrarily small positive function of $n$. In both cases, the algorithm succeeds with probability at least 9/10.

Proof. If $A_{k}$ exists, then the proof directly follows the proof of Theorem 21.4.1 and Theorem 21.4.8. If $A_{k}$ does not exist, then for any $\gamma>0$, there exist $U^{*} \in \mathbb{R}^{n \times k}, V^{*} \in \mathbb{R}^{n \times k}, W^{*} \in$ $\mathbb{R}^{n \times k}$ such that

$$
\left\|U^{*} \otimes V^{*} \otimes W^{*}-A\right\|_{F}^{2} \leq \inf _{\operatorname{rank}-k A^{\prime}}\left\|A-A^{\prime}\right\|_{F}^{2}+\frac{1}{10} \gamma
$$

Then we just regard $U^{*} \otimes V^{*} \otimes W^{*}$ as the "best" rank $k$ approximation to $A$, and follow the same argument as in the proof of Theorem 21.4.1 and the proof of Theorem 21.4.8. We can finally output a tensor $B \in \mathbb{R}^{n \times n \times n}$ with rank- $O\left(k^{2} / \epsilon^{2}\right)$ such that

$$
\begin{aligned}
\|B-A\|_{F}^{2} & \leq(1+\epsilon)\left\|U^{*} \otimes V^{*} \otimes W^{*}-A\right\|_{F}^{2} \\
& \leq(1+\epsilon)\left(\inf _{\operatorname{rank}-k}\left\|A-A^{\prime}\right\|_{F}^{2}+\frac{1}{10} \gamma\right) \\
& \leq(1+\epsilon) \inf _{\operatorname{rank}-k A^{\prime}}\left\|A-A^{\prime}\right\|_{F}^{2}+\gamma
\end{aligned}
$$

where the first inequality follows by the proof of Theorem 21.4.1 and the proof of theorem 21.4.8. The second inequality follows by our choice of $U^{*}, V^{*}, W^{*}$. The third inequality follows since $1+\epsilon<2$ and $\gamma>0$.

### 21.4.4.3 $\operatorname{poly}(k)$-approximation to multiple regression

Lemma 21.4.10 ((1.4) and (1.9) in [RV09]). Let $s \geq k$. Let $U \in \mathbb{R}^{n \times k}$ denote a matrix that has orthonormal columns, and $S \in \mathbb{R}^{s \times n}$ denote an i.i.d. $N(0,1 / s)$ Gaussian matrix. Then $S U$ is also an $s \times k$ i.i.d. Gaussian matrix with each entry draw from $N(0,1 / s)$, and furthermore, we have with arbitrarily large constant probability,

$$
\sigma_{\max }(S U)=O(1) \text { and } \sigma_{\min }(S U)=\Omega(1 / \sqrt{s})
$$

Proof. Note that $\sqrt{s}-\sqrt{k-1}=\frac{s-k-1}{\sqrt{s}+\sqrt{k-1}}=\Omega(1 / \sqrt{s})$.

Lemma 21.4.11. Given matrices $A \in \mathbb{R}^{n \times k}, B \in \mathbb{R}^{n \times d}$, let $S \in \mathbb{R}^{s \times n}$ denote a standard Gaussian $N(0,1)$ matrix with $s=k$. Let $X^{*}=\min _{X \in \mathbb{R}^{k \times d}}\|A X-B\|_{F}$. Let $X^{\prime}=\min _{X \in \mathbb{R}^{k \times d}} \| S A X-$ $S B \|_{F}$. Then, we have that

$$
\left\|A X^{\prime}-B\right\|_{F} \leq O(\sqrt{k})\left\|A X^{*}-B\right\|_{F},
$$

holds with probability at least 0.99.

Proof. Let $X^{*} \in \mathbb{R}^{k \times d}$ denote the optimal solution such that

$$
\left\|A X^{*}-B\right\|_{F}=\min _{X \in \mathbb{R}^{k \times d}}\|A X-B\|_{F} .
$$

Consider a standard Gaussian matrix $S \in \mathbb{R}^{k \times n}$ scaled by $1 / \sqrt{k}$ with exactly $k$ rows. Then for any $X \in \mathbb{R}^{k \times d}$, by the triangle inequality, we have

$$
\|S A X-S B\|_{F} \leq\left\|S A X-S A X^{*}\right\|_{F}+\left\|S A X^{*}-S B\right\|_{F}
$$

and

$$
\|S A X-S B\|_{F} \geq\left\|S A X-S A X^{*}\right\|_{F}-\left\|S A X^{*}-S B\right\|_{F}
$$

We first show how to bound $\left\|S A X-S A X^{*}\right\|_{F}$, and then show how to bound $\left\|S A X^{*}-S B\right\|_{F}$.
Note that Lemma 21.4.10 implies the following result,
Claim 21.4.12. For any $X \in \mathbb{R}^{k \times d}$, with probability 0.999 , we have

$$
\frac{1}{\sqrt{k}}\left\|A X-A X^{*}\right\|_{F} \lesssim\left\|S A X-S A X^{*}\right\|_{F} \lesssim\left\|A X-A X^{*}\right\|_{F}
$$

Proof. First, we can write $A=U R \in \mathbb{R}^{n \times k}$ where $U \in \mathbb{R}^{n \times k}$ has orthonormal columns and $R \in \mathbb{R}^{k \times k}$. It gives,

$$
\left\|S A X-S A X^{*}\right\|_{F}=\left\|S U\left(R X-R X^{*}\right)\right\|_{F}
$$

Second, applying Lemma 21.4.10 to $S U \in \mathbb{R}^{s \times k}$ completes the proof.

Using Markov's inequality, for any fixed matrix $A X^{*}-B$, choosing a Gaussian matrix $S$, we have that

$$
\left\|S A X^{*}-S B\right\|_{F}^{2}=O\left(\left\|A X^{*}-B\right\|_{F}^{2}\right)
$$

holds with probability at least 0.999 . This is equivalent to

$$
\begin{equation*}
\left\|S A X^{*}-S B\right\|_{F}=O\left(\left\|A X^{*}-B\right\|_{F}\right) \tag{21.11}
\end{equation*}
$$

holding with probability at least 0.999.
Let $X^{\prime}=\underset{X \in \mathbb{R}^{k \times d}}{\arg \min }\|S A X-S B\|_{F}$. Putting it all together, we have

$$
\begin{array}{rr} 
& \left\|A X^{\prime}-B\right\|_{F} \\
\leq & \left\|A X^{\prime}-A X^{*}\right\|_{F}+\left\|A X^{*}-B\right\|_{F} \\
\leq O(\sqrt{k})\left\|S A X^{\prime}-S A X^{*}\right\|_{F}+\left\|A X^{*}-B\right\|_{F} & \text { by triangle inequality } \\
\leq O(\sqrt{k})\left\|S A X^{\prime}-S B\right\|_{F}+O(\sqrt{k})\left\|S A X^{*}-S B\right\|_{F}+\left\|A X^{*}-B\right\|_{F} & \text { by Claim 21.4.12 } \\
\leq O(\sqrt{k})\left\|S A X^{*}-S B\right\|_{F}+O(\sqrt{k})\left\|S A X^{*}-S B\right\|_{F}+\left\|A X^{*}-B\right\|_{F} & \text { by definition of } X^{\prime} \\
\leq O(\sqrt{k})\left\|A X^{*}-B\right\|_{F} . & \text { by Equation (21.11) } \tag{21.11}
\end{array}
$$

by Claim 21.4.12

### 21.4.4.4 Algorithm II

Theorem 21.4.13. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=k^{2}$. There exists an algorithm which takes $O(\mathrm{nnz}(A) k)+n \operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that,

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F} \leq \operatorname{poly}(k) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}
$$

holds with probability 9/10.

Proof. Let OPT $=\min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{F}$, we fix $V^{*} \in \mathbb{R}^{n \times k}, W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution of the original problem. We use $Z_{1}=\left(V^{* \top} \odot W^{* \top}\right) \in \mathbb{R}^{k \times n^{2}}$ to denote the matrix where the $i$-th row is the vectorization of $V_{i}^{*} \otimes W_{i}^{*}$. Let $A_{1} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix
obtained by flattening tensor $A \in \mathbb{R}^{n \times n \times n}$ along the first direction. Then, we have

$$
\min _{U}\left\|U Z_{1}-A_{1}\right\|_{F} \leq \mathrm{OPT}
$$

Choosing an $N(0,1 / k)$ Gaussian sketching matrix $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ with $s_{1}=k$, we can obtain the smaller problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}
$$

Define $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. Define $\alpha=O(\sqrt{k})$. By Lemma 21.4.11, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F} \leq \alpha \mathrm{OPT}
$$

Second, we fix $\widehat{U}$ and $W^{*}$. Define $Z_{2}, A_{2}$ similarly as above. Choosing an $N(0,1 / k)$ Gaussian sketching matrix $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ with $s_{2}=k$, we can obtain another smaller problem,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}
$$

Define $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By Lemma 21.4.11 again, we have

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F} \leq \alpha^{2} \mathrm{OPT}
$$

Thus, we now have

$$
\min _{X_{1}, X_{2}, W}\left\|A_{1} S_{1} X_{1} \otimes A_{2} S_{2} X_{2} \otimes W-A\right\|_{F} \leq \alpha^{2} \mathrm{OPT}
$$

We use a similar idea as in the proof of Theorem 21.4.8. We create matrix $\widetilde{U} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying matrix $A_{1} S_{1} s_{2}$ times, i.e.,

$$
\widetilde{U}=\left[\begin{array}{llll}
A_{1} S_{1} & A_{1} S_{1} & \cdots & A_{1} S_{1}
\end{array}\right]
$$

We create matrix $\widetilde{V} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying the $i$-th column of $A_{2} S_{2}$ a total of $s_{1}$ times, into columns $(i-1) s_{1}, \cdots, i s_{1}$ of $\widetilde{V}$, for each $i \in\left[s_{2}\right]$, i.e.,

$$
\widetilde{V}=\left[\begin{array}{lllllllll}
\left(A_{2} S_{2}\right)_{1} & \cdots & \left(A_{2} S_{2}\right)_{1} & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{s_{2}} & \cdots
\end{array}\left(A_{2} S_{2}\right)_{s_{2}}\right] .
$$

We have

$$
\min _{X \in \mathbb{R}^{n \times s_{1} s_{2}}}\|\widetilde{U} \otimes \widetilde{V} \otimes X-A\|_{F} \leq \alpha^{2} \mathrm{OPT}
$$

Choose $T_{i} \in \mathbb{R}^{t_{i} \times n}$ to be a sparse embedding matrix (Definition 21.3.10) with $t_{i}=$ $\operatorname{poly}(k / \epsilon)$, for each $i \in[2]$. By applying Lemma 21.4.6, we have, if $W^{\prime}$ satisfies,

$$
\left\|T_{1} \widetilde{U} \otimes T_{2} \widetilde{V} \otimes W^{\prime}-A\left(T_{1}, T_{2}, I\right)\right\|_{F}=\min _{X \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|T_{1} \widetilde{U} \otimes T_{2} \widetilde{V} \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{F}
$$

then,

$$
\left\|\widetilde{U} \otimes \widetilde{V} \otimes W^{\prime}-A\right\|_{F} \leq(1+\epsilon) \min _{X \in \mathbb{R}^{n \times s_{1} s_{2}}}\|\widetilde{U} \otimes \widetilde{V} \otimes X-A\|_{F} \leq(1+\epsilon) \alpha^{2} \mathrm{OPT}
$$

Thus, we only need to solve

$$
\min _{X \in \mathbb{R}^{n \times s_{1} s_{2}}}\left\|T_{1} \widetilde{U} \otimes T_{2} \widetilde{V} \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{F}
$$

which is similar to the proof of Theorem 21.4.8. Therefore, we complete the proof of correctness. For the running time, $A_{1} S_{1}, A_{2} S_{2}$ can be computed in $O(\mathrm{nnz}(A) k)$ time, $T_{1} \widetilde{U}, T_{2} \widetilde{V}$ can be computed in $n$ poly $(k)$ time. The final regression problem can be computed in $n$ poly $(k)$ running time.

### 21.4.5 Generalized matrix row subset selection

Note that in this section, the notation $\Pi_{C, k}^{\xi}$ is given in Definition 21.3.5.

```
Algorithm 21.7 Generalized Matrix Row Subset Selection: Constructing \(R\) with \(r=O(k+\)
\(k / \epsilon)\) Rows and a rank- \(k U \in \mathbb{R}^{k \times r}\)
    procedure GeneralizedMatrixRowSubsetSelection \((A, C, n, m, k, \epsilon) \quad \triangleright\)
    Theorem 21.4.14
        \(Y, \Phi, \Delta \leftarrow \operatorname{ApproxSubSpaceSVD}(A, C, k) . \quad\) Claim 21.4.16 and Lemma 3.12 in
    [BW14]
        \(B \leftarrow Y \Delta\).
        \(Z_{2}, D \leftarrow \operatorname{QR}(B) . \quad \triangleright Z_{2} \in \mathbb{R}^{m \times k}, Z_{2}^{\top} Z_{2}=I_{k}, D \in \mathbb{R}^{k \times k}\)
        \(h_{2} \leftarrow 8 k \ln (20 k)\).
        \(\Omega_{2}, D_{2} \leftarrow\) RandSampling \(\left(Z_{2}, h_{2}, 1\right) \quad \triangleright\) Definition 3.6 in [BW14]
        \(M_{2} \leftarrow Z_{2}^{\top} \Omega_{2} D_{2} \in \mathbb{R}^{k \times h_{2}}\).
        \(U_{M_{2}}, \Sigma_{M_{2}}, V_{M_{2}}^{\top} \leftarrow \operatorname{SVD}\left(M_{2}\right) . \quad \triangleright \operatorname{rank}\left(M_{2}\right)=k\) and \(V_{M_{2}} \in \mathbb{R}^{h_{2} \times k}\)
        \(r_{1} \leftarrow 4 k\).
        \(S_{2} \leftarrow \operatorname{BSSSAmPLINGSPARSE}\left(V_{M_{2}},\left(\left(A^{\top}-A^{\top} Z_{2} Z_{2}^{\top}\right) \Omega_{2} D_{2}\right)^{\top}, r_{1}, 0.5\right) \triangleright\) Lemma 4.3 in
    [BW14]
        \(R_{1} \leftarrow\left(A^{\top} \Omega_{2} D_{2} S_{2}\right)^{\top} \in \mathbb{R}^{r_{1 \times n}}\) containing rescaled rows from \(A\).
        \(r_{2} \leftarrow 4820 k / \epsilon\).
        \(R_{2} \leftarrow \operatorname{AdAPtiveRowsSparse}\left(A, Z_{2}, R_{1}, r_{2}\right) \quad \triangleright\) Lemma 4.5 in [BW14]
        \(R \leftarrow\left[R_{1}^{\top}, R_{2}^{\top}\right]^{\top} . \quad \triangleright R \in \mathbb{R}^{\left(r_{1}+r_{2}\right) \times n}\) containing \(r=4 k+4820 k / \epsilon\) rescaled rows of \(A\).
        Choose \(W \in \mathbb{R}^{\xi \times m}\) to be a randomly chosen sparse subspace embedding with \(\xi=\)
    \(\Omega\left(k^{2} \epsilon^{-2}\right)\).
        \(U \leftarrow \Phi^{-1} \Delta D^{-1}\left(W C \Phi^{-1} \Delta D^{-1}\right)^{\dagger} W A R^{\dagger}=\Phi^{-1} \Delta \Delta^{\top}(W C)^{\dagger} W A R^{\dagger}\).
        return \(R, U\).
    end procedure
```

Theorem 21.4.14. Given matrices $A \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{n \times k}$, there exists an algorithm which takes $O(\mathrm{nnz}(A) \log n)+(m+n)$ poly $(k, 1 / \epsilon)$ time and outputs a diagonal matrix $D \in$ $\mathbb{R}^{n \times n}$ with $d=O(k / \epsilon)$ nonzeros (or equivalently a matrix $R$ that contains $d=O(k / \epsilon)$ rescaled
rows of $A$ ) and a matrix $U \in \mathbb{R}^{k \times d}$ such that

$$
\|C U D A-A\|_{F}^{2} \leq(1+\epsilon) \min _{X \in \mathbb{R}^{k \times m}}\|C X-A\|_{F}^{2}
$$

holds with probability . 99 .

Proof. This follows by combining Lemma 21.4.17 and 21.4.18. Let $U, R$ denote the output of procedure GeneralizedMatrixRowSubsetSelection,

$$
\begin{aligned}
\|A-C U R\|_{F}^{2} & \leq(1+\epsilon)\left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2} \\
& \leq(1+\epsilon)(1+60 \epsilon)\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2} \\
& \leq(1+130 \epsilon)\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2}
\end{aligned}
$$

Because $R$ is a subset of rows of $A$ and $R$ has size $O(k / \epsilon) \times m$, there must exist a diagonal matrix $D \in \mathbb{R}^{n \times n}$ with $O(k / \epsilon)$ nonzeros such that $R=D A$. This completes the proof.

Corollary 21.4.15 (A slightly different version of Theorem 21.4.14, faster running time, and small input matrix). Given matrices $A \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{n \times k}$, if $\min (m, n)=\operatorname{poly}(k, 1 / \epsilon)$, then there exists an algorithm which takes $O(\mathrm{nnz}(A))+(m+n) \operatorname{poly}(k, 1 / \epsilon)$ time and outputs a diagonal matrix $D \in \mathbb{R}^{n \times n}$ with $d=O(k / \epsilon)$ nonzeros (or equivalently a matrix $R$ that contains $d=O(k / \epsilon)$ rescaled rows of $A)$ and a matrix $U \in \mathbb{R}^{k \times d}$ such that

$$
\|C U D A-A\|_{F}^{2} \leq(1+\epsilon) \min _{X \in \mathbb{R}^{k \times m}}\|C X-A\|_{F}^{2}
$$

holds with probability . 99 .

Proof. The $\log n$ factor comes from the adaptive sampling where we need to choose a Gaussian matrix with $O(\log n)$ rows and compute $S A$. If $A$ has poly $(k, 1 / \epsilon)$ columns, it is sufficient
to choose $S$ to be a CountSketch matrix with $\operatorname{poly}(k, 1 / \epsilon)$ rows. Then, we do not need a $\log n$ factor in the running time. If $S$ has $\operatorname{poly}(k, 1 / \epsilon)$ rows, then we no longer need the matrix $S$.

Claim 21.4.16. Given matrices $A \in \mathbb{R}^{m \times n}$ and $C \in \mathbb{R}^{m \times c}$, let $Y \in \mathbb{R}^{m \times c}, \Phi \in \mathbb{R}^{c \times c}$ and $\Delta \in \mathbb{R}^{c \times k}$ denote the output of procedure $\operatorname{ApproxSubspaceSVD}(A, C, k, \epsilon)$. Then with probability .99, we have,

$$
\left\|A-Y \Delta \Delta^{\top} Y^{\top} A\right\|_{F}^{2} \leq(1+30 \epsilon)\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2}
$$

Proof. This follows by Lemma 3.12 in [BW14].
Lemma 21.4.17. The matrices $R$ and $Z_{2}$ in procedure GeneralizedMatrixRowSubSETSELECTION (Algorithm 21.7) satisfy with probability at least $0.17-2 / n$,

$$
\left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2} \leq\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2}+60 \epsilon\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2}
$$

Proof. We can show,

$$
\begin{aligned}
& \left\|A-Z_{2} Z_{2}^{\top} A\right\|_{F}^{2}+\frac{30 \epsilon}{4820}\left\|A-A R_{1}^{\dagger} R_{1}\right\|_{F}^{2} \\
= & \left\|A-B B^{\dagger} A\right\|_{F}^{2}+\frac{30 \epsilon}{4820}\left\|A-A R_{1}^{\dagger} R_{1}\right\|_{F}^{2} \\
\leq & \left\|A-B B^{\dagger} A\right\|_{F}^{2}+30 \epsilon\left\|A-A_{k}\right\|_{F}^{2} \\
\leq & \left\|A-Y \Delta \Delta^{\top} Y A\right\|_{F}^{2}+30 \epsilon\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2} \\
\leq & (1+30 \epsilon)\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2}+30 \epsilon\left\|A-\Pi_{C, k}^{F}(A)\right\|_{F}^{2},
\end{aligned}
$$

where the first step follows by the fact that $Z_{2} Z_{2}^{\top}=Z_{2} D D^{-1} Z_{2}^{\top}=\left(Z_{2} D\right)\left(Z_{2} D\right)^{\dagger}=B B^{\dagger}$, the second step follows by $\left\|A-A R_{1}^{\dagger} R_{1}\right\|_{F}^{2} \leq 4820\left\|A-A_{k}\right\|_{F}^{2}$, the third step follows by $B=Y \Delta$ and $B^{\dagger}=(Y \Delta)^{\dagger}=\Delta^{\dagger} Y^{\dagger}=\Delta^{\top} Y^{\top}$, and the last step follows by Claim 21.4.16.

Lemma 21.4.18. The matrices $C, U$ and $R$ in procedure GeneralizedMatrixRowSubSETSELECTION (Algorithm 21.7) satisfy that

$$
\|A-C U R\|_{F}^{2} \leq(1+\epsilon)\left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2}
$$

with probability at least .99.

Proof. Let $U_{R}, \Sigma_{R}, V_{R}$ denote the SVD of $R$. Then $V_{R} V_{R}^{\top}=R^{\dagger} R$.
We define $Y^{*}$ to be the optimal solution of

$$
\min _{X \in \mathbb{R}^{k \times r}}\left\|W A V_{R} V_{R}^{\top}-W C \Phi^{-1} \Delta D^{-1} Y R\right\|_{F}^{2}
$$

We define $\widehat{X}^{*}$ to be $Y^{*} R \in \mathbb{R}^{k \times n}$, which is also equivalent to defining $\widehat{X}^{*}$ to be the optimal solution of

$$
\min _{X \in \mathbb{R}^{k \times n}}\left\|W A V_{R} V_{R}^{\top}-W C \Phi^{-1} \Delta D^{-1} X\right\|_{F}^{2}
$$

Furthermore, it implies $\widehat{X}^{*}=\left(W C \Phi^{-1} \Delta D^{-1}\right)^{\dagger} W A V_{R} V_{R}^{\dagger}$.
We also define $X^{*}$ to be the optimal solution of

$$
\min _{X \in \mathbb{R}^{k \times n}}\left\|A V_{R} V_{R}^{\dagger}-C \Phi^{-1} \Delta D^{-1} X\right\|_{F}^{2}
$$

which implies that,

$$
X^{*}=\left(C \Phi^{-1} \Delta D^{-1}\right)^{\dagger} A V_{R} V_{R}^{\top}=Z_{2}^{\top} A V_{R} V_{R}^{\top}
$$

Now, we start to prove an upper bound on $\|A-C U R\|_{F}^{2}$,

$$
\begin{array}{rlr}
\|A-C U R\|_{F}^{2} & =\left\|A-C \Phi^{-1} \Delta D^{-1} Y^{*} R\right\|_{F}^{2} & \text { by definition of } U \\
& =\left\|A-C \Phi^{-1} \Delta D^{-1} \widehat{X}^{*}\right\|_{F}^{2} & \text { by } \widehat{X}^{*}=Y^{*} R \\
& =\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} \widehat{X}^{*}+A-A V_{R} V_{R}^{\top}\right\|_{F}^{2} & \\
& =\underbrace{\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} \widehat{X}^{*}\right\|_{F}^{2}}_{\alpha}+\underbrace{\left\|A-A V_{R} V_{R}^{\top}\right\|_{F}^{2}}_{\beta}, \tag{21.12}
\end{array}
$$

where the last step follows by $\widehat{X}^{*}=M V_{R}^{\top}, A-A V_{R} V_{R}^{\top}=A\left(I-V_{R} V_{R}^{\top}\right)$ and the Pythagorean theorem. We show how to upper bound the term $\alpha$,

$$
\begin{align*}
\alpha & \leq(1+\epsilon)\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2} \\
& =\epsilon\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2}+\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2} \\
& =\epsilon\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2}+\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1}\left(Z_{2}^{\top} A R^{\dagger} R\right)\right\|_{F}^{2} . \tag{21.13}
\end{align*}
$$

by Lemma 21.4.19

By the Pythagorean theorem and the definition of $Z_{2}$ (which means $Z_{2}=C \Phi^{-1} \Delta D^{-1}$ ), we have,

$$
\begin{align*}
& \left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1}\left(Z_{2}^{\top} A R^{\dagger} R\right)\right\|_{F}^{2}+\beta \\
= & \left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1}\left(Z_{2}^{\top} A R^{\dagger} R\right)\right\|_{F}^{2}+\left\|A-A V_{R} V_{R}^{\top}\right\|_{F}^{2} \\
= & \left\|A-C \Phi^{-1} \Delta D^{-1}\left(Z_{2}^{\top} A R^{\dagger} R\right)\right\|_{F}^{2} \\
= & \left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2} . \tag{21.14}
\end{align*}
$$

Combining Equations (21.12), (21.13) and (21.14) together, we obtain,

$$
\|A-C U R\|_{F}^{2} \leq \epsilon\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2}+\left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2} .
$$

We want to show $\left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2} \leq\left\|A-Z_{2} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2}$,

$$
\begin{aligned}
& \left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} X^{*}\right\|_{F}^{2} \\
= & \left\|A V_{R} V_{R}^{\top}-C \Phi^{-1} \Delta D^{-1} Z_{2}^{\top} A V_{R} V_{R}^{\top}\right\|_{F}^{2} \\
\leq\left\|A-C \Phi^{-1} \Delta D^{-1} Z_{2}^{\top} A\right\|_{F}^{2} & \text { by } X^{*}=Z_{2}^{\top} A V_{R} V_{R}^{\top} \\
\leq & \left\|A-C \Phi^{-1} \Delta D^{-1} Z_{2}^{\top} A R^{\dagger} R\right\|_{F}^{2} \\
= & \text { by properties of projections } \\
= & \text { by properties of projections } \\
Z_{2} Z_{2}^{\top} A R^{\dagger} R \|_{F}^{2} . & \text { by } Z_{2}=C \Phi^{-1} \Delta D^{-1}
\end{aligned}
$$

This completes the proof.
Lemma 21.4.19 ([CW13]). Let $A \in \mathbb{R}^{n \times d}$ have rank $\rho$ and $B \in \mathbb{R}^{n \times r}$. Let $W \in \mathbb{R}^{r \times n}$ be a randomly chosen sparse subspace embedding with $r=\Omega\left(\rho^{2} \epsilon^{-2}\right)$. Let $\widehat{X}^{*}=\underset{X \in \mathbb{R}^{d \times r}}{\arg \min } \| W A X-$ $W B \|_{F}^{2}$ and let $X^{*}=\underset{X \in \mathbb{R}^{d \times r}}{\arg \min }\|A X-B\|_{F}^{2}$. Then with probability at least .99,

$$
\left\|A \widetilde{X}^{*}-B\right\|_{F}^{2} \leq(1+\epsilon)\left\|A X^{*}-B\right\|_{F}^{2}
$$

### 21.4.6 Column, row, and tube subset selection, ( $1+\epsilon$ )-approximation

```
Algorithm 21.8 Frobenius Norm Tensor Column, Row and Tube Subset Selection, Poly-
nomial Time
    procedure \(\operatorname{FCRTSELECTION}(A, n, k, \epsilon) \quad \triangleright\) Theorem 21.4.20
        \(s_{1} \leftarrow s_{2} \leftarrow O(k / \epsilon)\).
        Choose a Gaussian matrix \(S_{1}\) with \(s_{1}\) columns. \(\triangleright\) Definition 21.3.12
        Choose a Gaussian matrix \(S_{2}\) with \(s_{2}\) columns. \(\triangleright\) Definition 21.3.12
        Form matrix \(Z_{3}^{\prime}\) by setting the \((i, j)\)-th row to be the vectorization of \(\left(A_{1} S_{1}\right)_{i} \otimes\)
    \(\left(A_{2} S_{2}\right)_{j}\).
    \(D_{3} \leftarrow\) GEnERALIZEDMATRIXROWSUBSETSELECTION \(\left(A_{3}^{\top},\left(Z_{3}^{\prime}\right)^{\top}, n^{2}, n, s_{1} s_{2}, \epsilon\right) . \quad \triangleright\)
    Algorithm 21.7
    Let \(d_{3}\) denote the number of nonzero entries in \(D_{3}\). \(\triangleright d_{3}=O\left(s_{1} s_{2} / \epsilon\right)\)
    Form matrix \(Z_{2}^{\prime}\) by setting the \((i, j)\)-th row to be the vectorization of \(\left(A_{1} S_{1}\right)_{i} \otimes\)
    \(\left(A_{3} S_{3}^{\prime}\right)_{j}\).
    \(D_{2} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{2}^{\top},\left(Z_{2}^{\prime}\right)^{\top}, n^{2}, n, s_{1} d_{3}, \epsilon\right)\).
    Let \(d_{2}\) denote the number of nonzero entries in \(D_{2}\). \(\quad \triangleright d_{2}=O\left(s_{1} d_{3} / \epsilon\right)\)
    Form matrix \(Z_{1}^{\prime}\) by setting the \((i, j)\)-th row to be the vectorization of \(\left(A_{2} D_{2}\right)_{i} \otimes\)
    \(\left(A_{3} D_{3}\right)_{j}\).
    \(D_{1} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{1}^{\top},\left(Z_{1}^{\prime}\right)^{\top}, n^{2}, n, d_{2} d_{3}, \epsilon\right)\).
    Let \(d_{1}\) denote the number of nonzero entries in \(D_{1}\). \(\quad \triangleright d_{1}=O\left(d_{2} d_{3} / \epsilon\right)\)
    \(C \leftarrow A_{1} D_{1}, R \leftarrow A_{2} D_{2}\) and \(T \leftarrow A_{3} D_{3}\).
    return \(C, R\) and \(T\).
    end procedure
```

We provide two bicriteria CURT results in this Section. We first present a warm-up result. That result (Theorem 21.4.20) does not output tensor $U$ and only guarantees that there is a rank-poly $(k / \epsilon)$ tensor $U$. Then we show the second result (Theorem 21.4.21), our second result is able to output tensor $U$. The $U$ has rank poly $(k / \epsilon)$, but not $k$.

Theorem 21.4.20. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n$ poly $(k, 1 / \epsilon)$ time and outputs three matrices: $C \in \mathbb{R}^{n \times c}$, a subset of columns of $A, R \in \mathbb{R}^{n \times r}$ a subset of rows of $A$, and $T \in \mathbb{R}^{n \times t}$, a subset of tubes
of $A$ where $c=r=t=\operatorname{poly}(k, 1 / \epsilon)$, and there exists a tensor $U \in \mathbb{R}^{c \times r \times t}$ such that

$$
\left\|\left(\left(\left(U \cdot T^{\top}\right)^{\top} \cdot R^{\top}\right)^{\top} \cdot C^{\top}\right)^{\top}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

or equivalently,

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. We mainly analyze Algorithm 21.8 and it is easy to extend to Algorithm 21.9.
We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$. We define $Z_{1} \in \mathbb{R}^{k \times n^{2}}$ where the $i$-th row of $Z_{1}$ is the vector $V_{i} \otimes W_{i}$. Choose sketching (Gaussian) matrix $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ (Definition 21.3.12), and let $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Following a similar argument as in the previous theorem, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

We fix $\widehat{U}$ and $W^{*}$. We define $Z_{2} \in \mathbb{R}^{k \times n^{2}}$ where the $i$-th row of $Z_{2}$ is the vector $\widehat{U}_{i} \otimes$ $W_{i}^{*}$. Choose sketching (Gaussian) matrix $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ (Definition 21.3.12), and let $\widehat{V}=$ $A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Following a similar argument as in the previous theorem, we have

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

We fix $\widehat{U}$ and $\widehat{V}$. Note that $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$ and $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. We define $Z_{3} \in \mathbb{R}^{k \times n^{2}}$ such that the $i$-th row of $Z_{3}$ is the vector $\widehat{U}_{i} \otimes \widehat{V}_{i}$. Let $z_{3}=s_{1} \cdot s_{2}$. We define
$Z_{3}^{\prime} \in \mathbb{R}^{z_{3} \times n^{2}}$ such that, $\forall i \in\left[s_{1}\right], \forall j \in\left[s_{2}\right]$, the $i+(j-1) s_{1}$-th row of $Z_{3}^{\prime}$ is the vector $\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j}$. We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}, X \in \mathbb{R}^{k \times z_{3}}}\left\|W X Z_{3}^{\prime}-A_{3}\right\|_{F}^{2} \leq \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

Using Theorem 21.4.14, we can find a diagonal matrix $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{3}=$ $O\left(z_{3} / \epsilon\right)=O\left(k^{2} / \epsilon^{3}\right)$ nonzero entries such that

$$
\min _{X \in \mathbb{R}^{d_{3} \times z_{3}}}\left\|A_{3} D_{3} X Z_{3}^{\prime}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT}
$$

In the following, we abuse notation and let $A_{3} D_{3} \in \mathbb{R}^{n \times d_{3}}$ by deleting zero columns. Let $W^{\prime}$ denote $A_{3} D_{3} \in \mathbb{R}^{n \times d_{3}}$. Then,

$$
\min _{X \in \mathbb{R}^{d_{3} \times z_{3}}}\left\|W^{\prime} X Z_{3}^{\prime}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT}
$$

We fix $\widehat{U}$ and $W^{\prime}$. Let $z_{2}=s_{1} \cdot d_{3}$. We define $Z_{2}^{\prime} \in \mathbb{R}^{z_{2} \times n^{2}}$ such that, $\forall i \in\left[s_{1}\right], \forall j \in\left[d_{3}\right]$, the $i+(j-1) s_{1}$-th row of $Z_{2}^{\prime}$ is the vector $\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{3} D_{3}\right)_{j}$.

Using Theorem 21.4.14, we can find a diagonal matrix $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{2}=$ $O\left(z_{2} / \epsilon\right)=O\left(s_{1} d_{3} / \epsilon\right)=O\left(k^{3} / \epsilon^{5}\right)$ nonzero entries such that

$$
\min _{X \in \mathbb{R}^{d_{2} \times z_{2}}}\left\|A_{2} D_{2} X Z_{2}^{\prime}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{4} \mathrm{OPT}
$$

Let $V^{\prime}$ denote $A_{2} D_{2}$. Then,

$$
\min _{X \in \mathbb{R}^{d_{2} \times z_{2}}}\left\|V^{\prime} X Z_{2}^{\prime}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{4} \mathrm{OPT}
$$

We fix $V^{\prime}$ and $W^{\prime}$. Let $z_{1}=d_{2} \cdot d_{3}$. We define $Z_{1}^{\prime} \in \mathbb{R}^{z_{1} \times n^{2}}$ such that, $\forall i \in\left[d_{2}\right], \forall j \in$ $\left[d_{3}\right]$, the $i+(j-1) s_{1}$-th row of $Z_{1}^{\prime}$ is the vector $\left(A_{2} D_{2}\right)_{i} \otimes\left(A_{3} D_{3}\right)_{j}$.

Using Theorem 21.4.14, we can find a diagonal matrix $D_{1} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{1}=$ $O\left(z_{1} / \epsilon\right)=O\left(d_{2} d_{3} / \epsilon\right)=O\left(k^{5} / \epsilon^{9}\right)$ nonzero entries such that

$$
\min _{X \in \mathbb{R}^{d_{1} \times z_{1}}}\left\|A_{1} D_{1} X Z_{1}^{\prime}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon)^{5} \mathrm{OPT}
$$

Let $U^{\prime}$ denote $A_{1} D_{1}$. Then,

$$
\min _{X \in \mathbb{R}^{d_{1} \times z_{1}}}\left\|U^{\prime} X Z_{1}^{\prime}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon)^{5} \text { OPT } .
$$

Putting $U^{\prime}, V^{\prime}, W^{\prime}$ all together, we complete the proof.
All the above analysis gives the running time $O(\mathrm{nnz}(A)) \log n+n^{2}$ poly $(\log n, k, 1 / \epsilon)$. To improve the running time, we need to use Algorithm 21.9, the similar analysis will go through, the running time will be improved to $O(\operatorname{nnz}(A)+n$ poly $(k, 1 / \epsilon))$, but the sample complexity of $c, r, k$ will be slightly worse (poly $\log$ factors).

Theorem 21.4.21. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A)+n$ poly $(k, 1 / \epsilon))$ time and outputs three matrices: $C \in \mathbb{R}^{n \times c}$, a subset of columns of $A, R \in \mathbb{R}^{n \times r}$ a subset of rows of $A$, and $T \in \mathbb{R}^{n \times t}$, a subset of tubes of $A$, together with a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k^{\prime}$ where $c=r=t=\operatorname{poly}(k, 1 / \epsilon)$ and $k^{\prime}=\operatorname{poly}(k, 1 / \epsilon)$ such that

$$
\|U(C, R, T)-A\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2},
$$

or equivalently,

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. The proof follows by combining Theorem 21.1.1 and Theorem 21.1.3 directly.

```
Algorithm 21.9 Frobenius Norm Tensor Column, Row and Tube Subset Selection, Input
Sparsity Time
    procedure FCRTSELECTION \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.4.20
    \(s_{1} \leftarrow s_{2} \leftarrow O(k / \epsilon)\).
    \(\epsilon_{0} \leftarrow 0.001\).
    Choose a Gaussian matrix \(S_{1}\) with \(s_{1}\) columns. \(\triangleright\) Definition 21.3.12
    Choose a Gaussian matrix \(S_{2}\) with \(s_{2}\) columns. \(\triangleright\) Definition 21.3.12
    Form matrix \(B_{1}\) by setting \((i, j)\)-th column to be \(\left(A_{1} S_{1}\right)_{i}\).
    Form matrix \(B_{2}\) by setting \((i, j)\)-th column to be \(\left(A_{2} S_{2}\right)_{j}\). \(\quad \triangleright Z_{3}^{\prime}=B_{1}^{\top} \odot B_{2}^{\top}\)
    \(d_{3} \leftarrow O\left(s_{1} s_{2} \log \left(s_{1} s_{2}\right)+\left(s_{1} s_{2} / \epsilon\right)\right)\).
    \(D_{3} \leftarrow \operatorname{FASTTENSORLEVERAGESCOREGENERALORDER}\left(B_{1}^{\top}, B_{2}^{\top}, n, n, s_{1} s_{2}, \epsilon_{0}, d_{1}\right) . \triangleright\)
    Algorithm 21.15
        Form matrix \(B_{1}\) by setting \((i, j)\)-th column to be \(\left(A_{1} S_{1}\right)_{i}\).
        Form matrix \(B_{3}\) by setting \((i, j)\)-th column to be \(\left(A_{3} D_{3}\right)_{j}\). \(\quad \triangleright Z_{2}^{\prime}=B_{1}^{\top} \odot B_{3}^{\top}\)
        \(d_{2} \leftarrow O\left(s_{1} d_{3} \log \left(s_{1} d_{3}\right)+\left(s_{1} d_{3} / \epsilon\right)\right)\).
        \(D_{2} \leftarrow \operatorname{FastTEnsorLEVERAGESCOREGENERALORDER}\left(B_{1}^{\top}, B_{3}^{\top}, n, n, s_{1} d_{3}, \epsilon_{0}, d_{2}\right)\).
        Form matrix \(B_{2}\) by setting \((i, j)\)-th column to be \(\left(A_{2} D_{2}\right)_{i}\).
        Form matrix \(B_{3}\) by setting \((i, j)\)-th column to be \(\left(A_{3} D_{3}\right)_{j}\). \(\quad \triangleright Z_{1}^{\prime}=B_{2}^{\top} \odot B_{3}^{\top}\)
        \(d_{1} \leftarrow O\left(d_{2} d_{3} \log \left(d_{2} d_{3}\right)+\left(d_{2} d_{3} / \epsilon\right)\right)\).
        \(D_{1} \leftarrow \operatorname{FastTensorLeverageScoreGEneralOrder}\left(B_{2}^{\top}, B_{3}^{\top}, n, n, d_{2} d_{3}, \epsilon_{0}, d_{1}\right)\).
        \(C \leftarrow A_{1} D_{1}, R \leftarrow A_{2} D_{2}\) and \(T \leftarrow A_{3} D_{3}\).
        return \(C, R\) and \(T\).
    end procedure
```


### 21.4.7 CURT decomposition, $(1+\epsilon)$-approximation

### 21.4.7.1 Properties of leverage score sampling and BSS sampling

Notice that, the BSS algorithm is a deterministic procedure developed in [BSS12] for selecting rows from a matrix $A \in \mathbb{R}^{n \times d}$ (with $\|A\|_{2} \leq 1$ and $\|A\|_{F}^{2} \leq k$ ) using a selection matrix $S$ so that

$$
\left\|A^{\top} S^{\top} S A-A^{\top} A\right\|_{2} \leq \epsilon
$$

The algorithm runs in poly $(n, d, 1 / \epsilon)$ time. Using the ideas from [BW14] and [CEM $\left.{ }^{+} 15\right]$, we are able to reduce the number of nonzero entries from $O\left(\epsilon^{-2} k \log k\right)$ to $O\left(\epsilon^{-2} k\right)$, and also improve the running time to input sparsity.

Lemma 21.4.22 (Leverage score preserves subspace embedding - Theorem 2.11 in [Woo14b]). Given a rank- $k$ matrix $A \in \mathbb{R}^{n \times d}$, via leverage score sampling, we can obtain a diagonal matrix $D$ with $m$ nonzero entries such that, letting $B=D A$, if $m=O\left(\epsilon^{-2} k \log k\right)$, then, with probability at least 0.999 , for all $x \in \mathbb{R}^{d}$,

$$
(1-\epsilon)\|A x\|_{2} \leq\|B x\|_{2} \leq(1+\epsilon)\|A x\|_{2}
$$

Lemma 21.4.23. Given a rank- $k$ matrix $A \in \mathbb{R}^{n \times d}$, there exists an algorithm that runs in $O(\operatorname{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time and outputs a matrix $B$ containing $O\left(\epsilon^{-2} k \log k\right)$ re-weighted rows of $A$, such that with probability at least 0.999 , for all $x \in \mathbb{R}^{d}$,

$$
(1-\epsilon)\|A x\|_{2} \leq\|B x\|_{2} \leq(1+\epsilon)\|A x\|_{2}
$$

Proof. We choose a sparse embedding matrix (Definition 21.3.10) $\Pi \in \mathbb{R}^{d \times s}$ with $s=$ $\operatorname{poly}(k / \epsilon)$. With probability at least $0.999, \Pi^{\top}$ is a subspace embedding of $A^{\top}$. Thus, $\operatorname{rank}(A \Pi)=\operatorname{rank}(A)$. Also, the leverage scores of $A \Pi$ are the same as those of $A$. Thus, we can compute the leverage scores of $A \Pi$. The running time of computing $A \Pi$ is $O(\mathrm{nnz}(A))$. Thus the total running time is $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$.

Lemma 21.4.24. Let $B$ denote a matrix which contains $O\left(\epsilon^{-2} k \log k\right)$ rows of $A \in \mathbb{R}^{n \times d}$. Choosing $\Pi$ to be a sparse subspace embedding matrix of size $d \times O\left(\epsilon^{-6}(k \log k)^{2}\right)$, with probability at least 0.999,

$$
\left\|B \Pi \Pi^{\top} B^{\top}-B B^{\top}\right\|_{2} \leq \epsilon\|B\|_{2}^{2}
$$

Combining Lemma 21.4.23, 21.4.24 and the BSS algorithm, we obtain:

Lemma 21.4.25. Given a rank- $k$ matrix $A \in \mathbb{R}^{n \times d}$, there exists an algorithm that runs in $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time and outputs a sampling and rescaling diagonal matrix $S$ that selects $O\left(\epsilon^{-2} k\right)$ re-weighted rows of $A$, such that, with probability at least 0.999,

$$
\left\|A^{\top} S^{\top} S A-A^{\top} A\right\|_{2} \leq \epsilon\|A\|_{2}^{2}
$$

or equivalently, for all $x \in \mathbb{R}^{d}$,

$$
(1-\epsilon)\|A x\|_{2} \leq\|S A x\|_{2} \leq(1+\epsilon)\|A x\|_{2}
$$

Proof. Using Lemma 21.4.23, we can obtain $B$. Then we apply a sparse subspace embedding matrix $\Pi$ on the right of $B$. At the end, we run the BSS algorithm on $B \Pi$ and we are able to output $O\left(\epsilon^{-2} k\right)$ re-weighted rows of $B \Pi$. Using these rows, we are able to determine $O\left(\epsilon^{-2} k\right)$ re-weighted rows of $A$.

### 21.4.7.2 Row sampling for linear regression

Theorem 21.4.26 (Theorem 5 in [CNW15]). We are given $A \in \mathbb{R}^{n \times d}$ with $\|A\|_{2}^{2} \leq 1$ and $\|A\|_{F}^{2} \leq k$, and an $\epsilon \in(0,1)$. There exists a diagonal matrix $S$ with $O\left(k / \epsilon^{2}\right)$ nonzero entries such that

$$
\left\|(S A)^{\top} S A-A^{\top} A\right\|_{2} \leq \epsilon
$$

Corollary 21.4.27. Given a rank-k matrix $A \in \mathbb{R}^{n \times d}$, vector $b \in \mathbb{R}^{n}$, and parameter $\epsilon>0$, let $U \in \mathbb{R}^{n \times(k+1)}$ denote an orthonormal basis of $[A, b]$. Let $S \in \mathbb{R}^{n \times n}$ denote a sampling and rescaling diagonal matrix according to Leverage score sampling and sparse BSS sampling of
$U$ with $m$ nonzero entries. If $m=O(k)$, then $S$ is a $(1 \pm 1 / 2)$ subspace embedding for $U$; if $m=O(k / \epsilon)$, then $S$ satisfies $\sqrt{\epsilon}$-operator norm approximate matrix product for $U$.

Proof. This follows by Lemma 21.4.22, Lemma 21.4.24 and Theorem 21.4.26.

Lemma 21.4.28 ([NW14]). Given $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, let $S \in \mathbb{R}^{n \times n}$ denote a sampling and rescaling diagonal matrix. Let $x^{*}$ denote $\arg \min _{x}\|A x-b\|_{2}^{2}$ and $x^{\prime}$ denote $\arg \min _{x} \| S A x-$ $S b \|_{2}^{2}$. If $S$ is a $(1 \pm 1 / 2)$ subspace embedding for the column span of $A$, and $\epsilon^{\prime}(=\sqrt{\epsilon})$-operator norm approximate matrix product for $U$ adjoined with $b-A x^{*}$, then, with probability at least .999,

$$
\left\|A x^{\prime}-b\right\|_{2}^{2} \leq(1+\epsilon)\left\|A x^{*}-b\right\|_{2}^{2} .
$$

Proof. We define OPT $=\min _{x}\|A x-b\|_{2}$. We define $x^{\prime}=\underset{x}{\arg \min }\|S A x-S b\|_{2}^{2}$ and $x^{*}=$ $\arg \min \|A x-b\|_{2}^{2}$. Let $w=b-A x^{*}$. Let $U$ denote an orthonormal basis of $A$. We can write $A x^{\prime}-A x^{*}=U \beta$. Then, we have,

$$
\begin{array}{rlr}
\left\|A x^{\prime}-b\right\|_{2}^{2} & =\left\|A x^{\prime}-A x^{*}+A A^{\dagger} b-b\right\|_{2}^{2} & \text { by } x^{*}=A^{\dagger} b \\
& =\left\|U \beta+\left(U U^{\top}-I\right) b\right\|_{2}^{2} & \\
& =\left\|A x^{*}-A x^{\prime}\right\|_{2}^{2}+\left\|A x^{*}-b\right\|_{2}^{2} \quad \text { by Pythagorean Theorem } \\
& =\|U \beta\|_{2}^{2}+\mathrm{OPT}^{2} & \\
& =\|\beta\|_{2}^{2}+\mathrm{OPT}^{2} . &
\end{array}
$$

If S is a $(1 \pm 1 / 2)$ subspace embedding for $U$, then we can show

$$
\begin{aligned}
& \|\beta\|_{2}-\left\|U^{\top} S^{\top} S U \beta\right\|_{2} \\
\leq & \left\|\beta-U^{\top} S^{\top} S U \beta\right\|_{2} \\
= & \left\|\left(I-U^{\top} S^{\top} S U\right) \beta\right\|_{2} \\
\leq & \left\|I-U^{\top} S^{\top} S U\right\|_{2} \cdot\|\beta\|_{2} \\
\leq & \frac{1}{2}\|\beta\|_{2} .
\end{aligned}
$$

$$
\leq\left\|\beta-U^{\top} S^{\top} S U \beta\right\|_{2} \quad \text { by triangle inequality }
$$

Thus, we obtain

$$
\left\|U^{\top} S^{\top} S U \beta\right\|_{2} \geq\|\beta\|_{2} / 2
$$

Next, we can show

$$
\begin{aligned}
\left\|U^{\top} S^{\top} S U \beta\right\|_{2} & =\left\|U^{\top} S^{\top} S\left(A x^{\prime}-A x^{*}\right)\right\|_{2}^{2} & & \\
& =\left\|U^{\top} S^{\top} S\left(A(S A)^{\dagger} S b-A x^{*}\right)\right\|_{2} & & \text { by } x^{\prime}=(S A)^{\dagger} S b \\
& =\left\|U^{\top} S^{\top} S\left(b-A x^{*}\right)\right\|_{2} & & \text { by } S A(S A)^{\dagger}=I \\
& =\left\|U^{\top} S^{\top} S w\right\|_{2} . & & \text { by } w=b-A x^{*}
\end{aligned}
$$

We define $U^{\prime}=\left[\begin{array}{ll}U & w /\|w\|_{2}\end{array}\right]$. We define $X$ and $y$ to satisfy $U=U^{\prime} X$ and $w=U^{\prime} y$. Then,
we have

$$
\begin{aligned}
& \left\|U^{\top} S^{\top} S w\right\|_{2} \\
= & \left\|U^{\top} S^{\top} S w-U^{\top} w\right\|_{2} \\
= & \left\|X^{\top} U^{\prime \top} S^{\top} S U^{\prime} y-X^{\top} U^{\prime \top} U^{\prime} y\right\|_{2} \\
= & \left\|X^{\top}\left(U^{\prime \top} S^{\top} S U^{\prime}-I\right) y\right\|_{2} \\
\leq & \|X\|_{2} \cdot\left\|U^{\prime \top} S^{\top} S U^{\prime}-I\right\|_{2} \cdot\|y\|_{2} \\
\leq & \epsilon^{\prime}\|X\|_{2}\|y\|_{2} \\
= & \epsilon^{\prime}\|U\|_{2}\|w\|_{2} \\
= & \epsilon^{\prime} \mathrm{OPT},
\end{aligned} \quad \text { by } U^{\top} w=0
$$

where the fifth inequality follows since $S$ satisfies $\epsilon^{\prime}$-operator norm approximate matrix product for the column span of $U$ adjoined with $w$.

Putting it all together, we have

$$
\begin{array}{rlr}
\left\|A x^{\prime}-b\right\|_{2}^{2} & =\left\|A x^{*}-b\right\|_{2}^{2}+\left\|A x^{*}-A x^{\prime}\right\|_{2}^{2} & \\
& =\mathrm{OPT}^{2}+\|\beta\|_{2}^{2} & \\
& \leq \mathrm{OPT}^{2}+4\left\|U^{\top} S^{\top} S w\right\|_{2}^{2} & \\
& \leq \mathrm{OPT}^{2}+4\left(\epsilon^{\prime} \mathrm{OPT}\right)^{2} & \text { by } \epsilon^{\prime}=\frac{1}{2} \sqrt{\epsilon} .
\end{array}
$$

Finally, note that $S$ satisfies $\epsilon^{\prime}$-operator norm approximate matrix product for $U$ adjoined with $w$ if it is a $\left(1 \pm \epsilon^{\prime}\right)$-subspace embedding for $U$ adjoined with $w$, which holds using BSS sampling by Theorem 5 of [CNW15] with $O(d / \epsilon)$ samples.

### 21.4.7.3 Leverage scores for multiple regression

Lemma 21.4.29 (see, e.g., Lemma 32 in [CW13] among other places). Given matrix $A \in$ $\mathbb{R}^{n \times d}$ with orthonormal columns, and parameter $\epsilon>0$, if $S \in \mathbb{R}^{n \times n}$ is a sampling and rescaling diagonal matrix according to the leverage scores of $A$ where the number of nonzero entries is $t=O\left(1 / \epsilon^{2}\right)$, then, for any $B \in \mathbb{R}^{n \times m}$, we have

$$
\left\|A^{\top} S^{\top} S B-A^{\top} B\right\|_{F}^{2}<\epsilon^{2}\|A\|_{F}^{2}\|B\|_{F}^{2},
$$

holds with probability at least 0.9999.

Corollary 21.4.30. Given matrix $A \in \mathbb{R}^{n \times d}$ with orthonormal columns, and parameter $\epsilon>0$, if $S \in \mathbb{R}^{n \times n}$ is a sampling and rescaling diagonal matrix according to the leverage scores of $A$ with $m$ nonzero entries, then if $m=O(d \log d)$, then $S$ is a $(1 \pm 1 / 2)$ subspace embedding for $A$. If $m=O(d / \epsilon)$, then $S$ satisfies $\sqrt{\epsilon / d}$-Frobenius norm approximate matrix product for $A$.

Proof. This follows by Lemma 21.4.22 and Lemma 21.4.29.

Lemma 21.4.31 ([NW14]). Given $A \in \mathbb{R}^{n \times d}$ and $B \in \mathbb{R}^{n \times m}$, let $S \in \mathbb{R}^{n \times n}$ denote a sampling and rescaling matrix according to $A$. Let $X^{*}$ denote $\arg \min _{X}\|A X-B\|_{F}^{2}$ and $X^{\prime}$ denote $\arg \min _{X}\|S A X-S B\|_{F}^{2}$. Let $U$ denote an orthonormal basis for $A$. If $S$ is a ( $1 \pm 1 / 2$ ) subspace embedding for $U$, and satisfies $\epsilon^{\prime}(=\sqrt{\epsilon / d})$-Frobenius norm approximate matrix product for $U$, then, we have that

$$
\left\|A X^{\prime}-B\right\|_{F}^{2} \leq(1+\epsilon)\left\|A X^{*}-B\right\|_{F}^{2}
$$

holds with probability at least 0.999.

Proof. We define OPT $=\min _{X}\|A X-B\|_{F}$. Let $A=U \Sigma V^{\top}$ denote the SVD of $A$. Since $A$ has rank $k, U$ and $V$ have $k$ columns. We can write $A\left(X^{\prime}-X^{*}\right)=U \beta$. Then, we have

$$
\begin{align*}
\left\|A X^{\prime}-B\right\|_{F}^{2} & =\left\|A X^{\prime}-A X^{*}+A A^{\dagger} B-B\right\|_{F}^{2} \quad \text { by } X^{*}=A^{\dagger} B \\
& =\left\|U \beta+\left(U U^{\top}-I\right) B\right\|_{F}^{2} \\
& =\left\|A X^{*}-A X^{\prime}\right\|_{F}^{2}+\left\|A X^{*}-B\right\|_{F}^{2} \quad \text { by Pythagorean Theorem } \\
& =\|U \beta\|_{F}^{2}+\mathrm{OPT}^{2} \\
& =\|\beta\|_{F}^{2}+\mathrm{OPT}^{2} \tag{21.15}
\end{align*}
$$

If $S$ is a $(1 \pm 1 / 2)$ subspace embedding for $U$, then we can show,

$$
\begin{aligned}
& \|\beta\|_{F}-\left\|U^{\top} S^{\top} S S U \beta\right\|_{F} \\
\leq & \left\|\beta-U^{\top} S^{\top} S U \beta\right\|_{F} \\
= & \text { by triangle inequality } \\
\leq & \left\|\left(I-U^{\top} S^{\top} S U\right) \beta\right\|_{F} \\
\leq & \frac{1}{2}\|\beta\|_{F} .
\end{aligned}
$$

Thus, we obtain

$$
\begin{equation*}
\left\|U^{\top} S^{\top} S U \beta\right\|_{F} \geq\|\beta\|_{F} / 2 \tag{21.16}
\end{equation*}
$$

Next, we can show

$$
\begin{array}{rlrl}
\left\|U^{\top} S^{\top} S U \beta\right\|_{F} & =\left\|U^{\top} S^{\top} S\left(A X^{\prime}-A X^{*}\right)\right\|_{F} & \\
& =\left\|U^{\top} S^{\top} S\left(A(S A)^{\dagger} S b-A X^{*}\right)\right\|_{F} & & \text { by } X^{\prime}=(S A)^{\dagger} S B \\
& =\left\|U^{\top} S^{\top} S\left(B-A X^{*}\right)\right\|_{F} . & & \text { by } S A(S A)^{\dagger}=I
\end{array}
$$

Then, we can show

$$
\begin{align*}
\left\|U^{\top} S^{\top} S\left(B-A X^{*}\right)\right\|_{F} & \leq \epsilon^{\prime}\left\|U^{\top}\right\|_{F}\left\|B-A X^{*}\right\|_{F} \\
& =\epsilon^{\prime} \sqrt{d} \mathrm{OPT} \tag{21.17}
\end{align*}
$$

where the first step follows from Lemma 21.4.29, the second step follows from $\|U\|_{F}=$ $\sqrt{d}$ and $\left\|B-A X^{*}\right\|_{F}=\mathrm{OPT}$.

Putting it all together, we have

$$
\begin{array}{rlr}
\left\|A X^{\prime}-B\right\|_{F}^{2} & =\left\|A X^{*}-B\right\|_{F}^{2}+\left\|A X^{*}-A X^{\prime}\right\|_{F}^{2} & \\
& =\mathrm{OPT}^{2}+\|\beta\|_{F}^{2} & \\
& \leq \mathrm{OPT}^{2}+4\left\|U^{\top} S^{\top} S w\right\|_{F}^{2} & \\
& \leq \mathrm{OPT}^{2}+4\left(\epsilon^{\prime} \sqrt{d} \mathrm{OPT}\right)^{2} & \\
& \leq(1+\epsilon) \mathrm{OPT}^{2} . & \\
\text { by Equation }(21.15) \\
& \text { bquation }(21.16) \\
& 21.17) \\
& & \text { by } \epsilon^{\prime}=\frac{1}{2} \sqrt{\epsilon / d}
\end{array}
$$

### 21.4.7.4 Sampling columns according to leverage scores implicitly, improving polynomial running time to nearly linear running time

This section explains an algorithm that is able to sample from the leverage scores from the $\odot$ product of two matrices $U, V$ without explicitly writing down $U \odot V$. To build this algorithm we combine TensorSketch, some ideas from [DMIMW12] and some ideas from [AKO11, MW10]. Finally, we are able to improve the running time of sampling columns according to leverage scores from $\Omega\left(n^{2}\right)$ to $\widetilde{O}(n)$. Given two matrices $U, V \in \mathbb{R}^{k \times n}$, we define $A \in \mathbb{R}^{k \times n_{1} n_{2}}$ to be the matrix where the $i$-th row of $A$ is the vectorization of $U^{i} \otimes V^{i}, \forall i \in[k]$.

Naïvely, in order to sample $O($ poly $(k, 1 / \epsilon))$ rows from $A^{\top}$ according to leverage scores, we need to write down $n^{2}$ leverage scores. This approach will take at least $\Omega\left(n^{2}\right)$ running time. In the rest of this section, we will explain how to do it in $O(n \cdot \operatorname{poly}(\log n, k, 1 / \epsilon))$ time. In Section 21.5.1, we will explain how to extend this idea from 3rd order tensors to general $q$-th order tensors and remove the poly $(\log n)$ factor from running time, i.e., obtain $O(n \cdot \operatorname{poly}(k, 1 / \epsilon))$ time.

Lemma 21.4.32. Given two matrices $U \in \mathbb{R}^{k \times n_{1}}$ and $V \in \mathbb{R}^{k \times n_{2}}$, there exists an algorithm that takes $O\left(\left(n_{1}+n_{2}\right) \cdot \operatorname{poly}\left(\log \left(n_{1} n_{2}\right), k\right) \cdot R_{\text {samples }}\right)$ time and samples $R_{\text {samples }}$ columns of $U \odot V \in \mathbb{R}^{k \times n_{1} n_{2}}$ according to the leverage scores of $R^{-1}(U \odot V)$, where $R$ is the $R$ of a $Q R$ factorization.

Proof. We choose $\Pi \in \mathbb{R}^{n_{1} n_{2} \times s_{1}}$ to be a TensorSketch. Then, according to Section 21.3.10, we can compute $R^{-1}$ in $n \cdot \operatorname{poly}(\log n, k, 1 / \epsilon)$ time, where $R$ is the $R$ in a QR-factorization. We want to sample columns from $U \odot V$ according to the square of the $\ell_{2}$-norms of each column of $R^{-1}(U \odot V)$. However, explicitly writing down the matrix $R^{-1}(U \odot V)$ takes $k n_{1} n_{2}$ time, and the number of columns is already $n_{1} n_{2}$. The goal is to sample columns from $R^{-1}(U \odot V)$ without explicitly computing the square of the $\ell_{2}$-norm of each column.

The first simple observation is that the following two sampling procedures are equivalent in terms of the column samples of a matrix that they take. (1) We sample a single entry from the matrix $R^{-1}(U \odot V)$ proportional to its squared value. (2) We sample a column from the matrix $R^{-1}(U \odot V)$ proportional to its squared $\ell_{2}$-norm. Let the $\left(i, j_{1}, j_{2}\right)$-th entry denote the entry in the $i$-th row and the $\left(j_{1}-1\right) n_{2}+j_{2}$-th column. We can show, for a

```
Algorithm 21.10 Fast Tensor Leverage Score Sampling
    procedure FastTensorLeverageScore \(\left(U, V, n_{1}, n_{2}, k, \epsilon, R_{\text {samples }}\right) \triangleright\) Lemma 21.4.32
        \(s_{1} \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        \(g_{1} \leftarrow g_{2} \leftarrow g_{3} \leftarrow O\left(\epsilon^{-2} \log \left(n_{1} n_{2}\right)\right)\).
        Choose \(\Pi \in \mathbb{R}^{n_{1} n_{2} \times s_{1}}\) to be a TensorSketch. \(\triangleright\) Definition 21.3.20
        Compute \(R^{-1} \in \mathbb{R}^{k \times k}\) by using \((U \odot V) \Pi\). \(\triangleright U \in \mathbb{R}^{k \times n_{1}}, V \in \mathbb{R}^{k \times n_{2}}\)
        Choose \(G_{1} \in \mathbb{R}^{g_{1} \times k}\) to be a Gaussian sketching matrix.
        for \(i=1 \rightarrow g_{1}\) do
            \(w \leftarrow\left(G^{i} R^{-1}\right)^{\top} \quad \triangleright G^{i}\) denotes the \(i\)-th row of \(G\)
            for \(j=1 \rightarrow\left[n_{1}\right]\) do \(\quad \triangleright\) Form matrix \(U^{\prime i} \in \mathbb{R}^{k \times n_{1}}\)
                \(U_{j}^{\prime i} \leftarrow w \circ U_{j}, \forall j \in\left[n_{1}\right] . \quad \triangleright U_{j}\) denotes the \(j\)-th column of \(U \in \mathbb{R}^{k \times n_{1}}\)
            end for
        end for
        Choose \(G_{2, i} \in \mathbb{R}^{g_{2} \times n_{1}}\) to be a Gaussian sketching matrix.
        for \(i=1 \rightarrow g_{1}\) do
            \(\alpha_{i} \leftarrow\left\|\left(G_{2, i} U^{\prime \top}\right) V\right\|_{F}^{2}\).
            Choose \(G_{3, i} \in \mathbb{R}^{g_{3} \times n_{1}}\) to be a Gaussian sketching matrix.
            for \(j_{2}=1 \rightarrow n_{2}\) do
                \(\beta_{i, j} \leftarrow\left\|G_{3, i}\left(U^{\prime \top}\right) V_{j_{2}}\right\|_{2}^{2}\).
            end for
        end for
        \(\mathcal{S} \leftarrow \emptyset\).
        for \(r=1 \rightarrow R_{\text {samples }}\) do
            Sample \(i\) from \(\left[g_{1}\right]\) with probability \(\alpha_{i} / \sum_{i^{\prime}=1}^{g_{1}} \alpha_{i^{\prime}}\).
            Sample \(j_{2}\) from \(\left[n_{2}\right]\) with probability \(\beta_{i, j_{2}} / \sum_{j_{2}^{\prime}=1}^{n_{2}} \beta_{i, j_{2}^{\prime}}\).
            for \(j_{1}=1 \rightarrow n_{1}\) do
                \(\gamma_{j_{1}} \leftarrow\left(\left(U^{\prime i \top}\right)^{j_{1}} V_{j_{2}}\right)^{2}\).
            end for
            Sample \(j_{1}\) from \(\left[n_{1}\right]\) with probability \(\gamma_{j_{1}} / \sum_{j_{1}^{\prime}=1}^{n_{1}} \gamma_{j_{1}^{\prime}}\).
            \(\mathcal{S} \leftarrow \mathcal{S} \cup\left(j_{1}, j_{2}\right)\).
        end for
        Convert \(\mathcal{S}\) into a diagonal matrix \(D\) with at most \(R_{\text {samples }}\) nonzero entries.
        return \(D\).
        \(\triangleright\) Diagonal matrix \(D \in \mathbb{R}^{n_{1} n_{2} \times n_{1} n_{2}}\)
    end procedure
```

particular column $\left(j_{1}-1\right) n_{2}+j_{2}$,
$\operatorname{Pr}\left[\right.$ sample an entry from the $\left(j_{1}-1\right) n_{2}+j_{2}$ th column of a matrix]

$$
\begin{align*}
& =\sum_{i=1}^{k} \operatorname{Pr}\left[\text { sample the }\left(i, j_{1}, j_{2}\right) \text {-th entry of matrix }\right] \\
& =\sum_{i=1}^{k} \frac{\left|\left(R^{-1}(U \odot V)\right)_{i,\left(j_{1}-1\right) n_{2}+j_{2}}\right|^{2}}{\left\|R^{-1}(U \odot V)\right\|_{F}^{2}} \\
& =\frac{\left\|\left(R^{-1}(U \odot V)\right)_{\left(j_{1}-1\right) n_{2}+j_{2}}\right\|^{2}}{\left\|R^{-1}(U \odot V)\right\|_{F}^{2}} \\
& =\operatorname{Pr}\left[\text { sample the }\left(j_{1}-1\right) n_{2}+j_{2} \text { th column of matrix }\right] . \tag{21.18}
\end{align*}
$$

Thus, it is sufficient to show how to sample a single entry from matrix $R^{-1}(U \odot V)$ proportional to its squared value without writing down all of the entries of a $k \times n_{1} n_{2}$ matrix.

We choose a Gaussian matrix $G_{1} \in \mathbb{R}^{g_{1} \times k}$ with $g_{1}=O\left(\epsilon^{-2} \log \left(n_{1} n_{2}\right)\right)$. By Claim 21.4.33 we can reduce the length of each column vector of matrix $R^{-1} U \odot V$ from $k$ to $g_{1}$ while preserving the squared $\ell_{2}$-norm of all columns simultaneously. Thus, we obtain a new matrix $G R^{-1}(U \odot V) \in \mathbb{R}^{g_{1} \times n_{1} n_{2}}$, and sampling from this new matrix is equivalent to sampling from the original matrix $R^{-1}(U \odot V)$.

In the following paragraphs, we explain a sampling procedure (also described in Procedure Fast TensorLeverageScore in Algorithm 21.10) which contains three sampling steps. The first step is sampling $i$ from $\left[g_{1}\right]$, the second step is sampling $j_{2}$ from $\left[n_{2}\right]$, and the last step is sampling $j_{1}$ from $\left[n_{1}\right]$.

For each $j_{1} \in\left[n_{1}\right]$, let $U_{j_{1}}$ denote the $j_{1}$-th column of $U$. For each $i \in\left[g_{1}\right]$, let $G_{1}^{i}$ denote the $i$-th row of matrix $G_{1} \in \mathbb{R}^{g_{1} \times k}$, let $U^{\prime i} \in \mathbb{R}^{k \times n_{1}}$ denote a matrix where the $j_{1}$-th column is $\left(G^{i} R^{-1}\right)^{\top} \circ U_{j_{1}} \in \mathbb{R}^{k}, \forall j \in\left[n_{1}\right]$. Then, using Claim 21.4.37, we have that $\left(G^{i} R^{-1}\right) \cdot(U \odot V) \in$
$\mathbb{R}^{n_{1} n_{2}}$ is a row vector where the entry in the $\left(j_{1}-1\right) n_{2}+j_{2}$-th coordinate is the entry in the $j_{1^{-}}$ th row and $j_{2}$-th column of matrix $\left(U^{\prime i \top} V\right) \in \mathbb{R}^{n_{1} \times n_{2}}$. Further, the squared $\ell_{2}$-norm of vector $\left(G^{i} R^{-1}\right) \cdot(U \odot V)$ is equal to the squared Frobenius norm of matrix $\left(U^{\prime \top} T V\right)$. Thus, sampling $i$ proportional to the squared $\ell_{2}$-norm of vector $\left(G^{i} R^{-1}\right) \cdot(U \odot V)$ is equivalent to sampling $i$ proportional to the squared Frobenius norm of matrix $\left(U^{\prime i \top} V\right)$. Naïvely, computing the Frobenius norm of an $n_{1} \times n_{2}$ matrix requires $O\left(n_{1} n_{2}\right)$ time. However, we can choose a Gaussian matrix $G_{2, i} \in \mathbb{R}^{g_{2} \times n_{1}}$ to sample according to the value $\left\|\left(G_{2, i} U^{\prime i \top}\right) V\right\|_{F}^{2}$, which can be computed in $O\left(\left(n_{1}+n_{2}\right) g_{2} k\right)$ time. By claim 21.4.35, $\left\|\left(G_{2, i} U^{\prime i \top}\right) V\right\|_{F}^{2} \approx\left\|\left(U^{\prime \top}\right) V\right\|_{F}^{2}$ with high probability. So far, we have finished the first step of the sampling procedure.

For the second step of the sampling procedure, we need to sample $j_{2}$ from $\left[n_{2}\right]$. To do that, we need to compute the squared $\ell_{2}$-norm of each column of $U^{\prime i \top} V \in \mathbb{R}^{n_{1} \times n_{2}}$. This can be done by choosing another Gaussian matrix $G_{3, i} \in \mathbb{R}^{g_{3} \times n_{1}}$. For all $j_{2} \in\left[n_{2}\right]$, by Claim 21.4.36, we have $\left\|G_{3, i} U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2} \approx\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2}$. Also, for $j_{2} \in\left[n_{2}\right],\left\|G_{3, i} U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2}$ can be computed in nearly linear in $n_{1}+n_{2}$ time.

For the third step of the sampling procedure, we need to sample $j_{1}$ from $\left[n_{1}\right]$. Since we already have $i$ and $j_{2}$ from the previous two steps, we can directly compute $\left|\left(U^{\prime i \top}\right)^{j_{1}} V_{j_{2}}\right|^{2}$, for all $j_{1}$. This only takes $O\left(n_{1} k\right)$ time.

Overall, the running time is $O\left(\left(n_{1}+n_{2}\right) \cdot \operatorname{poly}\left(\log \left(n_{1} n_{2}\right), k, 1 / \epsilon\right)\right)$. Because our estimates are accurate enough, our sampling probabilities are also good approximations to the leverage score sampling probabilities. Putting it all together, we complete the proof.

Claim 21.4.33. Given matrix $R^{-1}(U \odot V) \in \mathbb{R}^{k \times n_{1} n_{2}}$, let $G_{1} \in \mathbb{R}^{g_{1} \times k}$ denote a Gaussian matrix with $g_{1}=\left(\epsilon^{-2} \log \left(n_{1} n_{2}\right)\right)$. Then with probability at least $1-1 / \operatorname{poly}\left(n_{1} n_{2}\right)$, we have:
for all $j \in\left[n_{1} n_{2}\right]$,

$$
(1-\epsilon)\left\|R^{-1}(U \odot V)_{j}\right\|_{2}^{2} \leq\left\|G_{1} R^{-1}(U \odot V)_{j}\right\|_{2}^{2} \leq(1+\epsilon)\left\|R^{-1}(U \odot V)_{j}\right\|_{2}^{2}
$$

Proof. This follows by the Johnson-Lindenstrauss Lemma.

Claim 21.4.34. For a fixed $i \in\left[g_{1}\right]$, let $G_{2, i} \in \mathbb{R}^{g_{2} \times n_{1}}$ denote a Gaussian matrix with $g_{2}=O\left(\epsilon^{-2} \log \left(n_{1} n_{2}\right)\right)$. Then with probability at least $1-1 / \operatorname{poly}\left(n_{1} n_{2}\right)$, we have: for all $j_{2} \in\left[n_{2}\right]$,

$$
(1-\epsilon)\left\|U^{\prime \top \top} V_{j_{2}}\right\|_{2}^{2} \leq\left\|\left(G_{2, i} U^{\prime i \top}\right) V_{j_{2}}\right\|_{2} \leq(1+\epsilon)\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2}
$$

By taking the union bound over all $i \in\left[g_{1}\right]$, we obtain a stronger claim,
Claim 21.4.35. With probability at least $1-1 / \operatorname{poly}\left(n_{1} n_{2}\right)$, we have : for all $i \in\left[g_{1}\right]$, for all $j_{2} \in\left[n_{2}\right]$,

$$
(1-\epsilon)\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2} \leq\left\|\left(G_{2, i} U^{\prime i \top}\right) V_{j_{2}}\right\|_{2} \leq(1+\epsilon)\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2}
$$

Similarly, if we choose $G_{3, i}$ to be a Gaussian matrix, we can obtain the same result as for $G_{2, i}$ :

Claim 21.4.36. With probability at least $1-1 / \operatorname{poly}\left(n_{1} n_{2}\right)$, we have : for all $i \in\left[g_{1}\right]$, for all $j_{2} \in\left[n_{2}\right]$,

$$
(1-\epsilon)\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2} \leq\left\|\left(G_{3, i} U^{\prime i \top}\right) V_{j_{2}}\right\|_{2} \leq(1+\epsilon)\left\|U^{\prime i \top} V_{j_{2}}\right\|_{2}^{2}
$$

Claim 21.4.37. For any $i \in\left[g_{1}\right], j_{1} \in\left[n_{1}\right], j_{2} \in\left[n_{2}\right]$, let $G_{1}^{i}$ denote the $i$-th row of matrix $G_{1} \in \mathbb{R}^{g_{1} \times k}$. Let $(U \odot V)_{\left(j_{1}-1\right) n_{2}+j_{2}}$ denote the $\left(j_{1}-1\right) n_{2}+j_{2}$-th column of matrix $\mathbb{R}^{k \times n_{1} n_{2}}$.

Let $\left(U^{\prime i \top}\right)^{j_{1}}$ denote the $j_{1}$-th row of matrix $\left(U^{\prime i \top}\right) \in \mathbb{R}^{n_{1} \times k}$. Let $V_{j_{2}}$ denote the $j_{2}$-th column of matrix $V \in \mathbb{R}^{k \times n_{2}}$. Then, we have

$$
G_{1}^{i} R^{-1}(U \odot V)_{\left(j_{1}-1\right) n_{2}+j_{2}}=\left(U^{\prime i \top}\right)^{j_{1}} V_{j_{2}} .
$$

Proof. This follows by,

$$
G_{1}^{i} R^{-1}(U \odot V)_{\left(j_{1}-1\right) n_{2}+j_{2}}=G_{1}^{i} R^{-1}\left(U_{j_{1}} \circ V_{j_{2}}\right)=\left(G_{1}^{i} R^{-1} \circ\left(U_{j_{1}}\right)^{\top}\right) V_{j_{2}}=\left(U^{\prime i \top}\right)^{j_{1}} V_{j_{2}}
$$

Lemma 21.4.38. Given $A \in \mathbb{R}^{n \times n^{2}}, V, W \in \mathbb{R}^{k \times n}$, for any $\epsilon>0$, there exists an algorithm that runs in $O(n \cdot \operatorname{poly}(k, 1 / \epsilon))$ time and outputs a diagonal matrix $D \in \mathbb{R}^{n^{2} \times n^{2}}$ with $m=$ $O(k \log k+k / \epsilon)$ nonzero entries such that,

$$
\|\widehat{U}(V \odot W)-A\|_{F}^{2} \leq(1+\epsilon) \min _{U \in \mathbb{R}^{n \times k}}\|U(V \odot W)-A\|_{F}^{2},
$$

holds with probability at least 0.999 , where $\widehat{U}$ denotes the optimal solution to $\min _{U} \| U(V \odot$ W) $D-A D \|_{F}^{2}$.

Proof. This follows by combining Theorem 21.5.1, Corollary 21.4.30, and Lemma 21.4.31.

Remark 21.4.1. Replacing Theorem 21.5.1 (Algorithm 21.15) by Lemma 21.4.32 (Algorithm 21.10), we can obtain a slightly different version of Lemma 21.4.38 with $n$ poly $(\log n, k, 1 / \epsilon)$ running time, where the dependence on $k$ is better.

```
Algorithm 21.11 Frobenius Norm CURT Decomposition Algorithm, Input Sparsity Time
and Nearly Optimal Number of Samples
    procedure FCURTInputSparsity \(\left(A, U_{B}, V_{B}, W_{B}, n, k, \epsilon\right) \quad \triangleright\) Theorem 21.4.39
    \(d_{1} \leftarrow d_{2} \leftarrow d_{3} \leftarrow O(k \log k+k / \epsilon)\).
    \(\epsilon_{0} \leftarrow 0.01\).
    Form \(B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{1} \leftarrow \operatorname{FastTEnsorLEVERAGESCOREGENERALORDER}\left(V_{B}^{\top}, W_{B}^{\top}, n, n, k, \epsilon_{0}, d_{1}\right) . \quad \triangleright\)
    Algorithm 21.15
    Form \(\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
    Form \(B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{2} \leftarrow\) FastTensorLeveragescoreGeneralOrder \(\left(\widehat{U}^{\top}, W_{B}^{\top}, n, n, k, \epsilon_{0}, d_{2}\right)\).
    Form \(\widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
    Form \(B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{3} \leftarrow\) FAStTENSORLEVERAGESCOREGENERALORDER \(\left(\widehat{U}^{\top}, \widehat{V}^{\top}, n, n, k, \epsilon_{0}, d_{3}\right)\).
    \(C \leftarrow A_{1} D_{1}, R \leftarrow A_{2} D_{2}, T \leftarrow A_{3} D_{3}\).
    \(U \leftarrow \sum_{i=1}^{k}\left(\left(B_{1} D_{1}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{2} D_{2}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{3} D_{3}\right)^{\dagger}\right)_{i}\).
    return \(C, R, T\) and \(U\).
    end procedure
```


### 21.4.7.5 Input sparsity time algorithm

Theorem 21.4.39. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, and let $U_{B}, V_{B}, W_{B} \in$ $\mathbb{R}^{n \times k}$ denote a rank-k, $\alpha$-approximation to $A$. Then there exists an algorithm which takes $O(\operatorname{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time and outputs three matrices $C \in \mathbb{R}^{n \times c}$ with columns from $A$, $R \in \mathbb{R}^{n \times r}$ with rows from $A, T \in \mathbb{R}^{n \times t}$ with tubes from $A$, and a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k \log k+k / \epsilon)$, and

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. We define

$$
\mathrm{OPT}:=\min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

We already have three matrices $U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{n \times k}$ and $W_{B} \in \mathbb{R}^{n \times k}$ and these three matrices provide a rank- $k, \alpha$-approximation to $A$, i.e.,

$$
\begin{equation*}
\left\|\sum_{i=1}^{k}\left(U_{B}\right)_{i} \otimes\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}-A\right\|_{F}^{2} \leq \alpha \mathrm{OPT} \tag{21.19}
\end{equation*}
$$

Let $B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}$ denote the matrix where the $i$-th row is the vectorization of $\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}$. Let $D_{1} \in \mathbb{R}^{n^{2} \times n^{2}}$ be a sampling and rescaling matrix corresponding to sampling by the leverage scores of $B_{1}^{\top}$; there are $d_{1}$ nonzero entries on the diagonal of $D_{1}$. Let $A_{i} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening $A$ along the $i$-th direction, for each $i \in[3]$.

Define $U^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{1}-A_{1}\right\|_{F}^{2}, \widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in$ $\mathbb{R}^{n \times k}$, and $V_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{V \in \mathbb{R}^{n \times k}}\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{F}^{2}$. Due to Lemma 21.4.38, if $d_{1}=O(k \log k+k / \epsilon)$ then with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{U} B_{1}-A_{1}\right\|_{F}^{2} \leq \alpha_{D_{1}}\left\|U^{*} B_{1}-A_{1}\right\|_{F}^{2} \tag{21.20}
\end{equation*}
$$

Recall that $\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix where the $i$-th row is the vector-
ization of $\widehat{U}_{i} \otimes\left(W_{B}\right)_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{align*}
& \left\|V_{0} \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{F}^{2} \\
& \leq\left\|\widehat{U} B_{1}-A_{1}\right\|_{F}^{2} \quad \text { by } V_{0}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{F}^{2} \\
& \leq \alpha_{D_{1}}\left\|U^{*} B_{1}-A_{1}\right\|_{F}^{2} \quad \text { by Equation (21.20) } \\
& \leq \alpha_{D_{1}}\left\|U_{B} B_{1}-A_{1}\right\|_{F}^{2} \quad \text { by } U^{*}=\underset{U \in \mathbb{R}^{n \times k}}{\arg \min }\left\|U B_{1}-A_{1}\right\|_{F}^{2} \\
& \leq \alpha_{D_{1}} \alpha \mathrm{OPT} \text {. }  \tag{21.21}\\
& \text { by Equation (21.19) }
\end{align*}
$$

We define $B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top}$. Let $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ be a sampling and rescaling matrix corresponding to the leverage scores of $B_{2}^{\top}$. Suppose there are $d_{2}$ nonzero entries on the diagonal of $D_{2}$.

Define $V^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2}-A_{2}\right\|_{F}^{2}, \widehat{V}=$ $A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}, W_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{F}^{2}$, and $V^{\prime}$ to be the optimal solution to $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2} D_{2}-A_{2} D_{2}\right\|_{F}^{2}$.

Due to Lemma 21.4.38, with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{V} B_{2}-A_{2}\right\|_{F}^{2} \leq \alpha_{D_{2}}\left\|V^{*} B_{2}-A_{2}\right\|_{F}^{2} \tag{21.22}
\end{equation*}
$$

Recall that $\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix where the $i$-th row is the vector-
ization of $\widehat{U}_{i} \otimes \widehat{V}_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{array}{rr} 
& \left\|W_{0} \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{F}^{2} \\
\leq\left\|\widehat{V} B_{2}-A_{2}\right\|_{F}^{2} & \text { by } W_{0}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{F}^{2} \\
\leq & \alpha_{D_{2}}\left\|V^{*} B_{2}-A_{2}\right\|_{F}^{2} \\
\leq & \text { by Equation (21.22) } \\
\leq \alpha_{D_{2}}\left\|V_{0} B_{2}-A_{2}\right\|_{F}^{2} & \text { by } V^{*}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V B_{2}-A_{2}\right\|_{F}^{2}  \tag{21.23}\\
\leq & \alpha_{D_{2}} \alpha_{D_{1}} \alpha \text { OPT. }
\end{array}
$$

We define $B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top}$. Let $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ denote a sampling and rescaling matrix corresponding to sampling by the leverage scores of $B_{3}^{\top}$. Suppose there are $d_{3}$ nonzero entries on the diagonal of $D_{3}$.

Define $W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3}-A_{3}\right\|_{F}^{2}, \widehat{W}=$ $A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}$, and $W^{\prime}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3} D_{3}-A_{3} D_{3}\right\|_{F}^{2}$.

Due to Lemma 21.4.38 with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{F}^{2} \leq \alpha_{D_{3}}\left\|W^{*} B_{3}-A_{3}\right\|_{F}^{2} \tag{21.24}
\end{equation*}
$$

Now we can show,

$$
\begin{array}{rlr}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{F}^{2} & \leq \alpha_{D_{3}}\left\|W^{*} B_{3}-A_{3}\right\|_{F}^{2}, & \text { by Equation }(21.24) \\
& \leq \alpha_{D_{3}}\left\|W_{0} B_{3}-A_{3}\right\|_{F}^{2}, & \text { by } W^{*}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W B_{3}-A_{3}\right\|_{F}^{2} \\
& \leq \alpha_{D_{3}} \alpha_{D_{2}} \alpha_{D_{1}} \alpha \mathrm{OPT} . & \text { by Equation }(21.23)
\end{array}
$$

This implies,

$$
\left\|\sum_{i=1}^{k} \widehat{U}_{i} \otimes \widehat{V}_{i} \otimes \widehat{W}_{i}-A\right\|_{F}^{2} \leq O(1) \alpha \mathrm{OPT}^{2}
$$

where $\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger}, \widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger}, \widehat{W}=A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger}$.
By Lemma 21.4.38, we need to set $d_{1}=d_{2}=d_{3}=O(k \log k+k / \epsilon)$. Note that $B_{1}=\left(V_{B}^{\top} \odot W_{B}^{\top}\right)$. Thus $D_{1}$ can be found in $n \cdot \operatorname{poly}(k, 1 / \epsilon)$ time. Because $D_{1}$ has a small number of nonzero entries on the diagonal, we can compute $B_{1} D_{1}$ quickly without explicitly writing down $B_{1}$. Also $A_{1} D_{1}$ can be computed in nnz $(A)$ time. Using $\left(A_{1} D_{1}\right)$ and $\left(B_{1} D_{1}\right)$, we can compute $\widehat{U}$ in $n \operatorname{poly}(k, 1 / \epsilon)$ time. In a similar way, we can compute $B_{2}, D_{2}, B_{3}$, and $D_{3}$. Since tensor $U$ is constructed based on three poly $(k, 1 / \epsilon)$ size matrices, $\left(B_{1} D_{1}\right)^{\dagger}$, $\left(B_{2} D_{2}\right)^{\dagger}$, and $\left(B_{3} D_{3}\right)^{\dagger}$, the overall running time is $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$

### 21.4.7.6 Optimal sample complexity algorithm

Theorem 21.4.40. Given a $3 r d$ order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, and let $U_{B}, V_{B}, W_{B} \in$ $\mathbb{R}^{n \times k}$ denote a rank- $k$, $\alpha$-approximation to $A$. Then there exists an algorithm which takes $O\left(\operatorname{nnz}(A) \log n+n^{2} \operatorname{poly}(\log n, k, 1 / \epsilon)\right)$ time and outputs three matrices: $C \in \mathbb{R}^{n \times c}$ with columns from $A, R \in \mathbb{R}^{n \times r}$ with rows from $A, T \in \mathbb{R}^{n \times t}$ with tubes from $A$, and a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k / \epsilon)$, and

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha \min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. The proof is almost the same as the proof of Theorem 21.4.39. The only difference is that instead of using Theorem 21.4.38, we use Theorem 21.4.14.

```
Algorithm 21.12 Frobenius Norm CURT Decomposition Algorithm, Optimal Sample Com-
plexity
    procedure FCURTOptimalSamples \(\left(A, U_{B}, V_{B}, W_{B}, n, k\right) \quad \triangleright\) Theorem 21.4.40
    \(d_{1} \leftarrow d_{2} \leftarrow d_{3} \leftarrow O(k / \epsilon)\).
    Form \(B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{1} \leftarrow \operatorname{GENERALIZEDMATRIXROWSUBSETSELECTION}\left(A_{1}^{\top}, B_{1}^{\top}, n^{2}, n, k, \epsilon\right) . \quad \triangleright\)
    Algorithm 21.7
    Let \(d_{1}\) denote the number of nonzero entries in \(D_{1}\). \(\triangleright d_{1}=O(k / \epsilon)\)
    Form \(\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
    Form \(B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{2} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{2}^{\top}, B_{2}^{\top}, n^{2}, n, k, \epsilon\right)\). \(\triangleright\)
    Algorithm 21.7
    Let \(d_{2}\) denote the number of nonzero entries in \(D_{2}\). \(\triangleright d_{2}=O(k / \epsilon)\)
    Form \(\widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
    Form \(B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
    \(D_{3} \leftarrow \operatorname{GEnERALIZEDMATRIXROWSubSETSELECTION}\left(A_{3}^{\top}, B_{3}^{\top}, n^{2}, n, k, \epsilon\right) . \quad \triangleright\)
    Algorithm 21.7
    \(d_{3}\) denote the number of nonzero entries in \(D_{3} . \quad \triangleright d_{3}=O(k / \epsilon)\)
    \(C \leftarrow A_{1} D_{1}, R \leftarrow A_{2} D_{2}, T \leftarrow A_{3} D_{3}\).
    \(U \leftarrow \sum_{i=1}^{k}\left(\left(B_{1} D_{1}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{2} D_{2}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{3} D_{3}\right)^{\dagger}\right)_{i}\).
    return \(C, R, T\) and \(U\).
    end procedure
```


### 21.4.8 Face-based selection and decomposition

Previously we provided column-based tensor CURT algorithms, which are algorithms that can select a subset of columns from each of the three dimensions. Here we provide two face-based tensor CURT decomposition algorithms. The first algorithm runs in polynomial time and is a bicriteria algorithm (the number of samples is poly $(k / \epsilon)$ ). The second algorithm needs to start with a rank- $k(1+O(\epsilon))$-approximate solution, which we then show how to combine with our previous algorithm. Both of our algorithms are able to select a subset of column-row faces, a subset of row-tube faces and a subset of column-tube faces. The second
algorithm is able to output $U$, but the first algorithm is not.

### 21.4.8.1 Column-row, column-tube, row-tube face subset selection

```
Algorithm 21.13 Frobenius Norm Tensor Column-row, Row-tube and Tube-column Face
Subset Selection
    procedure FFACECRTSELECTION \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.4.41
        \(s_{1} \leftarrow s_{2} \leftarrow O(k / \epsilon)\).
        Choose a Gaussian matrix \(S_{1}\) with \(s_{1}\) columns. \(\triangleright\) Definition 21.3.12
        Choose a Gaussian matrix \(S_{2}\) with \(s_{2}\) columns. \(\triangleright\) Definition 21.3.12
        Form matrix \(V_{3}\) by setting the \((i, j)\)-th column to be \(\left(A_{2} S_{2}\right)_{j}\).
    \(D_{3} \leftarrow \operatorname{GENERALIZEDMATRIXROWSUBSETSELECTION}\left(A_{2}, V_{3}, n, n^{2}, s_{1} s_{2}, \epsilon\right)\). \(\triangleright\)
    Algorithm 21.7
    Let \(d_{3}\) denote the number of nonzero entries in \(D_{3} . \quad \triangleright d_{3}=O\left(s_{1} s_{2} / \epsilon\right)\)
    Form matrix \(U_{2}\) by setting the \((i, j)\)-th column to be \(\left(A_{1} S_{1}\right)_{i}\).
    \(D_{2} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{1}, U_{2}, n, n^{2}, s_{1} s_{2}, \epsilon\right)\).
    Let \(d_{2}\) denote the number of nonzero entries in \(D_{2}\). \(\triangleright d_{2}=O\left(s_{1} s_{2} / \epsilon\right)\)
    Form matrix \(W_{1}\) by setting the \((i, j)\)-th column to be \(\left(A\left(I, D_{3}, I\right)_{3}\right)_{j}\).
    \(D_{1} \leftarrow \operatorname{GeneralizedMatrixRowSubsetSelection}\left(A_{3}, W_{1}, n, n^{2}, s_{1} s_{2}, \epsilon\right)\).
        Let \(d_{1}\) denote the number of nonzero entries in \(D_{1}\). \(\triangleright d_{1}=O\left(s_{1} s_{2} / \epsilon\right)\)
        \(T \leftarrow A\left(I, I, D_{1}\right), C \leftarrow A\left(D_{2}, I, I\right)\), and \(R \leftarrow A\left(I, D_{3}, I\right)\).
        return \(C, R\) and \(T\).
    end procedure
```

Theorem 21.4.41. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A)) \log n+n^{2}$ poly $(\log n, k, 1 / \epsilon)$ time and outputs three tensors : a subset $C \in \mathbb{R}^{c \times n \times n}$ of row-tube faces of $A$, a subset $R \in \mathbb{R}^{n \times r \times n}$ of column-tube faces of A, and a subset $T \in \mathbb{R}^{n \times n \times t}$ of column-row faces of $A$, where $c=r=t=\operatorname{poly}(k, 1 / \epsilon)$, and for which there exists a tensor $U \in \mathbb{R}^{t n \times c n \times r n}$ for which

$$
\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{F}^{2},
$$

or equivalently,

$$
\left\|\sum_{i=1}^{t n} \sum_{j=1}^{c n} \sum_{l=1}^{r n} U_{i, j, l} \cdot\left(T_{1}\right)_{i} \otimes\left(C_{2}\right)_{j} \otimes\left(R_{3}\right)_{l}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

Proof. We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$. We define $Z_{1} \in \mathbb{R}^{k \times n^{2}}$ where the $i$-th row of $Z_{1}$ is the vector $V_{i} \otimes W_{i}$. Choose a sketching (Gaussian) matrix $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ (Definition 21.3.12), and let $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Following a similar argument as in the previous theorem, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

We fix $\widehat{U}$ and $W^{*}$. We define $Z_{2} \in \mathbb{R}^{k \times n^{2}}$ where the $i$-th row of $Z_{2}$ is the vector $\widehat{U}_{i} \otimes$ $W_{i}^{*}$. Choose a sketching (Gaussian) matrix $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ (Definition 21.3.12), and let $\widehat{V}=$ $A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Following a similar argument as in the previous theorem, we have

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

We fix $\widehat{U}$ and $\widehat{V}$. Note that $\widehat{U}=A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$ and $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. We define $Z_{3} \in \mathbb{R}^{k \times n^{2}}$ such that the $i$-th row of $Z_{3}$ is the vector $\widehat{U}_{i} \otimes \widehat{V}_{i}$. Let $z_{3}=s_{1} \cdot s_{2}$. We define $Z_{3}^{\prime} \in \mathbb{R}^{z_{3} \times n^{2}}$ such that, $\forall i \in\left[s_{1}\right], \forall j \in\left[s_{2}\right]$, the $i+(j-1) s_{1}$-th row of $Z_{3}^{\prime}$ is the vector $\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j}$.

We define $U_{3} \in \mathbb{R}^{n \times z_{3}}$ to be the matrix where the $i+(j-1) s_{1}$-th column is $\left(A_{1} S_{1}\right)_{i}$ and $V_{3} \in \mathbb{R}^{n \times z_{3}}$ to be the matrix where the $i+(j-1) s_{1}$-th column is $\left(A_{2} S_{2}\right)_{j}$. Then $Z_{3}^{\prime}=\left(U_{3}^{\top} \odot V_{3}^{\top}\right)$.

We first have,

$$
\min _{W \in \mathbb{R}^{n \times k}, X \in \mathbb{R}^{k \times z_{3}}}\left\|W X Z_{3}^{\prime}-A_{3}\right\|_{F}^{2} \leq \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT} .
$$

Now consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times z_{3}}}\left\|V_{3} \cdot\left(W^{\top} \odot U_{3}^{\top}\right)-A_{2}\right\|_{F}^{2} .
$$

Let $D_{3}$ denote a sampling and rescaling diagonal matrix according to $V_{1} \in \mathbb{R}^{n \times z_{3}}$, let $d_{3}$ denote the number of nonzero entries of $D_{3}$. Then we have

$$
\begin{aligned}
& \min _{W \in \mathbb{R}^{n \times z_{3}}}\left\|D_{3} V_{3} \cdot\left(W^{\top} \odot U_{3}^{\top}\right)-D_{3} A_{2}\right\|_{F}^{2} \\
= & \min _{W \in \mathbb{R}^{n \times z_{3}}}\left\|U_{3} \otimes\left(D_{3} V_{3}\right) \otimes W-A\left(I, D_{3}, I\right)\right\|_{F}^{2} \\
= & \min _{W \in \mathbb{R}^{n \times z_{3}}}\left\|W \cdot\left(U_{3}^{\top} \odot\left(D_{3} V_{3}\right)^{\top}\right)-\left(A\left(I, D_{3}, I\right)\right)_{3}\right\|_{F}^{2},
\end{aligned}
$$

where the first equality follows by retensorizing the objective function, and the second equality follows by flattening the tensor along the third dimension.

Let $\bar{Z}_{3}$ denote $\left(U_{3}^{\top} \odot\left(D_{3} V_{3}\right)^{\top}\right) \in \mathbb{R}^{z_{3} \times n d_{3}}$ and $W^{\prime}=\left(A\left(I, D_{3}, I\right)\right)_{3} \in \mathbb{R}^{n \times n d_{3}}$. Using Theorem 21.4.14, we can find a diagonal matrix $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{3}=O\left(z_{3} / \epsilon\right)=O\left(k^{2} / \epsilon^{3}\right)$ nonzero entries such that

$$
\left\|U_{3} \otimes V_{3} \otimes\left(W^{\prime} Z_{3}^{\dagger}\right)-A\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT}
$$

We define $U_{2}=U_{3} \in \mathbb{R}^{n \times z_{2}}$ with $z_{2}=z_{3}$. We define $W_{2}=W^{\prime} \bar{Z}_{3}^{\dagger} \in \mathbb{R}^{n \times z_{2}}$ with $z_{2}=z_{3}$. We consider,

$$
\min _{V \in \mathbb{R}^{n \times z_{2}}}\left\|U_{2} \cdot\left(V^{\top} \odot W_{2}^{\top}\right)-A_{1}\right\|_{F}^{2}
$$

Let $D_{2}$ denote a sampling and rescaling matrix according to $U_{2}$, and let $d_{2}$ denote the number
of nonzero entries of $D_{2}$. Then, we have

$$
\begin{aligned}
& \min _{V \in \mathbb{R}^{n \times z_{2}}}\left\|D_{2} U_{2} \cdot\left(V^{\top} \odot W_{2}^{\top}\right)-D_{2} A_{1}\right\|_{F}^{2} \\
= & \min _{V \in \mathbb{R}^{n \times z_{2}}}\left\|D_{2} U_{2} \otimes V \otimes W_{2}-A\left(D_{2}, I, I\right)\right\|_{F}^{2} \\
= & \min _{V \in \mathbb{R}^{n \times z_{2}}}\left\|V \cdot\left(W_{2}^{\top} \odot\left(D_{2} U_{2}\right)^{\top}\right)-\left(A\left(D_{2}, I, I\right)\right)_{2}\right\|_{F}^{2},
\end{aligned}
$$

where the first equality follows by retensorizing the objective function, and the second equality follows by flattening the tensor along the second dimension.

Let $\bar{Z}_{2}$ denote $\left(W_{2}^{\top} \odot\left(D_{2} U_{2}\right)^{\top}\right) \in \mathbb{R}^{z_{2} \times n d_{2}}$ and $V^{\prime}=\left(A\left(D_{2}, I, I\right)\right)_{2} \in \mathbb{R}^{n \times n d_{2}}$. Using Theorem 21.4.14, we can find a diagonal matrix $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{2}=O\left(z_{2} / \epsilon\right)$ nonzero entries such that

$$
\left\|U_{2} \otimes\left(V^{\prime} \bar{Z}_{2}^{\dagger}\right) \otimes W_{2}-A\right\|_{F}^{2} \leq(1+\epsilon)^{4} \mathrm{OPT}
$$

We define $W_{1}=W_{2} \in \mathbb{R}^{n \times z_{1}}$ with $z_{1}=z_{2}$, and define $V_{1}=\left(V^{\prime} \bar{Z}_{2}^{\dagger}\right) \in \mathbb{R}^{n \times z_{1}}$ with $z_{1}=z_{2}$.

Let $D_{1}$ denote a sampling and rescaling matrix according to $W_{1}$, and let $d_{1}$ denote the number of nonzero entries of $D_{1}$. Then we have

$$
\begin{aligned}
& \min _{U \in \mathbb{R}^{n \times z_{1}}}\left\|D_{1} W_{1} \cdot\left(U^{\top} \odot V_{1}^{\top}\right)-D_{1} A_{3}\right\|_{F}^{2} \\
= & \min _{U \in \mathbb{R}^{n \times z_{1}}}\left\|U \otimes V_{1} \otimes\left(D_{1} W_{1}\right)-A\left(I, I, D_{1}\right)\right\|_{F}^{2} \\
= & \min _{U \in \mathbb{R}^{n \times z_{1}}}\left\|U \cdot\left(V_{1}^{\top} \odot\left(D_{1} W_{1}\right)^{\top}\right)-A\left(I, I, D_{1}\right)_{1}\right\|_{F}^{2}
\end{aligned}
$$

where the first equality follows by unflattening the objective function, and second equality follows by flattening the tensor along the first dimension.

Let $\bar{Z}_{1}$ denote $\left(V_{1}^{\top} \odot\left(D_{1} W_{1}\right)^{\top}\right) \in \mathbb{R}^{z_{1} \times n d_{1}}$, and $U^{\prime}=A\left(I, I, D_{1}\right)_{1} \in \mathbb{R}^{n \times n d_{1}}$. Using Theorem 21.4.14, we can find a diagonal matrix $D_{1} \in \mathbb{R}^{n^{2} \times n^{2}}$ with $d_{1}=O\left(z_{1} / \epsilon\right)$ nonzero entries such that

$$
\left\|\left(U^{\prime} \bar{Z}_{1}^{\dagger}\right) \otimes\left(V_{1}\right) \otimes W_{1}-A\right\|_{F}^{2} \leq(1+\epsilon)^{5} \mathrm{OPT},
$$

which means,

$$
\left\|\left(U^{\prime} \bar{Z}_{1}^{\dagger}\right) \otimes\left(V^{\prime} \bar{Z}_{2}^{\dagger}\right) \otimes\left(W^{\prime} \bar{Z}_{3}^{\dagger}\right)-A\right\|_{F}^{2} \leq(1+\epsilon)^{5} \mathrm{OPT}
$$

Putting $U^{\prime}, V^{\prime}, W^{\prime}$ together completes the proof.

Corollary 21.4.42. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n^{2}$ poly $(k, 1 / \epsilon)$ time and outputs three tensors : a subset $C \in \mathbb{R}^{c \times n \times n}$ of row-tube faces of $A$, a subset $R \in \mathbb{R}^{n \times r \times n}$ of column-tube faces of $A$, and $a$ subset $T \in \mathbb{R}^{n \times n \times t}$ of column-row faces of $A$, where $c=r=t=\operatorname{poly}(k, 1 / \epsilon)$, so that there exists a tensor $U \in \mathbb{R}^{t n \times c n \times r n}$ for which

$$
\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{F}^{2},
$$

or equivalently,

$$
\left\|\sum_{i=1}^{t n} \sum_{j=1}^{c n} \sum_{l=1}^{r n} U_{i, j, l} \cdot\left(T_{1}\right)_{i} \otimes\left(C_{2}\right)_{j} \otimes\left(R_{3}\right)_{l}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

Proof. If we allow a poly $(k / \epsilon)$ factor increase in running time and a $\operatorname{poly}(k / \epsilon)$ factor increase in the number of faces selected, then instead of using generalized row subset selection, which has running time depending on $\log n$, we can use the technique in Section 21.6 to avoid the $\log n$ factor.

```
Algorithm 21.14 Frobenius Norm (Face-based) CURT Decomposition Algorithm, Optimal
Sample Complexity
    procedure FFACECURTDECOMPOSITION \(\left(A, U_{B}, V_{B}, W_{B}, n, k\right) \quad \triangleright\) Theorem 21.4.43
    \(D_{1} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{3}, W_{B}, n, n^{2}, k, \epsilon\right) . \quad \triangleright\)
    Algorithm 21.7, the number of nonzero entries is \(d_{1}=O(k / \epsilon)\)
    Form \(Z_{1}=V_{B}^{\top} \odot\left(D_{1} W_{B}\right)^{\top}\).
    Form \(\widehat{U}=\left(A\left(I, I, D_{1}\right)\right)_{1} Z_{1}^{\dagger} \in \mathbb{R}^{n \times k}\).
    \(D_{2} \leftarrow\) GeneralizedMatrixRowSubsetSelection \(\left(A_{1}, \widehat{U}, n, n^{2}, k, \epsilon\right) . \quad \triangleright\) The
number of nonzero entries is \(d_{2}=O(k / \epsilon)\)
    Form \(Z_{2}=\left(W_{B}^{\top} \odot\left(D_{2} \widehat{U}\right)\right)\).
    Form \(\widehat{V}=\left(A\left(D_{2}, I, I\right)\right)_{2} Z_{2}^{\dagger} \in \mathbb{R}^{n \times k}\).
    \(D_{3} \leftarrow \operatorname{GenERALIZEDMATRIxROWSUBSETSELECtion}\left(A_{2}, \widehat{V}, n, n^{2}, k, \epsilon\right)\). \(\quad\) The
number of nonzero entries is \(d_{3}=O(k / \epsilon)\)
    Form \(Z_{3}=\widehat{U}^{\top} \odot\left(D_{3} \widehat{V}\right)^{\top}\).
    Form \(\widehat{W}=\left(A\left(I, D_{3}, I\right)\right)_{3}\left(Z_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
    \(T \leftarrow A\left(I, I, D_{1}\right), C \leftarrow A\left(D_{2}, I, I\right), R \leftarrow A\left(I, D_{3}, I\right)\).
    \(U \leftarrow \sum_{i=1}^{k}\left(\left(Z_{1}\right)^{\dagger}\right)_{i} \otimes\left(\left(Z_{2}\right)^{\dagger}\right)_{i} \otimes\left(\left(Z_{3}\right)^{\dagger}\right)_{i}\).
    return \(C, R, T\) and \(U\).
end procedure
```


### 21.4.8.2 CURT decomposition

Theorem 21.4.43. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, and let $U_{B}, V_{B}, W_{B} \in$ $\mathbb{R}^{n \times k}$ denote a rank-k, $\alpha$-approximation to $A$. Then there exists an algorithm which takes $O(\mathrm{nnz}(A)) \log n+n^{2}$ poly $(\log n, k, 1 / \epsilon)$ time and outputs three tensors: $C \in \mathbb{R}^{c \times n \times n}$ with rowtube faces from $A, R \in \mathbb{R}^{n \times r \times n}$ with colum-tube faces from $A, T \in \mathbb{R}^{n \times n \times t}$ with column-row faces from $A$, and $a$ (factorization of a) tensor $U \in \mathbb{R}^{t n \times c n \times r n}$ with $\operatorname{rank}(U)=k$ for which $c=r=t=O(k / \epsilon)$ and

$$
\left\|U\left(T_{1}, C_{2}, R_{3}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{F}^{2},
$$

or equivalently,

$$
\left\|\sum_{i=1}^{t n} \sum_{j=1}^{c n} \sum_{l=1}^{r n} U_{i, j, l} \cdot\left(T_{1}\right)_{i} \otimes\left(C_{2}\right)_{j} \otimes\left(R_{3}\right)_{l}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. We already have three matrices $U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{n \times k}$ and $W_{B} \in \mathbb{R}^{n \times k}$ and these three matrices provide a rank- $k, \alpha$-approximation to $A$, i.e.,

$$
\left\|U_{B} \otimes V_{B} \otimes W_{B}-A\right\|_{F}^{2} \leq \alpha \underbrace{\min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}}_{\text {OPT }}
$$

We can consider the following problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|W_{B} \cdot\left(U^{\top} \odot V_{B}^{\top}\right)-A_{3}\right\|_{F}^{2}
$$

Let $D_{1}$ denote a sampling and rescaling diagonal matrix according to $W_{B}$, and let $d_{1}$ denote the number of nonzero entries of $D_{1}$. Then we have

$$
\begin{aligned}
& \min _{U \in \mathbb{R}^{n \times k}}\left\|\left(D_{1} W_{B}\right) \cdot\left(U^{\top} \odot V_{B}^{\top}\right)-D_{1} A_{3}\right\|_{F}^{2} \\
= & \min _{U \in \mathbb{R}^{n \times k}}\left\|U \otimes V_{B} \otimes D_{1} W_{B}-A\left(I, I, D_{1}\right)\right\|_{F}^{2} \\
= & \min _{U \in \mathbb{R}^{n \times k}}\left\|U \cdot\left(V_{B}^{\top} \odot\left(D_{1} W_{B}\right)^{\top}\right)-\left(A\left(I, I, D_{1}\right)\right)_{1}\right\|_{F}^{2},
\end{aligned}
$$

where the first equality follows by retensorizing the objective function, and the second equality follows by flattening the tensor along the first dimension. Let $Z_{1}$ denote $V_{B}^{\top} \odot\left(D_{1} W_{B}\right)^{\top} \in$ $\mathbb{R}^{k \times n d_{1}}$, and define $\widehat{U}=\left(A\left(I, I, D_{1}\right)\right)_{1} Z_{1}^{\dagger} \in \mathbb{R}^{n \times k}$. Then we have

$$
\left\|\widehat{U} \otimes V_{B} \otimes W_{B}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha \mathrm{OPT}
$$

In the second step, we fix $\widehat{U}$ and $W_{B}$, and consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|\widehat{U} \cdot\left(V^{\top} \odot W_{B}\right)-A_{1}\right\|_{F}^{2}
$$

Let $D_{2}$ denote a sampling and rescaling matrix according to $\widehat{U}$, and let $d_{2}$ denote the number of nonzero entries of $D_{2}$. Then we have,

$$
\begin{aligned}
& \min _{V \in \mathbb{R}^{n \times k}}\left\|\left(D_{2} \widehat{U}\right) \cdot\left(V^{\top} \odot W_{B}^{\top}\right)-D_{2} A_{1}\right\|_{F}^{2} \\
= & \min _{V \in \mathbb{R}^{n \times k}}\left\|\left(D_{2} \widehat{U}\right) \otimes V \otimes W_{B}-A\left(D_{2}, I, I\right)\right\|_{F}^{2} \\
= & \min _{V \in \mathbb{R}^{n \times k}}\left\|V \cdot\left(W_{B}^{\top} \odot\left(D_{2} \widehat{U}\right)^{\top}\right)-\left(A\left(D_{2}, I, I\right)\right)_{2}\right\|_{F}^{2},
\end{aligned}
$$

where the first equality follows by unflattening the objective function, and the second equality follows by flattening the tensor along the second dimension. Let $Z_{2}$ denote $\left(W_{B}^{\top} \odot\left(D_{2} \widehat{U}\right)^{\top}\right) \in$ $\mathbb{R}^{k \times n d_{2}}$, and define $\widehat{V}=\left(A\left(D_{2}, I, I\right)\right)_{2}\left(Z_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Then we have,

$$
\left\|\widehat{U} \otimes \widehat{V} \otimes W_{B}-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \alpha \mathrm{OPT}
$$

In the third step, we fix $\widehat{U}$ and $\widehat{V}$, and consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|\widehat{V} \cdot(W \odot \widehat{U})-A_{2}\right\|_{F}^{2}
$$

Let $D_{3}$ denote a sampling and rescaling matrix according to $\widehat{V}$, and let $d_{3}$ denote the number of nonzero entries of $D_{3}$. Then we have,

$$
\begin{aligned}
& \min _{W \in \mathbb{R}^{n \times k}}\left\|\left(D_{3} \widehat{V}\right) \cdot\left(W^{\top} \odot \widehat{U}^{\top}\right)-D_{3} A_{2}\right\|_{F}^{2} \\
= & \min _{W \in \mathbb{R}^{n \times k}}\left\|\widehat{U} \otimes\left(D_{3} \widehat{V}\right) \otimes W-A\left(I, D_{3}, I\right)\right\|_{F}^{2} \\
= & \min _{W \in \mathbb{R}^{n \times k}}\left\|W \cdot\left(\widehat{U}^{\top} \odot\left(D_{3} \widehat{V}\right)^{\top}\right)-\left(A\left(I, D_{3}, I\right)\right)_{3}\right\|_{F}^{2},
\end{aligned}
$$

where the first equality follows by retensorizing the objective function, and the second equality follows by flattening the tensor along the third dimension. Let $Z_{3}$ denote $\left(\widehat{U}^{\top} \odot\left(D_{3} \widehat{V}\right)^{\top}\right) \in$ $\mathbb{R}^{k \times n d_{3}}$, and define $\widehat{W}=\left(A\left(I, D_{3}, I\right)\right)_{3}\left(Z_{3}\right)^{\dagger}$. Putting it all together, we have,

$$
\|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A\|_{F}^{2} \leq(1+\epsilon)^{3} \alpha \mathrm{OPT}
$$

This implies

$$
\left\|\left(A\left(I, I, D_{1}\right)\right)_{1} Z_{1}^{\dagger} \otimes\left(A\left(D_{2}, I, I\right)\right)_{2} Z_{2}^{\dagger} \otimes\left(A\left(I, D_{3}, I\right)\right)_{3} Z_{3}^{\dagger}-A\right\|_{F}^{2} \leq(1+\epsilon)^{3} \alpha \mathrm{OPT}
$$

### 21.4.9 Solving small problems

Theorem 21.4.44. Let $\max _{i}\left\{t_{i}, d_{i}\right\} \leq n$. Given a $t_{1} \times t_{2} \times t_{3}$ tensor $A$ and three matrices: a $t_{1} \times d_{1}$ matrix $T_{1}$, a $t_{2} \times d_{2}$ matrix $T_{2}$, and a $t_{3} \times d_{3}$ matrix $T_{3}$, if for any $\delta>0$ there exists a solution to

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}:=\mathrm{OPT}
$$

and each entry of $X_{i}$ can be expressed using $O\left(n^{\delta}\right)$ bits, then there exists an algorithm that takes $n^{O(\delta)} \cdot 2^{O\left(d_{1} k+d_{2} k+d_{3} k\right)}$ time and outputs three matrices: $\widehat{X}_{1}, \widehat{X}_{2}$, and $\widehat{X}_{3}$ such that $\left\|\left(T_{1} \widehat{X}_{1}\right) \otimes\left(T_{2} \widehat{X}_{2}\right) \otimes\left(T_{3} \widehat{X}_{3}\right)-A\right\|_{F}^{2}=\mathrm{OPT}$.

Proof. For each $i \in[3]$, we can create $t_{i} \times d_{i}$ variables to represent matrix $X_{i}$. Let $x$ denote this list of variables. Let $B$ denote tensor $\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}$ and let $B_{i, j, l}(x)$ denote an entry of tensor $B$ (which can be thought of as a polynomial written in terms of $x)$. Then we can write the following objective function,

$$
\min _{x} \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}}\left(B_{i, j, l}(x)-A_{i, j, l}\right)^{2} .
$$

We slightly modify the above objective function to obtain a new objective function,

$$
\begin{aligned}
& \min _{x, \sigma} \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}}\left(B_{i, j, l}(x)-A_{i, j, l}\right)^{2}, \\
& \text { s.t. }\|x\|_{2}^{2} \leq 2^{O\left(n^{\delta}\right)}
\end{aligned}
$$

where the last constraint is unharmful, because there exists a solution that can be written using $O\left(n^{\delta}\right)$ bits. Note that the number of inequality constraints in the above system is
$O(1)$, the degree is $O(1)$, and the number of variables is $v=\left(d_{1} k+d_{2} k+d_{3} k\right)$. Thus by Theorem 21.3.2, the minimum nonzero cost is at least

$$
\left(2^{O\left(n^{\delta}\right)}\right)^{-2^{O(v)}} .
$$

It is clear that the upper bound on the cost is at most $2^{O\left(n^{\delta}\right)}$. Thus the number of binary search steps is at most $\log \left(2^{O\left(n^{\delta}\right)}\right) 2^{O(v)}$. In each step of the binary search, we need to choose a cost $C$ between the lower bound and the upper bound, and write down the polynomial system,

$$
\begin{aligned}
& \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}}\left(B_{i, j, l}(x)-A_{i, j, l}\right)^{2} \leq C \\
& \|x\|_{2}^{2} \leq 2^{O\left(n^{\delta}\right)}
\end{aligned}
$$

Using Theorem 21.3.1, we can determine if there exists a solution to the above polynomial system. Since the number of variables is $v$, and the degree is $O(1)$, the number of inequality constraints is $O(1)$. Thus, the running time is

$$
\operatorname{poly}(\text { bitsize }) \cdot(\# \text { constraints } \cdot \text { degree })^{\# \text { variables }}=n^{O(\delta)} 2^{O(v)} .
$$

### 21.5 Extension to general $q$-th order tensors

This section provides the details for our extensions from 3rd order tensors to general $q$-th order tensors. In most practical applications, the order $q$ is a constant. Thus, to simplify the analysis, we use $O_{q}(\cdot)$ to hide dependencies on $q$.

### 21.5.1 Fast sampling of columns according to leverage scores, implicitly

This section explains an algorithm that is able to sample from the leverage scores from the $\odot$ product of $q$ matrices $U_{1}, U_{2}, \cdots, U_{q}$ without explicitly writing down $U_{1} \odot U_{2} \odot$ $\cdots U_{q}$. To build this algorithm we combine TensorSketch, some ideas from [DMIMW12], and some techniques from [AKO11, MW10]. Finally, we improve the running time for sampling columns according to the leverage scores from $\operatorname{poly}(n)$ to $\widetilde{O}(n)$. Given $q$ matrices $U_{1}, U_{2}, \cdots, U_{q}$, with each such matrix $U_{i}$ having size $k \times n_{i}$, we define $A \in \mathbb{R}^{k \times \prod_{i=1}^{q} n_{i}}$ to be the matrix where the $i$-th row of $A$ is the vectorization of $U_{1}^{i} \otimes U_{2}^{i} \otimes \cdots \otimes U_{q}^{i}, \forall i \in[k]$. Naïvely, in order to sample poly $(k, 1 / \epsilon)$ rows from $A$ according to the leverage scores, we need to write down $\prod_{i=1}^{q} n_{i}$ leverage scores. This approach will take at least $\prod_{i=1}^{q} n_{i}$ running time. In the remainder of this section, we will explain how to do it in $O_{q}(n \cdot \operatorname{poly}(k, 1 / \epsilon))$ time for any constant $p$, and $\max _{i \in[q]} n_{i} \leq n$.

Theorem 21.5.1. Given $q$ matrices $U_{1} \in \mathbb{R}^{k \times n_{1}}, U_{2} \in \mathbb{R}^{k \times n_{2}}, \cdots, U_{q} \in \mathbb{R}^{k \times n_{q}}$, let $\max _{i} n_{i} \leq$ $n$. There exists an algorithm that takes $O_{q}\left(n \cdot \operatorname{poly}(k, 1 / \epsilon) \cdot R_{\text {samples }}\right)$ time and samples $R_{\text {samples }}$ columns of $U_{1} \odot U_{2} \odot \cdots \odot U_{q} \in \mathbb{R}^{k \times \prod_{i=1}^{q} n_{i}}$ according to the leverage scores of $U_{1} \odot U_{2} \odot \cdots \odot U_{q}$.

Proof. Let $\max _{i} n_{i} \leq n$. First, choosing $\Pi_{0}$ to be a TensorSketch, we can compute $R^{-1}$ in $O_{q}(n \operatorname{poly}(k, 1 / \epsilon))$ time, where $R$ is the $R$ in a QR-factorization. We want to sample columns from $U_{1} \odot U_{2} \odot \cdots \odot U_{q}$ according to the square of the $\ell_{2}$-norm of each column of $R^{-1}\left(U_{1} \odot U_{2} \odot \cdots U_{q}\right)$. The issue is the number of columns of this matrix is already $\prod_{i=1}^{q} n_{i}$. The goal is to sample columns from $R^{-1}\left(U_{1} \odot U_{2} \odot \cdots U_{q}\right)$ without explicitly computing the square of the $\ell_{2}$-norm of each column.

Similarly as in the proof of Lemma 21.4.32, we have the observation that the following

```
Algorithm 21.15 Fast Tensor Leverage Score Sampling, for General \(q\)-th Order
    procedure Fast TensorLeverageScoreGeneralorder \(\left(\left\{U_{i}\right\}_{i \in[q]},\left\{n_{i}\right\}_{i \in[q]}, k, \epsilon, R_{\text {samples }}\right)\)
    \(\triangleright\) Theorem 21.5.1
        \(s_{1} \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        Choose \(\Pi_{0}, \Pi_{1} \in \mathbb{R}^{n_{1} n_{2} \cdots n_{q} \times s_{1}}\) to each be a TensorSketch. \(\triangleright\) Definition 21.3.20
        Compute \(R^{-1} \in \mathbb{R}^{k \times k}\) by using \(\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right) \Pi_{0} . \quad \triangleright U_{i} \in \mathbb{R}^{k \times n_{i}}, \forall i \in[q]\)
        \(V_{0} \leftarrow R^{-1}, n_{0} \leftarrow k\).
        for \(i=1 \rightarrow\left[n_{0}\right]\) do
            \(\alpha_{i} \leftarrow\left\|\left(V_{0}\right)^{i}\left(\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right) \Pi_{1}\right)\right\|_{2}^{2}\).
        end for
        for \(r=1 \rightarrow R_{\text {samples }}\) do
            Sample \(\widehat{j}_{0}\) from \(\left[n_{0}\right.\) ] with probability \(\alpha_{i} / \sum_{i^{\prime}=1}^{n_{0}} \alpha_{i^{\prime}}\).
            for \(l=1 \rightarrow q-1\) do
                \(s_{l+1} \leftarrow O_{q}(\operatorname{poly}(k, 1 / \epsilon))\).
                Choose \(\Pi_{l+1} \in \mathbb{R}^{n_{l+1} \cdots n_{q} \times s_{l+1}}\) to be a TensorSketch.
                for \(j_{l}=1 \rightarrow\left[n_{l}\right]\) do \(\quad \triangleright\) Form \(V_{l} \in \mathbb{R}^{n_{l} \times k}\)
                    \(\left(V_{l}\right)^{j_{l}} \leftarrow\left(V_{l-1}\right)^{\hat{j}_{l-1}} \circ\left(U_{l}\right)_{j_{l}}^{\top}\).
                    end for
                    for \(i=1 \rightarrow n_{q}\) do
                    \(\beta_{i} \leftarrow\left\|\left(V_{l}\right)^{i}\left(\left(U_{l+1} \odot \cdots \odot U_{q}\right) \Pi_{l+1}\right)\right\|_{2}^{2}\).
            end for
            Sample \(\widehat{j}_{l}\) from \(\left[n_{l}\right]\) with probability \(\beta_{i} / \sum_{i^{\prime}=1}^{n_{l}} \beta_{i^{\prime}}\).
            end for
            for \(i=1 \rightarrow n_{q}\) do
                \(\beta_{i} \leftarrow\left|\left(V_{q-1}\right)^{\hat{j}_{q-1}}\left(U_{q}\right)_{i}\right|^{2}\).
            end for
            Sample \(\widehat{j}_{q}\) from \(\left[n_{q}\right]\) with probability \(\beta_{i} / \sum_{i^{\prime}=1}^{n_{q}} \beta_{i^{\prime}}\).
            \(\mathcal{S} \leftarrow \mathcal{S} \cup\left(\widehat{j}_{1}, \cdots, \widehat{j}_{q}\right)\).
        end for
        Convert \(\mathcal{S}\) into a diagonal matrix \(D\) with at most \(R_{\text {samples }}\) nonzero entries.
        return \(D\). \(\quad\) Diagonal matrix \(D \in \mathbb{R}^{n_{1} n_{2} \cdots n_{q} \times n_{1} n_{2} \cdots n_{q}}\)
    end procedure
```

two sampling procedures are equivalent in terms of sampling a column of a matrix: (1) We sample a single entry from matrix $R^{-1}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)$ proportional to its squared value,
(2) We sample a column from matrix $R^{-1}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)$ proportional to its squared $\ell_{2}$-norm. Let the $\left(i, j_{1}, j_{2}, \cdots, j_{q}\right)$-th entry denote the entry in the $i$-th row and the $j$-th column, where

$$
j=\sum_{l=1}^{q-1}\left(j_{l}-1\right) \prod_{t=l+1}^{q} n_{t}+j_{q}
$$

Similarly to Equation (21.18), we can show, for a particular column $j$,
$\operatorname{Pr}[$ we sample an entry from the $j$-th column of matrix $]=\operatorname{Pr}$ [we sample the $j$-th column of a matrix].

Thus, it is sufficient to show how to sample a single entry from matrix $R^{-1}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)$ proportional to its squared value without writing down all the entries of the $k \times \prod_{i=1}^{q} n_{i}$ matrix.

Let $V_{0}$ denote $R^{-1}$. Let $n_{0}$ denote the number of rows of $V_{0}$.
In the next few paragraphs, we describe a sampling procedure (procedure Fast TenSORLEVERAGESCOREGENERALORDER in Algorithm 21.15) which first samples $\widehat{j}_{0}$ from $\left[n_{0}\right]$, then samples $\widehat{j}_{1}$ from $\left[n_{1}\right], \cdots$, and at the end samples $\widehat{j}_{q}$ from $\left[n_{q}\right]$.

In the first step, we want to sample $\widehat{j}_{0}$ from $\left[n_{0}\right]$ proportional to the squared $\ell_{2}$-norm of that row. To do this efficiently, we choose $\Pi_{1} \in \mathbb{R}^{\Pi_{i=1}^{q} n_{i} \times s_{1}}$ to be a TENSORSKETCH to sketch on the right of $V_{0}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)$. By Section 21.3.10, as long as $s_{1}=O_{q}(\operatorname{poly}(k, 1 / \epsilon))$, then $\Pi_{1}$ is a $(1 \pm \epsilon)$-subspace embedding matrix. Thus with probability $1-1 / \Omega(q)$, for all $i \in\left[n_{0}\right]$,

$$
\left\|\left(V_{0}\right)^{i}\left(\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right) \Pi_{1}\right)\right\|_{2}^{2}=(1 \pm \epsilon)\left\|\left(V_{0}\right)^{i}\left(\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)\right)\right\|_{2}^{2}
$$

which means we can sample $\widehat{j}_{0}$ from $\left[n_{0}\right]$ in $O_{q}(n \operatorname{poly}(k, 1 / \epsilon))$ time.

In the second step, we have already obtained $\widehat{j}_{0}$. Using that row of $V_{0}$ with $U_{1}$, we can form a new matrix $V_{1} \in \mathbb{R}^{n_{1} \times k}$ in the following sense,

$$
\left(V_{1}\right)^{i}=\left(V_{0}\right)^{\hat{j}_{0}} \circ\left(U_{1}\right)_{i}^{\top}, \forall i \in\left[n_{1}\right],
$$

where $\left(V_{1}\right)^{i}$ denotes the $i$-th row of matrix $V_{1},\left(V_{0}\right)^{\hat{j}_{0}}$ denotes the $\widehat{j}_{0}$-th row of $V_{0}$ and $\left(U_{1}\right)_{i}$ is the $i$-th column of $U_{1}$. Another important observation is, the entry in the $\left(j_{1}, j_{2}, \cdots, j_{q}\right)$-th coordinate of vector $\left(V_{0}\right)^{\hat{j}_{0}}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)$ is the same as the entry in the $j_{1}$-th row and $\left(j_{2}, \cdots, j_{q}\right)$-th column of matrix $V_{1}\left(U_{2} \odot U_{3} \odot \cdots \odot U_{q}\right)$. Thus, sampling $j_{1}$ is equivalent to sampling $j_{1}$ from the new matrix $V_{1}\left(U_{2} \odot U_{3} \odot \cdots \odot U_{q}\right)$ proportional to the squared $\ell_{2}$-norm of that row. We still have the computational issue that the length of the row vector is very long. To deal with this, we can choose $\Pi_{2} \in \mathbb{R}^{\Pi_{i=2}^{q} n_{i} \times s_{2}}$ to be a TEnsorSketch to multiply on the right of $V_{1}\left(U_{2} \odot U_{3} \odot \cdots \odot U_{q}\right)$.

By Section 21.3.10, as long as $s_{2}=O_{q}(\operatorname{poly}(k, 1 / \epsilon))$, then $\Pi_{2}$ is a $(1 \pm \epsilon)$-subspace embedding matrix. Thus with probability $1-1 / \Omega(q)$, for all $i \in\left[n_{1}\right]$,

$$
\left\|\left(V_{1}\right)^{i}\left(\left(U_{2} \odot \cdots \odot U_{q}\right) \Pi_{2}\right)\right\|_{2}^{2}=(1 \pm \epsilon)\left\|\left(V_{1}\right)^{i}\left(\left(U_{2} \odot \cdots \odot U_{q}\right)\right)\right\|_{2}^{2}
$$

which means we can sample $\widehat{j}_{1}$ from $\left[n_{1}\right]$ in $O_{q}(n \operatorname{poly}(k, 1 / \epsilon))$ time.
We repeat the above procedure until we obtain each of $\widehat{j}_{0}, \widehat{j}_{1}, \cdots, \widehat{j}_{q}$. Note that the last one, $\widehat{j}_{q}$, is easier, since the length of the vector is already small enough, and so we do not need to use TensorSketch for it.

By Section 21.3.10, the time for multiplying by TensorSketch is $O_{q}(n \operatorname{poly}(k, 1 / \epsilon))$. Setting $\epsilon$ to be a small constant, and taking a union bound over $O(q)$ events completes the proof.

Lemma 21.5.2. Given $A \in \mathbb{R}^{n_{0} \times \prod_{i=1}^{q} n_{i}}, U_{1}, U_{2}, \cdots, U_{q} \in \mathbb{R}^{k \times n}$, for any $\epsilon>0$, there exists an algorithm that runs in $O(n \cdot \operatorname{poly}(k, 1 / \epsilon))$ time and outputs a diagonal matrix $D \in \mathbb{R}^{\Pi_{i=1}^{q} n_{i} \times \prod_{i=1}^{q} n_{i}}$ with $m=O(k \log k+k / \epsilon)$ nonzero entries such that,

$$
\left\|\widehat{U}\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{U \in \mathbb{R}^{n \times k}}\left\|U\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right)-A\right\|_{F}^{2},
$$

holds with probability at least 0.999, where $\widehat{U}$ denotes the optimal solution of

$$
\min _{U \in \mathbb{R}^{n} \times k}\left\|U\left(U_{1} \odot U_{2} \odot \cdots \odot U_{q}\right) D-A D\right\|_{F}^{2}
$$

Proof. This follows by combining Theorem 21.5.1, Corollary 21.4.30, and Lemma 21.4.31.

### 21.5.2 General iterative existential proof

```
Algorithm 21.16 General \(q\)-th Order Iterative Existential Proof
    procedure GeneraliterativeExistentialProof \((A, n, k, q, \epsilon) \quad \triangleright\) Section 21.5.2
        Fix \(U_{1}^{*}, U_{2}^{*}, \cdots, U_{q}^{*} \in \mathbb{R}^{n \times k}\).
        for \(i=1 \rightarrow q\) do
            Choose sketching matrix \(S_{i} \in \mathbb{R}^{q^{q-1} \times s_{i}}\) with \(s_{i}=O_{q}(k / \epsilon)\).
            Define \(Z_{i} \in \mathbb{R}^{k \times n^{q-1}}\) to be \(\underset{j<i}{\odot} \widehat{U}_{j}^{\top} \odot \underset{j^{\prime}>i}{\odot} U_{j^{\prime}}^{* \top}\).
            Let \(A_{i}\) denote the matrix obtained by flattening tensor \(A\) along the \(i\)-th dimension.
            Define \(\widehat{U}_{i}\) to be \(A_{i} S_{i}\left(Z_{i} S_{i}\right)^{\dagger}\).
        end for
        return \(\widehat{U}_{1}, \widehat{U}_{2}, \cdots, \widehat{U}_{q}\).
    end procedure
```

Given a $q$-th order tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$, we fix $U_{1}^{*}, U_{2}^{*}, \cdots, U_{q}^{*} \in \mathbb{R}^{n \times k}$ to be the best rank- $k$ solution (if it does not exist, then we replace it by a good approximation, as discussed). We define OPT $=\left\|U_{1}^{*} \otimes U_{2}^{*} \otimes \cdots \otimes U_{q}^{*}-A\right\|_{F}^{2}$. Our iterative proof works as follows. We first obtain the objective function,

$$
\min _{U_{1} \in \mathbb{R}^{n \times k}}\left\|U_{1} \cdot Z_{1}-A_{1}\right\|_{F}^{2} \leq \mathrm{OPT}
$$

where $A_{1}$ is a matrix obtained by flattening tensor $A$ along the first dimension, $Z_{1}=\left(U_{2}^{* \top} \odot\right.$ $\left.U_{3}^{* \top} \odot \cdots \odot U_{q}^{* \top}\right)$ denotes a $k \times n^{q-1}$ matrix. Choosing $S_{1} \in \mathbb{R}^{q^{q-1} \times s_{1}}$ to be a Gaussian sketching matrix with $s_{1}=O(k / \epsilon)$, we obtain a smaller problem,

$$
\min _{U_{1} \in \mathbb{R}^{n \times k}}\left\|U_{1} \cdot Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}
$$

We define $\widehat{U}_{1}$ to be $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}$, which gives,

$$
\left\|\widehat{U}_{1} \cdot Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

After retensorizing the above, we have,

$$
\left\|\widehat{U}_{1} \otimes U_{2}^{*} \otimes \cdots \otimes U_{q}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

In the second round, we fix $\widehat{U}_{1}, U_{3}^{*}, \cdots, U_{q}^{*} \in \mathbb{R}^{n \times k}$, and choose $S_{2} \in \mathbb{R}^{n^{q-1} \times s_{2}}$ to be a Gaussian sketching matrix with $s_{2}=O(k / \epsilon)$. We define $Z_{2} \in \mathbb{R}^{k \times n^{q-1}}$ to be $\left(\widehat{U}_{1}^{\top} \odot U_{3}^{* \top} \odot\right.$ $\left.\cdots \odot U_{q}^{* \top}\right)$. We define $\widehat{U}_{2}$ to be $A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Then, we have

$$
\left\|\widehat{U}_{1} \otimes \widehat{U}_{2} \otimes U_{3}^{*} \otimes \cdots \otimes U_{q}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

We repeat the above process, where in the $i$-th round we fix $\widehat{U}_{1}, \cdots, \widehat{U}_{i-1}, U_{i+1}^{*}, \cdots, U_{q}^{*} \in$ $\mathbb{R}^{n \times k}$, and choose $S_{i} \in \mathbb{R}^{n^{q-1} \times s_{i}}$ to be a Gaussian sketching matrix with $s_{i}=O(k / \epsilon)$. We define $Z_{i} \in \mathbb{R}^{k \times n^{q-1}}$ to be $\left(\widehat{U}_{1}^{\top} \odot \cdots \odot \widehat{U}_{i-1}^{\top} \odot U_{i+1}^{* \top} \odot \cdots \odot U_{q}^{* \top}\right)$. We define $\widehat{U}_{i}$ to be $A_{i} S_{i}\left(Z_{i} S_{i}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Then, we have

$$
\left\|\widehat{U}_{1} \otimes \cdots \otimes \widehat{U}_{i-1} \otimes \widehat{U}_{i} \otimes U_{i+1}^{*} \otimes \cdots \otimes U_{q}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

At the end of the $q$-th round, we have

$$
\left\|\widehat{U}_{1} \otimes \cdots \otimes \widehat{U}_{q}-A\right\|_{F}^{2} \leq(1+\epsilon)^{q} \mathrm{OPT}
$$

Replacing $\epsilon=\epsilon^{\prime} /(2 q)$, we obtain

$$
\left\|\widehat{U}_{1} \otimes \cdots \otimes \widehat{U}_{q}-A\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime}\right) \mathrm{OPT}
$$

where for all $i \in[q], s_{i}=O\left(k q / \epsilon^{\prime}\right)=O_{q}\left(k / \epsilon^{\prime}\right)$.

### 21.5.3 General input sparsity reduction

This section shows how to extend the input sparsity reduction from third order tensors to general $q$-th order tensors. Given a tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$ and $q$ matrices, for each $i \in[q]$, matrix $V_{i}$ has size $V_{i} \in \mathbb{R}^{n \times b_{i}}$, with $b_{i} \leq \operatorname{poly}(k, 1 / \epsilon)$. We choose a batch of sparse embedding matrices $T_{i} \in \mathbb{R}^{t_{i} \times n}$. Define $\widehat{V}_{i}=T_{i} V_{i}$, and $C=A\left(T_{1}, T_{2}, \cdots, T_{q}\right)$. Thus we have with probability $99 / 100$, for any $\alpha \geq 0$, for all $\left\{X_{i}, X_{i}^{\prime} \in \mathbb{R}^{b_{i} \times k}\right\}_{i \in[q]}$, if

$$
\left\|\widehat{V}_{1} X_{1}^{\prime} \otimes \widehat{V}_{2} X_{2}^{\prime} \otimes \cdots \otimes \widehat{V}_{q} X_{q}^{\prime}-C\right\|_{F}^{2} \leq \alpha\left\|\widehat{V}_{1} X_{1} \otimes \widehat{V}_{2} X_{2} \otimes \cdots \otimes \widehat{V}_{q} X_{q}-C\right\|_{F}^{2},
$$

then

$$
\left\|V_{1} X_{1}^{\prime} \otimes V_{2} X_{2}^{\prime} \otimes \cdots \otimes V_{q} X_{q}^{\prime}-A\right\|_{F}^{2} \leq(1+\epsilon) \alpha\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes \cdots \otimes V_{q} X_{q}-A\right\|_{F}^{2}
$$

where $t_{i}=O_{q}\left(\operatorname{poly}\left(b_{i}, 1 / \epsilon\right)\right)$.

```
Algorithm 21.17 General \(q\)-th Order Input Sparsity Reduction
    procedure GeneralinputSparsityReduction \(\left(A,\left\{V_{i}\right\}_{i \in[q]}, n, k, q, \epsilon\right)\)
    Section 21.5.3
        for \(i=1 \rightarrow q\) do
            Choose sketching matrix \(T_{i} \in \mathbb{R}^{t_{i} \times n}\) with \(t_{i}=\operatorname{poly}(k, q, 1 / \epsilon)\).
            \(\widehat{V}_{i} \leftarrow T_{i} V_{i}\).
        end for
        \(C \leftarrow A\left(T_{1}, T_{2}, \cdots, T_{q}\right)\).
        return \(\left\{\widehat{V}_{i}\right\}_{i \in[q]}, C\).
    end procedure
```


### 21.5.4 Bicriteria algorithm

This section explains how to extend the bicriteria algorithm from third order tensors (Section 21.4.4) to general $q$-th order tensors. Given any $q$-th order tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$, we can output a rank- $r$ tensor (or equivalently $q$ matrices $U_{1}, U_{2}, \cdots, U_{q} \in \mathbb{R}^{n \times r}$ ) such that,

$$
\left\|U_{1} \otimes U_{2} \otimes \cdots \otimes U_{q}-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

where $r=O_{q}\left((k / \epsilon)^{q-1}\right)$ and the algorithm takes $O_{q}(\operatorname{nnz}(A)+n \cdot \operatorname{poly}(k, 1 / \epsilon))$.

```
Algorithm 21.18 General \(q\)-th Order Bicriteria Algorithm
    procedure GeneralBicriteriaAlgorithm \((A, n, k, q, \epsilon) \quad \triangleright\) Section 21.5.4
        for \(i=2 \rightarrow q\) do
            Choose sketching matrix \(S_{i} \in \mathbb{R}^{n^{q-1} \times s_{i}}\) with \(s_{i}=O(k q / \epsilon)\).
            Choose sketching matrix \(T_{i} \in \mathbb{R}^{t_{i} \times n}\) with \(t_{i}=\operatorname{poly}(k, q, 1 / \epsilon)\).
            Form matrix \(\widehat{U}_{i}\) by setting \(\left(j_{2}, j_{3}, \cdots, j_{q}\right)\)-th column to be \(\left(A_{i} S_{i}\right)_{j_{i}}\).
        end for
        Solve \(\min _{U_{1}}\left\|U_{1} B-\left(A\left(I, T_{2}, \cdots, T_{q}\right)\right)_{1}\right\|_{F}^{2}\).
        return \(\left\{\widehat{U}_{i}\right\}_{i \in[q]}\).
    end procedure
```


### 21.5.5 CURT decomposition

This section extends the tensor CURT algorithm from 3rd order tensors (Section 21.4.7) to general $q$-th order tensors. Given a $q$-th order tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$ and a batch of matrices $U_{1}, U_{2}, \cdots, U_{q} \in \mathbb{R}^{n \times k}$, we iteratively apply the proof in Theorem 21.4.39 (or Theorem 21.4.40) $q$ times. Then for each $i \in[q]$, we are able to select $d_{i}$ columns from the $i$-th dimension of tensor $A$ (let $C_{i}$ denote those columns) and also find a tensor $U \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{q}}$ such that,

$$
\left\|U\left(C_{1}, C_{2}, \cdots, C_{q}\right)-A\right\|_{F}^{2} \leq(1+\epsilon)\left\|U_{1} \otimes U_{2} \otimes \cdots \otimes U_{q}-A\right\|_{F}^{2},
$$

where either $d_{i}=O_{q}(k \log k+k / \epsilon)$ (similar to Theorem 21.4.39) or $d_{i}=O_{q}(k / \epsilon)$ (similar to Theorem 21.4.40).

```
Algorithm 21.19 General \(q\)-th Order CURT Decomposition
    procedure GeneralcURTDecomposition \(\left(A,\left\{U_{i}\right\}_{i \in[q]}, n, k, q, \epsilon\right) \quad \triangleright\) Section 21.5.5
        for \(i=1 \rightarrow q\) do
            Form \(B_{i}=\underset{j<i}{\odot} \widehat{U}_{j}^{\top} \odot \underset{j>i}{\odot} U_{j}^{\top} \in \mathbb{R}^{k \times n^{q-1}}\).
            if fast \(=\) true then \(\quad \triangleright\) Optimal running time
            \(\epsilon_{0} \leftarrow 0.01\).
            \(d_{i} \leftarrow O_{q}(k \log k+k / \epsilon)\).
            \(D_{i} \leftarrow\)
    \(\left(\left\{\widehat{U}_{j}\right\}_{j<i},\left\{U_{j}\right\}_{j>i}, n, k, \epsilon_{0}, d_{i}\right) . \quad \triangleright\) Algorithm 21.15
                                    FastTensorLeverageScoreGeneralorder
            else \(\triangleright\) Optimal sample complexity
                    \(\epsilon_{0} \leftarrow O_{q}(\epsilon)\).
                            \(D_{i} \quad \leftarrow \quad\) GeneralizedMatrixRowSubsetSelection
    \(\left(A_{i}^{\top}, B_{i}^{\top}, n^{q-1}, n, k, \epsilon_{0}\right) . \quad \triangleright\) Algorithm 21.4.5, \(d_{i}=O_{q}(k / \epsilon)\).
            end if
            \(\widehat{U}_{i} \leftarrow A_{i} D_{i}\left(B_{i} D_{i}\right)^{\dagger}\).
            \(C_{i} \leftarrow A_{i} D_{i}\).
        end for
        \(U \leftarrow\left(B_{1} D_{1}\right)^{\dagger} \otimes\left(B_{2} D_{2}\right)^{\dagger} \otimes \cdots \otimes\left(B_{q} D_{q}\right)^{\dagger}\).
        return \(\left\{C_{i}\right\}_{i \in[q]}, U\).
    end procedure
```


### 21.6 Matrix CUR decomposition

There is a long line of research on matrix CUR decomposition under operator, Frobenius or recently, entry-wise $\ell_{1}$ norm [DMM08, BMD09, DR10, BDM11, BW14, SWZ17]. We provide the first algorithm that runs in $n n z(A)$ time, which improves the previous best matrix CUR decomposition algorithm under Frobenius norm [BW14].

### 21.6.1 Algorithm

```
Algorithm 21.20 Optimal Matrix CUR Decomposition Algorithm
    procedure OptimalMatrixCUR \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.6.1
        \(\epsilon^{\prime} \leftarrow 0.1 \epsilon . \epsilon^{\prime \prime} \leftarrow 0.001 \epsilon^{\prime}\).
        \(\widehat{U} \leftarrow \operatorname{SpARSESVD}\left(A, k, \epsilon^{\prime}\right) . \quad \triangleright \widehat{U} \in \mathbb{R}^{n \times k}\)
        Choose \(S_{1} \in \mathbb{R}^{n \times n}\) to be a sampling and rescaling diagonal matrix according to the
    leverage scores of \(\widehat{U}\) with \(s_{1}=O\left(\epsilon^{-2} k \log k\right)\) nonzero entries.
        \(R, Y \leftarrow \operatorname{GENERALIZEDMATRIXROWSUBSEtSELECTION}\left(S_{1} A, S_{1} \widehat{U}, s_{1}, n, k, \epsilon^{\prime \prime}\right) . \quad \triangleright\)
    Algorithm 21.7, \(R \in \mathbb{R}^{r \times n}, Y \in \mathbb{R}^{k \times r}\) and \(r=O(k / \epsilon)\)
        \(\widehat{V} \leftarrow Y R \in \mathbb{R}^{k \times n}\).
        Choose \(S_{2}^{\top} \in \mathbb{R}^{n \times n}\) to be a sampling and rescaling diagonal matrix according to the
    leverage scores of \(\widehat{V}^{\top} \in \mathbb{R}^{n \times k}\) with \(s_{2}=O\left(\epsilon^{-2} k \log k\right)\) nonzero entries.
        \(C^{\top}, Z^{\top} \quad \leftarrow \quad\) GeneralizedMatrixRowSubsetSelection
    \(\left(\left(A S_{2}\right)^{\top},\left(\widehat{V} S_{2}\right)^{\top}, s_{2}, n, k, \epsilon^{\prime \prime}\right) . \quad \triangleright\) Algorithm 21.7, \(C \in \mathbb{R}^{n \times c}, Z \in \mathbb{R}^{c \times k}\), and \(c=O(k / \epsilon)\)
        \(U \leftarrow Z Y . \quad \triangleright U \in \mathbb{R}^{c \times r}\) and \(\operatorname{rank}(U)=k\)
        return \(C, U, R\).
    end procedure
```

Theorem 21.6.1. Given matrix $A \in \mathbb{R}^{n \times n}$, for any $k \geq 1$ and $\epsilon \in(0,1)$, there exists an algorithm that takes $O(\mathrm{nnz}(A)+n$ poly $(k, 1 / \epsilon))$ time and outputs three matrices $C \in \mathbb{R}^{n \times c}$ with c columns from $A, R \in \mathbb{R}^{r \times n}$ with $r$ rows from $A$, and $U \in \mathbb{R}^{c \times r}$ with $\operatorname{rank}(U)=k$ such that $r=c=O(k / \epsilon)$ and,

$$
\|C U R-A\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{F}^{2},
$$

holds with probability at least 9/10.

Proof. We define

$$
\mathrm{OPT}=\min _{\text {rank }-k}\left\|A_{k}-A\right\|_{F}^{2}
$$

We first compute $\widehat{U} \in \mathbb{R}^{n \times k}$ by using the result of [CW13], so that $\widehat{U}$ satisfies:

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{k \times n}}\|\widehat{U} X-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} . \tag{21.25}
\end{equation*}
$$

This step can be done in $O(n n z(A)+n \operatorname{poly}(k, 1 / \epsilon))$ time.
We choose $S_{1} \in \mathbb{R}^{n \times n}$ to be a sampling and rescaling diagonal matrix according to the leverage scores of $\widehat{U}$, where here $s_{1}=O\left(\epsilon^{-2} k \log k\right)$ is the number of samples. This step also can be done in $O(n \operatorname{poly}(k, 1 / \epsilon))$ time.

We run GeneralizedMatrixRowSubsetSelection(Algorithm 21.7) on matrices $S_{1} A$ and $S_{1} \widehat{U}$. Then we obtain two new matrices $R$ and $Y$, where $R$ contains $r=O(k / \epsilon)$ rows of $S_{1} A$ and $Y$ has size $k \times r$. According to Theorem 21.4.14 and Corollary 21.4.15, this step takes $n$ poly $(k, 1 / \epsilon)$ time.

We construct $\widehat{V}=Y R$, and choose $S_{2}^{\top}$ to be another sampling and rescaling diagonal matrix according to the leverage scores of $\widehat{V}^{\top}$ with $s_{2}=O\left(\epsilon^{-2} k \log k\right)$ nonzero entries. As in the case of constructing $S_{1}$, this step can be done in $O(n \operatorname{poly}(k, 1 / \epsilon))$ time.

We run GeneralizedMatrixRowSubsetSelection(Algorithm 21.7) on matrices $\left(A S_{2}\right)^{\top}$ and $\left(\widehat{V} S_{2}\right)^{\top}$. Then we can obtain two new matrices $C^{\top}$ and $Y^{\top}$, where $C^{\top}$ contains $c=O(k / \epsilon)$ rows of $\left(A S_{2}\right)^{\top}$ and $Z^{\top}$ has size $k \times c$. According to Theorem 21.4.14 and Corollary 21.4.15, this step takes $n$ poly $(k, 1 / \epsilon)$ time.

Thus, overall the running time is $O(\mathrm{nnz}(A)+n \operatorname{poly}(k, 1 / \epsilon))$.

Correctness. Let

$$
X^{*}=\arg \min _{X \in \mathbb{R}^{n \times k}}\|X \widehat{V}-A\|_{F}^{2}
$$

According to Corollary 21.4.15,

$$
\left\|C Z \widehat{V} S_{2}-A S_{2}\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime \prime}\right) \min _{X \in \mathbb{R}^{n \times k}}\left\|X \widehat{V} S_{2}-A S_{2}\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime \prime}\right)\left\|X^{*} \widehat{V} S_{2}-A S_{2}\right\|_{F}^{2}
$$

According to Theorem 21.6.5, $\epsilon^{\prime \prime}=0.001 \epsilon^{\prime}$,

$$
\begin{equation*}
\|C Z \widehat{V}-A\|_{F}^{2} \leq\left(1+\epsilon^{\prime}\right)\left\|X^{*} \widehat{V}-A\right\|_{F}^{2} \tag{21.26}
\end{equation*}
$$

Let

$$
\tilde{X}=\arg \min _{X \in \mathbb{R}^{k \times n}}\|\widehat{U} X-A\|_{F}^{2}
$$

According to Corollary 21.4.15,

$$
\left\|S_{1} \widehat{U} Y R-S_{1} A\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime \prime}\right) \min _{X \in \mathbb{R}^{k \times n}}\left\|S_{1} \widehat{U} X-S_{1} A\right\|_{F}^{2} \leq\left(1+\epsilon^{\prime \prime}\right)\left\|S_{1} \widehat{U} \widetilde{X}-S_{1} A\right\|_{F}^{2}
$$

According to Theorem 21.6.5, since $\epsilon^{\prime \prime}=0.001 \epsilon^{\prime}$,

$$
\begin{equation*}
\|\widehat{U} Y R-A\|_{F}^{2} \leq\left(1+\epsilon^{\prime}\right)\|\widehat{U} \widetilde{X}-A\|_{F}^{2} \tag{21.27}
\end{equation*}
$$

Then, we can conclude

$$
\begin{aligned}
\|C U R-A\|_{F}^{2} & =\|C Z Y R-A\|_{F}^{2} \\
& =\|C Z \widehat{V}-A\|_{F}^{2} \\
& \leq\left(1+\epsilon^{\prime}\right) \min _{X \in \mathbb{R}^{n \times k}}\|X \widehat{V}-A\|_{F}^{2} \\
& \leq\left(1+\epsilon^{\prime}\right)\|\widehat{U} \widehat{V}-A\|_{F}^{2} \\
& \leq\left(1+\epsilon^{\prime}\right)^{2} \min _{X \in \mathbb{R}^{k \times n}}\|\widehat{U} X-A\|_{F}^{2} \\
& \leq\left(1+\epsilon^{\prime}\right)^{3} \mathrm{OPT} \\
& \leq(1+\epsilon) \mathrm{OPT} .
\end{aligned}
$$

The first equality follows since $U=Z Y$. The second equality follows since $Y R=\widehat{V}$. The first inequality follows by Equation (21.26). The third inequality follows by Equation (21.27). The fourth inequality follows by Equation (21.25). The last inequality follows since $\epsilon^{\prime}=0.1 \epsilon$.

Notice that $C$ has $O(k / \epsilon)$ reweighted columns of $A S_{2}$, and $A S_{2}$ is a subset of reweighted columns of $A$, so $C$ has $O(k / \epsilon)$ reweighted columns of $A$. Similarly, we can prove that $R$ has $O(k / \epsilon)$ reweighted rows of $A$. Thus, $C U R$ is a CUR decomposition of $A$.

### 21.6.2 Stronger property achieved by leverage scores

Claim 21.6.2. Given matrix $A \in \mathbb{R}^{n \times m}$, for any distribution $p=\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ define random variable $X$ such that $X=\left\|A_{i}\right\|_{2}^{2} / p_{i}$ with probability $p_{i}$, where $A_{i}$ is the $i$-th row of matrix $A$. Then take $m$ independent samples $X^{1}, X^{2}, \cdots, X^{m}$, and let $Y=\frac{1}{m} \sum_{j=1}^{m} X^{j}$. We have

$$
\operatorname{Pr}\left[Y \leq 100\|A\|_{F}^{2}\right] \geq .99
$$

Proof. We can compute the expectation of $X^{j}$, for any $j \in[m]$,

$$
\mathbb{E}\left[X^{j}\right]=\sum_{i=1}^{n} \frac{\left\|A_{i}\right\|_{2}^{2}}{p_{i}} \cdot p_{i}=\|A\|_{F}^{2}
$$

Then $\mathbb{E}[Y]=\frac{1}{m} \sum_{j=1}^{m} \mathbb{E}\left[X^{j}\right]=\|A\|_{F}^{2}$. Using Markov's inequality, we have

$$
\operatorname{Pr}\left[Y \geq\|A\|_{F}^{2}\right] \leq .01
$$

Theorem 21.6.3 (The leverage score case of Theorem 39 in [CW13]). Let $A \in \mathbb{R}^{n \times k}$, $B \in \mathbb{R}^{n \times d}$. Let $S \in \mathbb{R}^{n \times n}$ denote a sampling and rescaling diagonal matrix according to the leverage scores of $A$. If the event occurs that $S$ satisfies $(\epsilon / \sqrt{k})$-Frobenius norm approximate matrix product for $A$, and also $S$ is a $(1+\epsilon)$-subspace embedding for $A$, then let $X^{*}$ be the optimal solution of $\min _{X}\|A X-B\|_{F}^{2}$, and $\widetilde{B} \equiv A X^{*}-B$. Then, for all $X \in \mathbb{R}^{k \times d}$,

$$
(1-2 \epsilon)\|A X-B\|_{F}^{2} \leq\|S(A X-B)\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \leq(1+2 \epsilon)\|A X-B\|_{F}^{2}
$$

Furthermore, if $S$ has $m=O\left(\epsilon^{-2} k \log (k)\right)$ nonzero entries, the above event happens with probability at least 0.99.

Note that Theorem 39 in [CW13] is stated in a way that holds for general sketching matrices. However, we are only interested in the case when $S$ is a sampling and rescaling diagonal matrix according to the leverage scores. For completeness, we provide the full proof of the leverage score case with certain parameters.

Proof. Suppose $S$ is a sampling and rescaling diagonal matrix according to the leverage scores of $A$, and it has $m=O\left(\epsilon^{-2} k \log k\right)$ nonzero entries. Then, according to Lemma 21.4.22, $S$ is a $(1+\epsilon)$-subspace embedding for $A$ with probability at least 0.999 , and according to Lemma 21.4.29, $S$ satisfies $(\epsilon / \sqrt{k})$-Frobenius norm approximate matrix product for $A$ with probability at least 0.999.

Let $U \in \mathbb{R}^{n \times k}$ denote an orthonormal basis of the column span of $A$. Then the leverage scores of $U$ are the same as the leverage scores of $A$. Furthermore, for any $X \in \mathbb{R}^{k \times d}$, there is a matrix $Y$ such that $A X=U Y$, and vice versa, so we can now assume $A$ has $k$ orthonormal columns.

Then,

$$
\begin{align*}
& \|S(A X-B)\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \\
= & \left\|S A\left(X-X^{*}\right)+S\left(A X^{*}-B\right)\right\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \\
= & \left\|S A\left(X-X^{*}\right)\right\|_{F}^{2}+\left\|S\left(A X^{*}-B\right)\right\|_{F}^{2}+2 \operatorname{tr}\left(\left(X-X^{*}\right)^{\top} A^{\top} S^{\top} S\left(A X^{*}-B\right)\right)-\|S \widetilde{B}\|_{F}^{2} \\
= & \underbrace{\left\|S A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \operatorname{tr}\left(\left(X-X^{*}\right)^{\top} A^{\top} S^{\top} S \widetilde{B}\right)}_{\alpha} . \tag{21.28}
\end{align*}
$$

The second equality follows using $\|C+D\|_{F}^{2}=\|C\|_{F}^{2}+\|D\|_{F}^{2}+2 \operatorname{tr}\left(C^{\top} D\right)$. The third equality
follows from $\widetilde{B}=A X^{*}-B$. Now, let us first upper bound the term $\alpha$ in Equation (21.28):

$$
\begin{aligned}
& \left\|S A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \operatorname{tr}\left(\left(X-X^{*}\right)^{\top} A^{\top} S^{\top} S \widetilde{B}\right) \\
\leq & (1+\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2\left\|X-X^{*}\right\|_{F}\left\|A^{\top} S^{\top} S \widetilde{B}\right\|_{F} \\
\leq & (1+\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2(\epsilon / \sqrt{k}) \cdot\left\|X-X^{*}\right\|_{F}\|A\|_{F}\|\widetilde{B}\|_{F} \\
\leq & (1+\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F}
\end{aligned}
$$

The first inequality follows since $S$ is a $(1+\epsilon)$ subspace embedding of $A$, and $\operatorname{tr}\left(C^{\top} D\right) \leq$ $\|C\|_{F}\|D\|_{F}$. The second inequality follows since $S$ satisfies $(\epsilon / \sqrt{k})$-Frobenius norm approximate matrix product for $A$. The last inequality follows using that $\|A\|_{F} \leq \sqrt{k}$ since $A$ only has $k$ orthonormal columns. Now, let us lower bound the term $\alpha$ in Equation (21.28):

$$
\begin{aligned}
& \left\|S A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \operatorname{tr}\left(\left(X-X^{*}\right)^{\top} A^{\top} S^{\top} S \widetilde{B}\right) \\
\geq & (1-\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-2\left\|X-X^{*}\right\|_{F}\left\|A^{\top} S^{\top} S \widetilde{B}\right\|_{F} \\
\geq & (1-\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-2(\epsilon / \sqrt{k}) \cdot\left\|X-X^{*}\right\|_{F}\|A\|_{F}\|\widetilde{B}\|_{F} \\
\geq & (1-\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F}
\end{aligned}
$$

The first inequality follows since $S$ is a $(1+\epsilon)$ subspace embedding of $A$, and $\operatorname{tr}\left(C^{\top} D\right) \geq$ $-\|C\|_{F}\|D\|_{F}$. The second inequality follows since $S$ satisfies $(\epsilon / \sqrt{k})$-Frobenius norm approximate matrix product for $A$. The last inequality follows using that $\|A\|_{F} \leq \sqrt{k}$ since $A$ only has $k$ orthonormal columns.

Therefore,

$$
\begin{equation*}
(1-\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F} \leq\|S(A X-B)\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \tag{21.29}
\end{equation*}
$$

and

$$
\begin{equation*}
(1+\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F} \geq\|S(A X-B)\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \tag{21.30}
\end{equation*}
$$

Notice that $\widetilde{B}=A X^{*}-B=A A^{\dagger} B-B=\left(A A^{\dagger}-I\right) B$, so according to the Pythagorean theorem, we have

$$
\|A X-B\|_{F}^{2}=\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}
$$

which means that

$$
\begin{equation*}
\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}=\|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2} \tag{21.31}
\end{equation*}
$$

Using Equation (21.31), we can rewrite and lower bound the LHS of Equation (21.29),

$$
\begin{align*}
& (1-\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F} \\
= & \left\|A\left(X-X^{*}\right)\right\|_{F}^{2}-\epsilon\left(\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F}\right) \\
= & \|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2}-\epsilon\left(\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F}\right) \\
\geq & \|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2}-\epsilon\left(\left\|A\left(X-X^{*}\right)\right\|_{F}+\|\widetilde{B}\|_{F}\right)^{2} \\
\geq & \|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2}-2 \epsilon\left(\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}\right) \\
= & (1-2 \epsilon)\|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2} . \tag{21.32}
\end{align*}
$$

The second step follows by Equation (21.31). The first inequality follows using $a^{2}+2 a b<$ $(a+b)^{2}$. The second inequality follows using $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$. The last equality follows using $\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}=\|A X-B\|_{F}^{2}$. Similarly, using Equation (21.31), we can rewrite and upper bound the LHS of Equation (21.30)

$$
\begin{equation*}
(1+\epsilon)\left\|A\left(X-X^{*}\right)\right\|_{F}^{2}+2 \epsilon\left\|A\left(X-X^{*}\right)\right\|_{F}\|\widetilde{B}\|_{F} \leq(1+2 \epsilon)\|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2} \tag{21.33}
\end{equation*}
$$

Combining Equations (21.29),(21.32),(21.30),(21.33), we conclude that

$$
(1-2 \epsilon)\|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2} \leq\|S(A X-B)\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \leq(1+2 \epsilon)\|A X-B\|_{F}^{2}-\|\widetilde{B}\|_{F}^{2}
$$

Theorem 21.6.4. Let $A \in \mathbb{R}^{n \times k}, B \in \mathbb{R}^{n \times d}$, and $\frac{1}{2}>\epsilon>0$. Let $X^{*}$ be the optimal solution to $\min _{X}\|A X-B\|_{F}^{2}$, and $\widetilde{B} \equiv A X^{*}-B$. Let $S \in \mathbb{R}^{n \times n}$ denote a sketching matrix which satisfies the following:

1. $\|S \widetilde{B}\|_{F}^{2} \leq 100 \cdot\|\widetilde{B}\|_{F}^{2}$,
2. for all $X \in \mathbb{R}^{k \times d}$,

$$
(1-\epsilon)\|A X-B\|_{F}^{2} \leq\|S(A X-B)\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2} \leq(1+\epsilon)\|A X-B\|_{F}^{2}
$$

Then, for all $X_{1}, X_{2} \in \mathbb{R}^{k \times d}$ satisfying

$$
\left\|S A X_{1}-S B\right\|_{F}^{2} \leq\left(1+\frac{\epsilon}{100}\right) \cdot\left\|S A X_{2}-S B\right\|_{F}^{2}
$$

we have

$$
\left\|A X_{1}-B\right\|_{F}^{2} \leq(1+5 \epsilon) \cdot\left\|A X_{2}-B\right\|_{F}^{2}
$$

Proof. Let $A, B, S, \epsilon$ be the same as in the statement of the theorem, and suppose $S$ satisfies those two conditions. Let $X_{1}, X_{2} \in \mathbb{R}^{k \times d}$ satisfy

$$
\left\|S A X_{1}-S B\right\|_{F}^{2} \leq\left(1+\frac{\epsilon}{100}\right)\left\|S A X_{2}-S B\right\|_{F}^{2}
$$

We have

$$
\begin{aligned}
& \left\|A X_{1}-B\right\|_{F}^{2} \\
\leq & \frac{1}{1-\epsilon}\left(\left\|S\left(A X_{1}-B\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2}\right) \\
\leq & \frac{1}{1-\epsilon}\left(\left(1+\frac{\epsilon}{100}\right) \cdot\left\|S\left(A X_{2}-B\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2}\right) \\
= & \frac{1}{1-\epsilon}\left(\left(1+\frac{\epsilon}{100}\right) \cdot\left(\left\|S\left(A X_{2}-B\right)\right\|_{F}^{2}+\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2}\right)-\frac{\epsilon}{100} \cdot\left(\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2}\right)\right) \\
\leq & \frac{1}{1-\epsilon} \cdot\left(1+\frac{\epsilon}{100}\right) \cdot\left\|A X_{2}-B\right\|_{F}^{2}-\frac{1}{1-\epsilon} \cdot \frac{\epsilon}{100} \cdot\left(\|\widetilde{B}\|_{F}^{2}-\|S \widetilde{B}\|_{F}^{2}\right) \\
\leq & (1+3 \epsilon)\left\|A X_{2}-B\right\|_{F}^{2}+\frac{1}{1-\epsilon} \cdot \frac{\epsilon}{100}\|S \widetilde{B}\|_{F}^{2} \\
\leq & (1+3 \epsilon)\left\|A X_{2}-B\right\|_{F}^{2}+2 \epsilon\|\widetilde{B}\|_{F}^{2} \\
\leq & (1+5 \epsilon)\left\|A X_{2}-B\right\|_{F}^{2} .
\end{aligned}
$$

The first inequality follows since $S$ satisfies the second condition. The second inequality follows by the relationship between $X_{1}$ and $X_{2}$. The third inequality follows since $S$ satisfies the second condition. The fifth inequality follows using that $\epsilon<\frac{1}{2}$ and that $S$ satisfies the first condition. The last inequality follows using that $\|\widetilde{B}\|_{F}^{2}=\left\|A X^{*}-B\right\|_{F}^{2} \leq\left\|A X_{2}-B\right\|_{F}^{2}$.

Theorem 21.6.5. Let $A \in \mathbb{R}^{n \times k}, B \in \mathbb{R}^{n \times d}$, and $\frac{1}{2}>\epsilon>0$. Let $S \in \mathbb{R}^{n \times n}$ denote $a$ sampling and rescaling diagonal matrix according to the leverage scores of $A$. If $S$ has at least $m=O\left(k \log (k) / \epsilon^{2}\right)$ nonzero entries, then with probability at least 0.98 , for all $X_{1}, X_{2} \in \mathbb{R}^{k \times d}$ satisfying

$$
\left\|S A X_{1}-S B\right\|_{F}^{2} \leq\left(1+\frac{\epsilon}{500}\right) \cdot\left\|S A X_{2}-S B\right\|_{F}^{2},
$$

we have

$$
\left\|A X_{1}-B\right\|_{F}^{2} \leq(1+\epsilon) \cdot\left\|A X_{2}-B\right\|_{F}^{2}
$$

Proof. The proof directly follows by Claim 21.6.2, Theorem 21.6.3 and Theorem 21.6.4. Because of Claim 21.6.2, $S$ satisfies the first condition in the statement of Theorem 21.6.4 with probability at least 0.99 . According to Theorem 21.6.3, $S$ satisfies the second condition in the statement of Theorem 21.6.4 with probability at least 0.99 . Thus, with probability 0.98 , by Theorem 21.6.4, we complete the proof.

### 21.7 Entry-wise $\ell_{1}$ Norm for Arbitrary Tensors

In this section, we provide several different algorithms for tensor $\ell_{1}$-low rank approximation. Section 21.7.1 provides some useful facts and definitions. Section 21.7.2 presents several existence results. Section 21.7.3 describes a tool that is able to reduce the size of the objective function from $\operatorname{poly}(n)$ to poly $(k)$. Section 21.7.4 discusses the case when the problem size is small. Section 21.7.5 provides several bicriteria algorithms. Section 21.7.6 summarizes a batch of algorithms. Section 21.7 .7 provides an algorithm for $\ell_{1}$ norm CURT decomposition.

Notice that if the rank $-k$ solution does not exist, then every bicriteria algorithm in Section 21.7.5 can be stated in a form similar to Theorem 21.1.1, and every algorithm which can output a rank $-k$ solution in Section 21.7.6 can be stated in a form similar to Theorem 21.1.2. See Section 21.1 for more details.

### 21.7.1 Facts

We present a method that is able to reduce the entry-wise $\ell_{1}$-norm objective function to the Frobenius norm objective function.

Fact 21.7.1. Given a 3 rd order tensor $C \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}$, three matrices $V_{1} \in \mathbb{R}^{c_{1} \times b_{1}}, V_{2} \in$ $\mathbb{R}^{c_{2} \times b_{2}}, V_{3} \in \mathbb{R}^{c_{3} \times b_{3}}$, for any $k \in\left[1, \min _{i} b_{i}\right]$, if $X_{1}^{\prime} \in \mathbb{R}^{b_{1} \times k}, X_{2}^{\prime} \in \mathbb{R}^{b_{2} \times k}, X_{3}^{\prime} \in \mathbb{R}^{b_{3} \times k}$ satisfies that,

$$
\left\|\left(V_{1} X_{1}^{\prime}\right) \otimes\left(V_{2} X_{2}^{\prime}\right) \otimes\left(V_{3} X_{3}^{\prime}\right)-C\right\|_{F} \leq \alpha \min _{X_{1}, X_{2}, X_{3}}\left\|\left(V_{1} X_{1}\right) \otimes\left(V_{2} X_{2}\right) \otimes\left(V_{3} X_{3}\right)-C\right\|_{F}
$$

then

$$
\left\|\left(V_{1} X_{1}^{\prime}\right) \otimes\left(V_{2} X_{2}^{\prime}\right) \otimes\left(V_{3} X_{3}^{\prime}\right)-C\right\|_{1} \leq \alpha \sqrt{c_{1} c_{2} c_{3}} \min _{X_{1}, X_{2}, X_{3}}\left\|\left(V_{1} X_{1}\right) \otimes\left(V_{2} X_{2}\right) \otimes\left(V_{3} X_{3}\right)-C\right\|_{1}
$$

We extend Lemma C. 15 in [SWZ17] to tensors:

Fact 21.7.2. Given tensor $A \in \mathbb{R}^{n \times n \times n}$, let $\mathrm{OPT}=\min _{\operatorname{rank}-k A_{k}}\left\|A-A_{k}\right\|_{1}$. For any $r \geq k$, if rank-r tensor $B \in \mathbb{R}^{n \times n \times n}$ is an $f$-approximation to $A$, i.e.,

$$
\|B-A\|_{1} \leq f \cdot \mathrm{OPT}
$$

and $U, V, W \in \mathbb{R}^{n \times k}$ is a $g$-approximation to $B$, i.e.,

$$
\|U \otimes V \otimes W-B\|_{1} \leq g \cdot \min _{\operatorname{rank}-k B_{k}}\left\|B_{k}-B\right\|_{1},
$$

then,

$$
\|U \otimes V \otimes W-A\|_{1} \lesssim g f \cdot \mathrm{OPT}
$$

Proof. We define $\widetilde{U}, \widetilde{V}, \widetilde{W} \in \mathbb{R}^{n \times k}$ to be three matrices, such that

$$
\|\widetilde{U} \otimes \widetilde{V} \otimes \widetilde{W}-B\|_{1} \leq g \min _{\text {rank }-k B_{k}}\left\|B_{k}-B\right\|_{1},
$$

and also define,
$\widehat{U}, \widehat{V}, \widehat{W}=\underset{U, V, W \in \mathbb{R}^{n \times k}}{\arg \min }\|U \otimes V \otimes W-B\|_{1}$ and $U^{*}, V^{*}, W^{*}=\underset{U, V, W \in \mathbb{R}^{n \times k}}{\arg \min }\|U \otimes V \otimes W-A\|_{1}$.
It is obvious that,

$$
\begin{equation*}
\|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-B\|_{1} \leq\left\|U^{*} \otimes V^{*} \otimes W^{*}-B\right\|_{1} \tag{21.34}
\end{equation*}
$$

Then,

$$
\begin{aligned}
& \|\widetilde{U} \otimes \widetilde{V} \otimes \widetilde{W}-A\|_{1} \\
\leq & \|\widetilde{U} \otimes \widetilde{V} \otimes \widetilde{W}-B\|_{1}+\|B-A\|_{1} \\
\leq g\|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-B\|_{1}+\|B-A\|_{1} & \text { by the triangle inequality } \\
\leq g\left\|U^{*} \otimes V^{*} \otimes W^{*}-B\right\|_{1}+\|B-A\|_{1} & \text { by definition } \\
\leq g\left\|U^{*} \otimes V^{*} \otimes W^{*}-A\right\|_{1}+g\|B-A\|_{1}+\|B-A\|_{1} & \text { by Equation (21.34) } \\
=g \mathrm{OPT}+(g+1)\|B-A\|_{1} & \text { by the triangle inequality } \\
\leq g \mathrm{OPT}+(g+1) f \cdot \mathrm{OPT} & \text { sy definition of OPT } \\
\lesssim g f \mathrm{OPT} . &
\end{aligned}
$$

This completes the proof.

Using the above fact, we are able to optimize our approximation ratio.

### 21.7.2 Existence results

Definition 21.7.1 ( $\ell_{1}$ multiple regression cost preserving sketch - Definition D. 5 in [SWZ17]). Given matrices $U \in \mathbb{R}^{n \times r}, A \in \mathbb{R}^{n \times d}$, let $S \in \mathbb{R}^{m \times n}$. If $\forall \beta \geq 1, \widehat{V} \in \mathbb{R}^{r \times d}$ which satisfy

$$
\|S U \widehat{V}-S A\|_{1} \leq \beta \cdot \min _{V \in \mathbb{R}^{r \times d}}\|S U V-S A\|_{1}
$$

it holds that

$$
\|U \widehat{V}-A\|_{1} \leq \beta \cdot c \cdot \min _{V \in \mathbb{R}^{r \times d}}\|U V-A\|_{1},
$$

then $S$ provides a $c-\ell_{1}$-multiple-regression-cost-preserving-sketch for $(U, A)$.

Theorem 21.7.3. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exist three matrices $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ such that

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}-A\right\|_{1} \leq \alpha_{\text {rank }-k} \min _{A_{k} \in \mathbb{R}^{n \times n \times n}}\left\|A_{k}-A\right\|_{1},
$$

holds with probability 99/100.
(I). Using a dense Cauchy transform, $s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1.5}\right) \log ^{3} n$.
(II). Using a sparse Cauchy transform, $s_{1}=s_{2}=s_{3}=\widetilde{O}\left(k^{5}\right), \alpha=\widetilde{O}\left(k^{13.5}\right) \log ^{3} n$.
(III). Guessing Lewis weights, $s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1.5}\right)$.

Proof. We use OPT to denote

$$
\mathrm{OPT}:=\min _{\mathrm{rank}-k} \operatorname{Ain}_{A_{k} \in \mathbb{R}^{n \times n \times n}}\left\|A_{k}-A\right\|_{1} .
$$

Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we define three matrices $A_{1} \in \mathbb{R}^{n_{1} \times n_{2} n_{3}}, A_{2} \in \mathbb{R}^{n_{2} \times n_{3} n_{1}}, A_{3} \in$ $\mathbb{R}^{n_{3} \times n_{1} n_{2}}$ such that, for any $i \in\left[n_{1}\right], j \in\left[n_{2}\right], l \in\left[n_{3}\right]$,

$$
A_{i, j, l}=\left(A_{1}\right)_{i,(j-1) \cdot n_{3}+l}=\left(A_{2}\right)_{j,(l-1) \cdot n_{1}+i}=\left(A_{3}\right)_{l,(i-1) \cdot n_{2}+j} .
$$

We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and use $V_{1}^{*}, V_{2}^{*}, \cdots, V_{k}^{*}$ to denote the columns of $V^{*}$ and $W_{1}^{*}, W_{2}^{*}, \cdots, W_{k}^{*}$ to denote the columns of $W^{*}$.

We consider the following optimization problem,

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{1},
$$

which is equivalent to

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\left[\begin{array}{llll}
U_{1} & U_{2} & \cdots & U_{k}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{*} \otimes W_{1}^{*} \\
V_{2}^{*} \otimes W_{2}^{*} \\
\cdots \\
V_{k}^{*} \otimes W_{k}^{*}
\end{array}\right]-A\right\|_{1} .
$$

We use matrix $Z_{1}$ to denote $V^{* \top} \odot W^{* \top} \in \mathbb{R}^{k \times n^{2}}$ and matrix $U$ to denote $\left[\begin{array}{llll}U_{1} & U_{2} & \cdots & U_{k}\end{array}\right]$. Then we can obtain the following equivalent objective function,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{1} .
$$

Choose an $\ell_{1}$ multiple regression cost preserving sketch $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ for $\left(Z_{1}^{\top}, A_{1}^{\top}\right)$. We can obtain the optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{1}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(A_{1} S_{1}\right)^{i}\right\|_{1}
$$

where $U^{i}$ denotes the $i$-th row of matrix $U \in \mathbb{R}^{n \times k}$ and $\left(A_{1} S_{1}\right)^{i}$ denotes the $i$-th row of matrix $A_{1} S_{1}$. Instead of solving it under the $\ell_{1}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(A_{1} S_{1}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above optimization problem. Then, $\widehat{U}=$ $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. We plug $\widehat{U}$ into the objective function under the $\ell_{1}$-norm. According to Claim 21.3.4, we have,

$$
\left\|\widehat{U} Z_{1} S_{1}-A_{1} S_{1}\right\|_{1}=\sum_{i=1}^{n}\left\|\widehat{U}^{i} Z_{1} S_{1}-\left(A_{1} S_{1}\right)^{i}\right\|_{1} \leq \sqrt{s_{1}} \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{1} .
$$

Since $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ satisfies Definition 21.7.1, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{1} \leq \alpha \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{1}=\alpha \mathrm{OPT}
$$

where $\alpha=\sqrt{s_{1}} \beta$ and $\beta$ (see Definition 21.7.1) is a parameter which depends on which kind of sketching matrix we actually choose. It implies

$$
\left\|\widehat{U} \otimes V^{*} \otimes W^{*}-A\right\|_{1} \leq \alpha \mathrm{OPT}
$$

As a second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and convert tensor $A$ into matrix $A_{2}$. Let matrix $Z_{2}$ denote $\widehat{U}^{\top} \odot W^{* \top}$. We consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{1}
$$

and the optimal cost of it is at most $\alpha$ OPT.
Choose an $\ell_{1}$ multiple regression cost preserving sketch $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ for $\left(Z_{2}^{\top}, A_{2}^{\top}\right)$, and sketch on the right of the objective function to obtain this new objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{1}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|V^{i} Z_{2} S_{2}-\left(A_{2} S_{2}\right)^{i}\right\|_{1}
$$

where $V^{i}$ denotes the $i$-th row of matrix $V$ and $\left(A_{2} S_{2}\right)^{i}$ denotes the $i$-th row of matrix $A_{2} S_{2}$. Instead of solving this under the $\ell_{1}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}^{2}=\min _{V \in \mathbb{R}^{n \times k}}\left\|V^{i}\left(Z_{2} S_{2}\right)-\left(A_{2} S_{2}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{V} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{V}=$ $A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By properties of the sketching matrix $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$, we have,

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{1} \leq \alpha \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{1} \leq \alpha^{2} \mathrm{OPT}
$$

which implies

$$
\left\|\widehat{U} \otimes \widehat{V} \otimes W^{*}-A\right\|_{1} \leq \alpha^{2} \mathrm{OPT}
$$

As a third step, we fix the matrices $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. We can convert tensor $A \in \mathbb{R}^{n \times n \times n}$ into matrix $A_{3} \in \mathbb{R}^{n^{2} \times n}$. Let matrix $Z_{3}$ denote $\widehat{U}^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n^{2}}$. We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{1},
$$

and the optimal cost of it is at most $\alpha^{2}$ OPT.
Choose an $\ell_{1}$ multiple regression cost preserving sketch $S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ for $\left(Z_{3}^{\top}, A_{3}^{\top}\right)$ and sketch on the right of the objective function to obtain the new objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{1} .
$$

Let $\widehat{W} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$. By properties of sketching matrix $S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$, we have,

$$
\left\|\widehat{W} Z_{3}-A_{3}\right\|_{1} \leq \alpha \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{1} \leq \alpha^{3} \mathrm{OPT}
$$

Thus, we obtain,

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}-A\right\|_{1} \leq \alpha^{3} \mathrm{OPT}
$$

Proof of (I) By Theorem C. 1 in [SWZ17], we can use dense Cauchy transforms for $S_{1}, S_{2}, S_{3}$, and then $s_{1}=s_{2}=s_{3}=O(k \log k)$ and $\alpha=O(\sqrt{k \log k} \log n)$.

Proof of (II) By Theorem C. 1 in [SWZ17], we can use sparse Cauchy transforms for $S_{1}, S_{2}, S_{3}$, and then $s_{1}=s_{2}=s_{3}=O\left(k^{5} \log ^{5} k\right)$ and $\alpha=O\left(k^{4.5} \log ^{4.5} k \log n\right)$.

Proof of (III) By Theorem C. 1 in [SWZ17], we can sample by Lewis weights. Then $S_{1}, S_{2}, S_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ are diagonal matrices, and each of them has $O(k \log k)$ nonzero rows. This gives $\alpha=O(\sqrt{k \log k})$.

### 21.7.3 Polynomial in $k$ size reduction

Definition 21.7.2 (Definition D. 1 in [SWZ17]). Given a matrix $M \in \mathbb{R}^{n \times d}$, if matrix $S \in$ $\mathbb{R}^{m \times n}$ satisfies

$$
\|S M\|_{1} \leq \beta\|M\|_{1}
$$

then $S$ has at most $\beta$ dilation on $M$.

Definition 21.7.3 (Definition D. 2 in [SWZ17]). Given a matrix $U \in \mathbb{R}^{n \times k}$, if matrix $S \in$ $\mathbb{R}^{m \times n}$ satisfies

$$
\forall x \in \mathbb{R}^{k},\|S U x\|_{1} \geq \frac{1}{\beta}\|U x\|_{1}
$$

then $S$ has at most $\beta$ contraction on $U$.

Theorem 21.7.4. Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and three matrices $V_{1} \in \mathbb{R}^{n_{1} \times b_{1}}, V_{2} \in$ $\mathbb{R}^{n_{2} \times b_{2}}, V_{3} \in \mathbb{R}^{n_{3} \times b_{3}}$, let $X_{1}^{*} \in \mathbb{R}^{b_{1} \times k}, X_{2}^{*} \in \mathbb{R}^{b_{2} \times k}, X_{3}^{*} \in \mathbb{R}^{b_{3} \times k}$ satisfies

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}{\arg \min _{1}}\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A\right\|_{1} .
$$

Let $S \in \mathbb{R}^{m \times n}$ have at most $\beta_{1} \geq 1$ dilation on $V_{1} X_{1}^{*} \cdot\left(\left(V_{2} X_{2}^{*}\right)^{\top} \odot\left(V_{3} X_{3}^{*}\right)^{\top}\right)-A_{1}$ and $S$ have at most $\beta_{2} \geq 1$ contraction on $V_{1}$. If $\widehat{X}_{1} \in \mathbb{R}^{b_{1} \times k}, \widehat{X}_{2} \in \mathbb{R}^{b_{2} \times k}, \widehat{X}_{3} \in \mathbb{R}^{b_{3} \times k}$ satisfies $\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{1} \leq \beta_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|S V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-S A\right\|_{1}$, where $\beta \geq 1$, then

$$
\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{1} \lesssim \beta_{1} \beta_{2} \beta \min _{X_{1}, X_{2}, X_{3}}\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A\right\|_{1}
$$

The proof idea is similar to [SWZ17].

Proof. Let $A, V_{1}, V_{2}, V_{3}, S, X_{1}^{*}, X_{2}^{*}, X_{3}^{*}, \beta_{1}, \beta_{2}$ be the same as stated in the theorem. Let $\widehat{X}_{1} \in$ $\mathbb{R}^{b_{1} \times k}, \widehat{X}_{2} \in \mathbb{R}^{b_{2} \times k}, \widehat{X}_{3} \in \mathbb{R}^{b_{3} \times k}$ satisfy
$\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{1} \leq \beta_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|S V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-S A\right\|_{1}$.
We have,

$$
\begin{align*}
& \left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{1} \\
\geq & \left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}\right\|_{1}-\left\|S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-S A\right\|_{1} \\
\geq & \frac{1}{\beta_{2}}\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}\right\|_{1}-\beta_{1}\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
\geq & \frac{1}{\beta_{2}}\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{1}-\frac{1}{\beta_{2}}\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
& -\beta_{1}\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
= & \frac{1}{\beta_{2}}\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{1}-\left(\frac{1}{\beta_{2}}+\beta_{1}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} . \tag{21.35}
\end{align*}
$$

The first and the third inequality follow by the triangle inequalities. The second inequality follows using that

$$
\begin{aligned}
& \left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}\right\|_{1} \\
= & \left\|S V_{1}\left(\widehat{X}_{1}-X_{1}^{*}\right) \cdot\left(\left(V_{2}\left(\widehat{X}_{2}-X_{2}^{*}\right)\right)^{\top} \odot\left(V_{3}\left(\widehat{X}_{3}-X_{3}^{*}\right)\right)^{\top}\right)\right\|_{1} \\
\geq & \frac{1}{\beta_{2}}\left\|V_{1}\left(\widehat{X}_{1}-X_{1}^{*}\right) \cdot\left(\left(V_{2}\left(\widehat{X}_{2}-X_{2}^{*}\right)\right)^{\top} \odot\left(V_{3}\left(\widehat{X}_{3}-X_{3}^{*}\right)\right)^{\top}\right)\right\|_{1} \\
\geq & \frac{1}{\beta_{2}}\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}\right\|_{1},
\end{aligned}
$$

and

$$
\begin{align*}
& \left\|S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-S A\right\|_{1} \\
= & \left\|S\left(V_{1} X_{1}^{*} \cdot\left(\left(V_{2} X_{2}^{*}\right)^{\top} \odot\left(V_{3} X_{3}^{*}\right)^{\top}\right)-A_{1}\right)\right\|_{1} \\
\leq & \left\|V_{1} X_{1}^{*} \cdot\left(\left(V_{2} X_{2}^{*}\right)^{\top} \odot\left(V_{3} X_{3}^{*}\right)^{\top}\right)-A_{1}\right\|_{1} \\
= & \beta_{1}\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} . \tag{21.36}
\end{align*}
$$

Then, we have

$$
\begin{aligned}
& \left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{1} \\
\leq & \beta_{2}\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
\leq & \beta_{2} \beta\left\|S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-S A\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
\leq & \beta_{1} \beta_{2} \beta\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} \\
\leq & \beta\left(1+2 \beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{1} .
\end{aligned}
$$

The first inequality follows by Equation (21.35). The second inequality follows by

$$
\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{1} \leq \beta \min _{X_{1}, X_{2}, X_{3}}\left\|S V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-S A\right\|_{1}
$$

The third inequality follows by Equation (21.36). The final inequality follows using that $\beta \geq 1$.

Lemma 21.7.5. Let $\min \left(b_{1}, b_{2}, b_{3}\right) \geq k$. Given three matrices $V_{1} \in \mathbb{R}^{n \times b_{1}}, V_{2} \in \mathbb{R}^{n \times b_{2}}$, and $V_{3} \in \mathbb{R}^{n \times b_{3}}$, there exists an algorithm that takes $O(\mathrm{nnz}(A))+n \operatorname{poly}\left(b_{1}, b_{2}, b_{3}\right)$ time and outputs a tensor $C \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}$ and three matrices $\widehat{V}_{1} \in \mathbb{R}^{c_{1} \times b_{1}}, \widehat{V}_{2} \in \mathbb{R}^{c_{2} \times b_{2}}$ and $\widehat{V}_{3} \in \mathbb{R}^{c_{3} \times b_{3}}$

```
Algorithm 21.21 Reducing the Size of the Objective Function to poly \((k)\)
    procedure L1PolyKSizeReduction \(\left(A, V_{1}, V_{2}, V_{3}, n, b_{1}, b_{2}, b_{3}, k\right) \quad \triangleright\) Lemma 21.7.5
        for \(i=1 \rightarrow 3\) do
                        \(c_{i} \leftarrow \widetilde{O}\left(b_{i}\right)\).
            Choose sampling and rescaling matrices \(T_{i} \in \mathbb{R}^{c_{i} \times n}\) according to the Lewis weights
    of \(V_{i}\).
            \(\widehat{V}_{i} \leftarrow T_{i} V_{i} \in \mathbb{R}^{c_{i} \times b_{i}}\).
        end for
        \(C \leftarrow A\left(T_{1}, T_{2}, T_{3}\right) \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}\).
        return \(\widehat{V}_{1}, \widehat{V}_{2}, \widehat{V}_{3}\) and \(C\).
    end procedure
```

with $c_{1}=c_{2}=c_{3}=\operatorname{poly}\left(b_{1}, b_{2}, b_{3}\right)$, such that with probability 0.99 , for any $\alpha \geq 1$, if $X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}$ satisfy that,

$$
\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{1} \leq \alpha_{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}\right)_{i}-C\right\|_{1},
$$

then,

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-A\right\|_{1} \lesssim \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{1} .
$$

Proof. For simplicity, we define OPT to be

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{1} .
$$

Let $T_{1} \in \mathbb{R}^{c_{1} \times n}$ sample according to the Lewis weights of $V_{1} \in \mathbb{R}^{n \times b_{1}}$, where $c_{1}=\widetilde{O}\left(b_{1}\right)$. Let $T_{2} \in \mathbb{R}^{c_{2} \times n}$ sample according to the Lewis weights of $V_{2} \in \mathbb{R}^{n \times b_{2}}$, where $c_{2}=\widetilde{O}\left(b_{2}\right)$. Let $T_{3} \in \mathbb{R}^{c_{3} \times n}$ sample according to the Lewis weights of $V_{3} \in \mathbb{R}^{n \times b_{3}}$, where $c_{3}=\widetilde{O}\left(b_{3}\right)$.

For any $\alpha \geq 1$, let $X_{1}^{\prime} \in \mathbb{R}^{b_{1} \times k}, X_{2}^{\prime} \in \mathbb{R}^{b_{2} \times k}, X_{3}^{\prime} \in \mathbb{R}^{b_{3} \times k}$ satisfy

$$
\begin{aligned}
& \left\|T_{1} V_{1} X_{1}^{\prime} \otimes T_{2} V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{1} \\
\leq & \alpha_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|T_{1} V_{1} X_{1} \otimes T_{2} V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{1} .
\end{aligned}
$$

First, we regard $T_{1}$ as the sketching matrix for the remainder. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\begin{aligned}
& \left\|V_{1} X_{1}^{\prime} \otimes T_{2} V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(I, T_{2}, T_{3}\right)\right\|_{1} \\
\lesssim & \alpha_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|V_{1} X_{1} \otimes T_{2} V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, T_{2}, T_{3}\right)\right\|_{1} .
\end{aligned}
$$

Second, we regard $T_{2}$ as a sketching matrix for $V_{1} X_{1} \otimes V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, I, T_{3}\right)$. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\begin{aligned}
& \left\|V_{1} X_{1}^{\prime} \otimes V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(I, I, T_{3}\right)\right\|_{1} \\
\lesssim & \alpha_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, I, T_{3}\right)\right\|_{1} .
\end{aligned}
$$

Third, we regard $T_{3}$ as a sketching matrix for $V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A$. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-A\right\|_{1} \lesssim \alpha \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{1}
$$

Lemma 21.7.6. Given tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, and two matrices $U \in \mathbb{R}^{n_{1} \times s}, V \in \mathbb{R}^{n_{2} \times s}$ with $\operatorname{rank}(U)=r$, let $T \in \mathbb{R}^{t \times n_{1}}$ be a sampling/rescaling matrix according to the Lewis weights of $U$ with $t=\widetilde{O}(r)$. Then with probability at least 0.99 , for all $X^{\prime} \in \mathbb{R}^{n_{3} \times s}, \alpha \geq 1$ which satisfy

$$
\left\|T_{1} U \otimes V \otimes X^{\prime}-T_{1} A\right\|_{1} \leq \alpha \cdot \min _{X \in \mathbb{R}^{n} \times s}\left\|T_{1} U \otimes V \otimes X-T_{1} A\right\|_{1}
$$

it holds that

$$
\left\|U \otimes V \otimes X^{\prime}-A\right\|_{1} \lesssim \alpha \cdot \min _{X \in \mathbb{R}^{n_{3} \times s}}\|U \otimes V \otimes X-A\|_{1}
$$

The proof is similar to the proof of Lemma 21.7.5.

Proof. Let $X^{*}=\underset{X \in \mathbb{R}^{n_{3} \times s}}{\arg \min }\|U \otimes V \otimes X-A\|_{1}$. Then according to Lemma D. 11 in [SWZ17], $T$ has at most constant dilation (Definition 21.7.2) on $U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1}$, and has at most constant contraction (Definition 21.7.3) on $U$. We first look at

$$
\begin{aligned}
& \left\|T U \otimes V \otimes X^{\prime}-T A\right\|_{1} \\
= & \left\|T U \cdot\left(V^{\top} \odot\left(X^{\prime}\right)^{\top}\right)-T A_{1}\right\|_{1} \\
\geq & \left\|T U \cdot\left(\left(V^{\top} \odot\left(X^{\prime}\right)^{\top}\right)-\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)\right)\right\|_{1}-\left\|T U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-T A_{1}\right\|_{1} \\
\geq & \frac{1}{\beta_{2}} \| U \cdot\left(\left(V^{\top} \odot\left(X^{\prime}\right)^{\top}\right)-A_{1}\left\|_{1}-\left(\frac{1}{\beta_{2}}+\beta_{1}\right)\right\| U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1} \|_{1},\right.
\end{aligned}
$$

where $\beta_{1} \geq 1, \beta_{2} \geq 1$ are two constants. Then we have:

$$
\begin{aligned}
& \left\|U \otimes V \otimes X^{\prime}-A\right\|_{1} \\
\leq & \beta_{2}\left\|T U \cdot\left(V^{\top} \odot\left(X^{\prime}\right)^{\top}\right)-T A_{1}\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1}\right\|_{1} \\
\leq & \alpha \beta_{2}\left\|T U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-T A_{1}\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1}\right\|_{1} \\
\leq & \alpha \beta_{1} \beta_{2}\left\|U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1}\right\|_{1}+\left(1+\beta_{1} \beta_{2}\right)\left\|U \cdot\left(V^{\top} \odot\left(X^{*}\right)^{\top}\right)-A_{1}\right\|_{1} \\
\lesssim & \alpha\left\|U \otimes V \otimes X^{*}-A\right\|_{1 .} .
\end{aligned}
$$

Corollary 21.7.7. Given tensor $A \in \mathbb{R}^{n \times n \times n}$, and two matrices $U \in \mathbb{R}^{n \times s}, V \in \mathbb{R}^{n \times s}$ with $\operatorname{rank}(U)=r_{1}, \operatorname{rank}(V)=r_{2}$, let $T_{1} \in \mathbb{R}^{t_{1} \times n}$ be a sampling/rescaling matrix according to
the Lewis weights of $U$, and let $T_{2} \in \mathbb{R}^{t_{2} \times n}$ be a sampling/rescaling matrix according to the Lewis weights of $V$ with $t_{1}=\widetilde{O}\left(r_{1}\right), t_{2}=\widetilde{O}\left(r_{2}\right)$. Then with probability at least 0.99 , for all $X^{\prime} \in \mathbb{R}^{n \times s}, \alpha \geq 1$ which satisfy

$$
\left\|T_{1} U \otimes T_{2} V \otimes X^{\prime}-A\left(T_{1}, T_{2}, I\right)\right\|_{1} \leq \alpha \cdot \min _{X \in \mathbb{R}^{n \times s}}\left\|T_{1} U \otimes T_{2} V \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{1}
$$

it holds that

$$
\left\|U \otimes V \otimes X^{\prime}-A\right\|_{1} \lesssim \alpha \cdot \min _{X \in \mathbb{R}^{n \times s}}\|U \otimes V \otimes X-A\|_{1}
$$

Proof. We apply Lemma 21.7.6 twice: if

$$
\left\|T_{1} U \otimes T_{2} V \otimes X^{\prime}-A\left(T_{1}, T_{2}, I\right)\right\|_{1} \leq \alpha \cdot \min _{X \in \mathbb{R}^{n \times s}}\left\|T_{1} U \otimes T_{2} V \otimes X-A\left(T_{1}, T_{2}, I\right)\right\|_{1}
$$

then

$$
\left\|U \otimes T_{2} V \otimes X^{\prime}-A\left(I, T_{2}, I\right)\right\|_{1} \lesssim \alpha \cdot \min _{X \in \mathbb{R}^{n \times s}}\left\|U \otimes T_{2} V \otimes X-A\left(I, T_{2}, I\right)\right\|_{1}
$$

Then, we have

$$
\left\|U \otimes V \otimes X^{\prime}-A\right\|_{1} \lesssim \alpha \cdot \min _{X \in \mathbb{R}^{n \times s}}\|U \otimes V \otimes X-A\|_{1}
$$

### 21.7.4 Solving small problems

Theorem 21.7.8. Let $\max _{i}\left\{t_{i}, d_{i}\right\} \leq n$. Given $a t_{1} \times t_{2} \times t_{3}$ tensor $A$ and three matrices: a $t_{1} \times d_{1}$ matrix $T_{1}$, a $t_{2} \times d_{2}$ matrix $T_{2}$, and a $t_{3} \times d_{3}$ matrix $T_{3}$, if for $\delta>0$ there exists a solution to

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}-A\right\|_{1}:=\mathrm{OPT}
$$

such that each entry of $X_{i}$ can be expressed using $O\left(n^{\delta}\right)$ bits, then there exists an algorithm that takes $n^{O(\delta)} \cdot 2^{O\left(d_{1} k+d_{2} k+d_{3} k\right)}$ time and outputs three matrices: $\widehat{X}_{1}, \widehat{X}_{2}$, and $\widehat{X}_{3}$ such that $\left\|\left(T_{1} \widehat{X}_{1}\right) \otimes\left(T_{2} \widehat{X}_{2}\right) \otimes\left(T_{3} \widehat{X}_{3}\right)-A\right\|_{1}=\mathrm{OPT}$.

Proof. For each $i \in[3]$, we can create $t_{i} \times d_{i}$ variables to represent matrix $X_{i}$. Let $x$ denote the list of these variables. Let $B$ denote tensor $\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}$. Then we can write the following objective function,

$$
\min _{x} \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}}\left|B_{i, j, l}(x)-A_{i, j, l}\right| .
$$

To remove the $|\cdot|$, we create $t_{1} t_{2} t_{3}$ extra variables $\sigma_{i, j, l}$. Then we obtain the objective function:

$$
\begin{aligned}
\min _{x, \sigma} & \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}} \sigma_{i, j, l}\left(B_{i, j, l}(x)-A_{i, j, l}\right) \\
\text { s.t. } & \sigma_{i, j, l}^{2}=1, \\
& \sigma_{i, j, l}\left(B_{i, j, l}(x)-A_{i, j, l}\right) \geq 0 \\
& \|x\|_{2}^{2}+\|\sigma\|_{2}^{2} \leq 2^{O\left(n^{\delta}\right)}
\end{aligned}
$$

where the last constraint is unharmful, because there exists a solution that can be written using $O\left(n^{\delta}\right)$ bits. Note that the number of inequality constraints in the above system is
$O\left(t_{1} t_{2} t_{3}\right)$, the degree is $O(1)$, and the number of variables is $v=\left(t_{1} t_{2} t_{3}+d_{1} k+d_{2} k+d_{3} k\right)$. Thus by Theorem 21.3.2, we know that the minimum nonzero cost is at least

$$
\left(2^{O\left(n^{\delta}\right)}\right)^{-2^{\tilde{O}(v)}} .
$$

It is immediate that the upper bound on cost is at most $2^{O\left(n^{\delta}\right)}$, and thus the number of binary search steps is at most $\log \left(2^{O\left(n^{\delta}\right)}\right) 2^{\widetilde{O}(v)}$. In each step of the binary search, we need to choose a cost $C$ between the lower bound and the upper bound, and write down the polynomial system,

$$
\begin{aligned}
& \sum_{i=1}^{t_{1}} \sum_{j=1}^{t_{2}} \sum_{l=1}^{t_{3}} \sigma_{i, j, l}\left(B_{i, j, l}(x)-A_{i, j, l}\right) \leq C, \\
& \sigma_{i, j, l}^{2}=1, \\
& \sigma_{i, j, l}\left(B_{i, j, l}(x)-A_{i, j, l}\right) \geq 0, \\
& \|x\|_{2}^{2}+\|\sigma\|_{2}^{2} \leq 2^{O\left(n^{\delta}\right)} .
\end{aligned}
$$

Using Theorem 21.3.1, we can determine if there exists a solution to the above polynomial system. Since the number of variables is $v$, and the degree is $O(1)$, the number of inequality constraints is $t_{1} t_{2} t_{2}$. Thus, the running time is

$$
\operatorname{poly}(\text { bitsize }) \cdot(\# \text { constraints } \cdot \text { degree })^{\# \text { variables }}=n^{O(\delta)} 2^{\widetilde{O}(v)}
$$

### 21.7.5 Bicriteria algorithms

We present several bicriteria algorithms with different tradeoffs. We first present an algorithm that runs in nearly linear time and outputs a solution with rank $\widetilde{O}\left(k^{3}\right)$ in Theorem 21.7.9. Then we show an algorithm that runs in $n n z(A)$ time but outputs a solution with rank poly $(k)$ in Theorem 21.7.10. Then we explain an idea which is able to decrease the cubic rank to quadratic rank, and thus we can obtain Theorem 21.7.11 and Theorem 21.7.12.

### 21.7.5.1 Input sparsity time

Algorithm $21.22 \ell_{1}$-Low Rank Approximation, Bicriteria Algorithm, rank- $\widetilde{O}\left(k^{3}\right)$, Nearly Input Sparsity Time
procedure L1BicriteriaAlgorithm $(A, n, k) \quad \triangleright$ Theorem 21.7.9
$s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)$.
For each $i \in[3]$, choose $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$ to be a dense Cauchy transform. $\triangleright$ Part (I) of Theorem 21.7.2

Compute $A_{1} \cdot S_{1}, A_{2} \cdot S_{2}, A_{3} \cdot S_{3}$.
$Y_{1}, Y_{2}, Y_{3}, C \leftarrow$ L1PolyKSizeReduction $\left(A, A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}, n, s_{1}, s_{2}, s_{3}, k\right) \quad \triangleright$
Algorithm 21.21
Form objective function

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{1} .
$$

Run $\ell_{1}$-regression solver to find $X$.
return $A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}$ and $X$.
end procedure

Theorem 21.7.9. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{3}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A) \cdot \widetilde{O}(k)+O(n) \operatorname{poly}(k)+\operatorname{poly}(k)$
time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{1} \leq \widetilde{O}\left(k^{3 / 2}\right) \log ^{3} n_{\operatorname{rank}-k} \min _{A_{k}}\left\|A_{k}-A\right\|_{1}
$$

holds with probability 9/10.

Proof. We first choose three dense Cauchy transforms $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$. According to Section 21.3.7, for each $i \in[3], A_{i} S_{i}$ can be computed in $n n z(A) \cdot \widetilde{O}(k)$ time. Then we apply Lemma 21.7.5 (Algorithm 21.21). We obtain three matrices $Y_{1}, Y_{2}, Y_{3}$ and a tensor $C$. Note that for each $i \in[3], Y_{i}$ can be computed in $n \operatorname{poly}(k)$ time. Because $C=A\left(T_{1}, T_{2}, T_{3}\right)$ and $T_{1}, T_{2}, T_{3} \in \mathbb{R}^{n \times \widetilde{O}(k)}$ are three sampling and rescaling matrices, $C$ can be computed in $n n z(A)+\widetilde{O}\left(k^{3}\right)$ time. At the end, we just need to run an $\ell_{1}$-regression solver to find the solution to the problem,

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{j}\right\|_{1},
$$

where $\left(Y_{1}\right)_{i}$ denotes the $i$-th column of matrix $Y_{1}$. Since the size of the above problem is only $\operatorname{poly}(k)$, this can be solved in $\operatorname{poly}(k)$ time.

Theorem 21.7.10. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{15}\right)$. There exists an algorithm that takes $n n z(A)+O(n) \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{1} \leq \operatorname{poly}(k, \log n) \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
$$

holds with probability 9/10.

Algorithm $21.23 \ell_{1}$-Low Rank Approximation, Bicriteria Algorithm, rank-poly $(k)$, Input Sparsity Time
procedure L1BicriteriaAlgorithm $(A, n, k)$
$\triangleright$ Theorem 21.7.10
$s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}\left(k^{5}\right)$.
For each $i \in[3]$, choose $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$ to be a sparse Cauchy transform. $\triangleright$ Part (II) of Theorem 21.7.3

Compute $A_{1} \cdot S_{1}, A_{2} \cdot S_{2}, A_{3} \cdot S_{3}$.
$Y_{1}, Y_{2}, Y_{3}, C \leftarrow$ L1PolyKSizeReduction $\left(A, A_{1} S_{1}, A_{2} S_{2}, A_{3}, S_{3}, n, s_{1}, s_{2}, s_{3}, k\right) \quad \triangleright$ Algorithm 21.21

Form objective function

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{1} .
$$

Run $\ell_{1}$-regression solver to find $X$.
return $A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}$ and $X$.
end procedure

Proof. We first choose three dense Cauchy transforms $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$. According to Section 21.3.7, for each $i \in[3], A_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time. Then we apply Lemma 21.7.5 (Algorithm 21.21), and can obtain three matrices $Y_{1}, Y_{2}, Y_{3}$ and a tensor $C$. Note that for each $i \in[3], Y_{i}$ can be computed in $O(n) \operatorname{poly}(k)$ time. Because $C=A\left(T_{1}, T_{2}, T_{3}\right)$ and $T_{1}, T_{2}, T_{3} \in \mathbb{R}^{n \times \widetilde{O}(k)}$ are three sampling and rescaling matrices, $C$ can be computed in $n n z(A)+\widetilde{O}\left(k^{3}\right)$ time. At the end, we just need to run an $\ell_{1}$-regression solver to find the solution to the problem,

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{1},
$$

where $\left(Y_{1}\right)_{i}$ denotes the $i$-th column of matrix $Y_{1}$. Since the size of the above problem is only $\operatorname{poly}(k)$, it can be solved in $\operatorname{poly}(k)$ time.

### 21.7.5.2 Improving cubic rank to quadratic rank

Algorithm 21.24 $\ell_{1}$-Low Rank Approximation, Bicriteria Algorithm, rank- $\widetilde{O}\left(k^{2}\right)$, Nearly Input Sparsity Time
procedure L1BicriteriaAlgorithm $(A, n, k) \quad \triangleright$ Theorem 21.7.11
$s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)$.
For each $i \in[3]$, choose $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$ to be a dense Cauchy transform. $\triangleright$ Part (I) of
Theorem 21.7.2
Compute $A_{1} \cdot S_{1}, A_{2} \cdot S_{2}$.
For each $i \in[2]$, choose $T_{i}$ to be a sampling and rescaling diagonal matrix according
to the Lewis weights of $A_{i} S_{i}$, with $t_{i}=\widetilde{O}(k)$ nonzero entries.
$C \leftarrow A\left(T_{1}, T_{2}, I\right)$.
$B^{i+(j-1) s_{1}} \leftarrow \operatorname{vec}\left(\left(T_{1} A_{1} S_{1}\right)_{i} \otimes\left(T_{2} A_{2} S_{2}\right)_{j}\right), \forall i \in\left[s_{1}\right], j \in\left[s_{2}\right]$.
Form objective function $\min _{W}\left\|W B-C_{3}\right\|_{1}$
Run $\ell_{1}$-regression solver to find $\widehat{W}$.
Construct $\widehat{U}$ by using $A_{1} S_{1}$ according to Equation (21.38).
Construct $\widehat{V}$ by using $A_{2} S_{2}$ according to Equation (21.39).
return $\widehat{U}, \widehat{V}, \widehat{W}$.
end procedure

Theorem 21.7.11. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{2}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A) \cdot \widetilde{O}(k)+O(n) \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{1} \leq \widetilde{O}\left(k^{3 / 2}\right) \log ^{3} n \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{1}
$$

holds with probability 9/10.

Proof. Let OPT $=\min _{A_{k} \in \mathbb{R}^{n \times n \times n}}\left\|A_{k}-A\right\|_{1}$. We first choose three dense Cauchy transforms $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}, \forall i \in[3]$. According to Section 21.3.7, for each $i \in[3], A_{i} S_{i}$ can be computed in $\mathrm{nnz}(A) \cdot \widetilde{O}(k)$ time. Then we choose $T_{i}$ to be a sampling and rescaling diagonal matrix according to the Lewis weights of $A_{i} S_{i}, \forall i \in[2]$.

According to Theorem 21.7.3, we have
$\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\sum_{l=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{l} \otimes\left(A_{2} S_{2} X_{2}\right)_{l} \otimes\left(A_{3} S_{3} X_{3}\right)_{l}-A\right\|_{1} \leq \widetilde{O}\left(k^{1.5}\right) \log ^{3} n \mathrm{OPT}$
Now we fix an $l$ and we have:

$$
\begin{aligned}
& \left(A_{1} S_{1} X_{1}\right)_{l} \otimes\left(A_{2} S_{2} X_{2}\right)_{l} \otimes\left(A_{3} S_{3} X_{3}\right)_{l} \\
= & \left(\sum_{i=1}^{s_{1}}\left(A_{1} S_{1}\right)_{i}\left(X_{1}\right)_{i, l}\right) \otimes\left(\sum_{j=1}^{s_{2}}\left(A_{2} S_{2}\right)_{j}\left(X_{2}\right)_{j, l}\right) \otimes\left(A_{3} S_{3} X_{3}\right)_{l} \\
= & \sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}}\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j} \otimes\left(A_{3} S_{3} X_{3}\right)_{l}\left(X_{1}\right)_{i, l}\left(X_{2}\right)_{j, l}
\end{aligned}
$$

Thus, we have
$\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}}\left(A_{1} S_{1}\right)_{i} \otimes\left(A_{2} S_{2}\right)_{j} \otimes\left(\sum_{l=1}^{k}\left(A_{3} S_{3} X_{3}\right)_{l}\left(X_{1}\right)_{i, l}\left(X_{2}\right)_{j, l}\right)-A\right\|_{1} \leq \widetilde{O}\left(k^{1.5}\right) \log ^{3} n$ OPT.

We create matrix $\widehat{U} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying matrix $A_{1} S_{1} s_{2}$ times, i.e.,

$$
\widehat{U}=\left[\begin{array}{llll}
A_{1} S_{1} & A_{1} S_{1} & \cdots & A_{1} S_{1} \tag{21.38}
\end{array}\right] .
$$

We create matrix $\widehat{V} \in \mathbb{R}^{n \times s_{1} s_{2}}$ by copying the $i$-th column of $A_{2} S_{2}$ a total of $s_{1}$ times into the columns $(i-1) s_{1}, \cdots, i s_{1}$ of $\widehat{V}$, for each $i \in\left[s_{2}\right]$, i.e.,

$$
\widehat{V}=\left[\begin{array}{llllllll}
\left(A_{2} S_{2}\right)_{1} & \cdots & \left(A_{2} S_{2}\right)_{1} & \left(A_{2} S_{2}\right)_{2} & \cdots & \left(A_{2} S_{2}\right)_{2} & \cdots\left(A_{2} S_{2}\right)_{s_{2}} & \cdots \tag{21.39}
\end{array}\left(A_{2} S_{2}\right)_{s_{2}} .\right]
$$

According to Equation (21.37), we have:

$$
\min _{W \in \mathbb{R}^{n \times s_{1} s_{2}}}\|\widehat{U} \otimes \widehat{V} \otimes W-A\|_{1} \leq \widetilde{O}\left(k^{1.5}\right) \log ^{3} n \cdot \mathrm{OPT}
$$

Let

$$
\widehat{W}=\underset{W \in \mathbb{R}^{n \times s_{1} s_{2}}}{\arg \min }\left\|T_{1} \widehat{U} \otimes T_{2} \widehat{V} \otimes W-A\left(T_{1}, T_{2}, I\right)\right\|_{1} .
$$

Due to Corollary 21.7.7, we have

$$
\|\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A\|_{1} \leq \widetilde{O}\left(k^{1.5}\right) \log ^{3} n \cdot \mathrm{OPT}
$$

Putting it all together, we have that $\widehat{U}, \widehat{V}, \widehat{W}$ gives a rank- $\widetilde{O}\left(k^{2}\right)$ bicriteria algorithm to the original problem.

```
Algorithm \(21.25 \ell_{1}\)-Low Rank Approximation, Bicriteria Algorithm, rank-poly ( \(k\) ), Input
Sparsity Time
procedure L1BicriteriaAlgorithm \((A, n, k) \quad \triangleright\) Theorem 21.7.12
    \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}\left(k^{5}\right)\).
    For each \(i \in[3]\), choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be a sparse Cauchy transform. \(\triangleright\) Part (II) of
Theorem 21.7.2
    Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\).
    For each \(i \in[2]\), choose \(T_{i}\) to be a sampling and rescaling diagonal matrix according
to the Lewis weights of \(A_{i} S_{i}\), with \(t_{i}=\widetilde{O}(k)\) nonzero entries.
    \(C \leftarrow A\left(T_{1}, T_{2}, I\right)\).
    \(B^{i+(j-1) s_{1}} \leftarrow \operatorname{vec}\left(\left(T_{1} A_{1} S_{1}\right)_{i} \otimes\left(T_{2} A_{2} S_{2}\right)_{j}\right), \forall i \in\left[s_{1}\right], j \in\left[s_{2}\right]\).
    Form objective function \(\min _{W}\left\|W B-C_{3}\right\|_{1}\).
    Run \(\ell_{1}\)-regression solver to find \(\widehat{W}\).
    Construct \(\widehat{U}\) by using \(A_{1} S_{1}\) according to Equation (21.38).
    Construct \(\widehat{V}\) by using \(A_{2} S_{2}\) according to Equation (21.39).
    return \(\widehat{U}, \widehat{V}, \widehat{W}\).
end procedure
```

Theorem 21.7.12. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{10}\right)$. There exists an algorithm which takes $n n z(A)+O(n) \operatorname{poly}(k)+\operatorname{poly}(k)$ time
and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{1} \leq \operatorname{poly}(k, \log n) \min _{\mathrm{rank}-k}\left\|A_{k}-A\right\|_{1}
$$

holds with probability 9/10.

Proof. The proof is similar to the proof of Theorem 21.7.11. The only difference is that instead of choosing dense Cauchy matrices $S_{1}, S_{2}$, we choose sparse Cauchy matrices.

Notice that if we firstly apply a sparse Cauchy transform, we can reduce the rank of the matrix to $\operatorname{poly}(k)$. Then we apply a dense Cauchy transform and can further reduce the dimension while only incurring another $\operatorname{poly}(k)$ factor in the approximation ratio. By combining a sparse Cauchy transform and a dense Cauchy transform, we can improve the running time from $n n z(A) \cdot \widetilde{O}(k)$ to $n n z(A)$.

Corollary 21.7.13. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{2}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A)+O(n) \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{1} \leq \operatorname{poly}(k, \log n) \min _{\operatorname{rank}-k}\left\|A_{k}-A\right\|_{1}
$$

holds with probability 9/10.

```
Algorithm \(21.26 \ell_{1}\)-Low Rank Approximation, Bicriteria Algorithm, rank- \(\widetilde{O}\left(k^{2}\right)\), Input
Sparsity Time
procedure L1BicriteriaAlgorithm \((A, n, k) \quad\) Corollary 21.7.13
    \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)\).
    For each \(i \in[3]\), choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be the composition of a sparse Cauchy
transform and a dense Cauchy transform. \(\triangleright\) Part (I,II) of Theorem 21.7.2
    Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\).
    For each \(i \in[2]\), choose \(T_{i}\) to be a sampling and rescaling diagonal matrix according
to the Lewis weights of \(A_{i} S_{i}\), with \(t_{i}=\widetilde{O}(k)\) nonzero entries.
    \(C \leftarrow A\left(T_{1}, T_{2}, I\right)\).
    \(B^{i+(j-1) s_{1}} \leftarrow \operatorname{vec}\left(\left(T_{1} A_{1} S_{1}\right)_{i} \otimes\left(T_{2} A_{2} S_{2}\right)_{j}\right), \forall i \in\left[s_{1}\right], j \in\left[s_{2}\right]\).
    Form objective function \(\min _{W}\left\|W B-C_{3}\right\|_{1}\).
    Run \(\ell_{1}\)-regression solver to find \(\widehat{W}\).
    Construct \(\widehat{U}\) by using \(A_{1} S_{1}\) according to Equation (21.38).
    Construct \(\widehat{V}\) by using \(A_{2} S_{2}\) according to Equation (21.39).
    return \(\widehat{U}, \widehat{V}, \widehat{W}\).
end procedure
```


### 21.7.6 Algorithms

In this section, we show two different algorithms by using different kind of sketches.
One is shown in Theorem 21.7.14 which gives a fast running time. Another one is shown in Theorem 21.7.16 which gives the best approximation ratio.

### 21.7.6.1 Input sparsity time algorithm

Theorem 21.7.14. Given a $3 r d$ tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm that takes $\mathrm{nnz}(A) \cdot \widetilde{O}(k)+O(n) \operatorname{poly}(k)+2^{\widetilde{O}\left(k^{2}\right)}$ time and outputs three matrices $U, V, W \in$ $\mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{1} \leq \operatorname{poly}(k, \log n) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{1} .
$$

```
Algorithm \(21.27 \ell_{1}\)-Low Rank Approximation, Input sparsity Time Algorithm
    procedure L1TensorLowRankApproxInputSparsity \((A, n, k) \triangleright\) Theorem 21.7.14
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}\left(k^{5}\right)\).
        Choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be a dense Cauchy transform, \(\forall i \in[3] . \triangleright\) Part (I) of Theorem
    21.7.3
        Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\), and \(A_{3} \cdot S_{3}\).
        \(Y_{1}, Y_{2}, Y_{3}, C \leftarrow\) L1PolyKSizeREDUCTion \(\left(A, A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}, n, s_{1}, s_{2}, s_{3}, k\right) . \quad \triangleright\)
    Algorithm 21.21
        Create variables \(s_{1} \times k+s_{2} \times k+s_{3} \times k\) variables for each entry of \(X_{1}, X_{2}, X_{3}\).
        Form objective function \(\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}^{2}\).
        Run polynomial system verifier.
        return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}, A_{3} S_{3} X_{3}\).
    end procedure
```

holds with probability at least 9/10.

Proof. First, we apply part (II) of Theorem 21.7.3. Then $A_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time. Second, we use Lemma 21.7.5 to reduce the size of the objective function from $O\left(n^{3}\right)$ to $\operatorname{poly}(k)$ in $n \operatorname{poly}(k)$ time by only losing a constant factor in approximation ratio. Third, we use Claim 21.3.6 to relax the objective function from entry-wise $\ell_{1}$-norm to Frobenius norm, and this step causes us to lose some other $\operatorname{poly}(k)$ factors in approximation ratio. As a last step, we use Theorem 21.4.44 to solve the Frobenius norm objective function.

Notice again that if we first apply a sparse Cauchy transform, we can reduce the rank of the matrix to poly $(k)$. Then as before we can apply a dense Cauchy transform to further reduce the dimension while only incurring another $\operatorname{poly}(k)$ factor in the approximation ratio. By combining a sparse Cauchy transform and a dense Cauchy transform, we can improve the running time from $n n z(A) \cdot \widetilde{O}(k)$ to $n n z(A)$, while losing some additional poly $(k)$ factors in approximation ratio.

Corollary 21.7.15. Given a $3 r d$ tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm that takes $\mathrm{nnz}(A)+O(n) \operatorname{poly}(k)+2^{\widetilde{O}\left(k^{2}\right)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{1} \leq \operatorname{poly}(k, \log n) \min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{1} .
$$

holds with probability at least 9/10.

### 21.7.6.2 $\widetilde{O}\left(k^{3 / 2}\right)$-approximation algorithm

```
Algorithm \(21.28 \ell_{1}\)-Low Rank Approximation Algorithm, \(\widetilde{O}\left(k^{3 / 2}\right)\)-approximation
    procedure L1TensorLowRankApproxK \((A, n, k) \quad \triangleright\) Theorem 21.7.16
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)\).
        Guess diagonal matrices \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) with \(s_{i}\) nonzero entries, \(\forall i \in[3]\). \(\triangleright\) Part (III) of
    Theorem 21.7.3
        Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\), and \(A_{3} \cdot S_{3}\).
        \(Y_{1}, Y_{2}, Y_{3}, C \leftarrow\) L1PolyKSizeReduction \(\left(A, A_{1} S_{1}, A_{2} S_{2}, A_{3} S_{3}, n, s_{1}, s_{2}, s_{3}, k\right) . \quad \triangleright\)
    Algorithm 21.21
        Create \(s_{1} \times k+s_{2} \times k+s_{3} \times k\) variables for each entry of \(X_{1}, X_{2}, X_{3}\).
        Form objective function \(\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{1}\).
        Run polynomial system verifier.
        return \(U, V, W\).
    end procedure
```

Theorem 21.7.16. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm that takes $n^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{3}\right)}$ time and output three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{1} \leq \widetilde{O}\left(k^{3 / 2}\right) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{1}
$$

holds with probability at least 9/10.

Proof. First, we apply part (III) of Theorem 21.7.3. Then, guessing $S_{i}$ requires $n^{\widetilde{O}(k)}$ time. Second, we use Lemma 21.7.5 to reduce the size of the objective from $O\left(n^{3}\right)$ to poly $(k)$ in polynomial time while only losing a constant factor in approximation ratio. Third, we use Theorem 21.7.8 to solve the entry-wise $\ell_{1}$-norm objective function directly.

### 21.7.7 CURT decomposition

```
Algorithm \(21.29 \ell_{1}\)-CURT Decomposition Algorithm
    procedure L1CURT \(\left(A, U_{B}, V_{B}, W_{B}, n, k\right) \quad \triangleright\) Theorem 21.7.17
        Form \(B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
        Let \(D_{1}^{\top} \in \mathbb{R}^{n^{2} \times n^{2}}\) be the sampling and rescaling diagonal matrix corresponding to
    the Lewis weights of \(B_{1}^{\top}\), and let \(D_{1}\) have \(d_{1}=O(k \log k)\) nonzero entries.
        Form \(\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
        Form \(B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
        Let \(D_{2}^{\top} \in \mathbb{R}^{n^{2} \times n^{2}}\) be the sampling and rescaling diagonal matrix corresponding to
    the Lewis weights of \(B_{2}^{\top}\), and let \(D_{2}\) have \(d_{2}=O(k \log k)\) nonzero entries.
        Form \(\widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}\).
        Form \(B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n^{2}}\).
        Let \(D_{3}^{\top} \in \mathbb{R}^{n^{2} \times n^{2}}\) be the sampling and rescaling diagonal matrix corresponding to
    the Lewis weights of \(B_{3}^{\top}\), and let \(D_{3}\) have \(d_{3}=O(k \log k)\) nonzero entries.
        \(C \leftarrow A_{1} D_{1}, R \leftarrow A_{2} D_{2}, T \leftarrow A_{3} D_{3}\).
        \(U \leftarrow \sum_{i=1}^{k}\left(\left(B_{1} D_{1}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{2} D_{2}\right)^{\dagger}\right)_{i} \otimes\left(\left(B_{3} D_{3}\right)^{\dagger}\right)_{i}\).
        return \(C, R, T\) and \(U\).
    end procedure
```

Theorem 21.7.17. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, let $U_{B}, V_{B}, W_{B} \in$ $\mathbb{R}^{n \times k}$ denote a rank-k, $\alpha$-approximation to $A$. Then there exists an algorithm which takes $O(\operatorname{nnz}(A))+O\left(n^{2}\right) \operatorname{poly}(k)$ time and outputs three matrices: $C \in \mathbb{R}^{n \times c}$ with columns from $A, R \in \mathbb{R}^{n \times r}$ with rows from $A, T \in \mathbb{R}^{n \times t}$ with tubes from $A$, and a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k \log k)$, and

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{1} \leq \widetilde{O}\left(k^{1.5}\right) \alpha \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{1}
$$

holds with probability 9/10.

Proof. We define

$$
\mathrm{OPT}:=\min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{1} .
$$

We already have three matrices $U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{n \times k}$ and $W_{B} \in \mathbb{R}^{n \times k}$ and these three matrices provide a rank- $k, \alpha$ approximation to $A$, i.e.,

$$
\begin{equation*}
\left\|\sum_{i=1}^{k}\left(U_{B}\right)_{i} \otimes\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}-A\right\|_{1} \leq \alpha \mathrm{OPT} \tag{21.40}
\end{equation*}
$$

Let $B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}$ denote the matrix where the $i$-th row is the vectorization of $\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}$. By Section B.3, we can compute $D_{1} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the Lewis weights of $B_{1}^{\top}$ in $O\left(n^{2} \operatorname{poly}(k)\right)$ time, and there are $d_{1}=O(k \log k)$ nonzero entries on the diagonal of $D_{1}$. Let $A_{i} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening $A$ along the $i$-th direction, for each $i \in[3]$.

Define $U^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{1}-A_{1}\right\|_{1}, \widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in$ $\mathbb{R}^{n \times k}, V_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{V \in \mathbb{R}^{n \times k}}\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{1}$, and $U^{\prime}$ to be the optimal solution to $\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{1} D_{1}-A_{1} D_{1}\right\|_{1}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{U} B_{1} D_{1}-A_{1} D_{1}\right\|_{1} \leq \sqrt{d_{1}}\left\|U^{\prime} B_{1} D_{1}-A_{1} D_{1}\right\|_{1}
$$

Due to Lemma D. 11 and Lemma D. 8 (in [SWZ17]) with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{U} B_{1}-A_{1}\right\|_{1} \leq \sqrt{d_{1}} \alpha_{D_{1}}\left\|U^{*} B_{1}-A_{1}\right\|_{1}, \tag{21.41}
\end{equation*}
$$

where $\alpha_{D_{1}}=O(1)$.

Recall that $\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix where the $i$-th row is the vectorization of $\widehat{U}_{i} \otimes\left(W_{B}\right)_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{array}{rlr}
\left\|V_{0} \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{1} & \leq\left\|\widehat{U} B_{1}-A_{1}\right\|_{1} & \text { by } V_{0}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{1} \\
& \lesssim \sqrt{d_{1}}\left\|U^{*} B_{1}-A_{1}\right\|_{1} & \text { by Equation }(21.41) \\
& \leq \sqrt{d_{1}}\left\|U_{B} B_{1}-A_{1}\right\|_{1} & \text { by } U^{*}=\underset{U \in \mathbb{R}^{n \times k}}{\arg \min }\left\|U B_{1}-A_{1}\right\|_{1} \\
& \leq O\left(\sqrt{d_{1}}\right) \alpha \mathrm{OPT} & \text { by Equation (21.40) } \tag{21.42}
\end{array}
$$

We define $B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top}$. We can compute $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the Lewis weights of $B_{2}^{\top}$ in $O\left(n^{2}\right.$ poly $\left.(k)\right)$ time, and there are $d_{2}=O(k \log k)$ nonzero entries on the diagonal of $D_{2}$.

Define $V^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution of $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2}-A_{2}\right\|_{1}, \widehat{V}=$ $A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}, W_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution of $\min _{W \in \mathbb{R}^{n \times k}}\left\|W \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{1}$, and $V^{\prime}$ to be the optimal solution of $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2} D_{2}-A_{2} D_{2}\right\|_{1}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{V} B_{2} D_{2}-A_{2} D_{2}\right\|_{1} \leq \sqrt{d_{2}}\left\|V^{\prime} B_{2} D_{2}-A_{2} D_{2}\right\|_{1}
$$

Due to Lemma D. 11 and Lemma D.8(in [SWZ17]) with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{V} B_{2}-A_{2}\right\|_{1} \leq \sqrt{d_{2}} \alpha_{D_{2}}\left\|V^{*} B_{2}-A_{2}\right\|_{1} \tag{21.43}
\end{equation*}
$$

where $\alpha_{D_{2}}=O(1)$.
Recall that $\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix for which the $i$-th row is the
vectorization of $\widehat{U}_{i} \otimes \widehat{V}_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{array}{rlr}
\left\|W_{0} \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{1} & \leq\left\|\widehat{V} B_{2}-A_{2}\right\|_{1} & \text { by } W_{0}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{1} \\
& \lesssim \sqrt{d_{2}}\left\|V^{*} B_{2}-A_{2}\right\|_{1} & \text { by Equation (21.43) } \\
& \leq \sqrt{d_{2}}\left\|V_{0} B_{2}-A_{2}\right\|_{1} & \text { by } V^{*}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V B_{2}-A_{2}\right\|_{1}
\end{array}
$$

$$
\begin{equation*}
\leq O\left(\sqrt{d_{1} d_{2}}\right) \alpha \mathrm{OPT} \tag{21.42}
\end{equation*}
$$

We define $B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top}$. We can compute $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the Lewis weights of $B_{3}^{\top}$ in $O\left(n^{2}\right.$ poly $\left.(k)\right)$ time, and there are $d_{3}=O(k \log k)$ nonzero entries on the diagonal of $D_{3}$.

Define $W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3}-A_{3}\right\|_{1}, \widehat{W}=$ $A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}$, and $W^{\prime}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3} D_{3}-A_{3} D_{3}\right\|_{1}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{W} B_{3} D_{3}-A_{3} D_{3}\right\|_{1} \leq \sqrt{d_{3}}\left\|W^{\prime} B_{3} D_{3}-A_{3} D_{3}\right\|_{1}
$$

Due to Lemma D. 11 and Lemma D.8(in [SWZ17]) with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{1} \leq \sqrt{d_{3}} \alpha_{D_{3}}\left\|W^{*} B_{3}-A_{3}\right\|_{1} \tag{21.45}
\end{equation*}
$$

where $\alpha_{D_{3}}=O(1)$. Now we can show,

$$
\begin{array}{rlr}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{1} & \lesssim \sqrt{d_{3}}\left\|W^{*} B_{3}-A_{3}\right\|_{1}, & \text { by Equation }(21.45) \\
& \leq \sqrt{d_{3}}\left\|W_{0} B_{3}-A_{3}\right\|_{1}, & \text { by } W^{*}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W B_{3}-A_{3}\right\|_{1} \\
& \text { by Equation }(21.44)
\end{array}
$$

Thus, it implies,

$$
\left\|\sum_{i=1}^{k} \widehat{U}_{i} \otimes \widehat{V}_{i} \otimes \widehat{W}_{i}-A\right\|_{1} \leq \operatorname{poly}(k, \log n) \mathrm{OPT}
$$

where $\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger}, \widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger}, \widehat{W}=A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger}$.

```
Algorithm \(21.30 \ell_{1}\)-CURT decomposition algorithm
    procedure \(\mathrm{L1CURT}^{+}(A, n, k)\)
        \(U_{B}, V_{B}, W_{B} \leftarrow\) L1LowRankApproximation \((A, n, k)\).
        \(C, R, T, U \leftarrow \operatorname{L1CURT}\left(A, U_{B}, V_{B}, W_{B}, n, k\right)\).
                                Theorem 21.7.18
                                \(\triangleright\) Corollary 21.7.15
        return \(C, R, T\) and \(U\).
    end procedure
```

Theorem 21.7.18. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+O\left(n^{2}\right) \operatorname{poly}(k)+2^{\widetilde{O}\left(k^{2}\right)}$ time and outputs three matrices $C \in \mathbb{R}^{n \times c}$ with columns from $A, R \in \mathbb{R}^{n \times r}$ with rows from $A, T \in \mathbb{R}^{n \times t}$ with tubes from $A$, and a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k \log k)$, and

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{1} \leq \operatorname{poly}(k, \log n)_{\operatorname{mank}-k} \min _{A^{\prime}}\left\|A^{\prime}-A\right\|_{1},
$$

holds with probability 9/10.

Proof. This follows by combining Corollary 21.7.15 and Theorem 21.7.17.

### 21.8 Weighted Frobenius Norm for Arbitrary Tensors

This section presents several tensor algorithms for the weighted case. For notational purposes, instead of using $U, V, W$ to denote the ground truth factorization, we use $U_{1}, U_{2}, U_{3}$ to denote the ground truth factorization. We use $A$ to denote the input tensor, and $W$ to denote the tensor of weights. Combining our new tensor techniques with existing weighted low rank approximation algorithms [RSW16] allows us to obtain several interesting new results. We provide some necessary definitions and facts in Section 21.8.1. Section 21.8.2 provides an algorithm when $W$ has at most $r$ distinct faces in each dimension. Section 21.8.3 studies relationships between $r$ distinct faces and $r$ distinct columns. Finally, we provides an algorithm with a similar running time but weaker assumption, where $W$ has at most $r$ distinct columns and $r$ distinct rows in Section 21.8.4. The result in Theorem 21.8.2 is fairly similar to Theorem 21.8.5, except for the running time. We only put a very detailed discussion in the statement of Theorem 21.8.5. Note that Theorem 21.8.2 also has other versions which are similar to the Frobnius norm rank- $k$ algorithms described in Section 21.1. For simplicity of presentation, we only present one clean and simple version (which assumes $A_{k}$ exists and has factor norms which are not too large).

### 21.8.1 Definitions and Facts

For a matrix $A \in \mathbb{R}^{n \times m}$ and a weight matrix $W \in \mathbb{R}^{n \times m}$, we define $\|W \circ A\|_{F}$ as follows,

$$
\|W \circ A\|_{F}=\left(\sum_{i=1}^{n} \sum_{j=1}^{m} W_{i, j}^{2} A_{i, j}^{2}\right)^{\frac{1}{2}}
$$

For a tensor $A \in \mathbb{R}^{n \times n \times n}$ and a weight tensor $W \in \mathbb{R}^{n \times n \times n}$, we define $\|W \circ A\|_{F}$ as follows,

$$
\|W \circ A\|_{F}=\left(\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} W_{i, j, l}^{2} A_{i, j, l}^{2}\right)^{\frac{1}{2}}
$$

For three matrices $A \in \mathbb{R}^{n \times m}, U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times m}$ and a weight matrix $W$, from one perspective, we have

$$
\|(U V-A) \circ W\|_{F}^{2}=\sum_{i=1}^{n}\left\|\left(U^{i} V-A^{i}\right) \circ W^{i}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|\left(U^{i} V-A^{i}\right) D_{W^{i}}\right\|_{2}^{2}
$$

where $W^{i}$ denote the $i$-th row of matrix $W$, and $D_{W^{i}} \in \mathbb{R}^{m \times m}$ denotes a diagonal matrix where the $j$-th entry on diagonal is the $j$-th entry of vector $W^{i}$. From another perspective, we have

$$
\|(U V-A) \circ W\|_{F}^{2}=\sum_{j=1}^{m}\left\|\left(U V_{j}-A_{j}\right) \circ W_{j}\right\|_{2}^{2}=\sum_{j=1}^{m}\left\|\left(U V_{j}-A_{j}\right) D_{W_{j}}\right\|_{2}^{2}
$$

where $W_{j}$ denotes the $j$-th column of matrix $W$, and $D_{W_{j}} \in \mathbb{R}^{n \times n}$ denotes a diagonal matrix where the $i$-th entry on the diagonal is the $i$-th entry of vector $W_{j}$.

One of the key tools we use in this section is,
Lemma 21.8.1 (Cramer's rule). Let $R$ be an $n \times n$ invertible matrix. Then, for each $i \in[n], j \in[n]$,

$$
\left(R^{-1}\right)_{i}^{j}=\operatorname{det}\left(R_{\neg j}^{\neg i}\right) / \operatorname{det}(R)
$$

where $R_{\neg j}^{\neg i}$ is the matrix $R$ with the $i$-th row and the $j$-th column removed.

### 21.8.2 $r$ distinct faces in each dimension

Notice that in the matrix case, it is sufficient to assume that $\left\|A^{\prime}\right\|_{F}$ is upper bounded [RSW16]. Once we have that $\left\|A^{\prime}\right\|_{F}$ is bounded, without loss of generality, we can assume that $U_{1}^{*}$ is an orthonormal basis[CW15a, RSW16]. If $U_{1}^{*}$ is not an orthonormal basis, then let $U_{1}^{\prime} R$ denote a QR factorization of $U_{1}^{*}$, and then write $U_{2}^{\prime}=R U_{2}^{*}$. However, in the case of tensors we have to assume that each factor $\left\|U_{i}^{*}\right\|_{F}$ is upper bounded due to border rank issues (see, e.g., [DSL08]).

```
Algorithm 21.31 Weighted Tensor Low-rank Approximation Algorithm when the Weighted
Tensor has \(r\) Distinct Faces in Each of the Three Dimensions.
    procedure WeightedRDistinctFacesIn3Dimensions \((A, W, n, r, k, \epsilon) \quad \triangleright\)
    Theorem 21.8.2
        for \(j=1 \rightarrow 3\) do
        \(s_{j} \leftarrow O(k / \epsilon)\).
        Choose a sketching matrix \(S_{j} \in \mathbb{R}^{n^{2} \times s_{j}}\).
        for \(i=1 \rightarrow r\) do
            Create \(k \times s_{1}\) variables for matrix \(P_{i, j} \in \mathbb{R}^{k \times s_{j}}\).
        end for
        for \(i=1 \rightarrow n\) do
            Write down \(\left(\widehat{U}_{j}\right)^{i}=A_{i}^{j} D_{W_{1}^{j}} S_{j} P_{j, i}^{\top}\left(P_{j, i} P_{j, i}^{\top}\right)^{-1}\).
        end for
        end for
        Form \(\left\|W \circ\left(\widehat{U}_{1} \otimes \widehat{U}_{2} \otimes \widehat{U}_{3}-A\right)\right\|_{F}^{2}\).
        Run polynomial system verifier.
        return \(U_{1}, U_{2}, U_{3}\)
    end procedure
```

Theorem 21.8.2. Given a 3 rd order $n \times n \times n$ tensor $A$ and an $n \times n \times n$ tensor $W$ of weights with $r$ distinct faces in each of the three dimensions for which each entry can be written using $O\left(n^{\delta}\right)$ bits, for $\delta>0$, define $\mathrm{OPT}=\inf _{\text {rank }-k A_{k}}\left\|W \circ\left(A_{k}-A\right)\right\|_{F}^{2}$. Let $k \geq 1$ be an integer and let $0<\epsilon<1$.

If $\mathrm{OPT}>0$, and there exists a rank- $k A_{k}=U_{1}^{*} \otimes U_{2}^{*} \otimes U_{3}^{*}$ tensor (with size $n \times n \times n$ ) such that $\left\|W \circ\left(A_{k}-A\right)\right\|_{F}^{2}=\mathrm{OPT}$, and $\max _{i \in[3]}\left\|U_{i}^{*}\right\|_{F} \leq 2^{O\left(n^{\delta}\right)}$, then there exists an algorithm that takes $\left(\mathrm{nnz}(A)+\mathrm{nnz}(W)+n 2^{\widetilde{O}\left(r k^{2} / \epsilon\right)}\right) n^{O(\delta)}$ time in the unit cost RAM model with words of size $O(\log n)$ bits ${ }^{10}$ and outputs three $n \times k$ matrices $U_{1}, U_{2}, U_{3}$ such that

$$
\begin{equation*}
\left\|W \circ\left(U_{1} \otimes U_{2} \otimes U_{3}-A\right)\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{21.46}
\end{equation*}
$$

holds with probability 9/10.

Proof. Note that $W$ has $r$ distinct columns, rows, and tubes. Hence, each of the matrices $W_{1}, W_{2}, W_{3} \in \mathbb{R}^{n \times n^{2}}$ has at most $r$ distinct columns, and at most $r$ distinct rows. Let $U_{1}^{*}, U_{2}^{*}, U_{3}^{*} \in \mathbb{R}^{n \times k}$ denote the matrices satisfying $\left\|W \circ\left(U_{1}^{*} \otimes U_{2}^{*} \otimes U_{3}^{*}-A\right)\right\|_{F}^{2}=$ OPT. We fix $U_{2}^{*}$ and $U_{3}^{*}$, and consider a flattening of the tensor along the first dimension,

$$
\min _{U_{1} \in \mathbb{R}^{n \times k}}\left\|\left(U_{1} Z_{1}-A_{1}\right) \circ W_{1}\right\|_{F}^{2}=\mathrm{OPT},
$$

where matrix $Z_{1}=U_{2}^{* \top} \odot U_{3}^{* \top}$ has size $k \times n^{2}$ and for each $i \in[k]$ the $i$-th row of $Z_{1}$ is $\operatorname{vec}\left(\left(U_{2}^{*}\right)_{i} \otimes\left(U_{3}^{*}\right)_{i}\right)$. For each $i \in[n]$, let $W_{1}^{i}$ denote the $i$-th row of $n \times n^{2}$ matrix $W_{1}$. For each $i \in[n]$, let $D_{W_{1}^{i}}$ denote the diagonal matrix of size $n^{2} \times n^{2}$, where each diagonal entry is from the vector $W_{1}^{i} \in \mathbb{R}^{n^{2}}$. Without loss of generality, we can assume the first $r$ rows of $W_{1}$ are distinct. We can rewrite the objective function along the first dimension as a sum of multiple regression problems. For any $n \times k$ matrix $U_{1}$,

$$
\begin{equation*}
\left\|\left(U_{1} Z_{1}-A_{1}\right) \circ W_{1}\right\|_{F}^{2}=\sum_{i=1}^{n}\left\|U_{1}^{i} Z_{1} D_{W_{1}^{i}}-A_{1}^{i} D_{W_{1}^{i}}\right\|_{2}^{2} \tag{21.47}
\end{equation*}
$$

[^73]Based on the observation that $W_{1}$ has $r$ distinct rows, we can group the $n$ rows of $W^{1}$ into $r$ groups. We use $g_{1,1}, g_{1,2}, \cdots, g_{1, r}$ to denote $r$ sets of indices such that, for each $i \in g_{1, j}$, $W_{1}^{i}=W_{1}^{j}$. Thus we can rewrite Equation (21.47),

$$
\begin{aligned}
\left\|\left(U_{1} Z_{1}-A_{1}\right) \circ W_{1}\right\|_{F}^{2} & =\sum_{i=1}^{n}\left\|U_{1}^{i} Z_{1} D_{W_{1}^{i}}-A_{1}^{i} D_{W_{1}^{i}}\right\|_{2}^{2} \\
& =\sum_{j=1}^{r} \sum_{i \in g_{1, j}}\left\|U_{1}^{i} Z_{1} D_{W_{1}^{i}}-A_{1}^{i} D_{W_{1}^{i}}\right\|_{2}^{2}
\end{aligned}
$$

We can sketch the objective function by choosing Gaussian matrices $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$ with $s_{1}=O(k / \epsilon)$.

$$
\sum_{i=1}^{n}\left\|U_{1}^{i} Z_{1} D_{W_{1}^{i}} S_{1}-A_{1}^{i} D_{W_{1}^{i}} S_{1}\right\|_{2}^{2}
$$

Let $\widehat{U}_{1}$ denote the optimal solution of the sketch problem,

$$
\widehat{U}_{1}=\underset{U_{1} \in \mathbb{R}^{n \times k}}{\arg \min } \sum_{i=1}^{n}\left\|U_{1}^{i} Z_{1} D_{W_{1}^{i}} S_{1}-A_{1}^{i} D_{W_{1}^{i}} S_{1}\right\|_{2}^{2}
$$

By properties of $S_{1}\left([\right.$ RSW16] $)$, plugging $\widehat{U} \in \mathbb{R}^{n \times k}$ into the original problem, we obtain,

$$
\sum_{i=1}^{n}\left\|\widehat{U}_{1}^{i} Z_{1} D_{W_{1}^{i}}-A_{1}^{i} D_{W_{1}^{i}}\right\|_{2}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

Note that $\widehat{U}_{1} \in \mathbb{R}^{n \times k}$ also has the following form. For each $i \in[n]$,

$$
\begin{aligned}
\widehat{U}_{1}^{i} & =A_{1}^{i} D_{W_{1}^{i}} S_{1}\left(Z_{1} D_{W_{1}^{i}} S_{1}\right)^{\dagger} \\
& =A_{1}^{i} D_{W_{1}^{i}} S_{1}\left(Z_{1} D_{W_{1}^{i}} S_{1}\right)^{\top}\left(\left(Z_{1} D_{W_{1}^{i}} S_{1}\right)\left(Z_{1} D_{W_{1}^{i}} S_{1}\right)^{\top}\right)^{-1} .
\end{aligned}
$$

Note that $W_{1}$ has $r$ distinct rows. Thus, we only have $r$ distinct $D_{W_{1}^{i}}$. This implies that there are $r$ distinct matrices $Z_{1} D_{W_{1}^{i}} S_{1} \in \mathbb{R}^{k \times s_{1}}$. Using the definition of $g_{1, j}$, for $j \in[r]$, for
each $i \in g_{1, j} \subset[n]$, we have

$$
\begin{array}{rlr}
\widehat{U}_{1}^{i} & =A_{1}^{i} D_{W_{1}^{i}} S_{1}\left(Z_{1} D_{W_{1}^{i}} S_{1}\right)^{\dagger} & \\
& =A_{1}^{i} D_{W_{1}^{j}} S_{1}\left(Z_{1} D_{W_{1}^{j}} S_{1}\right)^{\dagger} & \text { by } W_{1}^{i}=W_{1}^{j}
\end{array}
$$

which means we only need to write down $r$ different $Z_{1} D_{W_{1}^{j}} S_{1}$. For each $k \times s_{1}$ matrix $Z_{1} D_{W_{1}^{j}} S_{1}$, we create $k \times s_{1}$ variables to represent it. Thus, we need to create $r k s_{1}$ variables to represent $r$ matrices,

$$
\left\{Z_{1} D_{W_{1}^{1}} S_{1}, Z_{1} D_{W_{1}^{2}} S_{1}, \cdots, Z_{1} D_{W_{1}^{r}} S_{1}\right\}
$$

For simplicity, let $P_{1, i} \in \mathbb{R}^{k \times s_{1}}$ denote $Z_{1} D_{W_{1}^{i}} S_{1}$. Then we can rewrite $\widehat{U}^{i} \in \mathbb{R}^{k}$ as follows,

$$
\widehat{U}_{1}^{i}=A_{1}^{i} D_{W_{1}^{i}} S_{1} P_{1, i}^{\top}\left(P_{1, i} P_{1, i}^{\top}\right)^{-1}
$$

If $P_{1, i} P_{1, i}^{\top} \in \mathbb{R}^{k \times k}$ has rank $k$, then we can use Cramer's rule (Lemma 21.8.1) to write down the inverse of $P_{1, i} P_{1, i}^{\top}$. However, vector $W_{1}^{i}$ could have many zero entries. Then the rank of $P_{1, i} P_{1, i}^{\top}$ can be smaller than $k$. There are two different ways to solve this issue.

One way is by using the argument from [RSW16], which allows us to assume that $P_{1, i} P_{1, i}^{\top} \in \mathbb{R}^{k \times k}$ has rank $k$.

The other way is straightforward: we can guess the rank. There are $k$ possibilities. Let $t_{i} \leq k$ denote the rank of $P_{1, i}$. Then we need to figure out a maximal linearly independent subset of rows of $P_{1, i}$. There are $2^{O(k)}$ possibilities. Next, we need to figure out a maximal linearly independent subset of columns of $P_{1, i}$. We can also guess all the possibilities, which is at most $2^{O(k)}$. Because we have $r$ different $P_{1, i}$, the total number of guesses we have is at most $2^{O(r k)}$. Thus, we can write down $\left(P_{1, i} P_{1, i}^{\top}\right)^{-1}$ according to Cramer's rule.

After $\widehat{U}_{1}$ is obtained, we will fix $\widehat{U}_{1}$ and $U_{3}^{*}$ in the next round. We consider the flattening of the tensor along the second direction,

$$
\min _{U_{2} \in \mathbb{R}^{n \times k}}\left\|\left(U_{2} Z_{2}-A_{2}\right) \circ W_{2}\right\|_{F}^{2},
$$

where $n \times n^{2}$ matrix $A_{2}$ is obtained by flattening tensor $A$ along the second dimension, $k \times n^{2}$ matrix $Z_{2}$ denotes $\widehat{U}_{1}^{\top} \odot U_{3}^{* \top}$, and $n \times n^{2}$ matrix $W_{2}$ is obtained by flattening tensor $W$ along the second dimension. For each $i \in[n]$, let $W_{2}^{i}$ denote the $i$-th row of $n \times n^{2}$ matrix $W_{2}$. For each $i \in[n]$, let $D_{W_{1}^{i}}$ denote the diagonal matrix which has size $n^{2} \times n^{2}$ and for which each entry is from vector $W_{2}^{i} \in \mathbb{R}^{n^{2}}$. Without loss of generality, we can assume the first $r$ rows of $W_{2}$ are distinct. We can rewrite the objective function along the second dimension as a sum of multiple regression problems. For any $n \times k$ matrix $U_{2}$,

$$
\begin{equation*}
\left\|\left(U_{2} Z_{2}-A_{2}\right) \circ W_{2}\right\|_{F}^{2}=\sum_{i=1}^{n}\left\|U_{2}^{i} Z_{2} D_{W_{2}^{i}}-A_{2}^{i} D_{W_{2}^{i}}\right\|_{2}^{2} \tag{21.48}
\end{equation*}
$$

Based on the observation that $W_{2}$ has $r$ distinct rows, we can group the $n$ rows of $W^{2}$ into $r$ groups. We use $g_{2,1}, g_{2,2}, \cdots, g_{2, r}$ to denote $r$ sets of indices such that, for each $i \in g_{2, j}$, $W_{2}^{i}=W_{2}^{j}$. Thus we obtain,

$$
\begin{aligned}
\left\|\left(U_{2} Z_{2}-A_{2}\right) \circ W_{2}\right\|_{F}^{2} & =\sum_{i=1}^{n}\left\|U_{2}^{i} Z_{2} D_{W_{2}^{i}}-A_{2}^{i} D_{W_{2}^{i}}\right\|_{2}^{2} \\
& =\sum_{j=1}^{r} \sum_{i \in g_{2, j}}\left\|U_{2}^{i} Z_{2} D_{W_{2}^{i}}-A_{2}^{i} D_{W_{2}^{i}}\right\|_{2}^{2}
\end{aligned}
$$

We can sketch the objective function by choosing a Gaussian sketch $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ with $s_{2}=O(k / \epsilon)$. Let $\widehat{U}_{2}$ denote the optimal solution to the sketch problem. Then $\widehat{U}_{2}$ has the form, for each $i \in[n]$,

$$
\widehat{U}_{2}^{i}=A_{2}^{i} D_{W_{2}^{i}} S_{2}\left(Z_{2} D_{W_{2}^{i}} S_{2}\right)^{\dagger}
$$

Similarly as before, we only need to write down $r$ different matrices $Z_{2} D_{W_{2}^{i}} S_{1}$, and for each of them, create $k \times s_{2}$ variables. Let $P_{2, i} \in \mathbb{R}^{k \times s_{2}}$ denote $Z_{2} D_{W_{2}^{i}} S_{2}$. By our guessing argument, we can obtain $\widehat{U}_{2}$.

In the last round, we fix $\widehat{U}_{1}$ and $\widehat{U}_{2}$. We then write down $\widehat{U}_{3}$. Overall, by creating $l=O\left(r k^{2} / \epsilon\right)$ variables, we have rational polynomials $\widehat{U}_{1}(x), \widehat{U}_{2}(x), \widehat{U}_{3}(x)$. Putting it all together, we can write this objective function,

$$
\begin{aligned}
\min _{x \in \mathbb{R}^{l}} & \left\|\left(\widehat{U}_{1}(x) \otimes \widehat{U}_{2}(x) \otimes \widehat{U}_{3}(x)-A\right) \circ W\right\|_{F}^{2} . \\
\text { s.t. } & h_{1, i}(x) \neq 0, \forall i \in[r] . \\
& h_{2, i}(x) \neq 0, \forall i \in[r] . \\
& h_{3, i}(x) \neq 0, \forall i \in[r] .
\end{aligned}
$$

where $h_{1, i}(x)$ denotes the denominator polynomial related to a full rank sub-block of $P_{1, i}(x)$. By a perturbation argument in Section 4 in [RSW16], we know that the $h_{1, i}(x)$ are nonzero. By a similar argument as in Section 5 in [RSW16], we can show a lower bound on the cost of the denominator polynomial $h_{1, i}(x)$. Thus we can create new bounded variables $x_{l+1}, \cdots, x_{3 r+l}$ to rewrite the objective function,

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{l+3 r}} & q(x) / p(x) . \\
\text { s.t. } & h_{1, i}(x) x_{l+i}=0, \forall i \in[r] . \\
& h_{2, i}(x) x_{l+r+i}=0, \forall i \in[r] . \\
& h_{3, i}(x) x_{l+2 r+i}=0, \forall i \in[r] . \\
& p(x)=\prod_{i=1}^{r} h_{1, i}^{2}(x) h_{2, i}^{2}(x) h_{3, i}^{2}(x)
\end{array}
$$

Note that the degree of the above system is poly $(k r)$ and all the equality constraints can be merged into one single constraint. Thus, the number of constraints is $O(1)$. The number of variables is $O\left(r k^{2} / \epsilon\right)$.

Using Theorem 21.3.2 and a similar argument from Section 5 of [RSW16], we have that the minimum nonzero cost is at least $2^{-n^{\delta} 2^{\tilde{O}\left(r k^{2} / \epsilon\right)}}$. Combining the binary search explained in Section 21.4(similar techniques also can be found in Section 6 of [RSW16]) with the lower bound we obtained, we can find the solution for the original problem in time,

$$
\left(\mathrm{nnz}(A)+\operatorname{nnz}(W)+n 2^{\widetilde{O}\left(r k^{2} / \epsilon\right)}\right) n^{O(\delta)} .
$$



$$
\left(W_{1}\right)_{i,(j-1) n+l}=W_{i, j, l}
$$


$\left(W_{2}\right)_{j,(l-1) n+i}=W_{i, j, l}$


$$
\left(W_{3}\right)_{l,(i-1) n+j}=W_{i, j, l}
$$

Figure 21.7: Let $W$ denote a tensor that has columns(red), rows(green) and tubes(blue). For each $i \in[3]$, let $W_{i}$ denote the matrix obtained by flattening tensor $W$ along the $i$-th dimension.

### 21.8.3 $r$ distinct columns, rows and tubes

Lemma 21.8.3. Let $W \in \mathbb{R}^{n \times n \times n}$ denote a tensor that has $r$ distinct columns and $r$ distinct rows, then $W$ has
(I) $r$ distinct column-tube faces .
(II) $r$ distinct row-tube faces.

Proof. Proof of Part (I). Without loss of generality, we consider the first (which is the bottom one) column-row face. Assume it has $r$ distinct rows and $r$ distinct columns. We can re-order all the column-tube faces to make sure that all the $n$ columns in the bottom face have been split into $r$ continuous disjoint groups $C_{i}$, e.g., $\left\{C_{1}, C_{2}, \cdots, C_{r}\right\}=[n]$. Next, we can re-order all the row-tube faces to make sure that all the $n$ rows in the bottom face have been split into $r$ continuous disjoint groups $R_{i}$, e.g., $\left\{R_{1}, R_{2}, \cdots, R_{r}\right\}=[n]$. Thus, the new bottom face can be regarded as $r \times r$ groups, and the number in each position of the same group is the same.

Suppose that the tensor has $r+1$ distinct column-tube faces. By the pigeonhole principle there exist two different column-tube faces belonging to the same group $C_{i}$, for some $i \in[r]$. Note that these two column-tube faces are the same by looking at the bottom (column-row) face. Since they are distinct faces, there must exist one row vector $v$ which is not in the bottom (column-row) face, and it has a different value in coordinates belong to group $C_{i}$. Note that, considering the bottom face, for each row vector, it has the same value over coordinates belonging to group $C_{i}$. But $v$ has different values in coordinates belong to group $C_{i}$. Also, note that the bottom (column-row) face also has $r$ distinct rows, and $v$ is not one of them. This means there are at least $r+1$ distinct rows, which contradicts that there are $r$ distinct rows in total. Thus, there are at most $r$ distinct column-tube faces.

Proof of Part (II). It is similar to Part (I).

Corollary 21.8.4. Let $W \in \mathbb{R}^{n \times n \times n}$ denote $a$ tensor that has $r$ distinct columns, $r$ distinct rows, and $r$ distinct rubes. Then $W$ has $r$ distinct column-tube faces, $r$ distinct row-tube faces, and $r$ distinct column-row faces.


Figure 21.8: Each face $W_{*, *, i}$ is a column-row face. $W_{*, *, 1}$ is the bottom column-row face. $r=3$. The blue blocks represent column-tube faces, the red blocks represent column-tube faces.

Proof. This follows by applying Lemma 21.8.3 twice.

Thus, we obtain the same result as in Theorem 21.8.2 by changing the assumption from $r$ distinct faces in each dimension to $r$ distinct columns, $r$ distinct rows and $r$ distinct tubes.

### 21.8.4 $r$ distinct columns and rows

The main difference between Theorem 21.8.2 and Theorem 21.8.5 is the running time. The first one takes $2^{\widetilde{O}\left(r k^{2} / \epsilon\right)}$ time and the second one is slightly longer, $2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)}$. By Lemma 21.8.3, $r$ distinct columns in two dimensions implies $r$ distinct faces in two of the three kinds of faces. Thus, the following theorem also holds for $r$ distinct columns in two dimensions.

```
Algorithm 21.32 Weighted Tensor Low-rank Approximation Algorithm when the Weighted
Tensor has \(r\) Distinct Faces in Each of the Two Dimensions.
    procedure WeightedRDistinctFacesIn2Dimensions \((A, W, n, r, k, \epsilon) \quad \triangleright\)
    Theorem 21.8.5
        for \(j=1 \rightarrow 3\) do
        \(s_{j} \leftarrow O(k / \epsilon)\).
        Choose a sketching matrix \(S_{j} \in \mathbb{R}^{n^{2} \times s_{j}}\).
        if \(j \neq 3\) then
            for \(i=1 \rightarrow r\) do
                Create \(k \times s_{1}\) variables for matrix \(P_{i, j} \in \mathbb{R}^{k \times s_{j}}\).
            end for
        end if
        for \(i=1 \rightarrow n\) do
            Write down \(\left(\widehat{U}_{j}\right)^{i}=A_{i}^{j} D_{W_{1}^{j}} S_{j} P_{j, i}^{\top}\left(P_{j, i} P_{j, i}^{\top}\right)^{-1}\).
        end for
    end for
    Form \(\left\|W \circ\left(\widehat{U}_{1} \otimes \widehat{U}_{2} \otimes \widehat{U}_{3}-A\right)\right\|_{F}^{2}\).
    Run polynomial system verifier.
    return \(U_{1}, U_{2}, U_{3}\)
    end procedure
```

Theorem 21.8.5. Given a 3 rd order $n \times n \times n$ tensor $A$ and an $n \times n \times n$ tensor $W$ of weights with $r$ distinct faces in two dimensions (out of three dimensions) such that each entry can be written using $O\left(n^{\delta}\right)$ bits for some $\delta>0$, define $\mathrm{OPT}=\inf _{\text {rank }-k A_{k}}\left\|W \circ\left(A_{k}-A\right)\right\|_{F}^{2}$.

For any $k \geq 1$ and any $0<\epsilon<1$.
(I) If OPT $>0$, and there exists a rank-k $A_{k}=U_{1}^{*} \otimes U_{2}^{*} \otimes U_{3}^{*}$ tensor (with size $n \times n \times n)$ such that $\left\|W \circ\left(A_{k}-A\right)\right\|_{F}^{2}=\mathrm{OPT}$, and $\max _{i \in[3]}\left\|U_{i}^{*}\right\|_{F} \leq 2^{O\left(n^{\delta}\right)}$, then there exists an algorithm that takes $\left(\mathrm{nnz}(A)+\mathrm{nnz}(W)+n 2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)}\right) n^{O(\delta)}$ time in the unit cost RAM model with words of size $O(\log n)$ bits ${ }^{11}$ and outputs three $n \times k$ matrices $U_{1}, U_{2}, U_{3}$ such that

$$
\begin{equation*}
\left\|W \circ\left(U_{1} \otimes U_{2} \otimes U_{3}-A\right)\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT} \tag{21.49}
\end{equation*}
$$

holds with probability 9/10.
(II) If $\mathrm{OPT}>0, A_{k}$ does not exist, and there exist three $n \times k$ matrices $U_{1}^{\prime}, U_{2}^{\prime}, U_{3}^{\prime}$ where each entry can be written using $O\left(n^{\delta}\right)$ bits and $\left\|W \circ\left(U_{1}^{\prime} \otimes U_{2}^{\prime} \otimes U_{3}^{\prime}-A\right)\right\|_{F}^{2} \leq(1+\epsilon / 2)$ OPT, then we can find $U, V, W$ such that (21.49) holds.
(III) If $\mathrm{OPT}=0, A_{k}$ exists, and there exists a solution $U_{1}^{*}, U_{2}^{*}, U_{3}^{*}$ such that each entry of the matrix can be written using $O\left(n^{\delta}\right)$ bits, then we can obtain (21.49).
(IV) If $\mathrm{OPT}=0$, and there exist three $n \times k$ matrices $U_{1}, U_{2}, U_{3}$ such that $\max _{i \in[3]}\left\|U_{i}^{*}\right\|_{F} \leq$ $2^{O\left(n^{\delta}\right)}$ and

$$
\begin{equation*}
\left\|W \circ\left(U_{1} \otimes U_{2} \otimes U_{3}-A\right)\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}+2^{-\Omega\left(n^{\delta}\right)} \tag{21.50}
\end{equation*}
$$

then we can output $U_{1}, U_{2}, U_{3}$ such that (21.50) holds.
(V) Further if $A_{k}$ exists, we can output a number $Z$ for which $\mathrm{OPT} \leq Z \leq(1+\epsilon) \mathrm{OPT}$.

For all the cases, the algorithm succeeds with probability at least 9/10.

[^74]Proof. By Lemma 21.8.3, we have $W$ has $r$ distinct column-tube faces and $r$ distinct row-tube faces. By Claim 21.8.6, we know that $W$ has $R=2^{O(r \log r)}$ distinct column-row faces.

We use the same approach as in proof of Theorem 21.8.2 (which is also similar to Section 8 of [RSW16]) to create variables, write down the polynomial systems and add not equal constraints. Instead of having $3 r$ distinct denominators as in the proof of Theorem 21.8.2, we have $2 r+R$.

We create $l=O\left(r k^{2} / \epsilon\right)$ variables for $\left\{Z_{1} D_{W_{1}^{1}} S_{1}, Z_{1} D_{W_{1}^{2}} S_{1}, \cdots, Z_{1} D_{W_{1}^{r}} S_{1}\right\}$. Then we can write down $\widehat{U}_{1}$ with $r$ distinct denominators $g_{i}(x)$. Each $g_{i}(x)$ is non-zero in an optimal solution using the perturbation argument in Section 4 in [RSW16]. We create new variables $x_{2 l+i}$ to remove the denominators $g_{i}(x), \forall i \in[r]$. Then the entries of $\widehat{U}_{1}$ are polynomials as opposed to rational functions.

We create $l=O\left(r k^{2} / \epsilon\right)$ variables for $\left\{Z_{2} D_{W_{2}^{1}} S_{2}, Z_{2} D_{W_{2}^{2}} S_{2}, \cdots, Z_{2} D_{W_{2}^{r}} S_{2}\right\}$. Then we can write down $\widehat{U}_{2}$ with $r$ distinct denominators $g_{r+i}(x)$. Each $g_{r+i}(x)$ is non-zero in an optimal solution using the perturbation argument in Section 4 in [RSW16]. We create new variables $x_{2 l+r+i}$ to remove the denominators $g_{r+i}(x), \forall i \in[r]$. Then the entries of $\widehat{U}_{2}$ are polynomials as opposed to rational functions.

Using $\widehat{U}_{1}$ and $\widehat{U}_{2}$ we can express $\widehat{U}_{3}$ with $R$ distinct denominators $f_{i}(x)$, which are also non-zero by using the perturbation argument in Section 4 in [RSW16], and using that $W_{3}$ has at most this number of distinct rows. Finally we can write the following optimization
problem,

$$
\begin{array}{rl}
\min _{x \in \mathbb{R}^{2 l+2 r}} & p(x) / q(x) \\
\text { s.t. } & g_{i}(x) x_{2 l+i}-1=0, \forall i \in[r] \\
& g_{r+i}(x) x_{2 l+r+i}-1=0, \forall i \in[r] \\
& f_{j}^{2}(x) \neq 0, \forall j \in[R] \\
& q(x)=\prod_{j=1}^{R} f_{j}^{2}(x)
\end{array}
$$

We then determine if there exists a solution to the above semi-algebraic set in time

$$
(\operatorname{poly}(k, r) R)^{O\left(r k^{2} / \epsilon\right)}=2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)}
$$

Using similar techniques from Section 5 of [RSW16], we can show a lower bound on the cost similar to Section 8.3 of [RSW16], namely, the minimum nonzero cost is at least

$$
2^{-n^{\delta} 2^{\tilde{O}\left(r^{2} k^{2} / \epsilon\right)}}
$$

Combining the binary search explained in Section 21.4 (a similar techniques also can be found in Section 6 of [RSW16]) with the lower bound we obtained, we can find a solution for the original problem in time

$$
\left(\operatorname{nnz}(A)+\operatorname{nnz}(W)+n 2^{\widetilde{O}\left(r^{2} k^{2} / \epsilon\right)}\right) n^{O(\delta)} .
$$

Remark 21.8.1. Note that the running time for the Frobenius norm and for the $\ell_{1}$ norm are of the form $\operatorname{poly}(n)+\exp (\operatorname{poly}(k / \epsilon))$ rather than $\operatorname{poly}(n) \cdot \exp (k / \epsilon)$. The reason is, we can use an input sparsity reduction to reduce the size of the objective function from poly $(n)$ to $\operatorname{poly}(k)$.


Figure 21.9: Each face $W_{*, *, i}$ is a column-row face. $W_{*, *, 1}$ is the bottom column-row face. $r=3$. The blue blocks represent $\left|C_{3}\right|$ column-tube faces. The green blocks represet $\left|R_{3}\right|$ row-tube faces. In each column-row face, the intersection between blue faces and green faces is a size $\left|R_{3}\right| \times\left|C_{3}\right|$ block, and all the entries in this block are the same.

Claim 21.8.6. Let $W \in \mathbb{R}$ denote a third order tensor that has $r$ distinct columns and $r$ distinct rows. Then it has $2^{O(r \log r)}$ distinct column-row faces.

Proof. By similar arguments as in the proof of Lemma 21.8.3, the bottom (column-row) face can be split into $r$ groups $C_{1}, C_{2}, \cdots, C_{r}$ based on $r$ columns, and split into $r$ groups $R_{1}, R_{2}, \cdots, R_{r}$ based on rows. Thus, the bottom (column-row) face can be regarded as having $r \times r$ groups, and the number in each position of the same group is the same.

We can assume that all the $r^{2}$ blocks in the bottom column-row face have the same size. Otherwise, we can expand the tensor to the situation that all the $r^{2}$ blocks have the same size. Because this small tensor is a sub-tensor of the big tensor, if the big tensor has at most $t$ distinct column-row faces, then the small tensor has at most $t$ distinct column-row faces.

By Lemma 21.8.3, we know that the tensor $W$ has at most $r$ distinct column-tube faces and row-tube faces. Because it has $r$ distinct column-tube faces, then all the faces belonging to coordinates in $C_{r}$ are the same. Thus, all the columns belonging to $C_{r}$ and in the second column-row face are the same. Similarly, we have that all the rows belonging to $R_{r}$ and in the second column-row face are the same. Thus we have that all the entries in block $C_{R} \cup R_{r}$ and in the second column-row faces are the same. Further, we can conclude, for every column-row face, for every $C_{i} \cup R_{j}$ block, all the entries in the same block are the same.

The next observation is, if there exist $r^{2}+1$ different values in the tensor, then there exist either $r$ distinct columns or $r$ distinct rows. Indeed, otherwise since we have $r$ distinct columns, each column has at most $r$ distinct entries given our bound on the nunber of distinct rows. Thus, the $r$ distinct columns could have at most $r^{2}$ distinct entries in total, a contradiction.

For each column-row face, there are at most $r^{2}$ blocks, and the value in each block can have at most $r^{2}$ possibilities. Thus, overall we have at most $\left(r^{2}\right)^{r^{2}}=2^{O\left(r^{2} \log r\right)}$ column-row faces.

By using different argument, we can improve the above bound. Note that we already show in each column-row face of a tensor, it has $r^{2}$ blocks, and all the values in each block have to be the same. Since we have $r$ distinct rows, we can fix the those $r$ distinct rows. If we copy row $v$ into one row of $R_{i}$, then we have to copy row $v$ into every row of $R_{i}$. This is because if $R_{i}$ contains two distinct rows, then there must exist a block $C_{j}$ for which the entries in block $R_{i} \cup C_{j}$ are not all the same. Thus, for each row group, all the rows in that group are the same.

Now, for each column-row face, consider the leftmost $r$ blocks, $R_{1} \cup C_{1}, R_{2} \cup C_{1}$, $\cdots, R_{r} \cup C_{1}$. There are at most $r$ possible values in each block, because we have $r$ distinct rows in total. Overall the total number of possibilities for the leftmost $r$ blocks is at most $(r)^{r}=2^{O(r \log r)}$. Once the leftmost $r$ blocks are determined, the remaining $r(r-1)$ are also determined. This completes the proof.

Also, notice that there is an example that has $2^{\Omega(r \log r)}$ distinct column-row faces. For the bottom column-row faces, there are $r \times r$ blocks for which all the blocks have the same size, the blocks on the diagonal have all 1s, and all the other blocks contain 0s everywhere. For the later column-row faces, we can arbitrarily permute this block diagonal matrix, and the total number of possibilities is $\Omega(r!) \geq 2^{\Omega(r \log r)}$.

### 21.9 Hardness

We first provide definitions and results for some fundamental problems in Section 21.9.1. Section 21.9.2 presents our hardness result for the symmetric tensor eigenvalue problem. Section 21.9.3 presents our hardness results for symmetric tensor singular value problems, computing tensor spectral norm, and rank-1 approximation. We improve Håstad's NPhardness[Hås90] result for tensor rank in Section 21.9.4.

### 21.9.1 Definitions

We first provide the definitions for 3SAT, ETH, MAX-3SAT, MAX-E3SAT and then state some fundamental results related to those definitions.

Definition 21.9.1 (3SAT problem). Given $n$ variables and $m$ clauses in a conjunctive normal form CNF formula with the size of each clause at most 3, the goal is to decide whether there exists an assignment to the $n$ Boolean variables to make the CNF formula be satisfied.

Hypothesis 21.9.1 (Exponential Time Hypothesis (ETH) [IPZ98]). There is a $\delta>0$ such that the 3SAT problem defined in Definition 21.9.1 cannot be solved in $O\left(2^{\delta n}\right)$ time.

Definition 21.9.2 (MAX-3SAT). Given $n$ variables and $m$ clauses, a conjunctive normal form CNF formula with the size of each clause at most 3, the goal is to find an assignment that satisfies the largest number of clauses.

We use MAX-E3SAT to denote the version of MAX-3SAT where each clause contains exactly 3 literals.

Theorem 21.9.2 ([Hås01]). For every $\delta>0$, it is NP-hard to distinguish a satisfiable instance of MAX-E3SAT from an instance where at most a $7 / 8+\delta$ fraction of the clauses can be simultaneously satisfied.

Theorem 21.9.3 ([Hås01, MR10]). Assume ETH holds. For every $\delta>0$, there is no $2^{o\left(n^{1-o(1)}\right)}$ time algorithm to distinguish a satisfiable instance of MAX-E3SAT from an instance where at most a fraction $7 / 8+\delta$ of the clauses can be simultaneously satisfied.

We use MAX-E3SAT(B) to denote the restricted special case of MAX-3SAT where every variable occurs in at most $B$ clauses. Håstad [Hås00] proved that the problem is
approximable to within a factor $7 / 8+1 /(64 B)$ in polynomial time, and that it is hard to approximate within a factor $7 / 8+1 /(\log B)^{\Omega(1)}$. In 2001, Trevisan improved the hardness result,

Theorem 21.9.4 ([Tre01]). Unless $\mathbf{R P}=\mathbf{N P}$, there is no polynomial time $(7 / 8+5 / \sqrt{B})$ approximate algorithm for MAX-E3SAT(B) .

Theorem 21.9.5 ([Hås01, Tre01, MR10]). Unless ETH fails, there is no $2^{o\left(n^{1-o(1)}\right)}$ time $(7 / 8+5 / \sqrt{B})$-approximate algorithm for MAX-E3SAT(B).

Theorem 21.9.6 ([LMS11]). Unless ETH fails, there is no $2^{o(n)}$ time algorithm for the Independent Set problem.

Definition 21.9.3 (MAX-CUT decision problem). Given a positive integer $c^{*}$ and an unweighted graph $G=(V, E)$ where $V$ is the set of vertices of $G$ and $E$ is the set of edges of $G$, the goal is to determine whether there is a cut of $G$ that has at least $c^{*}$ edges.

Note that Feige's original assumption[Fei02] states that there is no polynomial time algorithm for the problem in Assumption 21.9.7. We do not know of any better algorithm for the problem in Assumption 21.9.7 and have consulted several experts ${ }^{12}$ about the assumption who do not know a counterexample to it.

Assumption 21.9.7 (Random Exponential Time Hypothesis). Let $c>\ln 2$ be a constant. Consider a random 3SAT formula on $n$ variables in which each clause has 3 literals, and in which each of the $8 n^{3}$ clauses is picked independently with probability $c / n^{2}$. Then any

[^75]algorithm which always outputs 1 when the random formula is satisfiable, and outputs 0 with probability at least $1 / 2$ when the random formula is unsatisfiable, must run in $2^{c^{\prime} n}$ time on some input, where $c^{\prime}>0$ is an absolute constant.

The 4SAT-version of the above random-ETH assumption has been used in [GL04] and [RSW16] (Assumption 1.3).

### 21.9.2 Symmetric tensor eigenvalue

Definition 21.9.4 (Tensor Eigenvalue [HL13]). An eigenvector of a tensor $A \in \mathbb{R}^{n \times n \times n}$ is a nonzero vector $x \in \mathbb{R}^{n}$ such that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i, j, k} x_{i} x_{j}=\lambda x_{k}, \forall k \in[n]
$$

for some $\lambda \in \mathbb{R}$, which is called an eigenvalue of $A$.

Theorem 21.9.8 $\left(\left[\mathrm{N}^{+} 03\right]\right)$. Let $G=(V, E)$ on $v$ vertices have stability number (the size of a maximum independent set) $\alpha(G)$. Let $n=v+\frac{v(v-1)}{2}$ and $\mathbb{S}^{n-1}=\left\{(x, y) \in \mathbb{R}^{v} \times \mathbb{R}^{v(v-1) / 2}\right.$ : $\left.\|x\|_{2}^{2}+\|y\|_{2}^{2}=1\right\}$. Then,

$$
\sqrt{1-\frac{1}{\alpha(G)}}=3 \sqrt{3 / 2} \max _{(x, y) \in \mathbb{S}^{n-1}} \sum_{i<j,(i, j) \notin E} x_{i} x_{j} y_{i, j}
$$

For any graph $G(V, E)$, we can construct a symmetric tensor $A \in \mathbb{R}^{n \times n \times n}$. For any $1 \leq i<j<k \leq v$, let

$$
A_{i, j, k}= \begin{cases}1 & 1 \leq i<j \leq v, k=v+\phi(i, j),(i, j) \notin E \\ 0 & \text { otherwise }\end{cases}
$$

where $\phi(i, j)=(i-1) v-i(i-1) / 2+j-i$ is a lexicographical enumeration of the $v(v-1) / 2$ pairs $i<j$. For the other cases $i<k<j, \cdots, k<j<i$, we set

$$
A_{i, j, k}=A_{i, k, j}=A_{j, i, k}=A_{j, k, i}=A_{k, i, j}=A_{k, j, i}
$$

If two or more indices are equal, we set $A_{i, j, k}=0$. Thus tensor $T$ has the following property,

$$
A(z, z, z)=6 \sum_{i<j,(i, j) \notin E} x_{i} x_{j} y_{i, j},
$$

where $z=(x, y) \in \mathbb{R}^{n}$.
Thus, we have

$$
\lambda=\max _{z \in \mathbb{S}^{n-1}} A(z, z, z)=\max _{(x, y) \in \mathbb{S}^{n-1}} 6 \sum_{i<j,(i, j) \notin E} x_{i} x_{j} y_{i, j} .
$$

Furthermore, $\lambda$ is the maximum eigenvalue of $A$.
Theorem 21.9.9. Unless ETH fails, there is no $2^{o(\sqrt{n})}$ time to approximate the largest eigenvalue of an n-dimensional symmetric tensor within $(1 \pm \Theta(1 / n))$ relative error.

Proof. The additive error is at least

$$
\sqrt{1-1 / v}-\sqrt{1-1 /(v-1)}=\frac{1 /(v-1)-1 / v}{\sqrt{1-1 / v}+\sqrt{1-1 /(v-1)}} \gtrsim 1 /(v-1)-1 / v \geq 1 / v^{2}
$$

Thus, the relative error is $\left(1 \pm \Theta\left(1 / v^{2}\right)\right)$. By the definition of $n$, we know $n=\Theta\left(v^{2}\right)$. Assuming ETH, there is no $2^{o(v)}$ time algorithm to compute the clique number of $\bar{G}$. Because the clique number of $\bar{G}$ is $\alpha(G)$, there is no $2^{o(v)}$ time algorithm to compute $\alpha(G)$. Furthermore, there is no $2^{o(v)}$ time algorithm to approximate the maximum eigenvalue within $\left(1 \pm \Theta\left(1 / v^{2}\right)\right)$ relative error. Thus, we complete the proof.

Corollary 21.9.10. Unless ETH fails, there is no polynomial running time algorithm to approximate the largest eigenvalue of an $n$-dimensional tensor within $\left(1 \pm \Theta\left(1 / \log ^{2+\gamma}(n)\right)\right)$ relative-error, where $\gamma>0$ is an arbitrarily small constant.

Proof. We can apply a padding argument here. According to Theorem 21.9.9, there is a $d$-dimensional tensor such that there is no $2^{o(\sqrt{d})}$ time algorithm that can give a $(1+\Theta(1 / d))$ relative error approximation. If we pad 0 s everywhere to extend the size of the tensor
to $n=2^{d^{\left(1-\gamma^{\prime}\right) / 2}}$, where $\gamma^{\prime}>0$ is a sufficiently small constant, then $\operatorname{poly}(n)=2^{o(\sqrt{d})}$, so $d=\log ^{2+O\left(\gamma^{\prime}\right)}(n)$. Thus, it means that there is no polynomial running time algorithm which can output a $\left(1+1 /\left(\log ^{2+\gamma}\right)\right)$-relative approximation to the tensor which has size $n$.

### 21.9.3 Symmetric tensor singular value, spectral norm and rank-1 approximation

[HL13] defines two kinds of singular values of a tensor. In this paper, we only consider the following kind:

Definition 21.9.5 ( $\ell_{2}$ singular value in [HL13]). Given a 3 rd order tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, the number $\sigma \in \mathbb{R}$ is called a singular value and the nonzero $u \in \mathbb{R}^{n_{1}}, v \in \mathbb{R}^{n_{2}}, w \in \mathbb{R}^{n_{3}}$ are called singular vectors of $A$ if

$$
\begin{aligned}
& \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}} A_{i, j, k} v_{j} w_{k}=\sigma u_{i}, \forall i \in\left[n_{1}\right] \\
& \sum_{i=1}^{n_{1}} \sum_{k=1}^{n_{3}} A_{i, j, k} u_{i} w_{k}=\sigma v_{j}, \forall j \in\left[n_{2}\right] \\
& \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} A_{i, j, k} u_{i} v_{j}=\sigma w_{k}, \forall k \in\left[n_{3}\right] .
\end{aligned}
$$

Definition 21.9.6 (Spectral norm [HL13]). The spectral norm of a tensor $A$ is:

$$
\|A\|_{2}=\sup _{x, y, z \neq 0} \frac{|A(x, y, z)|}{\|x\|_{2}\|y\|_{2}\|z\|_{2}}
$$

Notice that the spectral norm is the absolute value of either the maximum value of $\frac{A(x, y, z)}{\|x\|_{2}\|y\|_{2}\left\|_{z}\right\|_{2}}$ or the minimum value of it. Thus, it is an $\ell_{2}$-singular value of $A$. Furthermore, it is the maximum $\ell_{2}$-singular value of $A$.

Theorem 21.9.11 ([Ban38]). Let $A \in \mathbb{R}^{n \times n \times n}$ be a symmetric 3 rd order tensor. Then,

$$
\|A\|_{2}=\sup _{x, y, z \neq 0} \frac{A(x, y, z)}{\|x\|_{2}\|y\|_{2}\|z\|_{2}}=\sup _{x \neq 0} \frac{|A(x, x, x)|}{\|x\|_{2}^{3}} .
$$

It means that if a tensor is symmetric, then its largest eigenvalue is the same as its largest singular value and its spectral norm. Then, by combining with Theorem 21.9.9, we have the following corollary:

Corollary 21.9.12. Unless ETH fails,

1. There is no $2^{o(\sqrt{n})}$ time algorithm to approximate the largest singular value of an $n$ dimensional symmetric tensor within $(1+\Theta(1 / n))$ relative-error.
2. There is no $2^{o(\sqrt{n})}$ time algorithm to approximate the spectral norm of an n-dimensional symmetric tensor within $(1+\Theta(1 / n))$ relative-error.

By Corollary 21.9.10, we have:

Corollary 21.9.13. Unless ETH fails,

1. There is no polynomial time algorithm to approximate the largest singular value of an $n$-dimensional tensor within $\left(1+\Theta\left(1 / \log ^{2+\gamma}(n)\right)\right)$ relative-error, where $\gamma>0$ is an arbitrarily small constant.
2. There is no polynomial time algorithm to approximate the spectral norm of an $n$ dimensional tensor within $\left(1+\Theta\left(1 / \log ^{2+\gamma}(n)\right)\right)$ relative-error, where $\gamma>0$ is an arbitrarily small constant.

Now, let us consider Frobenius norm rank-1 approximation.

Theorem 21.9.14 ([Ban38]). Let $A \in \mathbb{R}^{n \times n \times n}$ be a symmetric 3 rd order tensor. Then,

$$
\min _{\sigma \geq 0,\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}\|A-\sigma u \otimes v \otimes w\|_{F}=\min _{\lambda \geq 0,\|v\|_{2}=1}\|A-\lambda v \otimes v \otimes v\|_{F} .
$$

Furthermore, the optimal $\sigma$ and $\lambda$ may be chosen to be equal.

Notice that

$$
\|A-\sigma u \otimes v \otimes w\|_{F}^{2}=\|A\|_{F}^{2}-2 \sigma A(u, v, w)+\sigma^{2}\|u \otimes v \otimes w\|_{F}^{2}
$$

Then, if $\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1$, we have:

$$
\|A-\sigma u \otimes v \otimes w\|_{F}^{2}=\|A\|_{F}^{2}-2 \sigma A(u, v, w)+\sigma^{2}
$$

When $A(u, v, w)=\sigma$, then the above is minimized.
Thus, we have:

$$
\min _{\sigma \geq 0,\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}\|A-\sigma u \otimes v \otimes w\|_{F}^{2}+\|A\|_{2}^{2}=\|A\|_{F}^{2} .
$$

It is sufficient to prove the following theorem:

Theorem 21.9.15. Given $A \in \mathbb{R}^{n \times n \times n}$, unless ETH fails, there is no $2^{o(\sqrt{n})}$ time algorithm to compute $u^{\prime}, v^{\prime}, w^{\prime} \in \mathbb{R}^{n}$ such that

$$
\left\|A-u^{\prime} \otimes v^{\prime} \otimes w^{\prime}\right\|_{F}^{2} \leq(1+\epsilon) \min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2}
$$

where $\epsilon=O\left(1 / n^{2}\right)$.

Proof. Let $A \in \mathbb{R}^{n \times n \times n}$ be the same hard instance mentioned in Theorem 21.9.8. Notice that each entry of $A$ is either 0 or 1 . Thus, $\min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2} \leq\|A\|_{F}^{2}$. Notice that Theorem 21.9.8 also implies that it is hard to distinguish the two cases $\|A\|_{2} \leq 2 \sqrt{2 / 3}$. $\sqrt{1-1 / c}$ or $\|A\|_{2} \geq 2 \sqrt{2 / 3} \cdot \sqrt{1-1 /(c+1)}$ where $c$ is an integer which is no greater than $\sqrt{n}$. So the difference between $(2 \sqrt{2 / 3} \cdot \sqrt{1-1 / c})^{2}$ and $(2 \sqrt{2 / 3} \cdot \sqrt{1-1 /(c+1)})^{2}$ is at
least $\Theta(1 / n)$. Since $\|A\|_{F}^{2}$ is at most $n$ (see construction of $A$ in the proof of Lemma 21.9.8), $\Theta(1 / n)$ is an $\epsilon=O\left(1 / n^{2}\right)$ fraction of $\min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2}$. Because

$$
\min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2}+\|A\|_{2}^{2}=\|A\|_{F}^{2}
$$

if we have a $2^{o(\sqrt{n})}$ time algorithm to compute $u^{\prime}, v^{\prime}, w^{\prime} \in \mathbb{R}^{n}$ such that

$$
\left\|A-u^{\prime} \otimes v^{\prime} \otimes w^{\prime}\right\|_{F}^{2} \leq(1+\epsilon) \min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2}
$$

for $\epsilon=O\left(1 / n^{2}\right)$, it will contradict the fact that we cannot distinguish whether $\|A\|_{2} \leq$ $2 \sqrt{2 / 3} \cdot \sqrt{1-1 / c}$ or $\|A\|_{2} \geq 2 \sqrt{2 / 3} \cdot \sqrt{1-1 /(c+1)}$.

Corollary 21.9.16. Given $A \in \mathbb{R}^{n \times n \times n}$, unless ETH fails, for any $\epsilon$ for which $\frac{1}{2} \geq \epsilon \geq c / n^{2}$ where $c$ is any constant, there is no $2^{o\left(\epsilon^{-1 / 4}\right)}$ time algorithm to compute $u^{\prime}, v^{\prime}, w^{\prime} \in \mathbb{R}^{n}$ such that

$$
\left\|A-u^{\prime} \otimes v^{\prime} \otimes w^{\prime}\right\|_{F}^{2} \leq(1+\epsilon) \min _{u, v, w \in \mathbb{R}^{n}}\|A-u \otimes v \otimes w\|_{F}^{2} .
$$

Proof. If $\epsilon=\Omega\left(1 / n^{2}\right)$, it means that $n=\Omega(1 / \sqrt{\epsilon})$. Then, we can construct a hard instance $B$ with size $m \times m \times m$ where $m=\Theta(1 / \sqrt{\epsilon})$, and we can put $B$ into $A$, and let $A$ have zero entries elsewhere. Since $B$ is hard, i.e., there is no $2^{o\left(m^{-1 / 2}\right)}=2^{o\left(\epsilon^{-1 / 4}\right)}$ running time to compute a rank-1 approximation to $B$, this means there is no $2^{o\left(\epsilon^{-1 / 4}\right)}$ running time algorithm to find an approximate rank-1 approximation to $A$.

Corollary 21.9.17. Unless ETH fails, there is no polynomial time algorithm to approximate the best rank-1 approximation of an $n$-dimensional tensor within $\left(1+\Theta\left(1 / \log ^{2+\gamma}(n)\right)\right)$ relative-error, where $\gamma>0$ is an arbitrarily small constant.

Proof. We can apply a padding argument here. According to Theorem 21.9.15, there is a $d$ dimensional tensor such that there is no $2^{o(\sqrt{d})}$ time algorithm which can give a $\left(1+\Theta\left(1 / d^{4}\right)\right)$ relative approximation. Then, if we pad with 0s everywhere to extend the size of the tensor to $n=2^{d^{\left(1-\gamma^{\prime}\right) / 2}}$ where $\gamma^{\prime}>0$ is a sufficiently small constant, then poly $(n)=2^{o(\sqrt{d})}$, and $d^{4}=\log ^{2+O\left(\gamma^{\prime}\right)}(n)$. Thus, it means that there is no polynomial time algorithm which can output a $\left(1+1 /\left(\log ^{2+\gamma}\right)\right)$-relative error approximation to the tensor which has size $n$.

### 21.9.4 Tensor rank is hard to approximate

This section presents the hardness result for approximating tensor rank under ETH. According to our new result, we notice that not only deciding the tensor rank is a hard problem, but also approximating the tensor rank is a hard problem. This therefore strengthens Håstad's NP-Hadness [Hås90] for computing tensor rank.

### 21.9.4.1 Cover number

Before getting into the details of the reduction, we provide a definition of an important concept called the "cover number" and discuss the cover number for the MAX-E3SAT(B) problem.

Definition 21.9.7 (Cover number). For any 3SAT instance $S$ with $n$ variables and $m$ clauses, we are allowed to assign one of three values $\{0,1, *\}$ to each variable. For each clause, if one of the literals outputs true, then the clause outputs true. For each clause, if the corresponding variable of one of the literals is assigned to $*$, then the clause outputs true. We say $y \in\{0,1\}^{n}$ is a string, and $z \in\{0,1, *\}^{n}$ is a star string. For an instance $S$, if there exists a string $y \in\{0,1\}^{n}$ that causes all the clauses to be true, then we say that $S$ is satisfiable, otherwise it is unsatisfiable. For an instance $S$, let $Z_{S}$ denote the set of star strings which cause all of the clauses of $S$ to be true. For each star string $z \in\{0,1, *\}^{n}$, let $\operatorname{star}(z)$ denote the number of $*$ s in the star-string $z$. We define the "cover number" of instance $S$ to be

$$
\text { cover-number }(S)=\min _{z \in Z_{S}} \operatorname{star}(z)
$$

Notice that for a satisfiable 3SAT instance $S$, the cover number $p$ is 0 . Also, for any


Figure 21.10: Cover number. For a 3SAT instance with $n$ variables and $m$ clauses, we can draw a bipartite graph which has $n$ nodes on the left and $m$ nodes on the right. Each node (blue) on the left corresponds to a variable $x_{i}$, each node (green) on the right corresponds to a clause $C_{j}$. If either $x_{i}$ or $\bar{x}_{i}$ belongs to clause $C_{j}$, then we draw a line between these two nodes. Consider an input string $y \in\{0,1\}^{7}$. There exists some unsatisfied clauses with respect to this input string $y$. For for example, let $C_{1}, C_{2}$ and $C_{3}$ denote those unsatisfied clauses. We want to pick a smallest set of nodes on the left partition of the graph to guarantee that for each unsatisfied clause in the right partition, there exists a node on the left to cover it. The cover number is defined to be the smallest such number over all possible input strings.
unsatisfiable 3SAT instance $S$, the cover number $p$ is at least 1 . This is because for any input string, there exists at least one clause which cannot be satisfied. To fix that clause, we have to assign $*$ to a variable belonging to that clause. (Assigning $*$ to a variable can be regarded as assigning both 0 and 1 to a variable)

Lemma 21.9.18. Let $S$ denote a MAX-E3SAT(B) instance with $n$ variables and $m$ clauses and $S$ suppose $S$ is at most $7 / 8+A$ satisfiable, where $A \in(0,1 / 8)$. Then the cover number
of $S$ is at least $(1 / 8-A) m / B$.

Proof. For any input string $y \in\{0,1\}^{n}$, there exists at least $(1 / 8-A) m$ clauses which are not satisfied. Since each variable appears in at most $B$ clauses, we need to assign $*$ to at least $(1 / 8-A) m / B$ variables. Thus, the cover number of $S$ is at least $(1 / 8-A) m / B$.

We say $x_{1}, x_{2}, \cdots, x_{n}$ are variables and $x_{1}, \bar{x}_{1}, x_{2}, \bar{x}_{2}, \cdots, x_{n}, \bar{x}_{n}$ are literals.

Definition 21.9.8. For a list of clauses $C$ and a set of variables $P$, if for each clause, there exists at least one literal such that the corresponding variable of that literal belongs to $P$, then we say $P$ covers $L$.

### 21.9.4.2 Properties of 3SAT instances

Fact 21.9.19. For any 3SAT instance $S$ with $n$ variables and $m=\Theta(n)$ clauses, let $c>0$ denote a constant. If $S$ is $(1-c) m$ satisfiable, then let $y \in\{0,1\}^{n}$ denote a string for which $S$ has the smallest number of unsatisfiable clauses. Let $T$ denote the set of unsatisfiable clauses and let $b$ denote the number of variables in $T$. Then $\Omega\left((c m)^{1 / 3}\right) \leq b \leq O(c m)$.

Proof. Note that in $S$, there is no duplicate clause. Let $T$ denote the set of unsatisfiable clauses by assigning string $y$ to $S$. First, we can show that any two literals $x_{i}, \bar{x}_{i}$ cannot belong to $T$ at the same time. If $x_{i}$ and $\bar{x}_{i}$ belong to the same clause, then that clause must be an "always" satisfiable clause. If $x_{i}$ and $\bar{x}_{i}$ belong to different clauses, then one of the clauses must be satisfiable. This contradicts the fact that that clause belongs to $T$. Thus, we can assume that literals $x_{1}, x_{2}, \cdots, x_{b}$ belong to $T$.

There are two extreme cases: one is that each clause only contains three literals and each literal appears in exactly one clause in $T$. Then $b=3 \mathrm{~cm}$. The other case is that each clause contains 3 literals, and each literal appears in as many clauses as possible. Then $\binom{b}{3}=c m$, which gives $b=\Theta\left((c m)^{1 / 3}\right)$.

Lemma 21.9.20. For a random 3SAT instance, with probability $1-2^{-\Omega(\log n \log \log n)}$ there is no literal appearing in at least $\log n$ clauses.

Proof. By the property of random 3SAT, for any literal $x$ and any clause $C$, the probability that $x$ appears in $C$ is $\frac{3}{2 n}$, i.e., $\operatorname{Pr}[x \in C]=\frac{3}{2 n}=\Theta(1 / n)$. Let $p$ denote this probability. For any literal $x$, the probability of $x$ appearing in at least $\log n$ clauses (out of $m$ clauses) is

$$
\begin{aligned}
& \operatorname{Pr}[x \text { appearing in } \geq \log n \text { clauses }] \\
= & \sum_{i=\log n}^{m}\binom{m}{i} p^{i}(1-p)^{m-i} \\
= & \sum_{i=\log n}^{m / 2}\binom{m}{i} p^{i}(1-p)^{m-i}+\sum_{i=m / 2}^{m}\binom{m}{i} p^{i}(1-p)^{m-i} \\
\leq & \sum_{i=\log n}^{m / 2}(e m / i)^{i} p^{i}+\sum_{i=m / 2}^{m}\binom{m}{i} p^{i} \quad \text { by }(1-p) \leq 1,\binom{m}{i} \leq(e m / i)^{i} \\
\leq & (\Theta(1 / \log n))^{\log n}+2 \cdot(2 e)^{m / 2} \cdot \Theta(1 / n)^{m / 2} \quad \\
\leq & 2^{-\Omega(\log n \cdot \log \log n)} .
\end{aligned}
$$

Taking a union bound over all the literals, we complete the proof,

$$
\operatorname{Pr}[\nexists x \text { appearing in } \geq \log n \text { clauses }] \geq 1-2^{-\Omega(\log n \log \log n)}
$$

Lemma 21.9.21. For a sufficiently large constant $c^{\prime}>0$ and a constant $c>0$, for any random 3SAT instance which has $n$ variables and $m=c^{\prime} n$ clauses, suppose it is $(1-c) m$ satisfiable. Then with probability $1-2^{-\Omega(\log n \log \log n)}$, for all input strings $y$, among the unsatisfied clauses, each literal appears in $O(\log n)$ places.

Proof. This follows by Lemma 21.9.20.

Next, we show how to reduce the $O(\log n)$ to $O(1)$.

Lemma 21.9.22. For a sufficiently large constant $c$, for any random 3SAT instance that has $n$ variables and $m=c n$ clauses, for any constant $B \geq 1, b \in(0,1)$, with probability at least $1-\frac{9 m}{B b n}$, there exist at least $(1-b) m$ clauses such that each variable (in these $(1-b) m$ clauses) only appears in at most $B$ clauses (out of these $(1-b) m$ clauses).

Proof. For each $i \in[m]$, we use $z_{i}$ to denote the indicator variable such that it is 1 , if for each variable in the $i$ th clause, it appears in at most $a$ clauses. Let $B \in[1, \infty)$ denote a sufficiently large constant, which we will decide upon later.

For each variable $x$, the probability of it appearing in the $i$-th clause is $\frac{3}{n}$. Then we have

$$
\mathbb{E}[\# \text { clauses that contain } x]=\sum_{i=1}^{m} \mathbb{E}[i \text {-th clause contains } x]=\frac{3 m}{n}
$$

By Markov's inequality,

$$
\operatorname{Pr}[\# \text { clauses that contain } x \geq a] \leq \mathbb{E}[\# \text { clauses that contain } x] / B=\frac{3 m}{B n}
$$

By a union bound, we can compute $\mathbb{E}\left[z_{i}\right]$,

$$
\begin{aligned}
\mathbb{E}\left[z_{i}\right] & =\operatorname{Pr}\left[z_{i}=1\right] \\
& \geq 1-3 \operatorname{Pr}[\text { one variable in } i \text {-th clause appearing } \geq B \text { clauses }] \\
& \geq 1-\frac{9 m}{B n}
\end{aligned}
$$

Furthermore, we have

$$
\mathbb{E}[z]=\mathbb{E}\left[\sum_{i=1}^{m} z_{i}\right]=\sum_{i=1}^{m} \mathbb{E}\left[z_{i}\right] \geq\left(1-\frac{9 m}{B n}\right) m
$$

Note that $z \leq m$. Thus $\mathbb{E}[z] \leq m$. Let $b \in(0,1)$ denote a sufficiently small constant. We can show

$$
\begin{aligned}
\operatorname{Pr}[m-z \geq b m] & \leq \frac{\mathbb{E}[m-z]}{b m} \\
& =\frac{m-\mathbb{E}[z]}{b m} \\
& \leq \frac{m-\left(1-\frac{9 m}{B n}\right) m}{b m} \\
& =\frac{9 m}{B b n}
\end{aligned}
$$

This implies that with probability at least $1-\frac{9 m}{B b n}$, we have $m-z \leq b m$. Notice that in random-ETH, $m=c n$ for a constant $c$. Thus, by choosing a sufficiently large constant $B$ (which is a function of $c, b$ ), we can obtain arbitrarily large constant success probability.

### 21.9.4.3 Reduction

We reduce 3SAT to tensor rank by following the same construction in [Hås90]. To obtain a stronger hardness result, we use the property that each variable only appears in at most $B$ (some constant) clauses and that the cover number of an unsatisfiable 3SAT instance
is large. Note that both MAX-E3SAT(B) instances and random-ETH instances have that property. Also each MAX-E3SAT(B) is also a 3SAT instance. Thus if the reduction holds for 3SAT, it also holds for MAX-E3SAT(B), and similarly for random-ETH .

Recall the definition of 3SAT : 3SAT is the problem of given a Boolean formula of $n$ variables in CNF form with at most 3 variables in each of the $m$ clauses, is it possible to find a satisfying assignment to the formula? We say $x_{1}, x_{2}, \cdots, x_{n}$ are variables and $x_{1}, \bar{x}_{1}, x_{2}, \bar{x}_{2}, \cdots, x_{n}, \bar{x}_{n}$ are literals. We transform this to the problem of computing the rank of a tensor of size $n_{1} \times n_{2} \times n_{3}$ where $n_{1}=2+n+2 m, n_{2}=3 n$ and $n_{3}=3 n+m$. T has the following $n_{3}$ column-row faces, where each of the faces is an $m_{1} \times n_{2}$ matrix,

- $n$ variable matrices $V_{i} \in \mathbb{R}^{n_{1} \times n_{2}}$. It has a 1 in positions $(1,2 i-1)$ and $(2,2 i)$ while all other elements are 0.
- $n$ help matrices $S_{i} \in \mathbb{R}^{n_{1} \times n_{2}}$. It has a 1 position in $(1,2 n+i)$ and is 0 otherwise.
- $n$ help matrices $M_{i} \in \mathbb{R}^{n_{1} \times n_{2}}$. It has a 1 in positions $(1,2 i-1),(2+i, 2 i)$ and $(2+i, 2 n+i)$ and is 0 otherwise.
- $m$ clause matrices $C_{l} \in \mathbb{R}^{n_{1} \times n_{2}}$. Suppose the clause $c_{l}$ contains the literals $u_{l, 1}, u_{l, 2}$ and $u_{l, 3}$. For each $j \in[3], u_{l, j} \in\left\{x_{1}, x_{2}, \cdots, x_{n}, \bar{x}_{1}, \bar{x}_{2}, \cdots, \bar{x}_{n}\right\}$. Note that $x_{i}, \bar{x}_{i}$ are the literals of the 3SAT formula. We can also think of $x_{i}, \bar{x}_{i}$ as length $3 n$ vectors. Let $x_{i}$ denote the vector that has a 1 in position $2 i-1$, i.e., $x_{i}=e_{2 i-1}$. Let $\bar{x}_{i}$ denote the vector that has a 1 in positions $2 i-1$ and $2 i, \bar{x}_{i}=e_{2 i-1}+e_{2 i}$.
- Row 1 is the vector $u_{l, 1} \in \mathbb{R}^{3 n}$,
- Row $2+n+2 l-1$ is the vector $u_{l, 1}-u_{l, 2} \in \mathbb{R}^{3 n}$,


Figure 21.11: There are $3 n+m$ column-row faces, $V_{i}, \forall i \in[n], S_{i}, \forall i \in[n], M_{i}, \forall i \in[n]$, $C_{l}, \forall l \in[m]$. In face $C_{l}$, each $u_{l, j}$ is either $x_{i}$ or $\bar{x}_{i}$ where $x_{i}=e_{2 i-1}$ and $\bar{x}_{i}=e_{2 i-1}+e_{2 i}$.

- Row $2+n+2 l$ is the vector $u_{l, 1}-u_{l, 3} \in \mathbb{R}^{3 n}$.

First, we can obtain Lemma 21.9.23 which follows by Lemma 2 in [Hås90]. For completeness, we provide a proof.

Lemma 21.9.23. If the formula is satisfiable, then the constructed tensor has rank at most $4 n+2 m$.

Proof. We will construct $4 n+2 m$ rank-1 matrices $V_{i}^{(1)}, V_{i}^{(2)}, S_{i}^{(1)}, M_{i}^{(1)}, C_{l}^{(1)}$ and $C_{l}^{(2)}$. Then the goal is to show that for each matrix in the set

$$
\left\{V_{1}, V_{2}, \cdots, V_{n}, S_{1}, S_{2}, \cdots, S_{n}, M_{1}, M_{2}, \cdots, M_{n}, C_{1}, C_{2}, \cdots, C_{m}\right\}
$$

it can be written as a linear combination of these constructed matrices.

- Matrices $V_{i}^{(1)}$ and $V_{i}^{(2)} . V_{i}^{(1)}$ has the first row equal to $x_{i}$ iff $\alpha_{i}=1$ and otherwise $\bar{x}_{i}$.

All the other rows are 0 . We set $V_{i}^{(2)}=V_{i}-V_{i}^{(1)}$.

- Matrices $S_{i}^{(1)} . S_{i}^{(1)}=S_{i}$.
- Matrices $M_{i}^{(1)}$.

$$
M_{i}^{(1)}= \begin{cases}M_{i}-V_{i}^{(1)} & \text { if } \alpha_{i}=1 \\ M_{i}-V_{i}^{(1)}-S_{i} & \text { if } \alpha_{i}=0\end{cases}
$$

- Matrices $C_{l}^{(1)}$ and $C_{l}^{(2)}$. Let $x_{i}=\alpha_{i}$ be the assignment that makes the clause $c_{l}$ true. Then $C_{l}-V_{i}^{(1)}$ has rank 2, since either it has just two nonzero rows (in the case where $x_{i}$ is the first variable in the clause) or it has three nonzero rows of which two are equal. In both cases we just need two additional rank 1 matrices.


Figure 21.12: Two possibilities for $V_{i}^{(1)}, \forall i \in[n], V^{(2)}, \forall i \in[n], M_{i}^{(1)}, \forall i \in[n]$.

Once the 3SAT instance $S$ is unsatisfiable, then its cover number is at least 1. For each unsatisfiable 3SAT instance $S$ with cover number $p$, we can show that the constructed tensor has rank at most $4 n+2 m+O(p)$ and also has rank at least $4 n+2 m+\Omega(p)$. We first prove an upper bound,

Lemma 21.9.24. For a 3SAT instance $S$, let $y \in\{0,1\}$ denote a string such that $S(y)$ has
a set $L$ that contains unsatisfiable clauses. Let $p$ denote the smallest number of variables that cover all clauses in $L$. Then the constructed tensor $T$ has rank at most $4 n+2 m+p$.

Proof. Let $y$ denote a length- $n$ Boolean string $\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$. Based on the assignment $y$, all the clauses of $S$ can be split into two sets: $L$ contains all the unsatisfied clauses and $\bar{L}$ contains all the satisfied clauses. We use set $P$ to denote a set of variables that covers all the clauses in set $L$. Let $p=|P|$. We will construct $4 n+2 m+p$ rank- 1 matrices $V_{i}^{(1)}, V_{i}^{(2)}$, $S_{i}^{(1)}, M_{i}^{(1)}, \forall i \in[n], C_{l}^{(1)}, C_{l}^{(2)}, \forall l \in[m]$, and $V_{j}^{(3)}, \forall j \in P$. Then the goal is to show that the $V_{i}, S_{i}, M_{i}$ and $C_{l}$ can be written as linear combinations of these constructed matrices.

- Matrices $V_{i}^{(1)}$ and $V_{i}^{(2)}$. $V_{i}^{(1)}$ has first row equal to $x_{i}$ iff $\alpha_{i}=1$ and otherwise $\bar{x}_{i}$. All the other rows are 0 . We set $V_{i}^{(2)}=V_{i}-V_{i}^{(1)}$.
- Matrices $V_{j}^{(3)}$. For each $j \in P, V_{j}^{(3)}$ has the first row equal to $x_{i}$ iff $\alpha_{i}=0$ and otherwise $\bar{x}_{i}$.
- Matrices $S_{i}^{(1)} . S_{i}^{(1)}=S_{i}$.
- Matrices $M_{i}^{(1)}$.

$$
M_{i}^{(1)}= \begin{cases}M_{i}-V_{i}^{(1)} & \text { if } \alpha_{i}=1 \\ M_{i}-V_{i}^{(1)}-S_{i} & \text { if } \alpha_{i}=0\end{cases}
$$

- Matrices $C_{l}^{(1)}$ and $C_{l}^{(2)}$.
- For each $l \notin L$, clause $c_{l}$ is satisfied according to assignment $y$. Let $x_{i}=\alpha_{i}$ be the assignment that makes the clause $c_{l}$ true. Then $C_{l}-V_{i}^{(1)}$ has rank 2, since either it has just two nonzero rows (in the case where $x_{i}$ is the first variables in
the clause) or it has three nonzero rows of which two are equal. In both cases we just need two additional rank 1 matrices.
- For each $l \in L$. It means clause $c_{l}$ is unsatisfied according to assignment $y$. Let $x_{j_{1}}=\alpha_{j_{1}}, x_{j_{2}}=\alpha_{j_{2}}, x_{j_{3}}=\alpha_{j_{3}}$ be an assignment that makes the clause $c_{l}$ false. In other words, one of $j_{1}, j_{2}, j_{3}$ must be $P$ according to the definition that $P$ covers L. Then matrix $C_{l}-V_{j_{1}}^{(3)}$ has rank 2, since either it has just two nonzero rows (in the case where $x_{j_{1}}$ is the first variables in the clause) or it has three nonzero rows of which two are equal. In both cases we just need two additional rank 1 matrices.

We finish the proof by taking the $P$ that has the smallest size.

Further, we have:

Corollary 21.9.25. For a 3SAT instance $S$, let $p$ denote the cover number of $S$, then the constructed tensor $T$ has rank at most $4 n+2 m+p$.

Proof. This follows by applying Lemma 21.9.24 to all the input strings and the definition of cover number (Definition 21.9.7).

We can split the tensor $T \in \mathbb{R}^{(2+n+3 m) \times 3 n \times(3 n+m)}$ into two sub-tensors, one is $T_{1} \in$ $\mathbb{R}^{2 \times 3 n \times(3 n+m)}$ (that contains the first two row-tube faces of $T$ and linear combination of the remaining $2 m$ row-tube faces of $T$ ), and the other is $T_{2} \in \mathbb{R}^{(n+2 m) \times 3 n \times(3 n+m)}$ (that contains the next $n+2 m$ row-tube faces of $T$ ). We first analyze the rank of $T_{1}$ and then analyze the rank of $T_{2}$.


Figure 21.13: $\widetilde{V}_{i}, \widetilde{S}_{i}, \widetilde{M}_{i}, \widetilde{C}_{l}$.

Claim 21.9.26. The rank of $T_{2}$ is $n+2 m$.

Proof. According to Figure 21.11, the nonzero rows are distributed in $n+m$ fully separated sub-tensors. It is obvious that the rank of each one of those $n$ sub-tensors is 1 , and the rank of each of those $m$ sub-tensors is 2 . Thus, overall, the rank $T_{2}$ is $n+2 m$.

To make sure $\operatorname{rank}(T)=\operatorname{rank}\left(T_{1}\right)+\operatorname{rank}\left(T_{2}\right)$, the $T_{1} \in \mathbb{R}^{2 \times 3 n \times(3 n+m)}$ can be described as the following $3 n+m$ column-row faces, and each of the faces is a $2 \times 3 n$ matrix.

- Matrices $\widetilde{V}_{i}, \forall i \in[n]$. The two rows are from the first two rows of $V_{i}$ in Figure 21.11, i.e., the first row is $e_{2 i-1}$ and the second row is $e_{2 i}$.
- Matrices $\widetilde{S}_{i}, \forall i \in[n]$. The two rows are from the first two rows of $S_{i}$ in Figure 21.11, i.e., the first row is $e_{2 n+i}$ and the second row is zero everywhere else.
- Matrices $\widetilde{M}_{i}, \forall i \in[n]$. The first row is $e_{2 i-1}+\beta_{i, 1}\left(e_{2 i}+e_{2 n+i}\right)$, while the second row is $\beta_{i, 2}\left(e_{2 i}+e_{2 n+i}\right)$.


Figure 21.14: There are $n+p$ matrices $A_{i} \in \mathbb{R}^{2 \times(2 n+p)}, \forall i \in[n+p]$ and $2 n+p$ matrices $B_{i} \in \mathbb{R}^{2 \times(n+p)}, \forall i \in[2 n+p]$. Tensor $A$ and tensor $B$ represet the same tensor, and for each $i \in[n+p], j \in[2], l \in[2 n+p],\left(A_{i}\right)_{j, l}=\left(B_{l}\right)_{j, i}$.

- Matrices $\widetilde{C}_{l}, \forall i \in[m]$. The first row is $\left(1+\gamma_{l, 1}+\gamma_{l, 2}\right) u_{l, 1}-\gamma_{l, 1} u_{l, 2}-\gamma_{l, 2} u_{l, 3}$ and the second is $\left(\gamma_{l, 3}+\gamma_{l, 4}\right) u_{l, 1}-\gamma_{l, 3} u_{l, 2}-\gamma_{l, 4} u_{l, 3}$,
where for each $i \in[3 n]$, we use vector $e_{i}$ to denote a length $3 n$ vector such that it only has a 1 in position $i$ and 0 otherwise. $\beta, \gamma$ are variables. The goal is to show a lower bound for,

$$
\operatorname{rank}_{\beta, \gamma}\left(T_{1}\right) .
$$

Lemma 21.9.27. Let $P$ denote the set $\left\{i \mid\right.$ the second row of matrix $\widetilde{M}_{i}$ is nonzero, $\forall i \in$ $[n]\}$. Then the rank of $T_{1}$ is at least $3 n+|P|$.

Proof. We define $p=|P|$. Without loss of generality, we assume that for each $i \in[p]$, the second row of matrix $\widetilde{M}_{i}$ is nonzero.

Notice that matrices $\widetilde{V}_{i}, \widetilde{S}_{i}, \widetilde{M}_{i}$ have size $2 \times 3 n$, but we only focus on the first $2 n+p$ columns. Thus, we have $n+p$ column-row faces (from the 3rd dimension) $A_{j} \in \mathbb{R}^{2 \times(2 n+p)}$,

- $A_{j}, 1 \leq j \leq n, A_{j}$ is the first $2 n+p$ columns of $\widetilde{V}_{j}-\sum_{i=1}^{n} \alpha_{i, j} \widetilde{S}_{i} \in \mathbb{R}^{2 \times 3 n}$, where $\alpha_{i, j}$ are some coefficients.
- $A_{n+j}, 1 \leq j \leq p, A_{j}$ is the first $2 n+p$ columns of $\widetilde{M}_{j}-\sum_{i=1}^{n} \alpha_{i, n+j} \widetilde{S}_{i} \in \mathbb{R}^{2 \times 3 n}$, where $\alpha_{i, j}$ are some coefficients.

Consider the first $2 n+p$ column-tube faces (from 2nd dimension), $B_{j}, \forall j \in[2 n+p]$, of $T_{1}$. Notice that these matrices have size $2 \times(n+p)$.

- $B_{2 i-1}, 1 \leq i \leq p$, it has a 1 in positions $(1, i)$ and $(1, n+i)$.
- $B_{2 i}, 1 \leq i \leq p$, it has $\beta_{i, 1}$ in position $(1, n+i), 1$ in position $(2, i)$ and $\beta_{i, 2}$ in position $(2, n+i)$.
- $B_{2 i-1}, p+1 \leq i \leq n$, it has 1 in position $(1, i)$.
- $B_{2 i}, p+1 \leq i \leq n$, it has 1 in position $(2, i)$.
- $B_{2 n+i}, 1 \leq i \leq p$, the first row is unknown, the second row has $\beta_{i, 2}$ in position in $(2, n+i)$.

It is obvious that the first $2 n$ matrices are linearly independent, thus the rank is at least $2 n$. We choose the first $2 n$ matrices as our basis. For $B_{2 n+1}$, we try to write it as a linear combination of the first $2 n$ matrices $\left\{B_{i}\right\}_{i \in[2 n]}$. Consider the second row of $B_{2 n+1}$. The first $n$ positions are all 0 . The matrices $B_{2 i}$ all have disjoint support for the second row of the
first $n$ columns. Thus, the matrices $B_{2 i}$ should not be used. Consider the second row of $B_{2 i-1}, \forall i \in[n]$. None of them has a nonzero value in position $n+1$. Thus $B_{2 n+1}$ cannot be written as a linear combination of of the first $2 n$ matrices. Thus, we can show for any $i \in[p], B_{2 n+i}$ cannot be written as a linear combination of matrices $\left\{B_{i}\right\}_{i \in[2 n]}$. Consider the $p$ matrices $\left\{B_{2 n+i}\right\}_{i \in[p]}$. Each of them has a different nonzero position in the second row. Thus these matrices are all linearly independent. Putting it all together, we know that the rank of matrices $\left\{B_{i}\right\}_{i \in[2 n+p]}$ is at least $2 n+p$.

Next, we consider another special case when $\beta_{i, 2}=0$, for all $i \in[n]$. If we subtract $\beta_{i, 1}$ times $\widetilde{S}_{i}$ from $\widetilde{M}_{i}$ and leave the other column-row faces (from the 3rd dimension) as they are, and we make all column-tube faces(from the 2 nd dimension) for $j>2 n$ identically 0 , then all other choices do not change the first $2 n$ column-tube faces (from the 2 nd dimension) and make some other column-tube faces (from the 2nd dimension) nonzero. Such a choice could clearly only increase the rank of $T$. Thus, we obtain,

$$
\operatorname{rank}(T)=2 n+2 m+\min \operatorname{rank}\left(T_{3}\right)
$$

where $T_{3}$ is a tensor of size $2 \times 2 n \times(2 n+m)$ given by the following column-row faces (from 3rd dimension) $A_{i}, \forall i \in[2 n+m]$ and each matrix has size $2 \times 2 n$ (shown in Figure 21.15).

- $A_{i}, i \in[n]$, the first $2 n$ columns of $\tilde{V}_{i}$.
- $A_{n+i}, i \in[n]$, the first $2 n$ columns of $\widetilde{M}_{i}$. The first row is $e_{2 i-1}+\beta_{i, 1} e_{2 i}$, and the second row is 0 .
- $A_{2 n+l}, l \in[m]$, the first $2 n$ columns of $\widetilde{C}_{l}$. The first row is $\left(1+\gamma_{l, 1}+\gamma_{l, 2}\right) u_{l, 1}-\gamma_{l, 1} u_{l, 2}-$ $\gamma_{l, 2} u_{l, 3}$, and the second row is $\left(\gamma_{l, 3}+\gamma_{l, 4}\right) u_{l, 1}-\gamma_{l, 3} u_{l, 2}-\gamma_{l, 4} u_{l, 3}$.

We can show

Lemma 21.9.28. Let $p$ denote the cover number of the 3SAT instance. $T_{3}$ has rank at least $2 n+\Omega(p)$.

Proof. First, we can show that all matrices $A_{n+i}-A_{i}$ and $A_{n+i}$ (for all $i \in[n]$ ) are in the expansion of tensor $T_{3}$. Thus, the rank of $T_{3}$ is at least $2 n$.

We need the following claim:
Claim 21.9.29. For any $l \in[m]$, if $A_{2 n+l}$ can be written as a linear combination of $\left\{A_{n+i}-\right.$ $\left.A_{i}\right\}_{i \in[n]}$ and $\left\{A_{n+i}\right\}_{i \in[n]}$, then the second row of $A_{2 n+l}$ is 0 , and the first row of one of the $A_{n+i}$ is $u_{i}$ where $u_{i}$ is one of the literals appearing in clause $c_{l}$.

Proof. We prove this for the second row first. For each $l \in[m]$, we consider the possibility of using all matrices $A_{n+i}-A_{i}$ and $A_{n+i}$ to express matrix $A_{2 n+l}$. If the second row of $A_{2 n+l}$ is nonzero, then it must have a nonzero entry in an odd position. But there is no nonzero in an odd position of the second row of any of matrices $A_{n+i}-A_{i}$ and $A_{n+i}$.

For the first row. It is obvious that the first row of $A_{2 n+l}$ must have at least one nonzero position, for any $\gamma_{l, 1}, \gamma_{l, 2}$. Let $u_{j}$ be a literal belonging to the variable $x_{i}$ which appears in the first row of $A_{2 n+l}$ with a nonzero coefficient. Since only $A_{n+i}$ of all the other $A_{n+s}, \forall s \in[n]$ matrices has nonzero elements in either of the positions $(1,2 i-1)$ or $(1,2 i)$, then $A_{n+i}$ must be used to cancel these elements. Thus, the first row of $A_{n+i}$ must be a multiple of $u_{j}$ and since the element in position $(1,2 i-1)$ of $A_{n+i}$ is 1 , this multiple must be 1 .


Figure 21.15: For any $i \in[n], \beta_{i, 1} \in \mathbb{R}$, for any $l \in[m], \gamma_{l, 1}, \gamma_{l, 2} \in \mathbb{R}$, for any $l \in[m]$, if the first literal of clause $l$ is $x_{j}$, then row vector $u_{l, 1}=e_{2 i-1} \in \mathbb{R}^{2 n}$; if the first literal of clause $l$ is $\bar{x}_{j}$, then row vector $u_{l, 1}=e_{2 i-1}+e_{2 i} \in \mathbb{R}^{2 n}$.

Note that matrices $A_{i}, \forall i \in[n]$ have the property that, for any matrix in $\left\{A_{n+1}, \cdots, A_{2 n+m}\right\}$, it cannot be written as the linear combination of matrices $A_{i}, \forall i \in[n]$. Let $\widetilde{A} \in \mathbb{R}^{(n+m) \times 2 n}$ denote a matrix that consists of the first rows of $\left\{A_{n+1}, \cdots, A_{2 n+m}\right\}$. According to the property of matrices $A_{i}, \forall i \in[n]$, and that the rank of a tensor is always greater than or equal to the rank of any sub-tensor, we know that

$$
\operatorname{rank}\left(T_{3}\right) \geq n+\min \operatorname{rank}(\widetilde{A})
$$

Claim 21.9.30. For a 3SAT instance $S$, for any input string $y \in\{0,1\}^{n}$, set $\beta_{*, 1}$ to be the entry-wise flipping of $y$, (I) if the clause $l$ is satisfied, then the $(n+l)$-th row of $\widetilde{A} \in \mathbb{R}^{(n+m) \times 2 n}$ can be written as a linear combination of the first $n$ rows of $\widetilde{A}$. (II) if the clause $l$ is unsatisfied, then the $(n+l)$-th row of $\widetilde{A}$ cannot be written as a linear combination of the first $n$ rows of $\widetilde{A}$.

Proof. Part (I), consider a clause $l$ which is satisfied with input string $y$. Then there must exist a variable $x_{i}$ belonging to clause $l$ (either literal $x_{i}$ or literal $\bar{x}_{i}$ ) and one of the following
holds: if $x_{i}$ belongs to clause $l$, then $\alpha_{i}=1$; if $\bar{x}_{i}$ belongs to clause $l$, then $\alpha_{i}=0$. Suppose clause $l$ contains literal $x_{i}$. The other case can be proved in a similar way. We consider the $(n+l)$-th row. One of the following assignments $(0,0),(-1,0),(0,-1)$ to $\gamma_{l, 1}, \gamma_{l, 1}$ is going to set the $(n+l)$-th row of $\widetilde{A}$ to be vector $e_{2 i-1}$. We consider the $i$-th row of $\widetilde{A}$. Since we set $\alpha_{i}=1$, then we set $\beta_{i, 1}=0$, it follows that the $i$-th row of $A$ becomes $e_{2 i-1}$. Therefore, the $(n+l)$-th row of $\widetilde{A}$ can be written as a linear combination of $\widetilde{A}$.

Part (II), consider a clause $l$ which is unsatisfied with input string $y$. Suppose that clause contains three literals $x_{i_{1}}, x_{i_{2}}, x_{i_{3}}$ (the other seven possibilities can be proved in a similar way). Then for input string $y$, we have $\alpha_{i_{1}}=0, \alpha_{i_{2}}=0$ and $\alpha_{i_{3}}=0$, otherwise this clause $l$ is satisfied. Consider $i_{1}$-th row of $\widetilde{A}$. It becomes $e_{2 i_{1}-1}+e_{2 i_{1}}$. Similarly for the $i_{2}$-th row and $i_{3}$-th row. Consider the $(n+l)$-th row. We can observe that all of positions $2 i_{1}, 2 i_{2}, 2 i_{3}$ must be 0 . Any linear combination formed by the $i_{1}, i_{2}, i_{3}$-th row of $\widetilde{A}$ must have one nonzero in one of positions $2 i_{1}, 2 i_{2}, 2 i_{3}$. However, if we consider the $(n+l)$-th row of $\widetilde{A}$, one of the positions $2 i_{1}, 2 i_{2}, 2 i_{3}$ must be 0 . Also, the remaining $n-3$ of the first $n$ rows of $\widetilde{A}$ also have 0 in positions $2 i_{1}, 2 i_{2}, 2 i_{3}$. Thus, we can show that the $(n+l)$-th row of $\widetilde{A}$ cannot be written as a linear combination of the first $n$ rows. Similarly, for the other seven cases.

Note that in order to make sure as many as possible rows in $n+1, \cdots, n+m$ can be written as linear combinations of the first $n$ rows of $\widetilde{A}$, the $\beta_{i, 1}$ should be set to either 0 or 1 . Also each possibility of input string $y$ is corresponding to a choice of $\beta_{i, 1}$. According to the above Claim 21.9.30, let $l_{0}$ denote the smallest number of unsatisfied clauses over the choices of all the $2^{n}$ input strings. Then over all choices of $\beta, \gamma$, there must exist at least $l_{0}$ rows of
$\widetilde{A}_{n+1}, \cdots \widetilde{A}_{n+m}$, such that each of those rows cannot be written as the linear combination of the first $n$ rows.

Claim 21.9.31. Let $\widetilde{A} \in \mathbb{R}^{(n+m) \times 2 n}$ denote a matrix that consists of the first rows of $A_{n+i}, \forall i \in[n]$ and $A_{n+l}, \forall l \in[m]$. Let $p$ denote the cover number of 3SAT instance. Then $\min \operatorname{rank}(\widetilde{A}) \geq n+\Omega(p)$.

Proof. For any choices of $\left\{\beta_{i, 1}\right\}_{i \in[n]}$, there must exist a set of rows out of the next $m$ rows such that, each of those rows cannot be written as a linear combination of the first $n$ rows. Let $L$ denote the set of those rows. Let $t$ denote the maximum size set of disjoint rows from $L$. Since those $t$ rows in $L$ all have disjoint support, they are always linearly independent. Thus the rank is at least $n+t$.

Note that each row corresponds to a unique clause and each clause corresponds to a unique row. We can just pick an arbitrary clause $l$ in $L$, then remove the clauses that are using the same literal as clause $l$ from $L$. Because each variable occurs in at most $B$ clauses, we only need to remove at most $3 B$ clauses from $L$. We repeat the procedure until there is no clause $L$. The corresponding rows of all the clauses we picked have disjoint supports, thus we can show a lower bound for $t$,

$$
t \geq|L| /(3 B) \geq l_{0} /(3 B) \geq p /(9 B) \gtrsim p
$$

where the second step follows by $|L| \geq l_{0}$, the third step follows $3 l_{0} \geq p$, and the last step follows by $B$ is some constant.

Thus, putting it all together, we complete the proof.


Figure 21.16: For any $i \in[n], \beta_{i, 1} \in \mathbb{R}$. For any $i \in[q], \beta_{i, 2} \in \mathbb{R}$. For any $l \in[m], \gamma_{l, 1}, \gamma_{l, 2} \in \mathbb{R}$. For any $l \in[m]$, if the first literal of clause $l$ is $x_{j}$, then row vector $u_{l, 1}=e_{2 i-1} \in \mathbb{R}^{2 n}$; if the first literal of clause $l$ is $\bar{x}_{j}$, then row vector $u_{l, 1}=e_{2 i-1}+e_{2 i} \in \mathbb{R}^{2 n}$.

Now, we consider a general case when there are $q$ different $i \in[n]$ satisfying that $\beta_{i, 2} \neq 0$. Similar to tensor $T_{3}$, we can obtain $T_{4}$ such that,

$$
\operatorname{rank}(T)=2 n+2 m+\min \operatorname{rank}\left(T_{4}\right)
$$

where $T_{4}$ is a tensor of size $2 \times 2 n \times(2 n+m)$ given by the following column-row faces (from 3rd dimension) $A_{i}, \forall i \in[2 n+m]$ and each matrix has size $2 \times 2 n$ (shown in Figure 21.16).

- $A_{i}, i \in[n]$, the first $2 n$ columns of $\widetilde{V}_{i}$.
- $A_{n+i}, i \in[q]$, the first $2 n$ columns of $\widetilde{M}_{i}$. The first row is $e_{2 i-1}+\beta_{i, 1} e_{2 i}$, and the second row is $\beta_{i, 2} e_{2 i}$.
- $A_{n+i}, i \in\{q+1, \cdots, n\}$, the first $2 n$ columns of $\widetilde{M}_{i}$. The first row is $e_{2 i-1}+\beta_{i, 1} e_{2 i}$, and the second row is 0 .
- $A_{2 n+l}, l \in[m]$, the first $2 n$ columns of $\widetilde{C}_{l}$. The first row is $\left(1+\gamma_{l, 1}+\gamma_{l, 2}\right) u_{l, 1}-\gamma_{l, 1} u_{l, 2}-$ $\gamma_{l, 2} u_{l, 3}$, and the second row is $\left(\gamma_{l, 3}+\gamma_{l, 4}\right) u_{l, 1}-\gamma_{l, 3} u_{l, 2}-\gamma_{l, 4} u_{l, 3}$.

Note that modifying $q$ entries(from Figure 21.15 to Figure 21.16) of a tensor can only decrease the rank by $q$, thus we obtain

Lemma 21.9.32. Let $q$ denote the number of $i$ such that $\beta_{i, 2} \neq 0$, and let $p$ denote the cover number of the 3SAT instance. Then $T_{4}$ has rank at least $2 n+\Omega(p)-q$.

Combining the two perspectives we have

Lemma 21.9.33. Let $p$ denote the cover number of an unsatisfiable 3SAT instance. Then the tensor has rank at least $4 n+2 m+\Omega(p)$.

Proof. Let $q$ denote the $q$ in Figure 21.16. From one perspective, we know that the tensor has rank at least $4 n+2 m+\Omega(p)-q$. From another perspective, we know that the tensor has rank at least $4 n+2 m+q$. Combining them together, we obtain the rank is at least $4 n+2 m+\Omega(p) / 2$, which is still $4 n+2 m+\Omega(p)$.

Theorem 21.9.34. Unless ETH fails, there is a $\delta>0$ and an absolute constant $c_{0}>1$ such that the following holds. For the problem of deciding if the rank of a $q$-th order tensor, $q \geq 3$, with each dimension $n$, is at most $k$ or at least $c_{0} k$, there is no $2^{\delta k^{1-o(1)}}$ time algorithm.

Proof. The reduction can be split into three parts. ${ }^{13}$ The first part reduces the MAX3SAT problem to the MAX-E3SAT problem by [MR10]. For each MAX-3SAT instance with

[^76]size $n$, the corresponding MAX-E3SAT instance has size $n^{1+o(1)}$. The second part is by reducing the MAX-E3SAT problem to MAX-E3SAT(B) by [Tre01]. For each MAX-E3SAT instance with size $n$, the corresponding MAX-E3SAT(B) instance has size $\Theta(n)$ when $B$ is a constant. The third part is by reducing the MAX-E3SAT(B) problem to the tensor problem. Combining Theorem 21.9.5, Lemma 21.9.18 with this reduction, we complete the proof.

Theorem 21.9.35. Unless random-ETH fails, there is an absolute constant $c_{0}>1$ for which any deterministic algorithm for deciding if the rank of a q-th order tensor is at most $k$ or at least $c_{0} k$, requires $2^{\Omega(k)}$ time.

Proof. This follows by combining the reduction with random-ETH and Lemma 21.9.22.

Note that, if $\mathbf{B P P}=\mathbf{P}$ then it also holds for randomized algorithms which succeed with probability $2 / 3$.

Indeed, we know that any deterministic algorithm requires $2^{\Omega(n)}$ running time on tensors that have size $n \times n \times n$. Let $g(n)$ denote a fixed function of $n$, and $g(n)=o(n)$. We change the original tensor from size $n \times n \times n$ to $2^{g(n)} \times 2^{g(n)} \times 2^{g(n)}$ by adding zero entries. Then the number of entries in the new tensor is $2^{3 g(n)}$ and the deterministic algorithm still requires $2^{\Omega(n)}$ running time on this new tensor. Assume there is a randomized algorithm that runs in $2^{c g(n)}$ time, for some constant $c>3$. Then considering the size of this new tensor, the deterministic algorithm is a super-polynomial time algorithm, but the randomized algorithm is a polynomial time algorithm. Thus, by assuming $\mathbf{B P P}=\mathbf{P}$, we can rule out randomized algorithms, which means Theorem 21.9.35 also holds for randomized algorithms which succeed with probability $2 / 3$.

We provide some some motivation for the $\mathbf{B P P}=\mathbf{P}$ assumption: this is a standard conjecture in complexity theory, as it is implied by the existence of strong pseudorandom generators or if any problem in deterministic exponential time has exponential size circuits [IW97].

### 21.10 Extension to Other Tensor Ranks

The tensor rank studied in the previous sections is also called the CP rank or canonical rank. The tensor rank can be thought of as a direct extension of the matrix rank. We would like to point out that there are other definitions of tensor rank, e.g., the tucker rank and train rank. In this section we explain how to extend our proofs to other notions of tensor rank. Section 21.10.1 provides the extension to tucker rank, and Section 21.10.2 provides the extension to train rank.

### 21.10.1 Tensor Tucker rank

Tensor Tucker rank has been studied in a number of works [KC07, PC08, MH09, ZW13, YC14]. We provide the formal definition here:

### 21.10.1.1 Definitions

Definition 21.10.1 (Tucker rank). Given a third order tensor $A \in \mathbb{R}^{n \times n \times n}$, we say $A$ has tucker rank $k$ if $k$ is the smallest integer such that there exist three matrices $U, V, W \in \mathbb{R}^{n \times k}$ and a (small) tensor $C \in \mathbb{R}^{k \times k \times k}$ satisfying

$$
A_{i, j, l}=\sum_{i^{\prime}=1}^{k} \sum_{j^{\prime}=1}^{k} \sum_{l^{\prime}=1}^{k} C_{i^{\prime}, j^{\prime}, l^{\prime}} U_{i, i^{\prime}} V_{j, j^{\prime}} W_{l, l^{\prime}}, \forall i, j, l \in[n] \times[n] \times[n],
$$

or equivalently,

$$
A=C(U, V, W)
$$

### 21.10.1.2 Algorithm

Theorem 21.10.1. Given a third order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$ and $\epsilon \in(0,1)$, there exists an algorithm which takes $O(\operatorname{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)+2^{O\left(k^{2} / \epsilon+k^{3}\right)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times k}$, and a tensor $C \in \mathbb{R}^{k \times k \times k}$ for which

$$
\|C(U, V, W)-A\|_{F}^{2} \leq(1+\epsilon) \min _{\text {tucker rank }-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

Proof. We define OPT to be

$$
\mathrm{OPT}=\min _{\text {tucker rank }-k}\left\|A^{\prime}-A\right\|_{F}^{2} .
$$

```
Algorithm 21.33 Frobenius Norm Low (Tucker) Rank Approximation
    procedure FLowTuckerRankApprox \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.10.1
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        \(t_{1} \leftarrow t_{2} \leftarrow t_{3} \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        Choose sketching matrices \(S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}\). \(\quad\) Definition
    21.3.12
        Choose sketching matrices \(T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{t_{2} \times n}, T_{3} \in \mathbb{R}^{t_{3} \times n}\).
        Compute \(A_{i} S_{i}, \forall i \in[3]\).
        Compute \(T_{i} A_{i} S_{i}, \forall i \in[3]\).
        Compute \(B \leftarrow A\left(T_{1}, T_{2}, T_{3}\right)\).
        Create variables for \(X_{i} \in \mathbb{R}^{s_{i} \times k}, \forall i \in[3]\).
        Create variables for \(C \in \mathbb{R}^{k \times k \times k}\).
        Run a polynomial system verifier for \(\left\|C\left(\left(Y_{1} X_{1}\right),\left(Y_{2} X_{2}\right),\left(Y_{3} X_{3}\right)\right)-B\right\|_{F}^{2}\).
        return \(C, A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}\), and \(A_{3} S_{3} X_{3}\).
    end procedure
```

Suppose the optimal $A_{k}=C^{*}\left(U^{*}, V^{*}, W^{*}\right)$. We fix $C^{*} \in \mathbb{R}^{k \times k \times k}, V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$. We use $V_{1}^{*}, V_{2}^{*}, \cdots, V_{k}^{*}$ to denote the columns of $V^{*}$ and $W_{1}^{*}, W_{2}^{*}, \cdots, W_{k}^{*}$ to denote the columns of $W^{*}$.

We consider the following optimization problem,

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|C^{*}\left(U, V^{*}, W^{*}\right)-A\right\|_{F}^{2},
$$

which is equivalent to

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|U \cdot C^{*}\left(I, V^{*}, W^{*}\right)-A\right\|_{F}^{2}
$$

because $C^{*}\left(U, V^{*}, W^{*}\right)=U \cdot C^{*}\left(I, V^{*}, W^{*}\right)$ according to Definition 21.2.6.
Recall that $C^{*}\left(I, V^{*}, W^{*}\right)$ denotes a $k \times n \times n$ tensor. Let $\left(C^{*}\left(I, V^{*}, W^{*}\right)\right)_{1}$ denote the matrix obtained by flattening $C^{*}\left(I, V^{*}, W^{*}\right)$ along the first dimension. We use matrix $Z_{1}$
to denote $\left(C^{*}\left(I, V^{*}, W^{*}\right)\right)_{1} \in \mathbb{R}^{k \times n^{2}}$. Then we can obtain the following equivalent objective function,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}
$$

Notice that $\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=$ OPT, since $A_{k}=U^{*} Z_{1}$.
Let $S_{1}^{\top} \in \mathbb{R}^{s_{1} \times n^{2}}$ be the sketching matrix defined in Definition 21.3.12, where $s_{1}=$ $O(k / \epsilon)$. We obtain the following optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution to the above optimization problem. Then $\widehat{U}=$ $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=(1+\epsilon) \mathrm{OPT},
$$

which implies

$$
\left\|C^{*}\left(\widehat{U}, V^{*}, W^{*}\right)-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

To write down $\widehat{U}_{1}, \cdots, \widehat{U}_{k}$, we use the given matrix $A_{1}$, and we create $s_{1} \times k$ variables for matrix $\left(Z_{1} S_{1}\right)^{\dagger}$.

As our second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and we convert tensor $A$ into matrix $A_{2}$. Let matrix $Z_{2}$ denote $\left(C^{*}\left(\widehat{U}, I, W^{*}\right)\right)_{2} \in \mathbb{R}^{k \times n^{2}}$. We consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2}
$$

for which the optimal cost is at most $(1+\epsilon)$ OPT.
Let $S_{2}^{\top} \in \mathbb{R}^{s_{2} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{2}=$ $O(k / \epsilon)$. We sketch $S_{2}$ on the right of the objective function to obtain a new objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}^{2}
$$

Let $\widehat{V} \in \mathbb{R}^{n \times k}$ denote the optimal solution to the above problem. Then $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

which implies

$$
\left\|C^{*}\left(\widehat{U}, \widehat{V}, W^{*}\right)-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

To write down $\widehat{V}_{1}, \cdots, \widehat{V}_{k}$, we need to use the given matrix $A_{2} \in \mathbb{R}^{n^{2} \times n}$, and we need to create $s_{2} \times k$ variables for matrix $\left(Z_{2} S_{2}\right)^{\dagger}$.

As our third step, we fix the matrices $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. We convert tensor $A \in \mathbb{R}^{n \times n \times n}$ into matrix $A_{3} \in \mathbb{R}^{n^{2} \times n}$. Let matrix $Z_{3}$ denote $\left(C^{*}(\widehat{U}, \widehat{V}, I)\right)_{3} \in \mathbb{R}^{k \times n^{2}}$. We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2},
$$

which has optimal cost at most $(1+\epsilon)^{2}$ OPT.
Let $S_{3}^{\top} \in \mathbb{R}^{s_{3} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{3}=$ $O(k / \epsilon)$. We sketch $S_{3}$ on the right of the objective function to obtain a new objective
function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{F}^{2}
$$

Let $\widehat{W} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{W} Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT}
$$

Thus, we have

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|C^{*}\left(\left(A_{1} S_{1} X_{1}\right),\left(A_{2} S_{2} X_{2}\right),\left(A_{3} S_{3} X_{3}\right)\right)-A\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT} .
$$

Let $V_{1}=A_{1} S_{1}, V_{2}=A_{2} S_{2}$, and $V_{3}=A_{3} S_{3}$. We then apply Lemma 21.4.3, and we obtain $\widehat{V}_{1}, \widehat{V}_{2}, \widehat{V}_{3}, B$. We then apply Theorem 21.4.44. Correctness follows by rescaling $\epsilon$ by a constant factor.

Running time. Due to Definition 21.3.12, the running time of line 7 (Algorithm 21.33) is $O(\operatorname{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)$. Due to Lemma 21.4.3, line 7 and 8 can be executed in $n n z(A)+$ $n$ poly $(k, 1 / \epsilon)$ time. The running time of line 11 is given by Theorem 21.4.44. (For simplicity, we ignore the bit complexity in the running time.)

### 21.10.2 Tensor Train rank

### 21.10.2.1 Definitions

The tensor train rank has been studied in several works [Ose11, OTZ11, ZWZ16, PTBD16]. We provide the formal definition here.

Definition 21.10.2 (Tensor Train rank). Given a third order tensor $A \in \mathbb{R}^{n \times n \times n}$, we say $A$ has train rank $k$ if $k$ is the smallest integer such that there exist three tensors $U \in \mathbb{R}^{1 \times n \times k}$, $V \in \mathbb{R}^{k \times n \times k}, W \in \mathbb{R}^{k \times n \times 1}$ satisfying:

$$
A_{i, j, l}=\sum_{i_{1}=1}^{1} \sum_{i_{2}=1}^{k} \sum_{i_{3}=1}^{k} \sum_{i_{4}=1}^{1} U_{i_{1}, i_{2}} V_{i_{2}, j, i_{3}} W_{i_{3}, l, i_{4}}, \forall i, j, l \in[n] \times[n] \times[n],
$$

or equivalently,

$$
A_{i, j, l}=\sum_{i_{2}=1}^{k} \sum_{i_{3}=1}^{k}\left(U_{2}\right)_{i, i_{2}}\left(V_{2}\right)_{j, i_{2}+k\left(i_{3}-1\right)}\left(W_{2}\right)_{l, i_{3}},
$$

where $V_{2} \in \mathbb{R}^{n \times k^{2}}$ denotes the matrix obtained by flattening the tensor $U$ along the second dimension, and $\left(V_{2}\right)_{i, i_{1}+k\left(i_{2}-1\right)}$ denotes the entry in the $i$-th row and $i_{1}+k\left(i_{2}-1\right)$-th column of $V_{2}$. We similarly define $U_{2}, W_{2} \in \mathbb{R}^{n \times k}$.

### 21.10.2.2 Algorithm

Theorem 21.10.2. Given a third order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)+2^{O\left(k^{4} / \epsilon\right)}$ time and outputs three tensors $U \in \mathbb{R}^{1 \times n \times k}, V \in \mathbb{R}^{k \times n \times k}, W \in \mathbb{R}^{k \times n \times 1}$ such that

$$
\left\|\sum_{i=1}^{k} \sum_{j=1}^{k}\left(U_{2}\right)_{i} \otimes\left(V_{2}\right)_{i+k(j-1)} \otimes\left(W_{2}\right)_{j}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{train} \operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{F}^{2}
$$

holds with probability 9/10.

```
Algorithm 21.34 Frobenius Norm Low (Train) rank Approximation
    procedure FLowTrainRankApprox \((A, n, k, \epsilon) \quad \triangleright\) Theorem 21.10.2
        \(s_{1} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        \(s_{2} \leftarrow O\left(k^{2} / \epsilon\right)\).
        \(t_{1} \leftarrow t_{2} \leftarrow t_{3} \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        Choose sketching matrices \(S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}\). \(\quad\) Definition
    21.3.12
        Choose sketching matrices \(T_{1} \in \mathbb{R}^{t_{1} \times n}, T_{2} \in \mathbb{R}^{t_{2} \times n}, T_{3} \in \mathbb{R}^{t_{3} \times n}\).
        Compute \(A_{i} S_{i}, \forall i \in[3]\).
        Compute \(T_{i} A_{i} S_{i}, \forall i \in[3]\).
        Compute \(B \leftarrow A\left(T_{1}, T_{2}, T_{3}\right)\).
        Create variables for \(X_{1} \in \mathbb{R}^{s_{1} \times k}\).
        Create variables for \(X_{3} \in \mathbb{R}^{s_{3} \times k}\).
        Create variables for \(X_{2} \in \mathbb{R}^{s_{2} \times k^{2}}\).
        Create variables for \(C \in \mathbb{R}^{k \times k \times k}\).
        Run polynomial system verifier for \(\| \sum_{i_{2}=1}^{k} \sum_{i_{3}=1}^{k}\left(Y_{1} X_{1}\right)_{i_{2}}\left(Y_{2} X_{2}\right)_{i_{2}+k\left(i_{3}-1\right)}\left(Y_{3} X_{3}\right)_{i_{3}}-\)
    \(B \|_{F}^{2}\).
        return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}\), and \(A_{3} S_{3} X_{3}\).
    end procedure
```

Proof. We define OPT as

$$
\mathrm{OPT}=\min _{\text {train }}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

Suppose the optimal

$$
A_{k}=\sum_{i=1}^{k} \sum_{j=1}^{k} U_{i}^{*} \otimes V_{i+k(j-1)}^{*} \otimes W_{j}^{*}
$$

We fix $V^{*} \in \mathbb{R}^{n \times k^{2}}$ and $W^{*} \in \mathbb{R}^{n \times k}$. We use $V_{1}^{*}, V_{2}^{*}, \cdots, V_{k^{2}}^{*}$ to denote the columns of $V^{*}$, and $W_{1}^{*}, W_{2}^{*}, \cdots, W_{k}^{*}$ to denote the columns of $W^{*}$.

We consider the following optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|\sum_{i=1}^{k} \sum_{j=1}^{k} U_{i} \otimes V_{i+k(j-1)}^{*} \otimes W_{j}^{*}-A\right\|_{F}^{2}
$$

which is equivalent to

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U \cdot\left[\begin{array}{c}
\sum_{j=1}^{k} V_{1+k(j-1)}^{*} \otimes W_{j}^{*} \\
\sum_{j=1}^{k} V_{2+k(j-1)}^{*} \otimes W_{j}^{*} \\
\cdots \\
\sum_{j=1}^{k} V_{k+k(j-1)}^{*} \otimes W_{j}^{*}
\end{array}\right]-A\right\|_{F}^{2}
$$

Let $A_{1} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening the tensor $A$ along the first dimension. We use matrix $Z_{1} \in \mathbb{R}^{k \times n^{2}}$ to denote

$$
\left[\begin{array}{c}
\sum_{j=1}^{k} \operatorname{vec}\left(V_{1+k(j-1)}^{*} \otimes W_{j}^{*}\right) \\
\sum_{j=1}^{k} \operatorname{vec}\left(V_{2+k(j-1)}^{*} \otimes W_{j}^{*}\right) \\
\cdots \\
\sum_{j=1}^{k} \operatorname{vec}\left(V_{k+k(j-1)}^{*} \otimes W_{j}^{*}\right)
\end{array}\right] .
$$

Then we can obtain the following equivalent objective function,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2} .
$$

Notice that $\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=$ OPT, since $A_{k}=U^{*} Z_{1}$.
Let $S_{1}^{\top} \in \mathbb{R}^{s_{1} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{1}=$ $O(k / \epsilon)$. We obtain the following optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution to the above optimization problem. Then $\widehat{U}=$ $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{F}^{2} \leq(1+\epsilon) \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{F}^{2}=(1+\epsilon) \mathrm{OPT},
$$

which implies

$$
\left\|\sum_{i=1}^{k} \sum_{j=1}^{k} \widehat{U}_{i} \otimes V_{i+k(j-1)}^{*} \otimes W_{j}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}
$$

To write down $\widehat{U}_{1}, \cdots, \widehat{U}_{k}$, we use the given matrix $A_{1}$, and we create $s_{1} \times k$ variables for matrix $\left(Z_{1} S_{1}\right)^{\dagger}$.

As our second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and we convert the tensor $A$ into matrix $A_{2}$. Let matrix $Z_{2} \in \mathbb{R}^{k^{2} \times n^{2}}$ denote the matrix where the $(i, j)$-th row is the vectorization of $\widehat{U}_{i} \otimes W_{j}^{*}$. We consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2}
$$

for which the optimal cost is at most $(1+\epsilon)$ OPT.
Let $S_{2}^{\top} \in \mathbb{R}^{s_{2} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{2}=$ $O\left(k^{2} / \epsilon\right)$. We sketch $S_{2}$ on the right of the objective function to obtain the new objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}^{2}
$$

Let $\widehat{V} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{V}=A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

which implies

$$
\left\|\sum_{i=1}^{k} \sum_{j=1}^{k} \widehat{U}_{i} \otimes \widehat{V}_{i+k(j-1)} \otimes W^{*}-A\right\|_{F}^{2} \leq(1+\epsilon)^{2} \mathrm{OPT}
$$

To write down $\widehat{V}_{1}, \cdots, \widehat{V}_{k}$, we need to use the given matrix $A_{2} \in \mathbb{R}^{n^{2} \times n}$, and we need to create $s_{2} \times k$ variables for matrix $\left(Z_{2} S_{2}\right)^{\dagger}$.

As our third step, we fix the matrices $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. We convert tensor $A \in \mathbb{R}^{n \times n \times n}$ into matrix $A_{3} \in \mathbb{R}^{n^{2} \times n}$. Let matrix $Z_{3} \in \mathbb{R}^{k \times n^{2}}$ denote

$$
\left[\begin{array}{c}
\sum_{i=1}^{k} \operatorname{vec}\left(\widehat{U}_{i} \otimes \widehat{V}_{i+k \cdot 0}\right) \\
\sum_{i=1}^{k} \operatorname{vec}\left(\widehat{U}_{i} \otimes \widehat{V}_{i+k \cdot 1}\right) \\
\cdots \\
\sum_{i=1}^{k} \operatorname{vec}\left(\widehat{U}_{i} \otimes \widehat{V}_{i+k \cdot(k-1)}\right)
\end{array}\right]
$$

We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2},
$$

which has optimal cost at most $(1+\epsilon)^{2}$ OPT.
Let $S_{3}^{\top} \in \mathbb{R}^{s_{3} \times n^{2}}$ be a sketching matrix defined in Definition 21.3.12, where $s_{3}=$ $O(k / \epsilon)$. We sketch $S_{3}$ on the right of the objective function to obtain a new objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{F}^{2} .
$$

Let $\widehat{W} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$. By Lemma 21.3.10 and Theorem 21.3.11, we have,

$$
\left\|\widehat{W} Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT}
$$

Thus, we have

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k} \sum_{j=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i+k(j-1)} \otimes\left(A_{3} S_{3} X_{3}\right)_{j}-A\right\|_{F}^{2} \leq(1+\epsilon)^{3} \mathrm{OPT} .
$$

Let $V_{1}=A_{1} S_{1}, V_{2}=A_{2} S_{2}$, and $V_{3}=A_{3} S_{3}$. We then apply Lemma 21.4.3, and we obtain $\widehat{V}_{1}, \widehat{V}_{2}, \widehat{V}_{3}, B$. We then apply Theorem 21.4.44. Correctness follows by rescaling $\epsilon$ by a constant factor.

Running time. Due to Definition 21.3.12, the running time of line 7 (Algorithm 21.34) is $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, 1 / \epsilon)$. Due to Lemma 21.4.3, lines 8 and 9 can be executed in $\mathrm{nnz}(A)+$ $n$ poly $(k, 1 / \epsilon)$ time. The running time of $2^{O\left(k^{4} / \epsilon\right)}$ comes from running Theorem 21.4.44 (For simplicity, we ignore the bit complexity in the running time.)

### 21.11 Entry-wise $\ell_{p}$ Norm for Arbitrary Tensors, $1<p<2$

There is a long line of research dealing with $\ell_{p}$ norm-related problems $\left[\mathrm{DDH}^{+} 09\right.$, MM13, $\left.\mathrm{CDMI}^{+} 13, \mathrm{CP} 15, \mathrm{BCKY16}, \mathrm{YCRM} 16, \mathrm{BBC}^{+} 17\right]$.

In this section, we provide several different algorithms for tensor $\ell_{p}$-low rank approximation. Section 21.11 .1 formally states the $\ell_{p}$ version of Theorem C. 1 in [SWZ17]. Section 21.11.2 presents several existence results. Section 21.11 .3 describes a tool that is able to reduce the size of the objective function from $\operatorname{poly}(n)$ to $\operatorname{poly}(k)$. Section 21.11.4 discusses the case when the problem size is small. Section 21.11 .5 provides several bicriteria algorithms. Section 21.11 .6 summarizes a batch of algorithms. Section 21.11 .7 provides an algorithm for $\ell_{p}$ norm CURT decomposition.

Notice that if the rank- $k$ solution does not exist, then every bicriteria algorithm in Section 21.11.5 can be stated in the form as Theorem 21.1.1, and every algorithm which can output a rank- $k$ solution in Section 21.11.6 can be stated in the form as Theorem 21.1.2. See Section 21.1 for more details.

### 21.11.1 Existence results for matrix case

Theorem 21.11.1 ([SWZ17]). Let $1 \leq p<2$. Given $V \in \mathbb{R}^{k \times n}, A \in \mathbb{R}^{d \times n}$. Let $S \in \mathbb{R}^{n \times s}$ be a proper random sketching matrix. Let

$$
\widehat{U}=\arg \min _{U \in \mathbb{R}^{d \times k}}\|U V S-A S\|_{F}^{2}
$$

i.e.,

$$
\widehat{U}=A S(V S)^{\dagger}
$$

Then with probability at least 0.999,

$$
\|\widehat{U} V-A\|_{p}^{p} \leq \alpha \cdot \min _{U \in \mathbb{R}^{d \times k}}\|U V-A\|_{p}^{p}
$$

(I). $S$ denotes a dense p-stable transform, $s=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1-p / 2}\right) \log d$.
(II). $S$ denotes a sparse p-stable transform,
$s=\widetilde{O}\left(k^{5}\right), \alpha=\widetilde{O}\left(k^{5-5 p / 2+2 / p}\right) \log d$.
(III). $S^{\top}$ denotes a sampling/rescaling matrix according to the $\ell_{p}$ Lewis weights of $V^{\top}$,
$s=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1-p / 2}\right)$.

We give the proof for completeness.

Proof. Let $S \in \mathbb{R}^{n \times s}$ be a sketching matrix which satisfies the property ( $*$ ): $\forall c \geq 1, \widetilde{U} \in \mathbb{R}^{d \times k}$ which satisfy

$$
\|\widetilde{U} V S-A S\|_{p}^{p} \leq c \cdot \min _{U \in \mathbb{R}^{d \times k}}\|U V S-A S\|_{p}^{p}
$$

we have

$$
\|\widetilde{U} V-A\|_{p}^{p} \leq c \beta_{S} \cdot \min _{U \in \mathbb{R}^{d \times k}}\|U V-A\|_{p}^{p}
$$

where $\beta_{S} \geq 1$ only depends on the sketching matrix $S$. Let

$$
\forall i \in[d],\left(\widehat{U}^{i}\right)^{\top}=\arg \min _{x \in \mathbb{R}^{k}}\left\|x^{\top} V S-A^{i} S\right\|_{2}^{2},
$$

i.e.,

$$
\widehat{U}=A S(V S)^{\dagger}
$$

Let

$$
\widetilde{U}=\arg \min _{U \in \mathbb{R}^{d \times k}}\|U V S-A S\|_{p}^{p}
$$

Then, we have:

$$
\begin{aligned}
& \|\widehat{U} V S-A S\|_{p}^{p} \\
= & \sum_{i=1}^{d}\left\|\widehat{U}^{i} V S-A^{i} S\right\|_{p}^{p} \\
\leq & \sum_{i=1}^{d}\left(s^{1 / p-1 / 2}\left\|\widehat{U}^{i} V S-A^{i} S\right\|_{2}\right)^{p} \\
\leq & \sum_{i=1}^{d}\left(s^{1 / p-1 / 2}\left\|\widetilde{U}^{i} V S-A^{i} S\right\|_{2}\right)^{p} \\
\leq & \sum_{i=1}^{d}\left(s^{1 / p-1 / 2}\left\|\widetilde{U}^{i} V S-A^{i} S\right\|_{p}\right)^{p} \\
\leq & s^{1-p / 2}\|\widetilde{U} V S-A S\|_{p}^{p} .
\end{aligned}
$$

The first inequality follows using $\forall x \in \mathbb{R}^{s},\|x\|_{p} \leq s^{1 / p-1 / 2}\|x\|_{2}$ since $p<2$. The third inequality follows using $\forall x \in \mathbb{R}^{s},\|x\|_{2} \leq\|x\|_{p}$ since $p<2$. Thus, according to the property $(*)$ of $S$,

$$
\|\widehat{U} V-A\|_{p}^{p} \leq s^{1-p / 2} \beta_{S} \min _{U \in \mathbb{R}^{d \times k}}\|U V-A\|_{p}^{p} .
$$

Due to Lemma E. 8 and Lemma E. 11 of [SWZ17], we have:

$$
\begin{aligned}
& \text { for }(\mathrm{I}), s=\widetilde{O}(k), \beta_{S}=O(\log d), \alpha=s^{1-p / 2} \beta_{S}=\widetilde{O}\left(k^{1-p / 2}\right) \log d, \\
& \text { for }(\mathrm{II}), s=\widetilde{O}\left(k^{5}\right), \beta_{S}=\widetilde{O}\left(k^{2 / p} \log d\right), \alpha=s^{1-p / 2} \beta_{S}=\widetilde{O}\left(k^{5-5 p / 2+2 / p}\right) \log d, \\
& \text { for }(\mathrm{III}), s=\widetilde{O}(k), \beta_{S}=O(1), \alpha=s^{1-p / 2} \beta_{S}=\widetilde{O}\left(k^{1-p / 2}\right) .
\end{aligned}
$$

### 21.11.2 Existence results

Theorem 21.11.2. Given a 3rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exist three matrices $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}, S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ such that

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}-A\right\|_{p}^{p} \leq \alpha_{\mathrm{rank}-k} \min _{A_{k} \in \mathbb{R}^{n \times n \times n}}\left\|A_{k}-A\right\|_{p}^{p},
$$

holds with probability 99/100.
(I). Using a dense p-stable transform,
$s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{3-1.5 p}\right) \log ^{3} n$.
(II). Using a sparse p-stable transform, $s_{1}=s_{2}=s_{3}=\widetilde{O}\left(k^{5}\right), \alpha=\widetilde{O}\left(k^{15-7.5 p+6 / p}\right) \log ^{3} n$.
(III). Guessing Lewis weights, $s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{3-1.5 p}\right)$.

Proof. We use OPT to denote

$$
\mathrm{OPT}:=\min _{\text {rank }-k} A_{k} \in \mathbb{R}^{n \times n \times n} \mid ~\left\|A_{k}-A\right\|_{p}^{p}
$$

Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we define three matrices $A_{1} \in \mathbb{R}^{n_{1} \times n_{2} n_{3}}, A_{2} \in \mathbb{R}^{n_{2} \times n_{3} n_{1}}, A_{3} \in$ $\mathbb{R}^{n_{3} \times n_{1} n_{2}}$ such that, for any $i \in\left[n_{1}\right], j \in\left[n_{2}\right], l \in\left[n_{3}\right]$

$$
A_{i, j, l}=\left(A_{1}\right)_{i,(j-1) \cdot n_{3}+l}=\left(A_{2}\right)_{j,(l-1) \cdot n_{1}+i}=\left(A_{3}\right)_{l,(i-1) \cdot n_{2}+j} .
$$

We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and use $V_{1}^{*}, V_{2}^{*}, \cdots, V_{k}^{*}$ to denote the columns of $V^{*}$ and $W_{1}^{*}, W_{2}^{*}, \cdots, W_{k}^{*}$ to denote the columns of $W^{*}$.

We consider the following optimization problem,

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{p}^{p}
$$

which is equivalent to

$$
\min _{U_{1}, \cdots, U_{k} \in \mathbb{R}^{n}}\left\|\left[\begin{array}{llll}
U_{1} & U_{2} & \cdots & U_{k}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{*} \otimes W_{1}^{*} \\
V_{2}^{*} \otimes W_{2}^{*} \\
\cdots \\
V_{k}^{*} \otimes W_{k}^{*}
\end{array}\right]-A\right\|_{p}^{p}
$$

We use matrix $Z_{1}$ to denote $V^{* T} \odot W^{* \top} \in \mathbb{R}^{k \times n^{2}}$ and matrix $U$ to denote $\left[\begin{array}{llll}U_{1} & U_{2} & \cdots & U_{k}\end{array}\right]$. Then we can obtain the following equivalent objective function,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{p}^{p}
$$

Choose a sketching matrix (a dense $p$-stable, a sparse $p$-stable or an $\ell_{p}$ Lewis weight sampling/rescaling matrix to $Z_{1}$ ) $S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$. We can obtain the optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{p}^{p}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(A_{1} S_{1}\right)^{i}\right\|_{p}^{p}
$$

where $U^{i}$ denotes the $i$-th row of matrix $U \in \mathbb{R}^{n \times k}$ and $\left(A_{1} S_{1}\right)^{i}$ denotes the $i$-th row of matrix $A_{1} S_{1}$. Instead of solving it under the $\ell_{p}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-A_{1} S_{1}\right\|_{F}^{2}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(A_{1} S_{1}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above optimization problem. Then, $\widehat{U}=$ $A_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. We plug $\widehat{U}$ into the objective function under the $\ell_{p}$-norm. By choosing $s_{1}$ and by the properties of sketching matrices (a dense $p$-stable, a sparse $p$-stable or an $\ell_{p}$ Lewis weight sampling/rescaling matrix to $\left.Z_{1}\right) S_{1} \in \mathbb{R}^{n^{2} \times s_{1}}$, we have

$$
\left\|\widehat{U} Z_{1}-A_{1}\right\|_{p}^{p} \leq \alpha \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-A_{1}\right\|_{p}^{p}=\alpha \mathrm{OPT}
$$

This implies

$$
\left\|\widehat{U} \otimes V^{*} \otimes W^{*}-A\right\|_{p}^{p} \leq \alpha \mathrm{OPT}
$$

As a second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$, and convert tensor $A$ into matrix $A_{2}$. Let matrix $Z_{2}$ denote $\widehat{U}^{\top} \odot W^{* \top}$. We consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{p}^{p}
$$

and the optimal cost of it is at most $\alpha$ OPT.
We choose a sketching matrix (a dense $p$-stable, a sparse $p$-stable or an $\ell_{p}$ Lewis weight sampling/rescaling matrix to $\left.Z_{2}\right) S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$ and sketch on the right of the objective function to obtain the new objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{p}^{p}=\min _{V \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|V^{i} Z_{2} S_{2}-\left(A_{2} S_{2}\right)^{i}\right\|_{p}^{p}
$$

where $V^{i}$ denotes the $i$-th row of matrix $V$ and $\left(A_{2} S_{2}\right)^{i}$ denotes the $i$-th row of matrix $A_{2} S_{2}$. Instead of solving this under the $\ell_{p}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-A_{2} S_{2}\right\|_{F}^{2}=\min _{V \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|V^{i}\left(Z_{2} S_{2}\right)-\left(A_{2} S_{2}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{V} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{V}=$ $A_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By properties of sketching matrix $S_{2} \in \mathbb{R}^{n^{2} \times s_{2}}$, we have,

$$
\left\|\widehat{V} Z_{2}-A_{2}\right\|_{p}^{p} \leq \alpha \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-A_{2}\right\|_{p}^{p} \leq \alpha^{2} \mathrm{OPT}
$$

which implies

$$
\left\|\widehat{U} \otimes \widehat{V} \otimes W^{*}-A\right\|_{p}^{p} \leq \alpha^{2} \mathrm{OPT}
$$

As a third step, we fix the matrices $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. We can convert tensor $A \in \mathbb{R}^{n \times n \times n}$ into matrix $A_{3} \in \mathbb{R}^{n^{2} \times n}$. Let matrix $Z_{3}$ denote $\widehat{U}^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n^{2}}$. We consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{p}^{p}
$$

and the optimal cost of it is at most $\alpha^{2}$ OPT.
We choose sketching matrix (a dense $p$-stable, a sparse $p$-stable or an $\ell_{p}$ Lewis weight sampling/rescaling matrix to $\left.Z_{3}\right) S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ and sketch on the right of the objective function to obtain the new objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{p}^{p}
$$

Instead of solving this under the $\ell_{p}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-A_{3} S_{3}\right\|_{F}^{2}=\min _{W \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|W^{i}\left(Z_{3} S_{3}\right)-\left(A_{3} S_{3}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{W} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above problem. Then $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger}$. By properties of sketching matrix $S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$, we have,

$$
\left\|\widehat{W} Z_{3}-A_{3}\right\|_{p}^{p} \leq \alpha \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-A_{3}\right\|_{p}^{p} \leq \alpha^{3} \mathrm{OPT}
$$

Thus, we obtain,

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\sum_{i=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{i} \otimes\left(A_{2} S_{2} X_{2}\right)_{i} \otimes\left(A_{3} S_{3} X_{3}\right)_{i}-A\right\|_{p}^{p} \leq \alpha^{3} \mathrm{OPT}
$$

According to Theorem 21.11.1, we let $s=s_{1}=s_{2}=s_{3}$ and take the corresponding $\alpha$. We can directly get the results for (I), (II) and (III).

### 21.11.3 Polynomial in $k$ size reduction

Definition 21.11.1 (Definition E. 1 in [SWZ17]). Given a matrix $M \in \mathbb{R}^{n \times d}$, if matrix $S \in \mathbb{R}^{m \times n}$ satisfies

$$
\|S M\|_{p}^{p} \leq \beta\|M\|_{p}^{p}
$$

then $S$ has at most $\beta$ dilation on $M$ in the $\ell_{p}$ case.
Definition 21.11.2 (Definition E. 2 in [SWZ17]). Given a matrix $U \in \mathbb{R}^{n \times k}$, if matrix $S \in \mathbb{R}^{m \times n}$ satisfies

$$
\forall x \in \mathbb{R}^{k},\|S U x\|_{p}^{p} \geq \frac{1}{\beta}\|U x\|_{p}^{p}
$$

then $S$ has at most $\beta$ contraction on $U$ in the $\ell_{p}$ case.

Theorem 21.11.3. Given a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and three matrices $V_{1} \in \mathbb{R}^{n_{1} \times b_{1}}, V_{2} \in$ $\mathbb{R}^{n_{2} \times b_{2}}, V_{3} \in \mathbb{R}^{n_{3} \times b_{3}}$, let $X_{1}^{*} \in \mathbb{R}^{b_{1} \times k}, X_{2}^{*} \in \mathbb{R}^{b_{2} \times k}, X_{3}^{*} \in \mathbb{R}^{b_{3} \times k}$ satisfy

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}{\arg \min }\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A\right\|_{p}^{p}
$$

Let $S \in \mathbb{R}^{m \times n}$ have at most $\beta_{1} \geq 1$ dilation on $V_{1} X_{1}^{*} \cdot\left(\left(V_{2} X_{2}^{*}\right)^{\top} \odot\left(V_{3} X_{3}^{*}\right)^{\top}\right)-A_{1}$ and $S$ have at most $\beta_{2} \geq 1$ contraction on $V_{1}$ in the $\ell_{p}$ case. If $\widehat{X}_{1} \in \mathbb{R}^{b_{1} \times k}, \widehat{X}_{2} \in \mathbb{R}^{b_{2} \times k}, \widehat{X}_{3} \in \mathbb{R}^{b_{3} \times k}$ satisfy
$\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{p}^{p} \leq \beta_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|S V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-S A\right\|_{p}^{p}$, where $\beta \geq 1$, then

$$
\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{p}^{p} \lesssim \beta_{1} \beta_{2} \beta \min _{X_{1}, X_{2}, X_{3}}\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A\right\|_{p}^{p}
$$

The proof is essentially the same as the proof of Theorem 21.7.4:

Proof. Let $A, V_{1}, V_{2}, V_{3}, S, X_{1}^{*}, X_{2}^{*}, X_{3}^{*}, \beta_{1}, \beta_{2}$ be as stated in the theorem. Let $\widehat{X}_{1} \in \mathbb{R}^{b_{1} \times k}, \widehat{X}_{2} \in$ $\mathbb{R}^{b_{2} \times k}, \widehat{X}_{3} \in \mathbb{R}^{b_{3} \times k}$ satisfy
$\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{p}^{p} \leq \beta_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|S V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-S A\right\|_{p}^{p}$.
Similar to the proof of Theorem 21.7.4, we have,

$$
\begin{aligned}
& \left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{p}^{p} \\
= & 2^{2-2 p} \frac{1}{\beta_{2}}\left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{p}^{p}-\left(2^{1-p} \frac{1}{\beta_{2}}+\beta_{1}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p}
\end{aligned}
$$

The only difference from the proof of Theorem 21.7.4 is that instead of using triangle inequality, we actually use $\|x+y\|_{p}^{p} \leq 2^{p-1}\|x\|_{p}^{p}+\|y\|_{p}^{p}$. Then, we have

$$
\begin{aligned}
& \left\|V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-A\right\|_{p}^{p} \\
\leq & 2^{2 p-2} \beta_{2}\left\|S V_{1} \widehat{X}_{1} \otimes V_{2} \widehat{X}_{2} \otimes V_{3} \widehat{X}_{3}-S A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} \beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p} \\
\leq & 2^{2 p-2} \beta_{2} \beta\left\|S V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-S A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} \beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p} \\
\leq & 2^{2 p-2} \beta_{1} \beta_{2} \beta\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p}+\left(2^{p-1}+2^{2 p-2} \beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p} \\
\leq & 2^{p-1} \beta\left(1+2 \beta_{1} \beta_{2}\right)\left\|V_{1} X_{1}^{*} \otimes V_{2} X_{2}^{*} \otimes V_{3} X_{3}^{*}-A\right\|_{p}^{p} .
\end{aligned}
$$

Lemma 21.11.4. Let $\min \left(b_{1}, b_{2}, b_{3}\right) \geq k$. Given three matrices $V_{1} \in \mathbb{R}^{n \times b_{1}}, V_{2} \in \mathbb{R}^{n \times b_{2}}$, and $V_{3} \in \mathbb{R}^{n \times b_{3}}$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n \operatorname{poly}\left(b_{1}, b_{2}, b_{3}\right)$ time and outputs a tensor $C \in \mathbb{R}^{c_{1} \times c_{2} \times c_{3}}$ and three matrices $\widehat{V}_{1} \in \mathbb{R}^{c_{1} \times b_{1}}, \widehat{V}_{2} \in \mathbb{R}^{c_{2} \times b_{2}}$ and $\widehat{V}_{3} \in \mathbb{R}^{c_{3} \times b_{3}}$
with $c_{1}=c_{2}=c_{3}=\operatorname{poly}\left(b_{1}, b_{2}, b_{3}\right)$, such that with probability 0.99 , for any $\alpha \geq 1$, if $X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}$ satisfy that,

$$
\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}^{\prime}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}^{\prime}\right)_{i}-C\right\|_{p}^{p} \leq \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(\widehat{V}_{1} X_{1}\right)_{i} \otimes\left(\widehat{V}_{2} X_{2}\right)_{i} \otimes\left(\widehat{V}_{3} X_{3}\right)_{i}-C\right\|_{p}^{p}
$$

then,

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-A\right\|_{p}^{p} \lesssim \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{p}^{p}
$$

Proof. For simplicity, we define OPT to be

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{p}^{p} .
$$

Let $T_{1} \in \mathbb{R}^{c_{1} \times n}$ correspond to sampling according to the $\ell_{p}$ Lewis weights of $V_{1} \in \mathbb{R}^{n \times b_{1}}$, where $c_{1}=\widetilde{b_{1}}$. Let $T_{2} \in \mathbb{R}^{c_{2} \times n}$ be sampling according to the $\ell_{p}$ Lewis weights of $V_{2} \in \mathbb{R}^{n \times b_{2}}$, where $c_{2}=\widetilde{b_{2}}$. Let $T_{3} \in \mathbb{R}^{c_{3} \times n}$ be sampling according to the $\ell_{p}$ Lewis weights of $V_{3} \in \mathbb{R}^{n \times b_{3}}$, where $c_{3}=\widetilde{b_{3}}$.

For any $\alpha \geq 1$, let $X_{1}^{\prime} \in \mathbb{R}^{b_{1} \times k}, X_{2}^{\prime} \in \mathbb{R}^{b_{2} \times k}, X_{3}^{\prime} \in \mathbb{R}^{b_{3} \times k}$ satisfy

$$
\begin{aligned}
& \left\|T_{1} V_{1} X_{1}^{\prime} \otimes T_{2} V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{p}^{p} \\
\leq & \alpha{ }_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|T_{1} V_{1} X_{1} \otimes T_{2} V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{p}^{p} .
\end{aligned}
$$

First, we regard $T_{1}$ as the sketching matrix for the remainder. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\begin{aligned}
& \left\|V_{1} X_{1}^{\prime} \otimes T_{2} V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(I, T_{2}, T_{3}\right)\right\|_{p}^{p} \\
\lesssim & \alpha \min _{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|V_{1} X_{1} \otimes T_{2} V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, T_{2}, T_{3}\right)\right\|_{p}^{p}
\end{aligned}
$$

Second, we regard $T_{2}$ as the sketching matrix for $V_{1} X_{1} \otimes V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, I, T_{3}\right)$. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\begin{aligned}
& \left\|V_{1} X_{1}^{\prime} \otimes V_{2} X_{2}^{\prime} \otimes T_{3} V_{3} X_{3}^{\prime}-A\left(I, I, T_{3}\right)\right\|_{p}^{p} \\
\lesssim & \alpha{ }_{X_{1} \in \mathbb{R}^{b_{1} \times k}, X_{2} \in \mathbb{R}^{b_{2} \times k}, X_{3} \in \mathbb{R}^{b_{3} \times k}}\left\|V_{1} X_{1} \otimes V_{2} X_{2} \otimes T_{3} V_{3} X_{3}-A\left(I, I, T_{3}\right)\right\|_{p}^{p} .
\end{aligned}
$$

Third, we regard $T_{3}$ as the sketching matrix for $V_{1} X_{1} \otimes V_{2} X_{2} \otimes V_{3} X_{3}-A$. Then by Lemma D. 11 in [SWZ17] and Theorem 21.7.4, we have

$$
\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}^{\prime}\right)_{i} \otimes\left(V_{2} X_{2}^{\prime}\right)_{i} \otimes\left(V_{3} X_{3}^{\prime}\right)_{i}-A\right\|_{p}^{p} \lesssim \alpha \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(V_{1} X_{1}\right)_{i} \otimes\left(V_{2} X_{2}\right)_{i} \otimes\left(V_{3} X_{3}\right)_{i}-A\right\|_{p}^{p}
$$

### 21.11.4 Solving small problems

Combining Section B. 5 in [SWZ17] and the proof of Theorem 21.7.4, for any $p=a / b$ with $a, b$ are integers, we can obtain the $\ell_{p}$ version of Theorem 21.7.4.

### 21.11.5 Bicriteria algorithm

We present several bicriteria algorithms with different tradeoffs. We first present an algorithm that runs in nearly linear time and outputs a solution with rank $\widetilde{O}\left(k^{3}\right)$ in Theorem 21.11.5. Then we show an algorithm that runs in $n n z(A)$ time but outputs a solution with rank poly $(k)$ in Theorem 21.11.6. Then we explain an idea which is able to decrease the cubic rank to quadratic, and thus we can obtain Theorem 21.11.7.

Theorem 21.11.5. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=\widetilde{O}\left(k^{3}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A) \cdot \widetilde{O}(k)+n \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{p}^{p} \leq \widetilde{O}\left(k^{3-p / 2}\right) \log ^{3} n \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{p}^{p}
$$

holds with probability 9/10.

Proof. We first choose three dense Cauchy transforms $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$. According to Section 21.3.7, for each $i \in[3], A_{i} S_{i}$ can be computed in $n n z(A) \cdot \widetilde{O}(k)$ time. Then we apply Lemma 21.11.4. We obtain three matrices $Y_{1}=T_{1} A_{1} S_{1}, Y_{2}=T_{2} A_{2} S_{2}, Y_{3}=T_{3} A_{3} S_{3}$ and a tensor $C=A\left(T_{1}, T_{2}, T_{3}\right)$. Note that for each $i \in[3], Y_{i}$ can be computed in $n \operatorname{poly}(k)$ time. Because $C=A\left(T_{1}, T_{2}, T_{3}\right)$ and $T_{1}, T_{2}, T_{3} \in \mathbb{R}^{n \times \widetilde{O}(k)}$ are three sampling and rescaling matrices, $C$ can be computed in $n n z(A)+\widetilde{O}\left(k^{3}\right)$ time. At the end, we just need to run an $\ell_{p}$-regression solver to find the solution for the problem:

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{j}\right\|_{p}^{p},
$$

where $\left(Y_{1}\right)_{i}$ denotes the $i$-th column of matrix $Y_{1}$. Since the size of the above problem is only $\operatorname{poly}(k)$, this can be solved in $\operatorname{poly}(k)$ time.

Theorem 21.11.6. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=\widetilde{O}\left(k^{15}\right)$. There exists an algorithm that takes $n n z(A)+n \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{p}^{p} \leq \operatorname{poly}(k, \log n) \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{p}^{p}
$$

holds with probability 9/10.

Proof. We first choose three sparse $p$-stable transforms $S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}$. According to Section 21.3.7, for each $i \in[3], A_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time. Then we apply Lemma 21.11.4, and can obtain three matrices $Y_{1}=T_{1} A_{1} S_{1}, Y_{2}=T_{2} A_{2} S_{2}, Y_{3}=T_{3} A_{3} S_{3}$ and a tensor $C=A\left(T_{1}, T_{2}, T_{3}\right)$. Note that for each $i \in[3], Y_{i}$ can be computed in $n$ poly $(k)$ time. Because $C=A\left(T_{1}, T_{2}, T_{3}\right)$ and $T_{1}, T_{2}, T_{3} \in \mathbb{R}^{n \times \widetilde{O}(k)}$ are three sampling and rescaling matrices, $C$ can be computed in $n n z(A)+\widetilde{O}\left(k^{3}\right)$ time. At the end, we just need to run an $\ell_{p}$-regression solver to find the solution to the problem,

$$
\min _{X \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} X_{i, j, l}\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{p}^{p}
$$

where $\left(Y_{1}\right)_{i}$ denotes the $i$-th column of matrix $Y_{1}$. Since the size of the above problem is only $\operatorname{poly}(k)$, it can be solved in poly $(k)$ time.

Theorem 21.11.7. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, $\epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{2}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A) \cdot \widetilde{O}(k)+n \operatorname{poly}(k)+\operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{p}^{p} \leq \widetilde{O}\left(k^{3-1.5 p}\right) \log ^{3} n_{\text {rank }-k} \min _{A_{k}}\left\|A_{k}-A\right\|_{p}^{p}
$$

holds with probability 9/10.

Proof. The proof is similar to Theorem 21.7.11.

```
Algorithm \(21.35 \ell_{p}\)-Low Rank Approximation, Bicriteria Algorithm, rank- \(\widetilde{O}\left(k^{2}\right)\), Input
Sparsity Time
    procedure LpBicriteriaAlgorithm \((A, n, k) \quad\) Corollary 21.11.8
    \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)\).
    For each \(i \in[3]\), choose \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}\) to be the composition of a sparse \(p\)-stable
    transform and a dense \(p\)-stable transform.
                                    \(\triangleright\) Part (I,II) of Theorem 21.11.2
    Compute \(A_{1} \cdot S_{1}, A_{2} \cdot S_{2}\).
    For each \(i \in[2]\), choose \(T_{i}\) to be a sampling and rescaling diagonal matrix according
    to the Lewis weights of \(A_{i} S_{i}\), with \(t_{i}=\widetilde{O}(k)\) nonzero entries.
    \(C \leftarrow A\left(T_{1}, T_{2}, I\right)\).
    \(B^{i+(j-1) s_{1}} \leftarrow \operatorname{vec}\left(\left(T_{1} A_{1} S_{1}\right)_{i} \otimes\left(T_{2} A_{2} S_{2}\right)_{j}\right), \forall i \in\left[s_{1}\right], j \in\left[s_{2}\right]\).
    Form objective function \(\min _{W}\left\|W B-C_{3}\right\|_{1}\).
    Run \(\ell_{p}\)-regression solver to find \(\widehat{W}\).
    Construct \(\widehat{U}\) by copying \(\left(A_{1} S_{1}\right)_{i}\) to the \((i, j)\)-th column of \(\widehat{U}\).
    Construct \(\widehat{V}\) by copying \(\left(A_{2} S_{2}\right)_{j}\) to the \((i, j)\)-th column of \(\widehat{V}\).
    return \(\widehat{U}, \widehat{V}, \widehat{W}\).
end procedure
```

As for $\ell_{1}$, notice that if we first apply a sparse Cauchy transform, we can reduce the rank of the matrix to poly $(k)$. Theyn we can apply a dense Cauchy transform and further reduce the dimension, while only incurring another $\operatorname{poly}(k)$ factor in the approximation ratio. By combining sparse $p$-stable and dense $p$-stable transforms, we can improve the running time from $n n z(A) \cdot \widetilde{O}(k)$ to be $n n z(A)$ by losing some additional poly $(k)$ factors in the approximation ratio.

Corollary 21.11.8. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1, \epsilon \in(0,1)$, let $r=\widetilde{O}\left(k^{2}\right)$. There exists an algorithm which takes $\mathrm{nnz}(A)+n \operatorname{poly}(k)+\operatorname{poly}(k)$ time and
outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\left\|\sum_{i=1}^{r} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{p}^{p} \leq \operatorname{poly}(k, \log n) \min _{\operatorname{rank}-k A_{k}}\left\|A_{k}-A\right\|_{p}^{p}
$$

holds with probability 9/10.

### 21.11.6 Algorithms

In this section, we show two different algorithms by using different kind of sketches. One is shown in Theorem 21.11 .9 which gives a fast running time. Another one is shown in Theorem 21.11.10 which gives the best approximation ratio.

Theorem 21.11.9. Given a 3 rd tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A))+n$ poly $(k)+2^{\widetilde{O}\left(k^{2}\right)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{p}^{p} \leq \operatorname{poly}(k, \log n) \min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{p}^{p} .
$$

holds with probability at least 9/10.

Proof. First, we apply part (II) of Theorem 21.11.2. Then $A_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time. Second, we use Lemma 21.11.4 to reduce the size of the objective function from $O\left(n^{3}\right)$ to poly $(k)$ in $n$ poly $(k)$ time by only losing a constant factor in approximation ratio. Third, we use Claim 21.3.6 to relax the objective function from entry-wise $\ell_{p}$-norm to Frobenius norm, and this step causes us to lose some other $\operatorname{poly}(k)$ factors in approximation ratio. As a last step, we use Theorem 21.4.44 to solve the Frobenius norm objective function.

Theorem 21.11.10. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm that takes $n^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{3}\right)}$ time and output three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{p}^{p} \leq \widetilde{O}\left(k^{3-1.5 p}\right) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{p}^{p}
$$

holds with probability at least 9/10.

Proof. First, we apply part (III) of Theorem 21.11.2. Then, guessing $S_{i}$ requires $n^{\widetilde{O}(k)}$ time. Second, we use Lemma 21.11.4 to reduce the size of the objective from $O\left(n^{3}\right)$ to $\operatorname{poly}(k)$ in polynomial time while only losing a constant factor in approximation ratio. Third, we solve the small optimization problem.

### 21.11.7 CURT decomposition

Theorem 21.11.11. Given a $3 r d$ order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $k \geq 1$, and let $U_{B}, V_{B}, W_{B} \in$ $\mathbb{R}^{n \times k}$ denote a rank-k, $\alpha$-approximation to $A$. Then there exists an algorithm which takes $O(\mathrm{nnz}(A))+O\left(n^{2}\right)$ poly $(k)$ time and outputs three matrices $C \in \mathbb{R}^{n \times c}$ with columns from $A$, $R \in \mathbb{R}^{n \times r}$ with rows from $A, T \in \mathbb{R}^{n \times t}$ with tubes from $A$, and a tensor $U \in \mathbb{R}^{c \times r \times t}$ with $\operatorname{rank}(U)=k$ such that $c=r=t=O(k \log k \log \log k)$, and

$$
\left\|\sum_{i=1}^{c} \sum_{j=1}^{r} \sum_{l=1}^{t} U_{i, j, l} \cdot C_{i} \otimes R_{j} \otimes T_{l}-A\right\|_{p}^{p} \leq \widetilde{O}\left(k^{3-1.5 p}\right) \alpha \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{p}^{p}
$$

holds with probability 9/10.

Proof. We define

$$
\mathrm{OPT}:=\min _{\text {rank }-k}\left\|A^{\prime}-A\right\|_{p}^{p}
$$

We already have three matrices $U_{B} \in \mathbb{R}^{n \times k}, V_{B} \in \mathbb{R}^{n \times k}$ and $W_{B} \in \mathbb{R}^{n \times k}$ and these three matrices provide a rank- $k, \alpha$ approximation to $A$, i.e.,

$$
\begin{equation*}
\left\|\sum_{i=1}^{k}\left(U_{B}\right)_{i} \otimes\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}-A\right\|_{p}^{p} \leq \alpha \mathrm{OPT} \tag{21.51}
\end{equation*}
$$

Let $B_{1}=V_{B}^{\top} \odot W_{B}^{\top} \in \mathbb{R}^{k \times n^{2}}$ denote the matrix where the $i$-th row is the vectorization of $\left(V_{B}\right)_{i} \otimes\left(W_{B}\right)_{i}$. By Section B. 3 in [SWZ17], we can compute $D_{1} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the Lewis weights of $B_{1}^{\top}$ in $O\left(n^{2} \operatorname{poly}(k)\right)$ time, and there are $d_{1}=O(k \log k \log \log k)$ nonzero entries on the diagonal of $D_{1}$. Let $A_{i} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening $A$ along the $i$-th direction, for each $i \in[3]$.

Define $U^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{1}-A_{1}\right\|_{p}^{p}, \widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger} \in$ $\mathbb{R}^{n \times k}, V_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{V \in \mathbb{R}^{n \times k}}\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{p}^{p}$, and $U^{\prime}$ to be the optimal solution to $\min _{U \in \mathbb{R}^{n \times k}}\left\|U B_{1} D_{1}-A_{1} D_{1}\right\|_{p}^{p}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{U} B_{1} D_{1}-A_{1} D_{1}\right\|_{p}^{p} \leq d_{1}^{1-p / 2}\left\|U^{\prime} B_{1} D_{1}-A_{1} D_{1}\right\|_{p}^{p}
$$

Due to Lemma E. 11 and Lemma E. 8 in [SWZ17], with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{U} B_{1}-A_{1}\right\|_{p}^{p} \leq d_{1}^{1-p / 2} \alpha_{D_{1}}\left\|U^{*} B_{1}-A_{1}\right\|_{p}^{p} \tag{21.52}
\end{equation*}
$$

where $\alpha_{D_{1}}=O(1)$.
Recall that $\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix where the $i$-th row is the vectorization of $\widehat{U}_{i} \otimes\left(W_{B}\right)_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{array}{rlr}
\left\|V_{0} \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{p}^{p} \leq\left\|\widehat{U} B_{1}-A_{1}\right\|_{p}^{p} & \text { by } V_{0}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V \cdot\left(\widehat{U}^{\top} \odot W_{B}^{\top}\right)-A_{2}\right\|_{p}^{p} \\
& \lesssim d_{1}^{1-p / 2}\left\|U^{*} B_{1}-A_{1}\right\|_{p}^{p} & \text { by Equation (21.52) } \\
& \leq d_{1}^{1-p / 2}\left\|U_{B} B_{1}-A_{1}\right\|_{p}^{p} & \text { by } U^{*}=\underset{U \in \mathbb{R}^{n \times k}}{\arg \min }\left\|U B_{1}-A_{1}\right\|_{p}^{p} \\
& \leq O\left(d_{1}^{1-p / 2}\right) \alpha \mathrm{OPT} . & \text { by Equation (21.51) } \tag{21.51}
\end{array}
$$

We define $B_{2}=\widehat{U}^{\top} \odot W_{B}^{\top}$. We can compute $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the $\ell_{p}$ Lewis weights of $B_{2}^{\top}$ in $O\left(n^{2}\right.$ poly $\left.(k)\right)$ time, and there are $d_{2}=O(k \log k \log \log k)$ nonzero entries on the diagonal of $D_{2}$.

Define $V^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution of $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2}-A_{2}\right\|_{p}^{p}$, $\widehat{V}=$ $A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}, W_{0} \in \mathbb{R}^{n \times k}$ to be the optimal solution of $\min _{W \in \mathbb{R}^{n \times k}}\left\|W \cdot\left(\widehat{U}^{\top} \odot \hat{V}^{\top}\right)-A_{3}\right\|_{p}^{p}$, and $V^{\prime}$ to be the optimal solution of $\min _{V \in \mathbb{R}^{n \times k}}\left\|V B_{2} D_{2}-A_{2} D_{2}\right\|_{p}^{p}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{V} B_{2} D_{2}-A_{2} D_{2}\right\|_{p}^{p} \leq d_{2}^{1-p / 2}\left\|V^{\prime} B_{2} D_{2}-A_{2} D_{2}\right\|_{p}^{p}
$$

Due to Lemma E. 11 and Lemma E. 8 in [SWZ17], with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{V} B_{2}-A_{2}\right\|_{p}^{p} \leq d_{2}^{1-p / 2} \alpha_{D_{2}}\left\|V^{*} B_{2}-A_{2}\right\|_{p}^{p} \tag{21.54}
\end{equation*}
$$

where $\alpha_{D_{2}}=O(1)$.
Recall that $\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right) \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix for which the $i$-th row is the vectorization of $\widehat{U}_{i} \otimes \widehat{V}_{i}, \forall i \in[k]$. Now, we can show,

$$
\begin{array}{rr} 
& \left\|W_{0} \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{p}^{p} \\
\leq & \left\|\widehat{V} B_{2}-A_{2}\right\|_{p}^{p} \\
\vdots & \text { by } W_{0}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W \cdot\left(\widehat{U}^{\top} \odot \widehat{V}^{\top}\right)-A_{3}\right\|_{p}^{p} \\
\leq d_{2}^{1-p / 2}\left\|V^{*} B_{2}-A_{2}\right\|_{p}^{p} & \text { by Equation }(21.54) \\
\leq d_{2}^{1-p / 2}\left\|V_{0} B_{2}-A_{2}\right\|_{p}^{p} & \text { by } V^{*}=\underset{V \in \mathbb{R}^{n \times k}}{\arg \min }\left\|V B_{2}-A_{2}\right\|_{p}^{p}  \tag{21.55}\\
\leq O\left(\left(d_{1} d_{2}\right)^{1-p / 2}\right) \alpha \mathrm{OPT} . & \text { by Equation }(21.53)
\end{array}
$$

We define $B_{3}=\widehat{U}^{\top} \odot \widehat{V}^{\top}$. We can compute $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ which is a sampling and rescaling matrix corresponding to the $\ell_{p}$ Lewis weights of $B_{3}^{\top}$ in $O\left(n^{2}\right.$ poly $\left.(k)\right)$ time, and there are $d_{3}=O(k \log k \log \log k)$ nonzero entries on the diagonal of $D_{3}$.

Define $W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3}-A_{3}\right\|_{p}^{p}, \widehat{W}=$ $A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}$, and $W^{\prime}$ to be the optimal solution to $\min _{W \in \mathbb{R}^{n \times k}}\left\|W B_{3} D_{3}-A_{3} D_{3}\right\|_{p}^{p}$.

By Claim 21.3.4, we have

$$
\left\|\widehat{W} B_{3} D_{3}-A_{3} D_{3}\right\|_{p}^{p} \leq d_{3}^{1-p / 2}\left\|W^{\prime} B_{3} D_{3}-A_{3} D_{3}\right\|_{p}^{p}
$$

Due to Lemma E. 11 and Lemma E. 8 in [SWZ17], with constant probability, we have

$$
\begin{equation*}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{p}^{p} \leq d_{3}^{1-p / 2} \alpha_{D_{3}}\left\|W^{*} B_{3}-A_{3}\right\|_{p}^{p} \tag{21.56}
\end{equation*}
$$

where $\alpha_{D_{3}}=O(1)$. Now we can show,

$$
\begin{array}{rlr}
\left\|\widehat{W} B_{3}-A_{3}\right\|_{p}^{p} \lesssim d_{3}^{1-p / 2}\left\|W^{*} B_{3}-A_{3}\right\|_{p}^{p}, & \text { by Equation }(21.56) \\
\leq d_{3}^{1-p / 2}\left\|W_{0} B_{3}-A_{3}\right\|_{p}^{p}, & \text { by } W^{*}=\underset{W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|W B_{3}-A_{3}\right\|_{p}^{p} \\
\leq O\left(\left(d_{1} d_{2} d_{3}\right)^{1-p / 2}\right) \alpha \text { OPT } & \text { by Equation }(21.55)
\end{array}
$$

Thus, it implies,

$$
\left\|\sum_{i=1}^{k} \widehat{U}_{i} \otimes \widehat{V}_{i} \otimes \widehat{W}_{i}-A\right\|_{p}^{p} \leq \operatorname{poly}(k, \log n) \mathrm{OPT}
$$

where $\widehat{U}=A_{1} D_{1}\left(B_{1} D_{1}\right)^{\dagger}, \widehat{V}=A_{2} D_{2}\left(B_{2} D_{2}\right)^{\dagger}, \widehat{W}=A_{3} D_{3}\left(B_{3} D_{3}\right)^{\dagger}$.

### 21.12 Robust Subspace Approximation (Asymmetric Norms for Arbitrary Tensors)

Recently, [CW15b] and [CW15a] study the linear regression problem and low-rank approximation problem under M-Estimator loss functions. In this section, we extend the matrix version of the low rank approximation problem to tensors, i.e., in particular focusing on tensor low-rank approximation under M-Estimator norms. Note that M-Estimators are very different from Frobenius norm and Entry-wise $\ell_{1}$ norm, which are symmetric norms. Namely, flattening the tensor objective function along any of the dimensions does not change the cost if the norm is Frobenius or Entry-wise $\ell_{1}$-norm. However, for M-Estimator norms, we cannot flatten the tensor along all three dimensions. This property makes the tensor low-rank approximation problem under M-Estimator norms more difficult. This section can be split into two independent parts. Section 21.12 .2 studies the $\ell_{1}-\ell_{2}-\ell_{2}$ norm setting, and Section 21.12.3 studies the $\ell_{1}-\ell_{1}-\ell_{2}$ norm setting.

### 21.12.1 Preliminaries

Definition 21.12.1 (Nice functions for $M$-Estimators, $\mathcal{M}_{2}, \mathcal{L}_{p}$, [CW15a]). We say an $M$ Estimator is nice if $M(x)=M(-x), M(0)=0, M$ is non-decreasing in $|x|$, there is a constant $C_{M}>0$ and a constant $p \geq 1$ so that for all $a, b \in \mathbb{R}_{>0}$ with $a \geq b$, we have

$$
C_{m} \frac{|a|}{|b|} \leq \frac{M(a)}{M(b)} \leq\left(\frac{a}{b}\right)^{p},
$$

and also that $M(x)^{\frac{1}{p}}$ is subadditive, that is, $M(x+y)^{\frac{1}{p}} \leq M(x)^{\frac{1}{p}}+M(y)^{\frac{1}{p}}$.
Let $\mathcal{M}_{2}$ denote the set of such nice $M$-estimators, for $p=2$. Let $\mathcal{L}_{p}$ denote $M$ Estimators with $M(x)=|x|^{p}$ and $p \in[1,2)$.

### 21.12.2 $\quad \ell_{1}$-Frobenius (a.k.a $\ell_{1}-\ell_{2}-\ell_{2}$ ) norm

Section 21.12.2.1 presents basic definitions and facts for the $\ell_{1}-\ell_{2}-\ell_{2}$ norm setting. Section 21.12.2.2 introduces some useful tools. Section 21.12.2.3 presents the "no dilation" and "no contraction" bounds, which are the key ideas for reducing the problem to a "generalized" Frobenius norm low rank approximation problem. Finally, we provide our algorithms in Section 21.12.2.6.

### 21.12.2.1 Definitions

We first give the definition for the $v$-norm of a tensor, and then give the definition of the $v$-norm for a matrix and a weighted version of the $v$-norm for a matrix.

Definition 21.12.2 (Tensor $v$-norm). For an $n \times n \times n$ tensor $A$, we define the $v$-norm of $A$, denoted $\|A\|_{v}$, to be

$$
\left(\sum_{i=1}^{n} M\left(\left\|A_{i, *, *}\right\|_{F}\right)\right)^{1 / p}
$$

where $A_{i, *, *}$ is the $i$-th face of $A$ (along the 1 st direction), and $p$ is a parameter associated with the function $M()$, which defines a nice $M$-Estimator.

Definition 21.12.3 (Matrix $v$-norm). For an $n \times d$ matrix $A$, we define the $v$-norm of $A$, denoted $\|A\|_{v}$, to be

$$
\sum_{i=1}^{n} M\left(\left\|A_{i, *}\right\|_{2}\right)^{1 / p}
$$

where $A_{i, *}$ is the $i$-th row of $A$, and $p$ is a parameter associated with the function $M()$, which defines a nice $M$-Estimator.

Definition 21.12.4. Given matrix $A \in \mathbb{R}^{n \times d}$, let $A_{i, *}$ denote the $i$-th row of $A$. Let $T_{S} \subset[n]$ denote the indices $i$ such that $e_{i}$ is chosen for $S$. Using a probability vector $q$ and a sampling and rescaling matrix $S \in \mathbb{R}^{n \times n}$ from $q$, we will estimate $\|A\|_{v}$ using $S$ and a re-weighted version, $\|S \cdot\|_{v, w^{\prime}}$ of $\|\cdot\|_{v}$, with

$$
\|S A\|_{v, w^{\prime}}=\left(\sum_{i \in T_{S}} w_{i}^{\prime} M\left(\left\|A_{i, *}\right\|_{2}\right)\right)^{1 / p}
$$

where $w_{i}^{\prime}=w_{i} / q_{i}$. Since $w^{\prime}$ is generally understood, we will usually just write $\|S A\|_{v}$. We will also need an "entrywise row-weighted" version :

$$
\||S A|\|=\left(\sum_{i \in T_{S}} \frac{w_{i}}{q_{i}}\left\|A_{i, *}\right\|_{M}^{p}\right)^{1 / p}=\left(\sum_{i \in T_{S}, j \in[d]} \frac{w_{i}}{q_{i}} M\left(A_{i, j}\right)\right)^{1 / p}
$$

where $A_{i, j}$ denotes the entry in the $i$-th row and $j$-th column of $A$.
Fact 21.12.1. For $p=1$, for any two matrices $A$ and $B$, we have $\|A+B\|_{v} \leq\|A\|_{v}+\|B\|_{v}$. For any two tensors $A$ and $B$, we have $\|A+B\|_{v} \leq\|A\|_{v}+\|B\|_{v}$.

### 21.12.2.2 Sampling and rescaling sketches

Note that Lemmas 42 and 44 in [CW15a] are stronger than stated. In particular, we do not need to assume $X$ is a square matrix. For any $m \geq z$, if $X \in \mathbb{R}^{d \times m}$, then we have the same result.

Lemma 21.12.2 (Lemma 42 in [CW15a]). Let $\rho>0$ and integer $z>0$. For sampling matrix $S$, suppose for a given $y \in \mathbb{R}^{d}$ with failure probability $\delta$ it holds that $\|S A y\|_{M}=$ $(1 \pm 1 / 10)\|A y\|_{M}$. There is $K_{1}=O\left(z^{2} / C_{M}\right)$ so that with failure probability $\delta\left(K_{\mathcal{N}} / C_{M}\right)^{(1+p) d}$, for a constant $K_{\mathcal{N}}$, any rank-z matrix $X \in \mathbb{R}^{d \times m}$ has the property that if $\|A X\|_{v} \geq K_{1} \rho$, then $\|S A X\|_{v} \geq \rho$, and that if $\|A X\|_{v} \leq \rho / K_{1}$, then $\|S A X\|_{v} \leq \rho$.

Lemma 21.12.3 (Lemma 44 in [CW15a]). Let $\delta, \rho>0$ and integer $z>0$. Given matrix $A \in$ $\mathbb{R}^{n \times d}$, there exists a sampling and rescaling matrix $S \in \mathbb{R}^{n \times n}$ with $r=O\left(\gamma(A, M, w) \epsilon^{-2} d z^{2} \log (z / \epsilon) \log (1 / \delta)\right.$, nonzero entries such that, with probability at least $1-\delta$, for any rank-z matrix $X \in \mathbb{R}^{d \times m}$, we have either

$$
\|S A X\|_{v} \geq \rho
$$

or

$$
(1-\epsilon)\|A X\|_{v}-\epsilon \rho \leq\|S A X\|_{v} \leq(1+\epsilon)\|A X\|_{v}+\epsilon \rho .
$$

Lemma 21.12.4 (Lemma 43 in [CW15a]). For $r>0$, let $\widehat{r}=r / \gamma(A, M, w)$, and let $q \in \mathbb{R}^{n}$ have

$$
q_{i}=\min \left\{1, \widehat{r} \gamma_{i}(A, M, w)\right\} .
$$

Let $S$ be a sampling and rescaling matrix generated using $q$, with weights as usual $w_{i}^{\prime}=w_{i} / q_{i}$. Let $W \in \mathbb{R}^{d \times z}$, and $\delta>0$. There is an absolute constant $C$ so that for $\widehat{r} \geq C z \log (1 / \delta) / \epsilon^{2}$, with probability at least $1-\delta$, we have

$$
(1-\epsilon)\|A W\|_{v, w} \leq\|S A W\|_{v, w^{\prime}} \leq(1+\epsilon)\|A W\|_{v, w}
$$

### 21.12.2.3 No dilation and no contraction

Lemma 21.12.5. Given matrices $A \in \mathbb{R}^{n \times m}, U \in \mathbb{R}^{n \times d}$, let $V^{*}=\underset{\operatorname{rank}-k V \in \mathbb{R}^{d \times m}}{\arg \min }\|U V-A\|_{v}$. If $S \in \mathbb{R}^{s \times n}$ has at most $c_{1}$-dilation on $U V^{*}-A$, i.e.,

$$
\left\|S\left(U V^{*}-A\right)\right\|_{v} \leq c_{1}\left\|U V^{*}-A\right\|_{v}
$$

and it has at most $c_{2}$-contraction on $U$, i.e.,

$$
\forall x \in \mathbb{R}^{d},\|S U x\|_{v} \geq \frac{1}{c_{2}}\|U x\|_{v}
$$

then $S$ has at most $\left(c_{2}, c_{1}+\frac{1}{c_{2}}\right)$-contraction on $(U, A)$, i.e.,

$$
\forall \operatorname{rank}-k V \in \mathbb{R}^{d \times m},\|S U V-S A\|_{v} \geq \frac{1}{c_{2}}\|U V-A\|_{v}-\left(c_{1}+\frac{1}{c_{2}}\right)\left\|U V^{*}-A\right\|_{v} .
$$

Proof. Let $A \in \mathbb{R}^{n \times m}, U \in \mathbb{R}^{n \times d}$ and $S \in \mathbb{R}^{s \times n}$ be the same as that described in the lemma. Let $\left(V-V^{*}\right)_{j}$ denote the $j$-th column of $V-V^{*}$. Then $\forall \operatorname{rank}-k V \in \mathbb{R}^{d \times m}$,

$$
\begin{aligned}
\|S U V-S A\|_{v} & \geq\left\|S U V-S U V^{*}\right\|_{v}-\left\|S U V^{*}-S A\right\|_{v} \\
& \geq\left\|S U V-S U V^{*}\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& =\left\|S U\left(V-V^{*}\right)\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& =\sum_{j=1}^{m}\left\|S U\left(V-V^{*}\right)_{j}\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& \geq \sum_{j=1}^{m} \frac{1}{c_{2}}\left\|U\left(V-V^{*}\right)_{j}\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& =\frac{1}{c_{2}}\left\|U V-U V^{*}\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& \geq \frac{1}{c_{2}}\|U V-A\|_{v}-\frac{1}{c_{2}}\left\|U V^{*}-A\right\|_{v}-c_{1}\left\|U V^{*}-A\right\|_{v} \\
& =\frac{1}{c_{2}}\|U V-A\|_{v}-\left(\left(\frac{1}{c_{2}}+c_{2}\right)\left\|U V^{*}-A\right\|_{v}\right),
\end{aligned}
$$

where the first inequality follows by the triangle inequality, the second inequality follows since $S$ has at most $c_{1}$ dilation on $U V^{*}-A$, the third inequality follows since $S$ has at most $c_{2}$ contraction on $U$, and the fourth inequality follows by the triangle inequality.

Claim 21.12.6. Given matrix $A \in \mathbb{R}^{n \times m}$, for any distribution $p=\left(p_{1}, p_{2}, \cdots, p_{n}\right)$ define random variable $X$ such that $X=\left\|A_{i}\right\|_{2} / p_{i}$ with probability $p_{i}$ where $A_{i}$ is the $i$-th row of matrix $A$. Then take $m$ independent samples $X^{1}, X^{2}, \cdots, X^{m}$, and let $Y=\frac{1}{m} \sum_{j=1}^{m} X^{j}$. We have

$$
\operatorname{Pr}\left[Y \leq 1000\|A\|_{v}\right] \geq .999
$$

Proof. We can compute the expectation of $X^{j}$, for any $j \in[m]$,

$$
\mathbb{E}\left[X^{j}\right]=\sum_{i=1}^{n} \frac{\left\|A_{i}\right\|_{2}}{p_{i}} \cdot p_{i}=\|A\|_{v}
$$

Then $\mathbb{E}[Y]=\frac{1}{m} \sum_{j=1}^{m} \mathbb{E}\left[X^{j}\right]=\|A\|_{v}$. Using Markov's inequality, we have

$$
\operatorname{Pr}\left[Y \geq\|A\|_{v}\right] \leq .001
$$

Lemma 21.12.7. For any fixed $U^{*} \in \mathbb{R}^{n \times d}$ and rank- $k V^{*} \in \mathbb{R}^{d \times m}$ with $d=\operatorname{poly}(k)$, there exists an algorithm that takes poly $(n, d)$ time to compute a sampling and rescaling diagonal matrix $S \in \mathbb{R}^{n \times n}$ with $s=\operatorname{poly}(k)$ nonzero entries such that, with probability at least .999, we have: for all rank-k $V \in \mathbb{R}^{d \times m}$,

$$
\left\|U^{*} V^{*}-U^{*} V\right\|_{v} \lesssim\left\|S U^{*} V^{*}-S U^{*} V\right\|_{v} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{v}
$$

Lemma 21.12.8 (No dilation). Given matrices $A \in \mathbb{R}^{n \times m}, U^{*} \in \mathbb{R}^{n \times d}$ with $d=\operatorname{poly}(k)$, define $V^{*} \in \mathbb{R}^{d \times m}$ to be the optimal solution $\min _{\operatorname{rank}-k \in \mathbb{R}^{d \times m}}\left\|U^{*} V-A\right\|_{v}$. Choose a sampling and rescaling diagonal matrix $S \in \mathbb{R}^{n \times n}$ with $s=\operatorname{poly}(k)$ according to Lemma 21.12.4. Then with probability at least .99, we have: for all rank-k $V \in \mathbb{R}^{d \times m}$,

$$
\left\|S U^{*} V-S A\right\|_{v} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v} \lesssim\left\|U^{*} V-A\right\|_{v}
$$

Proof. Using Claim 21.12.6 and Lemma 21.12.7, we have with probability at least .99, for all rank- $k V \in \mathbb{R}^{d \times m}$,

$$
\begin{aligned}
& \left\|S U^{*} V-S A\right\|_{v} \\
\leq & \text { by triangle inequality } \\
\lesssim & \left\|S U^{*} V-S U^{*} V-S U^{*} V^{*}\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v} \\
\lesssim\left\|U^{*} V-U^{*} V^{*}\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v} & \text { by Claim } 21.12 .6 \\
\lesssim\left\|U^{*} V-A\right\|_{v}+\left\|U^{*} V^{*}-A\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v} & \text { by triangle inequality } \\
\lesssim & \left\|U^{*} V-A\right\|_{v}
\end{aligned}
$$

Lemma 21.12.9 (No contraction). Given matrices $A \in \mathbb{R}^{n \times m}, U^{*} \in \mathbb{R}^{n \times d}$ with $d=\operatorname{poly}(k)$, define $V^{*} \in \mathbb{R}^{d \times m}$ to be the optimal solution $\min _{\text {rank }-k \in \mathbb{R}^{d \times m}}\left\|U^{*} V-A\right\|_{v}$. Choose a sampling and rescaling diagonal matrix $S \in \mathbb{R}^{n \times n}$ with $s=\operatorname{poly}(k)$ according to Lemma 21.12.4. Then with probability at least .99, we have: for all rank- $k V \in \mathbb{R}^{d \times m}$,

$$
\left\|U^{*} V-A\right\|_{v} \lesssim\left\|S U^{*} V-S A\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v}
$$

Proof. This follows by Lemma 21.12.5, Claim 21.12.6 and Lemma 21.12.8.

### 21.12.2.4 Oblivious sketches, MSketch

In this section, we recall a concept called $M$-sketches for $M$-estimators which is defined in [CW15b]. $M$-sketch is an oblivious sketch for matrices.

Theorem 21.12.10 (Theorem 3.1 in [CW15b]). Let OPT denote $\min _{x \in \mathbb{R}^{d}}\|A x-b\|_{G}$. There is an algorithm that in $O(\mathrm{nnz}(A))+\operatorname{poly}(d \log n)$ time, with constant probability finds $x^{\prime}$ such that $\left\|A x^{\prime}-b\right\|_{G} \leq O(1) \mathrm{OPT}$.

Definition 21.12.5 (M-Estimator sketches or MSketch [CW15b]). Given parameters $N, n, m, b>1$, define $h_{\max }=\left\lfloor\log _{b}(n / m)\right\rfloor, \beta=\left(b-b^{-h_{\max }}\right) /(b-1)$ and $s=N h_{\max }$. For each $p \in[n], \sigma_{p}, g_{p}, h_{p}$ are generated (independently) in the following way,

$$
\begin{array}{lr}
\sigma_{p} \leftarrow \pm 1, & \text { chosen with equal probability, } \\
g_{p} \in[N], & \text { chosen with equal probability }, \\
h_{p} \leftarrow t, & \text { chosen with probability } 1 /\left(\beta b^{t}\right) \text { for } t \in\left\{0,1, \cdots h_{\max }\right\} .
\end{array}
$$

For each $p \in[n]$, we define $j_{p}=g_{p}+N h_{p}$. Let $w \in \mathbb{R}^{s}$ denote the scaling vector such that, for each $j \in[s]$,

$$
w_{j}= \begin{cases}\beta b^{h_{p}}, & \text { if there exists } p \in[n] \text { s.t. } j=j_{p} \\ 0 & \text { otherwise }\end{cases}
$$

Let $\bar{S} \in \mathbb{R}^{N h_{\max } \times n}$ be such that, for each $j \in[s]$,for each $p \in[n]$,

$$
\bar{S}_{j, p}= \begin{cases}\sigma_{p}, & \text { if } j=g_{p}+N \cdot h_{p} \\ 0, & \text { otherwise }\end{cases}
$$

Let $D_{w}$ denote the diagonal matrix where the $i$-th entry on the diagonal is the $i$-th entry of $w$. Let $S=D_{w} \bar{S}$. We say $(\bar{S}, w)$ or $S$ is an MSketch.

Definition 21.12.6 (Tensor $\left\|\|_{v, w^{-}}\right.$-norm). For a tensor $A \in \mathbb{R}^{d \times n_{1} \times n_{2}}$ and a vector $w \in$, we define

$$
\|A\|_{v, w}=\sum_{i=1}^{d} w_{i}\left\|A_{i, *, *}\right\|_{F}
$$

Let $(\bar{S}, w)$ denote an MSketch, and let $S=D_{w} \bar{S}$. If $v$ corresponds to a scaleinvariant M-Estimator, then for any three matrices $U, V, W$, we have the following,

$$
\|(\bar{S} U) \otimes V \otimes W\|_{v, w}=\left\|\left(D_{w} \bar{S} U\right) \otimes V \otimes W\right\|_{v}=\|(S U) \otimes V \otimes W\|_{v}
$$

Fact 21.12.11. For a tensor $A \in \mathbb{R}^{n \times n \times n}$, let $S \in \mathbb{R}^{s \times n}$ denote an MSketch (defined in 21.12.5) with $s=\operatorname{poly}(k, \log n)$. Then $S A$ can be computed in $O(\operatorname{nnz}(A))$ time.

Lemma 21.12.12. For any fixed $U^{*} \in \mathbb{R}^{n \times d}$ and rank- $k V^{*} \in \mathbb{R}^{d \times m}$ with $d=\operatorname{poly}(k)$, let $S \in \mathbb{R}^{s \times n}$ denote an MSketch (defined in Definition 21.12.5) with $s=\operatorname{poly}(k, \log n)$ rows. Then with probability at least .999, we have: for all rank- $k V \in \mathbb{R}^{d \times m}$,

$$
\left\|U^{*} V^{*}-U^{*} V\right\|_{v} \lesssim\left\|S U^{*} V^{*}-S U^{*} V\right\|_{v} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{v}
$$

Lemma 21.12.13 (No dilation, Theorem 3.4 in [CW15b]). Given matrices $A \in \mathbb{R}^{n \times m}, U^{*} \in$ $\mathbb{R}^{n \times d}$ with $d=\operatorname{poly}(k)$, define $V^{*} \in \mathbb{R}^{d \times m}$ to be the optimal solution to $\min _{\text {rank }-k V \in \mathbb{R}^{d \times m}} \| U^{*} V-$ $A \|_{v}$. Choose an MSketch $S \in \mathbb{R}^{s \times n}$ with $s=\operatorname{poly}(k, \log n)$ according to Definition 21.12.5. Then with probability at least .99, we have: for all rank-k $V \in \mathbb{R}^{d \times m}$,

$$
\left\|S U^{*} V-S A\right\|_{v} \lesssim\left\|U^{*} V^{*}-U^{*} V\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v} \lesssim\left\|U^{*} V-A\right\|_{v}
$$

Lemma 21.12.14 (No contraction). Given matrices $A \in \mathbb{R}^{n \times m}, U^{*} \in \mathbb{R}^{n \times d}$ with $d=$ $\operatorname{poly}(k)$, define $V^{*} \in \mathbb{R}^{d \times m}$ to be the optimal solution to $\min _{\text {rank }-k V \in \mathbb{R}^{d \times m}}\left\|U^{*} V-A\right\|_{v}$. Choose an MSketch $S \in \mathbb{R}^{s \times n}$ with $s=\operatorname{poly}(k, \log n)$ according to Definition 21.12.5. Then with probability at least .99, we have: for all rank- $k V \in \mathbb{R}^{d \times m}$,

$$
\left\|U^{*} V-A\right\|_{v} \lesssim\left\|S U^{*} V-S A\right\|_{v}+O(1)\left\|U^{*} V^{*}-A\right\|_{v}
$$

### 21.12.2.5 Running time analysis

Lemma 21.12.15. Given a tensor $A \in \mathbb{R}^{n \times d \times d}$, let $S \in \mathbb{R}^{s \times n}$ denote an MSkETCH with $s$ rows. Let $S A$ denote a tensor that has size $s \times d \times d$. For each $i \in\{2,3\}$, let $(S A)_{i} \in \mathbb{R}^{d \times d s}$ denote a matrix obtained by flattening tensor SA along the $i$-th dimension. For each $i \in$ $\{2,3\}$, let $S_{i} \in \mathbb{R}^{d s \times s_{i}}$ denote a CountSketch transform with $s_{i}$ columns. For each $i \in\{2,3\}$, let $T_{i} \in \mathbb{R}^{t_{i} \times d}$ denote a CountSketch transform with $t_{i}$ rows. Then
(I) For each $i \in\{2,3\},(S A)_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time.
(II) For each $i \in\{2,3\}, T_{i}(S A)_{i} S_{i}$ can be computed in $O(\mathrm{nnz}(A))$ time.

Proof. Proof of Part (I). First note that $(S A)_{2} S_{2}$ has size $n \times S_{2}$. Thus for each $i \in[d], j \in\left[s_{2}\right]$, we have,

$$
\begin{array}{rlr}
\left((S A)_{2} S_{2}\right)_{i, j} & =\sum_{x^{\prime}=1}^{d s}\left((S A)_{2}\right)_{i, x^{\prime}}\left(S_{2}\right)_{x^{\prime}, j} & \text { by }(S A)_{2} \in \mathbb{R}^{d \times d s}, S_{2} \in \mathbb{R}^{d s \times s_{2}} \\
& =\sum_{y=1}^{d} \sum_{z=1}^{s}\left((S A)_{2}\right)_{i,(y-1) s+z}\left(S_{2}\right)_{(y-1) s+z, j} & \quad \text { by unflattening } \\
& =\sum_{y=1}^{d} \sum_{z=1}^{s}(S A)_{z, i, y}\left(S_{2}\right)_{(y-1) s+z, j} & \\
& =\sum_{y=1}^{d} \sum_{z=1}^{s}\left(\sum_{x=1}^{n} S_{z, x} A_{x, i, y}\right)\left(S_{2}\right)_{(y-1) s+z, j} \\
& =\sum_{y=1}^{d} \sum_{z=1}^{s} \sum_{x=1}^{n} S_{z, x} \cdot A_{x, i, y} \cdot\left(S_{2}\right)_{(y-1) s+z, j}
\end{array}
$$

For each nonzero entry $A_{x, i, y}$, there is only one $z$ such that $S_{z, x}$ is nonzero. Thus there is only one $j$ such that $\left(S_{2}\right)_{(y-1) s+z, j}$ is nonzero. It means that $A_{x, i, y}$ can only affect one entry of $\left((S A)_{2} S_{2}\right)_{i, j}$. Thus, $(S A)_{2} S_{2}$ can be computed in $O(\operatorname{nnz}(A))$ time. Similarly, we can compute $(S A)_{3} S_{3}$ in $O(\mathrm{nnz}(A))$ time.

Proof of Part (II). Note that $T_{2}(S A)_{2} S_{2}$ has size $t_{2} \times s_{2}$. Thus for each $i \in\left[t_{2}\right], j \in\left[s_{2}\right]$, we have,

$$
\begin{array}{rlr}
\left(T_{2}(S A)_{2} S_{2}\right)_{i, j} & =\sum_{x=1}^{d} \sum_{y^{\prime}=1}^{d s}\left(T_{2}\right)_{i, x}\left((S A)_{2}\right)_{x, y^{\prime}}\left(S_{2}\right)_{y^{\prime}, j} & \text { by }(S A)_{2} \in \mathbb{R}^{d \times d s} \\
& =\sum_{x=1}^{d} \sum_{y=1}^{d} \sum_{z=1}^{s}\left(T_{2}\right)_{i, x}\left((S A)_{2}\right)_{x,(y-1) s+z}\left(S_{2}\right)_{(y-1) s+z, j} & \\
& =\sum_{x=1}^{d} \sum_{y=1}^{d} \sum_{z=1}^{s}\left(T_{2}\right)_{i, x}(S A)_{z, x, y}\left(S_{2}\right)_{(y-1) s+z, j} & \text { by unflattening } \\
& =\sum_{x=1}^{d} \sum_{y=1}^{d} \sum_{z=1}^{s}\left(T_{2}\right)_{i, x}\left(\sum_{w=1}^{n} S_{z, w} A_{w, x, y}\right)\left(S_{2}\right)_{(y-1) s+z, j} \\
& =\sum_{x=1}^{d} \sum_{y=1}^{d} \sum_{z=1}^{s} \sum_{w=1}^{n}\left(T_{2}\right)_{i, x} \cdot S_{z, w} \cdot A_{w, x, y} \cdot\left(S_{2}\right)_{(y-1) s+z, j}
\end{array}
$$

For each nonzero entry $A_{w, x, y}$, there is only one $z$ such that $S_{z, w}$ is nonzero. There is only one $i$ such that $\left(T_{2}\right)_{i, x}$ is nonzero. Since there is only one $z$ to make $S_{z, w}$ nonzero, there is only one $j$, such that $\left(S_{2}\right)_{(y-1) s+z, j}$ is nonzero. Thus, $T_{2}(S A)_{2} S_{2}$ can be computed in $O(\mathrm{nnz}(A))$ time. Similarly, we can compute $T_{3}(S A)_{3} S_{3}$ in $O(\mathrm{nnz}(A))$ time.

### 21.12.2.6 Algorithms

We first give a "warm-up" algorithm in Theorem 21.12.16 by using a sampling and rescaling matrix. Then we improve the running time to be polynomial in all the parameters by using an oblivious sketch, and thus we obtain Theorem 21.12.17.

Theorem 21.12.16. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=O\left(k^{2}\right)$. There exists an algorithm which takes $n^{\mathrm{poly}(k)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$

```
Algorithm \(21.36 \ell_{1}\)-Frobenius \(\left(\ell_{1}-\ell_{2}-\ell_{2}\right)\) Low-rank Approximation Algorithm, poly \((k)\) ap-
proximation
procedure L122TensorLowRankApprox \((A, n, k) \quad \triangleright\) Theorem 21.12.16
        \(\epsilon \leftarrow 0.1\).
        \(s \leftarrow \operatorname{poly}(k, 1 / \epsilon)\).
        Guess a sampling and rescaling matrix \(S \in \mathbb{R}^{s \times n}\).
        \(s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        \(r \leftarrow s_{2} s_{3}\).
        Choose sketching matrices \(S_{2} \in \mathbb{R}^{n s \times s_{2}}, S_{3} \in \mathbb{R}^{n s \times s_{3}}\).
        Compute \((S A)_{2} S_{2},(S A)_{3} S_{3}\).
        Form \(\widetilde{V} \in \mathbb{R}^{n \times r}\) by repeating \((S A)_{2} S_{2} s_{3}\) times according to Equation (21.64).
        Form \(\widetilde{W} \in \mathbb{R}^{n \times r}\) by repeating \((S A)_{3} S_{3} s_{2}\) times according to Equation (21.65).
        Form objective function \(\min _{U \in \mathbb{R}^{n \times r}}\left\|U \cdot\left(\widetilde{V}^{\top} \odot \widetilde{W}^{\top}\right)-A_{1}\right\|_{F}\).
        Use a linear regression solver to find a solution \(\widetilde{U}\).
        Take the best solution found over all guesses.
        return \(\widetilde{U}, \widetilde{V}, \widetilde{W}\).
    end procedure
```

such that

$$
\|U \otimes V \otimes W-A\|_{v} \leq \operatorname{poly}(k) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{v},
$$

holds with probability at least 9/10.

Proof. We define OPT as follows,

$$
\mathrm{OPT}=\min _{U, V, W \in \mathbb{R}^{n \times k}}\|U \otimes V \otimes W-A\|_{v}=\min _{U, V, W \in \mathbb{R}^{n \times k}}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{v} .
$$

Let $A_{1} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening tensor $A$ along the 1 st dimension. Let $U^{*} \in \mathbb{R}^{n \times k}$ denote the optimal solution. We fix $U^{*} \in \mathbb{R}^{n \times k}$, and consider this objective function,

$$
\begin{equation*}
\min _{V, W \in \mathbb{R}^{n \times k}}\left\|U^{*} \otimes V \otimes W-A\right\|_{v} \equiv \min _{V, W \in \mathbb{R}^{n \times k}}\left\|U^{*} \cdot\left(V^{\top} \odot W^{\top}\right)-A_{1}\right\|_{v} \tag{21.57}
\end{equation*}
$$

which has cost at most OPT, and where $V^{\top} \odot W^{\top} \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix for which the $i$-th row is a vectorization of $V_{i} \otimes W_{i}, \forall i \in[k]$. (Note that $V_{i} \in \mathbb{R}^{n}$ is the $i$-th column of matrix $V \in \mathbb{R}^{n \times k}$ ). Choose a sampling and rescaling diagonal matrix $S \in \mathbb{R}^{n \times n}$ according to $U^{*}$, which has $s=\operatorname{poly}(k)$ non-zero entries. Using $S$ to sketch on the left of the objective function when $U^{*}$ is fixed (Equation (21.57)), we obtain a smaller problem,

$$
\begin{equation*}
\min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v} \equiv \min _{V, W \in \mathbb{R}^{n \times k}}\left\|S U^{*} \cdot\left(V^{\top} \odot W^{\top}\right)-S A_{1}\right\|_{v} \tag{21.58}
\end{equation*}
$$

Let $V^{\prime}, W^{\prime}$ denote the optimal solution to the above problem, i.e.,

$$
V^{\prime}, W^{\prime}=\underset{V, W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v}
$$

Then using properties (no dilation Lemma 21.12 .8 and no contraction Lemma 21.12.9) of $S$, we have

$$
\left\|U^{*} \otimes V^{\prime} \otimes W^{\prime}-A\right\|_{v} \leq \alpha \mathrm{OPT}
$$

where $\alpha$ is an approximation ratio determined by $S$.
By definition of $\|\cdot\|_{v}$ and $\|\cdot\|_{2} \leq\|\cdot\|_{1} \leq \sqrt{\operatorname{dim}}\|\cdot\|_{2}$, we can rewrite Equation (21.58) in the following way,

$$
\begin{align*}
& \left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v} \\
= & \sum_{i=1}^{s}\left(\sum_{j=1}^{n} \sum_{l=1}^{n}\left(\left(\left(S U^{*}\right) \otimes V \otimes W\right)_{i, j, l}-(S A)_{i, j, l}\right)^{2}\right)^{\frac{1}{2}} \\
\leq & \sqrt{s}\left(\sum_{i=1}^{s} \sum_{j=1}^{n} \sum_{l=1}^{n}\left(\left(\left(S U^{*}\right) \otimes V \otimes W\right)_{i, j, l}-(S A)_{i, j, l}\right)^{2}\right)^{\frac{1}{2}} \\
= & \sqrt{s}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} . \tag{21.59}
\end{align*}
$$

Given the above properties of $S$ and Equation (21.59), for any $\beta \geq 1$, let $V^{\prime \prime}, W^{\prime \prime}$ denote a $\beta$-approximate solution of $\min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F}$, i.e.,

$$
\begin{equation*}
\left\|\left(S U^{*}\right) \otimes V^{\prime \prime} \otimes W^{\prime \prime}-S A\right\|_{F} \leq \beta \cdot \min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} \tag{21.60}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|U^{*} \otimes V^{\prime \prime} \otimes W^{\prime \prime}-A\right\|_{v} \leq \sqrt{s} \alpha \beta \cdot \mathrm{OPT} \tag{21.61}
\end{equation*}
$$

In the next few paragraphs we will focus on solving Equation (21.60). We start by fixing $W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution of

$$
\min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F}
$$

We use $(S A)_{2} \in \mathbb{R}^{n \times n s}$ to denote the matrix obtained by flattening the tensor $S A \in \mathbb{R}^{s \times n \times n}$ along the second direction. We use $Z_{2}=\left(S U^{*}\right)^{\top} \odot\left(W^{*}\right)^{\top} \in \mathbb{R}^{k \times n s}$ to denote the matrix where the $i$-th row is the vectorization of $\left(S U^{*}\right)_{i} \otimes W_{i}^{*}$. We can consider the following objective function,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-(S A)_{2}\right\|_{F} .
$$

Choosing a sketching matrix $S_{2} \in \mathbb{R}^{n s \times s_{2}}$ with $s_{2}=O(k / \epsilon)$ gives a smaller problem,

$$
\min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2} S_{2}-(S A)_{2} S_{2}\right\|_{F} .
$$

Letting $\widehat{V}=(S A)_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger} \in \mathbb{R}^{n \times k}$, then

$$
\begin{array}{rlr}
\left\|\widehat{V} Z_{2}-(S A)_{2}\right\|_{F} & \leq(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|V Z_{2}-(S A)_{2}\right\|_{F} & \\
& =(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|V\left(\left(S U^{*}\right)^{\top} \odot\left(W^{*}\right)^{\top}\right)-(S A)_{2}\right\|_{F} & \\
& =(1+\epsilon) \min _{V \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W^{*}-S A\right\|_{F} & \text { by unflattening } \\
& =(1+\epsilon) \min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} . & \text { by definition of } W^{*} \tag{21.62}
\end{array}
$$

We define $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ to be a diagonal matrix obrained by copying the $n \times n$ identity matrix $s$ times on $n$ diagonal blocks of $D_{2}$. Then it has $n s$ nonzero entries. Thus, $D_{2}$ also can be thought of as a matrix that has size $n^{2} \times n s$.

We can think of $(S A)_{2} S_{2} \in \mathbb{R}^{n \times s_{2}}$ as follows,

$$
\begin{aligned}
(S A)_{2} S_{2} & =(A(S, I, I))_{2} S_{2} \\
& =\underbrace{A_{2}}_{n \times n^{2}} \cdot \underbrace{D_{2}}_{n^{2} \times n^{2}} \cdot \underbrace{S_{2}}_{n s \times s_{2}} \text { by } D_{2} \text { can be thought of as having size } n^{2} \times n s \\
& =A_{2} \cdot\left[\begin{array}{llll}
c_{2,1} I_{n} & & & \\
& c_{2,2} I_{n} & & \\
& & \ddots & \\
& & & c_{2, n} I_{n}
\end{array}\right] \cdot S_{2}
\end{aligned}
$$

where $I_{n}$ is an $n \times n$ identity matrix, $c_{2, i} \geq 0$ for each $i \in[n]$, and the number of nonzero $c_{2, i}$ is $s$.

For the last step, we fix $S U^{*}$ and $\widehat{V}$. We use $(S A)_{3} \in \mathbb{R}^{n \times n s}$ to denote the matrix obtained by flattening the tensor $S A \in \mathbb{R}^{s \times n \times n}$ along the third direction. We use $Z_{3}=$ $\left(S U^{*}\right)^{\top} \odot \widehat{V}^{\top} \in \mathbb{R}^{k \times n s}$ to denote the matrix where the $i$-th row is the vectorization of
$\left(S U^{*}\right)_{i} \otimes \widehat{V}_{i}$. We can consider the following objective function,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-(S A)_{3}\right\|_{F}
$$

Choosing a sketching matrix $S_{3} \in \mathbb{R}^{n s \times s_{3}}$ with $s_{3}=O(k / \epsilon)$ gives a smaller problem,

$$
\min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3} S_{3}-(S A)_{3} S_{3}\right\|_{F}
$$

Let $\widehat{W}=(S A)_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Then

$$
\begin{aligned}
\left\|\widehat{W} Z_{3}-(S A)_{3}\right\|_{F} & \leq(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|W Z_{3}-(S A)_{3}\right\|_{F} & \text { by property of } S_{3} \\
& =(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|W\left(\left(S U^{*}\right)^{\top} \odot \widehat{V}^{\top}\right)-(S A)_{3}\right\|_{F} & \text { by definition } Z_{3} \\
& =(1+\epsilon) \min _{W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes \widehat{V} \otimes W-S A\right\|_{F} & \text { by unflattening } \\
& \leq(1+\epsilon)^{2}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} . & \text { by Equation }(21.62)
\end{aligned}
$$

We define $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ to be a diagonal matrix formed by copying the $n \times n$ identity matrix $s$ times on $n$ diagonal blocks of $D_{3}$. Then it has $n s$ nonzero entries. Thus, $D_{3}$ also can be thought of as a matrix that has size $n^{2} \times n s$ and $D_{3}$ is uniquely determined by $S$.

Similarly as to the 2 nd dimension, for the 3 rd dimension, we can think of $(S A)_{3} S_{3}$ as follows,

$$
\begin{aligned}
(S A)_{3} S_{3} & =(A(S, I, I))_{3} S_{3} \\
& =\underbrace{A_{3}}_{n \times n^{2}} \cdot \underbrace{D_{3}}_{n^{2} \times n^{2}} \cdot \underbrace{S_{3}}_{n s \times s_{3}} \\
& =A_{3} \cdot\left[\begin{array}{llll}
c_{3,1} I_{n} & & \\
& c_{3,2} I_{n} & & \\
& & \ddots & \\
& & & c_{3, n} I_{n}
\end{array}\right] \cdot S_{3}
\end{aligned}
$$

$$
=\underbrace{A_{3}}_{n \times n^{2}} \cdot \underbrace{D_{3}}_{n^{2} \times n^{2}} \cdot \underbrace{S_{3}}_{n s \times s_{3}} \quad \text { by } D_{3} \text { can be thought of as having size } n^{2} \times n s
$$

where $I_{n}$ is an $n \times n$ identity matrix, $c_{3, i} \geq 0$ for each $i \in[n]$ and the number of nonzero $c_{3, i}$ is $s$.

Overall, we have proved that,

$$
\begin{equation*}
\min _{X_{2}, X_{3}}\left\|\left(S U^{*}\right) \otimes\left(A_{2} D_{2} S_{2} X_{2}\right) \otimes\left(A_{3} D_{3} S_{3} X_{3}\right)-S A\right\|_{F} \leq(1+\epsilon)^{2}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F}, \tag{21.63}
\end{equation*}
$$

where diagonal matrix $D_{2} \in \mathbb{R}^{n^{2} \times n^{2}}$ (with $n s$ nonzero entries) and $D_{3} \in \mathbb{R}^{n^{2} \times n^{2}}$ (with $n s$ nonzero entries) are uniquely determined by diagonal matrix $S \in \mathbb{R}^{n \times n}$ ( $s$ nonzero entries). Let $X_{2}^{\prime}$ and $X_{3}^{\prime}$ denote the optimal solution to the above problem (Equation (21.63)). Let $V^{\prime \prime}=\left(A_{2} D_{2} S_{2} X_{2}^{\prime}\right) \in \mathbb{R}^{n \times k}$ and $W^{\prime \prime}=\left(A_{3} D_{3} S_{3} X_{3}^{\prime}\right) \in \mathbb{R}^{n \times k}$. Then we have

$$
\left\|U^{*} \otimes V^{\prime \prime} \otimes W^{\prime \prime}-A\right\|_{v} \leq \sqrt{s} \alpha \beta \mathrm{OPT}
$$

We construct matrix $\widetilde{V} \in \mathbb{R}^{n \times s_{2} s_{3}}$ by copying matrix $(S A)_{2} S_{2} \in \mathbb{R}^{n \times s_{2}} s_{3}$ times,

$$
\tilde{V}=\left[\begin{array}{llll}
(S A)_{2} S_{2} & (S A)_{2} S_{2} & \cdots & (S A)_{2} S_{2} . \tag{21.64}
\end{array}\right]
$$

We construct matrix $\widetilde{W} \in \mathbb{R}^{n \times s_{2} s_{3}}$ by copying the $i$-th column of matrix $(S A)_{3} S_{3} \in \mathbb{R}^{n \times s_{3}}$ into $(i-1) s_{2}+1, \cdots, i s_{2}$ columns of $\widetilde{W}$,

$$
\widetilde{W}=\left[\begin{array}{llll}
\left((S A)_{3} S_{3}\right)_{1} \cdots\left((S A)_{3} S_{3}\right)_{1} & \left((S A)_{3} S_{3}\right)_{2} \cdots\left((S A)_{3} S_{3}\right)_{2} & \cdots & \left((S A)_{3} S_{3}\right)_{s_{3}} \cdots\left((S A)_{3} S_{3}\right)_{s_{3}} \cdot \tag{21.65}
\end{array}\right]
$$

Although we don't know $S$, we can guess all of the possibilities. For each possibility,
we can find a solution $\widetilde{U} \in \mathbb{R}^{n \times s_{2} s_{3}}$ to the following problem,

$$
\begin{aligned}
& \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{2}} \sum_{j=1}^{s_{3}} U_{(i-1) s_{3}+j} \otimes\left((S A)_{2} S_{2}\right)_{i} \otimes\left((S A)_{3} S_{3}\right)_{j}-A\right\|_{v} \\
= & \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{2}} \sum_{j=1}^{s_{3}} U_{(i-1) s_{3}+j} \cdot \operatorname{vec}\left(\left((S A)_{2} S_{2}\right)_{i} \otimes\left((S A)_{3} S_{3}\right)_{j}\right)-A_{1}\right\|_{v} \\
= & \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{2}} \sum_{j=1}^{s_{3}} U_{(i-1) s_{3}+j} \cdot\left(\widetilde{V}^{\top} \odot \widetilde{W}^{\top}\right)^{(i-1) s_{3}+j}-A_{1}\right\|_{v} \\
= & \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|U \cdot\left(\widetilde{V}^{\top} \odot \widetilde{W}^{\top}\right)-A_{1}\right\|_{v} \\
= & \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|U Z-A_{1}\right\|_{v} \\
= & \min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}} \sum_{i=1}^{s_{2} s_{3}}\left\|U^{i} Z-A_{1}^{i}\right\|_{2},
\end{aligned}
$$

where the first step follows by flattening the tensor along the 1 st dimension, $U_{(i-1) s_{3}+j}$ denotes the $(i-1) s_{3}+j$-th column of $U \in \mathbb{R}^{n \times s_{2} s_{3}}, A_{1} \in \mathbb{R}^{n \times n^{2}}$ denotes the matrix obtained by flattening tensor $A$ along the 1st dimension, the second step follows since $\widetilde{V}^{\top} \odot \widetilde{W}^{\top} \in \mathbb{R}^{s_{2} s_{3} \in n^{2}}$ is defined to be the matrix where the $(i-1) s_{3}+j$-th row is vectorization of $\left((S A)_{2} S_{2}\right)_{i} \otimes$ $\left((S A)_{3} S_{3}\right)_{j}$, the fourth step follows by defining $Z$ to be $\widetilde{V}^{\top} \odot \widetilde{W}^{\top}$, and the last step follows by definition of $\|\cdot\|_{v}$ norm. Thus, we obtain a multiple regression problem and it can be solved directly by using [CW13, NN13a].

Finally, we take the best $\widetilde{U}, \widetilde{V}, \widetilde{W}$ over all the guesses. The entire running time is dominated by the number of guesses, which is $n^{\operatorname{poly}(k)}$. This completes the proof.

Theorem 21.12.17. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=O\left(k^{2}\right)$. There exists an algorithm which takes $O(\mathrm{nnz}(A))+n \operatorname{poly}(k, \log n)$ time and outputs three

```
Algorithm \(21.37 \ell_{1}\)-Frobenius \(\left(\ell_{1}-\ell_{2}-\ell_{2}\right)\) Low-rank Approximation Algorithm, poly \((k, \log n)\)
approximation
    procedure L122TensorLowRankApprox \((A, n, k) \quad \triangleright\) Theorem 21.12.17
        \(\epsilon \leftarrow 0.1\).
        \(s \leftarrow \operatorname{poly}(k, \log n)\).
        Choose \(S \in \mathbb{R}^{s \times n}\) to be an MSketch. \(\triangleright\) Definition 21.12.5
        \(s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        \(t_{2} \leftarrow t_{3} \leftarrow \operatorname{poly}(k / \epsilon)\).
        \(r \leftarrow s_{2} s_{3}\).
        Choose sketching matrices \(S_{2} \in \mathbb{R}^{n s \times s_{2}}, S_{3} \in \mathbb{R}^{n s \times s_{3}}\).
        Choose sketching matrices \(T_{2} \in \mathbb{R}^{t_{2} \times n}, T_{3} \in \mathbb{R}^{t_{3} \times n}\).
        Compute \((S A)_{2} S_{2},(S A)_{3} S_{3}\).
        Compute \(T_{2}(S A)_{2} S_{2}, T_{3}(S A)_{3} S_{3}\).
        Form \(\widetilde{V} \in \mathbb{R}^{n \times r}\) by repeating \((S A)_{2} S_{2} s_{3}\) times according to Equation (21.74).
        Form \(\widetilde{W} \in \mathbb{R}^{n \times r}\) by repeating \((S A)_{3} S_{3} s_{2}\) times according to Equation (21.75).
        Form \(\bar{V} \in \mathbb{R}^{t_{2} \times r}\) by repeating \(T_{2}(S A)_{2} S_{2} s_{3}\) times according to Equation (21.72).
    Form \(\bar{W} \in \mathbb{R}^{t_{3} \times r}\) by repeating \(T_{3}(S A)_{3} S_{3} s_{2}\) times according to Equation (21.73).
    \(C \leftarrow A\left(I, T_{2}, T_{3}\right)\).
    Form objective function \(\min _{U \in \mathbb{R}^{n \times r}}\left\|U \cdot\left(\bar{V}^{\top} \odot \bar{W}^{\top}\right)-C_{1}\right\|_{F}\).
    Use linear regression solver to find a solution \(\widetilde{U}\).
    return \(\widetilde{U}, \widetilde{V}, \widetilde{W}\).
    end procedure
```

matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\|U \otimes V \otimes W-A\|_{v} \leq \operatorname{poly}(k, \log n) \min _{\text {rank }-k}\left\|A^{\prime} A^{\prime}-A\right\|_{v}
$$

holds with probability at least 9/10.

Proof. We define OPT as follows,

$$
\mathrm{OPT}=\min _{U, V, W \in \mathbb{R}^{n \times k}}\|U \otimes V \otimes W-A\|_{v}=\min _{U, V, W \in \mathbb{R}^{n \times k}}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{v} .
$$

Let $A_{1} \in \mathbb{R}^{n \times n^{2}}$ denote the matrix obtained by flattening tensor $A$ along the 1 st dimension. Let $U^{*} \in \mathbb{R}^{n \times k}$ denote the optimal solution. We fix $U^{*} \in \mathbb{R}^{n \times k}$, and consider the objective function,

$$
\begin{equation*}
\min _{V, W \in \mathbb{R}^{n \times k}}\left\|U^{*} \otimes V \otimes W-A\right\|_{v} \equiv \min _{V, W \in \mathbb{R}^{n \times k}}\left\|U^{*} \cdot\left(V^{\top} \odot W^{\top}\right)-A_{1}\right\|_{v}, \tag{21.66}
\end{equation*}
$$

which has cost at most OPT, and where $V^{\top} \odot W^{\top} \in \mathbb{R}^{k \times n^{2}}$ denotes the matrix for which the $i$-th row is a vectorization of $V_{i} \otimes W_{i}, \forall i \in[k]$. (Note that $V_{i} \in \mathbb{R}^{n}$ is the $i$-th column of matrix $V \in \mathbb{R}^{n \times k}$ ). Choose an (oblivious) MSketch $S \in \mathbb{R}^{s \times n}$ with $s=\operatorname{poly}(k, \log n)$ according to Definition 21.12.5. Using MSketch $S, w$ to sketch on the left of the objective function when $U^{*}$ is fixed (Equation (21.66)), we obtain a smaller problem,

$$
\begin{equation*}
\min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v} \equiv \min _{V, W \in \mathbb{R}^{n \times k}}\left\|S U^{*} \cdot\left(V^{\top} \odot W^{\top}\right)-S A_{1}\right\|_{v} \tag{21.67}
\end{equation*}
$$

Let $V^{\prime}, W^{\prime}$ denote the optimal solution to the above problem, i.e.,

$$
V^{\prime}, W^{\prime}=\underset{V, W \in \mathbb{R}^{n \times k}}{\arg \min }\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v}
$$

Then using properties (no dilation Lemma 21.12.13 and no contraction Lemma 21.12.14) of $S$, we have

$$
\left\|U^{*} \otimes V^{\prime} \otimes W^{\prime}-A\right\|_{v} \leq \alpha \mathrm{OPT}
$$

where $\alpha$ is an approximation ratio determined by $S$.
By definition of $\|\cdot\|_{v}$ and $\|\cdot\|_{2} \leq\|\cdot\|_{1} \leq \sqrt{\operatorname{dim}}\|\cdot\|_{2}$, we can rewrite Equation (21.67)
in the following way,

$$
\begin{align*}
& \left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{v} \\
= & \sum_{i=1}^{s}\left(\sum_{j=1}^{n} \sum_{l=1}^{n}\left(\left(\left(S U^{*}\right) \otimes V \otimes W\right)_{i, j, l}-(S A)_{i, j, l}\right)^{2}\right)^{\frac{1}{2}} \\
\leq & \sqrt{s}\left(\sum_{i=1}^{s} \sum_{j=1}^{n} \sum_{l=1}^{n}\left(\left(\left(S U^{*}\right) \otimes V \otimes W\right)_{i, j, l}-(S A)_{i, j, l}\right)^{2}\right)^{\frac{1}{2}} \\
= & \sqrt{s}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} \tag{21.68}
\end{align*}
$$

Using the properties of $S$ and Equation (21.68), for any $\beta \geq 1$, let $V^{\prime \prime}, W^{\prime \prime}$ denote a $\beta$ approximation solution of $\min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F}$, i.e.,

$$
\begin{equation*}
\left\|\left(S U^{*}\right) \otimes V^{\prime \prime} \otimes W^{\prime \prime}-S A\right\|_{F} \leq \beta \cdot \min _{V, W \in \mathbb{R}^{n \times k}}\left\|\left(S U^{*}\right) \otimes V \otimes W-S A\right\|_{F} \tag{21.69}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|U^{*} \otimes V^{\prime \prime} \otimes W^{\prime \prime}-A\right\|_{v} \leq \sqrt{s} \alpha \beta \cdot \mathrm{OPT} \tag{21.70}
\end{equation*}
$$

Let $\widehat{A}$ denote $S A$. Choose $S_{i} \in \mathbb{R}^{n s \times s_{i}}$ to be Gaussian matrix with $s_{i}=O(k / \epsilon)$, $\forall i\{2,3\}$. By a similar proof as in Theorem 21.12.16, we have if $X_{2}^{\prime}, X_{3}^{\prime}$ is a $\beta$-approximate solution to

$$
\min _{X_{2}, X_{3}}\left\|\left(S U^{*}\right) \otimes\left(\widehat{A}_{2} S_{2} X_{2}\right) \otimes\left(\widehat{A}_{3} S_{3} X_{3}\right)-S A\right\|_{F},
$$

then,

$$
\left\|U^{*} \otimes\left(\widehat{A}_{2} S_{2} X_{2}\right) \otimes\left(\widehat{A}_{3} S_{3} X_{3}\right)-A\right\|_{v} \leq \sqrt{s} \alpha \beta
$$

To reduce the size of the objective function from $\operatorname{poly}(n)$ to $\operatorname{poly}(k / \epsilon)$, we use perform an "input sparsity reduction" (in Lemma 21.4.3). Note that, we do not need to use this idea to optimize the running time in Theorem 21.12.16. The running time of Theorem 21.12.16 is dominated by guessing sampling and rescaling matrices. (That running time is $\gg \mathrm{nnz}(A)$.) Choose $T_{i} \in \mathbb{R}^{t_{i} \times n}$ to be a sparse subspace embedding matrix (CountSketch transform) with $t_{i}=\operatorname{poly}(k, 1 / \epsilon), \forall i \in\{2,3\}$. Applying the proof of Lemma 21.4.3 here, we obtain, if $X_{2}^{\prime}, X_{3}^{\prime}$ is a $\beta$-approximate solution to

$$
\min _{X_{2}, X_{3}}\left\|\left(S U^{*}\right) \otimes\left(T_{2}(S A)_{2} S_{2} X_{2}\right) \otimes\left(T_{3}(S A)_{3} S_{3} X_{3}\right)-S A\right\|_{F},
$$

then,

$$
\begin{equation*}
\left\|U^{*} \otimes\left((S A)_{2} S_{2} X_{2}\right) \otimes\left((S A)_{3} S_{3} X_{3}\right)-A\right\|_{v} \leq \sqrt{s} \alpha \beta . \tag{21.71}
\end{equation*}
$$

Similar to the bicriteria results in Section 21.4.4, Equation (21.71) indicates that we can construct a bicriteria solution by using two matrices $(S A)_{2} S_{2}$ and $(S A)_{3} S_{3}$. The next question is how to obtain the final results $\widehat{U}, \widehat{V}, \widehat{W}$. We first show how to obtain $\widehat{U}$. Then we show to construct $\widehat{V}$ and $\widehat{W}$.

To obtain $\widehat{U}$, we need to solve a regression problem related to two matrices $\bar{V}, \widehat{W}$ and a tensor $A\left(I, T_{2}, T_{3}\right)$. We construct matrix $\bar{V} \in \mathbb{R}^{t_{2} \times s_{2} s_{3}}$ by copying matrix $T_{2}(S A)_{2} S_{2} \in \mathbb{R}^{t_{2} \times s_{2}}$ $s_{3}$ times,

$$
\bar{V}=\left[\begin{array}{llll}
T_{2}(S A)_{2} S_{2} & T_{2}(S A)_{2} S_{2} & \cdots & T_{2}(S A)_{2} S_{2} \tag{21.72}
\end{array}\right] .
$$

We construct matrix $\bar{W} \in \mathbb{R}^{t_{3} \times s_{2} s_{3}}$ by copying the $i$-th column of matrix $T_{3}(S A)_{3} S_{3} \in \mathbb{R}^{t_{3} \times s_{3}}$ into $(i-1) s_{2}+1, \cdots, i s_{2}$ columns of $\bar{W}$,

$$
\bar{W}=\left[\begin{array}{llll}
F_{1} \cdots F_{1} & F_{2} \cdots F_{2} & \cdots & F_{s_{3}} \cdots F_{s_{3}} \tag{21.73}
\end{array}\right],
$$

where $F=T_{3}(S A)_{3} S_{3}$.
Thus, to obtain $\widetilde{U} \in \mathbb{R}^{s_{2} s_{3}}$, we just need to use a linear regression solver to solve a smaller problem,

$$
\min _{U \in \mathbb{R}^{s^{2} s_{3}}}\left\|U \cdot\left(\bar{V}^{\top} \odot \bar{W}^{\top}\right)-A\left(I, T_{2}, T_{3}\right)\right\|_{F},
$$

which can be solved in $O(\operatorname{nnz}(A))+n \operatorname{poly}(k, \log n)$ time. We will show how to obtain $\widetilde{V}$ and $\widetilde{W}$.

We construct matrix $\tilde{V} \in \mathbb{R}^{n \times s_{2} s_{3}}$ by copying matrix $(S A)_{2} S_{2} \in \mathbb{R}^{n \times s_{2}} s_{3}$ times,

$$
\tilde{V}=\left[\begin{array}{llll}
(S A)_{2} S_{2} & (S A)_{2} S_{2} & \cdots & (S A)_{2} S_{2} . \tag{21.74}
\end{array}\right]
$$

We construct matrix $\widetilde{W} \in \mathbb{R}^{n \times s_{2} s_{3}}$ by copying the $i$-th column of matrix $(S A)_{3} S_{3} \in \mathbb{R}^{n \times s_{3}}$ into $(i-1) s_{2}+1, \cdots, i s_{2}$ columns of $\widetilde{W}$,

$$
\widetilde{W}=\left[\begin{array}{llll}
F_{1} \cdots F_{1} & F_{2} \cdots F_{2} & \cdots & F_{s_{3}} \cdots F_{s_{3}} \tag{21.75}
\end{array}\right]
$$

where $F=(S A)_{3} S_{3}$.

### 21.12.3 $\ell_{1}-\ell_{1}-\ell_{2}$ norm

Section 21.12.3.1 presents some definitions and useful facts for the tensor $\ell_{1}-\ell_{1}-\ell_{2}$ norm. We provide some tools in Section 21.12.3.2. Section 21.12.3.3 presents a key idea which shows we are able to reduce the original problem to a new problem under entrywise $\ell_{1}$ norm. Section 21.12.3.4 presents several existence results. Finally, Section 21.12.3.6 introduces several algorithms with different tradeoffs.

### 21.12.3.1 Definitions

Definition 21.12.7. (Tensor $u$-norm) For an $n \times n \times n$ tensor $A$, we define the $u$-norm of $A$, denoted $\|A\|_{u}$, to be

$$
\left(\sum_{i=1}^{n} \sum_{j=1}^{n} M\left(\left\|A_{i, j, *}\right\|_{2}\right)\right)^{1 / p}
$$

where $A_{i, j, *}$ is the $(i, j)$-th tube of $A$, and $p$ is a parameter associated with the function $M()$, which defines a nice $M$-Estimator.

Definition 21.12.8. (Matrix $u$-norm) For an $n \times n$ matrix $A$, we define $u$-norm of $A$, denoted $\|A\|_{u}$, to be

$$
\left(\sum_{i=1}^{n} M\left(\left\|A_{i, *}\right\|_{2}\right)\right)^{1 / p}
$$

where $A_{i, *}$ is the $i$-th row of $A$, and $p$ is a parameter associated with the function $M()$, which defines a nice $M$-Estimator.

Fact 21.12.18. For $p=1$, for any two matrices $A$ and $B$, we have $\|A+B\|_{u} \leq\|A\|_{u}+\|B\|_{u}$. For any two tensors $A$ and $B$, we have $\|A+B\|_{u} \leq\|A\|_{u}+\|B\|_{u}$.

### 21.12.3.2 Projection via Gaussians

Definition 21.12.9. Let $p \geq 1$. Let $\ell_{p}^{g^{n-1}}$ be an infinite dimensional $\ell_{p}$ metric which consists of a coordinate for each vector $r$ in the unit sphere $\mathfrak{S}^{n-1}$. Define function $f: S^{n-1} \rightarrow \mathbb{R}$. The $\ell_{1}$-norm of any such $f$ is defined as follows:

$$
\|f\|_{1}=\left(\int_{r \in \delta^{n-1}}|f(r)|^{p} \mathrm{~d} r\right)^{1 / p}
$$

Claim 21.12.19. Let $f_{v}(r)=\langle v, r\rangle$. There exists a universal constant $\alpha_{p}$ such that

$$
\left\|f_{v}\right\|_{p}=\alpha_{p}\|v\|_{2}
$$

Proof. We have,

$$
\begin{aligned}
\left\|f_{v}\right\|_{p} & =\left(\int_{r \in \delta^{n-1}}|\langle v, r\rangle|^{p} \mathrm{~d} r\right)^{1 / p} \\
& =\left(\int_{\theta \in \delta^{n-1}}\|v\|_{2}^{p} \cdot|\cos \theta|^{p} \mathrm{~d} \theta\right)^{1 / p} \\
& =\|v\|_{2}\left(\int_{\theta \in \delta^{n-1}}|\cos \theta|^{p} \mathrm{~d} \theta\right)^{1 / p} \\
& =\alpha_{p}\|v\|_{2} .
\end{aligned}
$$

This completes the proof.
Lemma 21.12.20. Let $G \in \mathbb{R}^{k \times n}$ denote i.i.d. random Gaussian matrices with rescaling.
Then for any $v \in \mathbb{R}^{n}$, we have

$$
\operatorname{Pr}\left[(1-\epsilon)\|v\|_{2} \leq\|G v\|_{1} \leq(1+\epsilon)\|v\|_{2}\right] \geq 1-2^{-\Omega\left(k \epsilon^{2}\right)} .
$$

Proof. For each $i \in[k]$, we define $X_{i}=\left\langle v, g_{i}\right\rangle$, where $g_{i} \in \mathbb{R}^{n}$ is the $i$-th row of $G$. Then $X_{i}=\sum_{j=1}^{n} v_{j} g_{i, j}$ and $\mathbb{E}\left[\left|X_{i}\right|\right]=\alpha_{p}\|v\|_{2}$. Define $Y=\sum_{i=1}^{k}\left|X_{i}\right|$. We have $\mathbb{E}[Y]=k \alpha_{1}\|v\|_{2}=$ $k \alpha_{1}$.

We can show

$$
\begin{array}{rlr}
\operatorname{Pr}\left[Y \geq(1+\epsilon) \alpha_{1} k\right] & =\operatorname{Pr}\left[e^{s Y} \geq e^{s(1+\epsilon) \alpha_{1} k}\right] & \text { for all } s>0 \\
& \leq \mathbb{E}\left[e^{s Y}\right] / e^{s(1+\epsilon) \alpha_{1} k} & \text { by Markov's inequality } \\
& =e^{-s(1+\epsilon) \alpha_{1} k} \cdot \mathbb{E}\left[\prod_{i=1}^{k} e^{s\left|X_{i}\right|}\right] & \text { by } Y=\sum_{i=1}^{k}\left|X_{i}\right| \\
& =e^{-s(1+\epsilon) \alpha_{1} k} \cdot\left(\mathbb{E}\left[e^{s\left|X_{1}\right|}\right]\right)^{k} &
\end{array}
$$

It remains to bound $\mathbb{E}\left[e^{s\left|X_{1}\right|}\right]$. Since $X_{1} \sim \mathcal{N}(0,1)$, we have that $X_{1}$ has density function $e^{-t^{2} / 2}$. Thus, we have,

$$
\begin{array}{rlr}
\mathbb{E}\left[e^{s\left|X_{1}\right|}\right] & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{s|t|} \cdot e^{-t^{2} / 2} \mathrm{~d} t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{s^{2} / 2} \cdot e^{-(|t|-s)^{2} / 2} \mathrm{~d} t & \\
& =e^{s^{2} / 2}(\operatorname{erf}(s / \sqrt{2})+1) & \\
& \leq e^{s^{2} / 2}\left(\left(1-\exp \left(-2 s^{2} / \pi\right)\right)^{1 / 2}+1\right) & \text { by } 1-\exp \left(-4 x^{2} / \pi\right) \geq \operatorname{erf}(x)^{2} \\
& \leq e^{s^{2} / 2}(\sqrt{2 / \pi} s+1) . & \text { by } 1-e^{-x} \leq x
\end{array}
$$

Thus, we have

$$
\begin{aligned}
\operatorname{Pr}\left[Y \geq(1+\epsilon) \alpha_{1} k\right] & \leq e^{-s(1+\epsilon) k} e^{k s^{2} / 2}(1+s \sqrt{2 / \pi})^{k} \\
& =e^{-s(1+\epsilon) \alpha_{1} k} e^{k s^{2} / 2} e^{k \cdot \log (1+s \sqrt{2 / \pi})} \\
& \leq e^{-s(1+\epsilon) \alpha_{1} k+k s^{2} / 2+k \cdot s \sqrt{2 / \pi}}
\end{aligned}
$$

$$
\leq e^{-\Omega\left(k \epsilon^{2}\right)} . \quad \text { by } \alpha_{1} \geq \sqrt{2 / \pi} \text { and setting } s=\epsilon
$$

Lemma 21.12.21. For any $\epsilon \in(0,1)$, let $k=O\left(n / \epsilon^{2}\right)$. Let $G \in \mathbb{R}^{k \times n}$ denote i.i.d. random Gaussian matrices with rescaling. Then for any $v \in \mathbb{R}^{n}$, with probability at least $1-2^{-\Omega\left(n / \epsilon^{2}\right)}$, we have : for all $v \in \mathbb{R}^{n}$,

$$
(1-\epsilon)\|v\|_{2} \leq\|G v\|_{1} \leq(1+\epsilon)\|v\|_{2} .
$$

Proof. Let $\mathcal{S}$ denote $\left\{y \in \mathbb{R}^{n} \mid\|y\|_{2}=1\right\}$. We construct a $\gamma$-net so that for all $y \in \mathcal{S}$, there exists a vector $w \in \mathcal{N}$ for which $\|y-w\|_{2} \leq \gamma$. We set $\gamma=1 / 2$.

For any unit vector $y$, we can write

$$
y=y^{0}+y^{1}+y^{2}+\cdots
$$

where $\left\|y^{i}\right\|_{2} \leq 1 / 2^{i}$ and $y^{i}$ is a scalar multiple of a vector in $\mathcal{N}$. Thus, we have

$$
\begin{aligned}
\|G y\|_{1} & =\left\|G\left(y^{0}+y^{1}+y^{2}+\cdots\right)\right\|_{1} \\
& \leq \sum_{i=0}^{\infty}\left\|G y^{i}\right\|_{1} \\
& \leq \sum_{i=0}^{\infty}(1+\epsilon)\left\|y^{i}\right\|_{2} \\
& \leq \sum_{i=0}^{\infty}(1+\epsilon) \frac{1}{2^{i}} \\
& \leq 1+\Theta(\epsilon)
\end{aligned}
$$

Similarly, we can lower bound $\|G y\|_{1}$ by $1-\Theta(\epsilon)$. By Lemma 2.2 in [Woo14b], we know that for any $\gamma \in(0,1)$, there exists a $\gamma$-net $\mathcal{N}$ of $\mathcal{S}$ for which $|\mathcal{N}| \leq(1+4 / \gamma)^{n}$.

### 21.12.3.3 Reduction, projection to high dimension

Lemma 21.12.22. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, let $S \in \mathbb{R}^{n \times s}$ denote a Gaussian matrix with $s=O\left(n / \epsilon^{2}\right)$ columns. With probability at least $1-2^{-\Omega\left(n / \epsilon^{2}\right)}$, for any $U, V, W \in$
$\mathbb{R}^{n \times k}$, we have

$$
(1-\epsilon)\|U \otimes V \otimes W-A\|_{u} \leq\|(U \otimes V \otimes W) S-A S\|_{1} \leq(1+\epsilon)\|U \otimes V \otimes W-A\|_{u}
$$

Proof. By definition of the $\otimes$ product between matrices and • product between a tensor and a matrix, we have $(U \otimes V \otimes W) S=U \otimes V \otimes(S W) \in \mathbb{R}^{n \times n \times s}$. We use $A_{i, j, *} \in \mathbb{R}^{n}$ to denote the $(i, j)$-th tube (the column in the 3rd dimension) of tensor $A$. We first prove the upper bound,

$$
\begin{aligned}
\|(U \otimes V \otimes W) S-A S\|_{1} & =\sum_{i=1}^{n} \sum_{j=1}^{n}\left\|\left((U \otimes V \otimes W)_{i, j, *}-A_{i, j, *}\right) S\right\|_{1} \\
& \leq \sum_{i=1}^{n} \sum_{j=1}^{n}(1+\epsilon)\left\|(U \otimes V \otimes W)_{i, j, *}-A_{i, j, *}\right\|_{2} \\
& =(1+\epsilon)\|U \otimes V \otimes W-A\|_{u}
\end{aligned}
$$

where the first step follows by definition of tensor $\|\cdot\|_{u}$ norm, the second step follows by Lemma 21.12.21, and the last step follows by tensor entry-wise $\ell_{1}$ norm. Similarly, we can prove the lower bound,

$$
\begin{aligned}
\|(U \otimes V \otimes W) S-A S\|_{1} & \geq \sum_{i=1}^{n} \sum_{j=1}^{n}(1-\epsilon)\left\|(U \otimes V \otimes W)_{i, j, *}-A_{i, j, *}\right\|_{2} \\
& =(1-\epsilon)\|U \otimes V \otimes W-A\|_{u}
\end{aligned}
$$

This completes the proof.
Corollary 21.12 .23 . For any $\alpha \geq 1$, if $U^{\prime}, V^{\prime}, W^{\prime}$ satisfy

$$
\left\|\left(U^{\prime} \otimes V^{\prime} \otimes W^{\prime}-A\right) S\right\|_{1} \leq \gamma \min _{\text {rank }-k A_{k}}\left\|\left(A_{k}-A\right) S\right\|_{1}
$$

then

$$
\left\|U^{\prime} \otimes V^{\prime} \otimes W^{\prime}-A\right\|_{u} \leq \gamma \frac{1+\epsilon}{1-\epsilon} \min _{\operatorname{rank}-k}\left\|A_{k}-A\right\|_{u}
$$

Proof. Let $\widehat{U}, \widehat{V}, \widehat{W}$ denote the optimal solution to $\min _{\text {rank }-k A_{k}}\left\|\left(A_{k}-A\right) S\right\|_{1}$. Let $U^{*}, V^{*}, W^{*}$ denote the optimal solution to $\min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{u}$. Then,

$$
\begin{aligned}
\left\|U^{\prime} \otimes V^{\prime} \otimes W^{\prime}-A\right\|_{u} & \leq \frac{1}{1-\epsilon}\left\|\left(U^{\prime} \otimes V^{\prime} \otimes W^{\prime}-A\right) S\right\|_{1} \\
& \leq \gamma \frac{1}{1-\epsilon}\|(\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A) S\|_{1} \\
& \leq \gamma \frac{1}{1-\epsilon}\left\|\left(U^{*} \otimes V^{*} \otimes W^{*}-A\right) S\right\|_{1} \\
& \leq \gamma \frac{1+\epsilon}{1-\epsilon}\left\|U^{*} \otimes V^{*} \otimes W^{*}-A\right\|_{u}
\end{aligned}
$$

which completes the proof.

### 21.12.3.4 Existence results

Theorem 21.12.24 (Existence results). Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$ and a matrix $S \in \mathbb{R}^{n \times \bar{n}}$, let OPT denote $\min _{\mathrm{rank}-k} A_{k} \in \mathbb{R}^{n \times n \times n}\left\|\left(A_{k}-A\right) S\right\|_{1}$, let $\widehat{A}=A S \in \mathbb{R}^{n \times n \times \bar{n}}$. For any $k \geq 1$, there exist three matrices $S_{1} \in \mathbb{R}^{n \bar{n} \times s_{1}}, S_{2} \in \mathbb{R}^{n \bar{n} \times s_{2}}, S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$ such that

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\left(\widehat{A}_{1} S_{1} X_{1}\right) \otimes\left(\widehat{A}_{2} S_{2} X_{2}\right) \otimes\left(\widehat{A}_{3} S_{3} X_{3}\right)-\widehat{A}\right\|_{1} \leq \alpha \mathrm{OPT},
$$

or equivalently,

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\left(\left(\widehat{A}_{1} S_{1} X_{1}\right) \otimes\left(\widehat{A}_{2} S_{2} X_{2}\right) \otimes\left(A_{3} S_{3} X_{3}\right)-A\right) S\right\|_{1} \leq \alpha \mathrm{OPT},
$$

holds with probability 99/100.
(I). Using a dense Cauchy transform, $s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1.5}\right) \log ^{3} n$.
(II). Using a sparse Cauchy transform, $s_{1}=s_{2}=s_{3}=\widetilde{O}\left(k^{5}\right), \alpha=\widetilde{O}\left(k^{13.5}\right) \log ^{3} n$.
(III). Guessing Lewis weights, $s_{1}=s_{2}=s_{3}=\widetilde{O}(k), \alpha=\widetilde{O}\left(k^{1.5}\right)$.

Proof. We use OPT to denote the optimal cost,

$$
\mathrm{OPT}:=\min _{\text {rank }-k} A_{A_{k} \in \mathbb{R}^{n \times n \times n}}\left\|\left(A_{k}-A\right) S\right\|_{1} .
$$

We fix $V^{*} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$ to be the optimal solution to

$$
\min _{U, V, W}\|(U \otimes V \otimes W-A) S\|_{1} .
$$

We define $Z_{1} \in \mathbb{R}^{k \times n \bar{n}}$ to be the matrix where the $i$-th row is the vectorization of $V_{i}^{*} \otimes\left(S W_{i}^{*}\right)$. We define tensor

$$
\widehat{A}=A S \in \mathbb{R}^{n \times n \times \bar{n}}
$$

Then we also have $\widehat{A}=A(I, I, S)$ according to the definition of the $\cdot$ product between a tensor and a matrix.

Let $\widehat{A}_{1} \in \mathbb{R}^{n \times n \bar{n}}$ denote the matrix obtained by flattening tensor $\widehat{A}$ along the first direction. We can consider the following optimization problem,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-\widehat{A}_{1}\right\|_{1} .
$$

Choosing $S_{1}$ to be one of the following sketching matrices:
(I) a dense Cauchy transform,
(II) a sparse Cauchy transform,
(III) a sampling and rescaling diagonal matrix according to Lewis weights.

Let $\alpha_{S_{1}}$ denote the approximation ratio produced by the sketching matrix $S_{1}$. We use $S_{1} \in \mathbb{R}^{n \bar{n} \times s_{1}}$ to sketch on right of the above problem, and obtain the problem:

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-\widehat{A}_{1} S_{1}\right\|_{1}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(\widehat{A}_{1} S_{1}\right)^{i}\right\|_{1},
$$

where $U^{i}$ denotes the $i$-th row of matrix $U \in \mathbb{R}^{n \times k}$ and $\left(\widehat{A}_{1} S_{1}\right)^{i}$ denotes the $i$-th row of matrix $\widehat{A}_{1} S_{1}$. Instead of solving it under $\ell_{1}$-norm, we consider the $\ell_{2}$-norm relaxation,

$$
\min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1} S_{1}-\widehat{A}_{1} S_{1}\right\|_{F}^{2}=\min _{U \in \mathbb{R}^{n \times k}} \sum_{i=1}^{n}\left\|U^{i} Z_{1} S_{1}-\left(\widehat{A}_{1} S_{1}\right)^{i}\right\|_{2}^{2}
$$

Let $\widehat{U} \in \mathbb{R}^{n \times k}$ denote the optimal solution of the above optimization problem, so that $\widehat{U}=\widehat{A}_{1} S_{1}\left(Z_{1} S_{1}\right)^{\dagger}$. We plug $\widehat{U}$ into the objective function under the $\ell_{1}$-norm. By the property of sketching matrix $S_{1} \in \mathbb{R}^{n \bar{n} \times s_{1}}$, we have,

$$
\left\|\widehat{U} Z_{1}-\widehat{A}_{1}\right\|_{1} \leq \alpha_{S_{1}} \min _{U \in \mathbb{R}^{n \times k}}\left\|U Z_{1}-\widehat{A}_{1}\right\|_{1}=\alpha_{S_{1}} \mathrm{OPT}
$$

which implies that,

$$
\left\|\widehat{U} \otimes V^{*} \otimes\left(S W^{*}\right)-\widehat{A}\right\|_{1}=\left\|\left(\widehat{U} \otimes V^{*} \otimes W^{*}\right) S-\widehat{A}\right\|_{1} \leq \alpha_{S_{1}} \mathrm{OPT}
$$

In the second step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $W^{*} \in \mathbb{R}^{n \times k}$. Let $\widehat{A}_{2} \in \mathbb{R}^{n \times n \bar{n}}$ denote the matrix obtained by flattening tensor $\widehat{A} \in \mathbb{R}^{n \times n \times n}$ along the second direction. We choose a sketching matrix $S_{2} \in \mathbb{R}^{n \bar{n} \times s_{2}}$. Let $Z_{2}=\widehat{U}^{\top} \odot\left(S W^{*}\right)^{\top} \in \mathbb{R}^{k \times n \bar{n}}$ denote the matrix where the $i$-th row is the vectorization of $\widehat{U}_{i} \otimes\left(S W_{i}^{*}\right)$. Define $\widehat{V}=\widehat{A}_{2} S_{2}\left(Z_{2} S_{2}\right)^{\dagger}$. By the properties of sketching matrix $S_{2}$, we have

$$
\left\|\widehat{V} Z_{2}-\widehat{A}_{2}\right\|_{1} \leq \alpha_{S_{2}} \alpha_{S_{1}} \mathrm{OPT}
$$

In the third step, we fix $\widehat{U} \in \mathbb{R}^{n \times k}$ and $\widehat{V} \in \mathbb{R}^{n \times k}$. Let $\widehat{A}_{3} \in \mathbb{R}^{\bar{n} \times n^{2}}$ denote the matrix obtained by flattening tensor $\widehat{A} \in \mathbb{R}^{n \times n \times \bar{n}}$ along the third direction. We choose a sketching matrix $S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}$. Let $Z_{3} \in \mathbb{R}^{k \times n^{2}}$ denote the matrix where the $i$-th row is the vectorization of $\widehat{U}_{i} \otimes \widehat{V}_{i}$. Define $W^{\prime}=\widehat{A}_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \in \mathbb{R}^{\bar{n} \times k}$ and $\widehat{W}=A_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \in \mathbb{R}^{n \times k}$. Then we have,

$$
\begin{aligned}
W^{\prime} & =\widehat{A}_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \\
& =(A(I, I, S))_{3} S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \\
& =\left(S^{\top} A_{3}\right) S_{3}\left(Z_{3} S_{3}\right)^{\dagger} \\
& =S^{\top} \widehat{W}
\end{aligned}
$$

By properties of sketching matrix $S_{3}$, we have

$$
\left\|W^{\prime} Z_{3}-\widehat{A}_{3}\right\|_{1} \leq \alpha_{S_{3}} \alpha_{S_{2}} \alpha_{S_{1}} \mathrm{OPT} .
$$

Replacing $W^{\prime}$ by $S^{\top} \widehat{W}$, we obtain,

$$
\left\|W^{\prime} Z_{3}-\widehat{A}_{3}\right\|_{1}=\left\|S^{\top} \widehat{W} Z_{3}-\widehat{A}_{3}\right\|_{1}=\left\|S^{\top} \widehat{W} Z_{3}-S^{\top} A_{3}\right\|_{1}=\|(\widehat{U} \otimes \widehat{V} \otimes \widehat{W}-A) S\|_{1} .
$$

Thus, we have

$$
\min _{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}\left\|\left(\widehat{A}_{1} S_{1} X_{1}\right) \otimes\left(\widehat{A}_{2} S_{2} X_{2}\right) \otimes\left(\widehat{A}_{3} S_{3} X_{3}\right)-\widehat{A}\right\|_{1} \leq \alpha_{S_{1}} \alpha_{S_{2}} \alpha_{S_{3}} \mathrm{OPT} .
$$

### 21.12.3.5 Running time analysis

Fact 21.12.25. Given tensor $A \in \mathbb{R}^{n \times n \times n}$ and a matrix $B \in \mathbb{R}^{n \times d}$ with $d=O(n)$, let $A B$ denote an $n \times n \times d$ size tensor, For each $i \in[3]$, let $(A B)_{i}$ denote a matrix obtained by
flattening tensor $A B$ along the $i$-th dimension, then

$$
(A B)_{1} \in \mathbb{R}^{n \times n d},(A B)_{2} \in \mathbb{R}^{n \times n d},(A B)_{3} \in \mathbb{R}^{d \times n^{2}}
$$

For each $i \in[3]$, let $S_{i} \in \mathbb{R}^{n d \times s_{i}}$ denote a sparse Cauchy transform, $T_{i} \in \mathbb{R}^{t_{i} \times n}$. Then we have,
(I) If $T_{1}$ denotes a sparse Cauchy transform or a sampling and rescaling matrix according to the Lewis weights, $T_{1}(A B)_{1} S_{1}$ can be computed in $O(\mathrm{nnz}(A) d)$ time. Otherwise, it can be computed in $O\left(\mathrm{nnz}(A) d+n s_{1} t_{1}\right)$.
(II) If $T_{2}$ denotes a sparse Cauchy transform or a sampling and rescaling matrix according to the Lewis weights, $T_{2}(A B)_{2} S_{2}$ can be computed in $O(\mathrm{nnz}(A) d)$ time. Otherwise, it can be computed in $O\left(\mathrm{nnz}(A) d+n s_{2} t_{2}\right)$.
(III) If $T_{3}$ denotes a sparse Cauchy transform or a sampling and rescaling matrix according to the Lewis weights, $T_{3}(A B)_{3} S_{3}$ can be computed in $O(\mathrm{nnz}(A) d)$ time. Otherwise, it can be computed in $O\left(\mathrm{nnz}(A) d+d s_{3} t_{3}\right)$.

Proof. Part (I). Note that $T_{1}(A B)_{1} S_{1} \in \mathbb{R}^{t_{1} \times s_{1}}$ and $(A B)_{1} \in \mathbb{R}^{n \times n d}$, for each $i \in\left[t_{1}\right], j \in\left[s_{1}\right]$,

$$
\begin{aligned}
\left(T_{1}(A B)_{1} S_{1}\right)_{i, j} & =\sum_{x=1}^{n} \sum_{y^{\prime}=1}^{n d}\left(T_{1}\right)_{i, x}\left((A B)_{1}\right)_{x, y^{\prime}}\left(S_{1}\right)_{y^{\prime}, j} \\
& =\sum_{x=1}^{n} \sum_{y=1}^{n} \sum_{z=1}^{d}\left(T_{1}\right)_{i, x}\left((A B)_{1}\right)_{x,(y-1) d+z}\left(S_{1}\right)_{(y-1) d+z, j} \\
& =\sum_{x=1}^{n} \sum_{y=1}^{n} \sum_{z=1}^{d}\left(T_{1}\right)_{i, x}(A B)_{x, y, z}\left(S_{1}\right)_{(y-1) d+z, j} \\
& =\sum_{x=1}^{n} \sum_{y=1}^{n} \sum_{z=1}^{d}\left(T_{1}\right)_{i, x} \sum_{w=1}^{n}\left(A_{x, y, w} B_{w, z}\right)\left(S_{1}\right)_{(y-1) d+z, j} \\
& =\sum_{x=1}^{n} \sum_{y=1}^{n}\left(T_{1}\right)_{i, x} \sum_{w=1}^{n} A_{x, y, w} \sum_{z=1}^{d} B_{w, z}\left(S_{1}\right)_{(y-1) d+z, j}
\end{aligned}
$$

We look at a non-zero entry $A_{x, y, w}$ and the entry $B_{w, z}$. If $T_{1}$ denotes a sparse Cauchy transform or a sampling and rescaling matrix according to the Lewis weights, then there is at most one pair $(i, j)$ such that $\left(T_{1}\right)_{i, x} A_{x, y, w} B_{w, z}\left(S_{1}\right)_{(y-1) d+z, j}$ is non-zero. Therefore, computing $T_{1}(A B)_{1} S_{1}$ only needs $\mathrm{nnz}(A) d$ time. If $T_{1}$ is not in the above case, since $S_{1}$ is sparse, we can compute $(A B)_{1} S_{1}$ in $\mathrm{nnz}(A) d$ time by a similar argument. Then, we can compute $T_{1}(A B)_{1} S_{1}$ in $n t_{1} s_{1}$ time.

Part (II). It is as the same as Part (I).
Part (III). Note that $T_{3}(A B)_{3} S_{3} \in \mathbb{R}^{t_{3} \times s_{3}}$ and $(A B)_{3} \in \mathbb{R}^{d \times n^{2}}$. For each $i \in\left[t_{3}\right], j \in$
$\left[s_{3}\right]$,

$$
\begin{aligned}
\left(T_{3}(A B)_{3} S_{3}\right)_{i, j} & =\sum_{x=1}^{d} \sum_{y^{\prime}=1}^{n^{2}}\left(T_{3}\right)_{i, x}\left((A B)_{3}\right)_{x, y^{\prime}}\left(S_{3}\right)_{y^{\prime}, j} \\
& =\sum_{x=1}^{d} \sum_{y=1}^{n} \sum_{z=1}^{n}\left(T_{3}\right)_{i, x}\left((A B)_{3}\right)_{x,(y-1) n+z}\left(S_{3}\right)_{(y-1) n+z, j} \\
& =\sum_{x=1}^{d} \sum_{y=1}^{n} \sum_{z=1}^{n}\left(T_{3}\right)_{i, x}(A B)_{y, z, x}\left(S_{3}\right)_{(y-1) n+z, j} \\
& =\sum_{x=1}^{d} \sum_{y=1}^{n} \sum_{z=1}^{n}\left(T_{3}\right)_{i, x} \sum_{w=1}^{n} A_{y, z, w} B_{w, x}\left(S_{3}\right)_{(y-1) n+z, j}
\end{aligned}
$$

Similar to Part (I), if $T_{1}$ denotes a sparse Cauchy transform or a sampling and rescaling matrix according to the Lewis weights, computing $T_{3}(A B)_{3} S_{3}$ only needs nnz $(A) d$ time. Otherwise, it needs $d t_{3} s_{3}+\mathrm{nnz}(A) d$ running time.

### 21.12.3.6 Algorithms

Theorem 21.12.26. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $O(\mathrm{nnz}(A) n)+\widetilde{O}(n) \operatorname{poly}(k)+n 2^{\widetilde{O}\left(k^{2}\right)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{u} \leq \operatorname{poly}(k, \log n) \min _{\text {rank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{u}
$$

holds with probability at least 9/10.

Proof. We first choose a Gaussian matrix $S \in \mathbb{R}^{n \times \bar{n}}$ with $\bar{n}=O(n)$. By applying Corollary 21.12.23, we can reduce the original problem to a "generalized" $\ell_{1}$ low rank approximation

```
Algorithm \(21.38 \ell_{1}-\ell_{1}-\ell_{2}\)-Low Rank Approximation algorithm, input sparsity time
    procedure L112TensorLowRankApproxInputSparsity \((A, n, k)\)
    Theorem 21.12.26
        \(\bar{n} \leftarrow O(n)\).
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}\left(k^{5}\right)\).
        Choose \(S \in \mathbb{R}^{n \times \bar{n}}\) to be a Gaussian matrix.
        Choose \(S_{1} \in \mathbb{R}^{n \bar{n} \times s_{1}}\) to be a sparse Cauchy transform. \(\quad\) Part (II) of
    Theorem 21.12.24
            Choose \(S_{2} \in \mathbb{R}^{n \bar{n} \times s_{2}}\) to be a sparse Cauchy transform.
            Choose \(S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}\) to be a sparse Cauchy transform.
            Form \(\widehat{A}=A S\).
            Compute \(\widehat{A}_{1} S_{1}, \widehat{A}_{2} S_{2}\), and \(\widehat{A}_{3} S_{3}\)
            \(Y_{1}, Y_{2}, Y_{3}, C \leftarrow\) L1PolyKSizeREduction \(\left(\widehat{A}, \widehat{A}_{1} S_{1}, \widehat{A}_{2} S_{2}, \widehat{A}_{3} S_{3}, n, n, \bar{n}, s_{1}, s_{2}, s_{3}, k\right) \triangleright\)
    Algorithm 21.21
            Create \(s_{1} k+s_{2} k+s_{3} k\) variables for each entry of \(X_{1}, X_{2}, X_{3}\).
            Form objective function \(\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}^{2}\).
            Run polynomial system verifier.
            return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}, A_{3} S_{3} X_{3}\)
    end procedure
```

problem. Next, we use the existence results (Theorem 21.12.24) and polynomial in $k$ size reduction (Lemma 21.7.5). At the end, we relax the $\ell_{1}$-norm objective function to a Frobenius norm objective function (Fact 21.7.1).

Theorem 21.12.27. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, there exists an algorithm which takes $n^{\widetilde{O}(k)} 2^{\widetilde{O}\left(k^{3}\right)}$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times k}$ such that,

$$
\|U \otimes V \otimes W-A\|_{u} \leq O\left(k^{3 / 2}\right) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{u}
$$

holds with probability at least 9/10.

Proof. We first choose a Gaussian matrix $S \in \mathbb{R}^{n \times \bar{n}}$ with $\bar{n}=O(n)$. By applying Corollary 21.12.23, we can reduce the original problem to a "generalized" $\ell_{1}$ low rank approximation

```
Algorithm \(21.39 \ell_{1}-\ell_{1}-\ell_{2}\)-Low Rank Approximation Algorithm, \(\widetilde{O}\left(k^{2 / 3}\right)\)
    procedure L112TensorLowRankApproxK \((A, n, k) \quad \triangleright\) Theorem 21.12.27
        \(\bar{n} \leftarrow O(n)\).
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}(k)\).
        Choose \(S \in \mathbb{R}^{n \times \bar{n}}\) to be a Gaussian matrix.
        Guess a diagonal matrix \(S_{1} \in \mathbb{R}^{n \bar{n} \times s_{1}}\) with \(s_{1}\) nonzero entries. \(\triangleright\) Part (III) of
    Theorem 21.12.24
        Guess a diagonal matrix \(S_{2} \in \mathbb{R}^{n \bar{n} \times s_{2}}\) with \(s_{2}\) nonzero entries.
        Guess a diagonal matrix \(S_{3} \in \mathbb{R}^{n^{2} \times s_{3}}\) with \(s_{3}\) nonzero entries.
        Form \(\widehat{A}=A S\).
        Compute \(\widehat{A}_{1} S_{1}, \widehat{A}_{2} S_{2}\), and \(\widehat{A}_{3} S_{3}\)
        \(Y_{1}, Y_{2}, Y_{3}, C \leftarrow\) L1PoLYKSizeREDUCTION \(\left(\widehat{A}, \widehat{A}_{1} S_{1}, \widehat{A}_{2} S_{2}, \widehat{A}_{3} S_{3}, n, n, \bar{n}, s_{1}, s_{2}, s_{3}, k\right) \triangleright\)
    Algorithm 21.21
        Create \(s_{1} k+s_{2} k+s_{3} k\) variables for each entry of \(X_{1}, X_{2}, X_{3}\).
        Form objective function \(\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{1}\).
        Run polynomial system verifier.
        return \(A_{1} S_{1} X_{1}, A_{2} S_{2} X_{2}, A_{3} S_{3} X_{3}\)
    end procedure
```

problem. Next, we use the existence results (Theorem 21.12.24) and polynomial in $k$ size reduction (Lemma 21.7.5). At the end, we solve an entry-wise $\ell_{1}$ norm objective function directly.

Theorem 21.12.28. Given a 3 rd order tensor $A \in \mathbb{R}^{n \times n \times n}$, for any $k \geq 1$, let $r=\widetilde{O}\left(k^{2}\right)$. There is an algorithm which takes $O(\mathrm{nnz}(A) n)+\widetilde{O}(n) \operatorname{poly}(k)$ time and outputs three matrices $U, V, W \in \mathbb{R}^{n \times r}$ such that

$$
\|U \otimes V \otimes W-A\|_{u} \leq \operatorname{poly}(\log n, k) \min _{\text {rank }-k A_{k}}\left\|A_{k}-A\right\|_{u},
$$

holds with probability at least 9/10.

```
Algorithm \(21.40 \ell_{1}-\ell_{1}-\ell_{2}\)-Low Rank Approximation Algorithm, Bicriteria Algorithm
    procedure L112TensorLowRankApproxBicteriteria \((A, n, k)\)
    Theorem 21.12.28
        \(\bar{n} \leftarrow O(n)\).
        \(s_{2} \leftarrow s_{3} \leftarrow \widetilde{O}\left(k^{5}\right)\).
        \(t_{2} \leftarrow t_{3} \leftarrow \widetilde{O}(k)\).
        \(r \leftarrow s_{2} s_{3}\).
        Choose \(S \in \mathbb{R}^{n \times \bar{n}}\) to be a Gaussian matrix.
        Form \(\widehat{A}=A S \in \mathbb{R}^{n \times n \times \bar{n}}\).
        Choose a sketching matrix \(S_{2} \in \mathbb{R}^{n \bar{n} \times s_{2}}\) with \(s_{2}\) nonzero entries (Sparse Cauchy
    transform), for each \(i \in\{2,3\}\). \(\triangleright\) Part (II) of Theorem 21.12.24
        Choose a sampling and rescaling diagonal matrix \(D_{i}\) according to the Lewis weights
    of \(\widehat{A}_{i} S_{i}\) with \(t_{i}\) nonzero entries, for each \(i \in\{2,3\}\).
        Form \(\widehat{V} \in \mathbb{R}^{n \times r}\) by setting the \((i, j)\)-th column to be \(\left(\widehat{A}_{2} S_{2}\right)_{i}\).
        Form \(\widehat{W} \in \mathbb{R}^{n \times r}\) by setting the \((i, j)\)-th column to be \(\left(A_{3} S_{3}\right)_{j}\).
        Form matrix \(B \in \mathbb{R}^{r \times t_{2} t_{3}}\) by setting the \((i, j)\)-th column to be the vectorization of
    \(\left(T_{2} \widehat{A}_{2} S_{2}\right)_{i} \otimes\left(T_{3} \widehat{A}_{3} S_{3}\right)_{j}\).
        Solve \(\min _{U}\left\|U \cdot B-\left(\widehat{A}\left(I, T_{2}, T_{3}\right)\right)_{1}\right\|_{1}\).
        return \(\widehat{U}, \widehat{V}, \widehat{W}\)
    end procedure
```

Proof. We first choose a Gaussian matrix $S \in \mathbb{R}^{n \times \bar{n}}$ with $\bar{n}=O(n)$. By applying Corollary 21.12 .23 , we can reduce the original problem to a "generalized" $\ell_{1}$ low rank approximation problem. Next, we use the existence results (Theorem 21.12.24) and polynomial in $k$ size reduction (Lemma 21.7.5). At the end, we solve an entry-wise $\ell_{1}$ norm objective function directly.

### 21.13 Streaming Setting

One of the computation models which is closely related to the distributed model of computation is the streaming model. There is a growing line of work in the streaming model. Some problems are very fundamental in the streaming model such like Heavy Hitters [LNNT16, BCI ${ }^{+} 16$, BCIW16], and streaming numerical linear algebra problems [CW09]. Streaming low rank matrix approximation has been extensively studied by previous work like [CW09, KL11, GP14, Lib13, KLM ${ }^{+}$14a, BWZ16, SWZ17]. In this section, we show that there is a streaming algorithm which can compute a low rank tensor approximation.

In the following, we introduce the turnstile streaming model and the turnstile streaming tensor Frobenius norm low rank approximation problem. The following gives a formal definition of the computation model we study.

Definition 21.13.1 (Turnstile model). Initially, tensor $A \in \mathbb{R}^{n \times n \times n}$ is an all zero tensor. In the turnstile streaming model, there is a stream of update operations, and the $i^{\text {th }}$ update operation is in the form $\left(x_{i}, y_{i}, z_{i}, \delta_{i}\right)$ where $x_{i}, y_{i}, z_{i} \in[n]$, and $\delta_{i} \in \mathbb{R}$ has $O(\log n)$ bits. Each $\left(x_{i}, y_{i}, z_{i}, \delta_{i}\right)$ means that $A_{x_{i}, y_{i}, z_{i}}$ should be incremented by $\delta_{i}$. And each entry of $A$ has at most $O(\log n)$ bits at the end of the stream. An algorithm in this computation model is only allowed one pass over the stream. At the end of the stream, the algorithm stores a summary of $A$. The space complexity of the algorithm is the total number of words required to compute and store this summary while scanning the stream. Here, each word has at most $O(\log (n))$ bits.

The following is the formal definition of the problem.

Definition 21.13.2 (Turnstile model Frobenius norm rank- $k$ tensor approximation). Given tensor $A \in \mathbb{R}^{n \times n \times n}, k \in \mathbb{N}_{+}$and an error parameter $1>\epsilon>0$, the goal is to design an algorithm in the streaming model of Definition 21.13 .1 such that

1. Upon termination, the algorithm outputs three matrices $U^{*}, V^{*}, W^{*} \in \mathbb{R}^{n \times k}$.
2. $U^{*}, V^{*}, W^{*}$ satisft that

$$
\left\|\sum_{i=1}^{k} U_{i}^{*} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\operatorname{rank}-k}\left\|A^{\prime}-A\right\|_{F}^{2} .
$$

3. The space complexity of the algorithm is as small as possible.

Theorem 21.13.1. Suppose tensor $A \in \mathbb{R}^{n \times n \times n}$ is given in the turnstile streaming model (see Definition 21.13.1), there is an streaming algorithm (in Algorithm 21.41) which solves the problem in Definition 21.13.2 with constant success probability. In addition, the space complexity of the algorithm is poly $(k / \epsilon)+O(n k / \epsilon)$ words.

Proof. Correctness. Similar to the distributed protocol, the correctness of this streaming algorithm is also implied by Algorithm 21.2 and Algorithm 21.3 (Theorem 21.4.1.) Notice that at the end of the stream $V_{1}=A_{1} S_{1} \in \mathbb{R}^{n \times s_{1}}, V_{2}=A_{2} S_{2} \in \mathbb{R}^{n \times s_{2}}, V_{3}=A_{3} S_{3} \in$ $\mathbb{R}^{n \times s_{3}}, C=A\left(T_{1}, T_{2}, T_{3}\right) \in \mathbb{R}^{t_{1} \times t_{2} \times t_{3}}$. It also means that

$$
Y_{1}=T_{1} A_{1} S_{1}, Y_{2}=T_{2} A_{2} S_{2}, Y_{3}=T_{3} A_{3} S_{3} .
$$

According to line 26 of procedure TurnstileStreaming,

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1} \in \mathbb{R}^{s_{1} \times k}, X_{2} \in \mathbb{R}^{s_{2} \times k}, X_{3} \in \mathbb{R}^{s_{3} \times k}}{\arg \min }\left\|\sum_{j=1}^{k}\left(Y_{1} X_{1}\right)_{j} \otimes\left(Y_{2} X_{2}\right)_{j} \otimes\left(Y_{3} X_{3}\right)_{j}-C\right\|_{F}
$$

According to Lemma 21.4.3, we have

$$
\begin{aligned}
& \left\|\sum_{j=1}^{k}\left(Y_{1} X_{1}\right)_{j} \otimes\left(Y_{2} X_{2}\right)_{j} \otimes\left(Y_{3} X_{3}\right)_{j}-C\right\|_{F}^{2} \\
= & \left\|\sum_{j=1}^{k}\left(T_{1} A_{1} S_{1} X_{1}^{*}\right)_{j} \otimes\left(T_{2} A_{2} S_{2} X_{2}^{*}\right)_{j} \otimes\left(T_{3} A_{3} S_{3} X_{3}^{*}\right)_{j}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} \\
\leq & (1+O(\epsilon)) \min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{j=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{j} \otimes\left(A_{2} S_{2} X_{2}\right)_{j} \otimes\left(A_{3} Y_{3} X_{3}\right)_{j}-A\right\|_{F}^{2} \\
\leq & (1+O(\epsilon)) \min _{U, V, W}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F}^{2}
\end{aligned}
$$

where the last inequality follows by the proof of Theorem 21.4.1. By scaling a constant of $\epsilon$, we complete the proof of correctness.

Space complexity. Since $S_{1}, S_{2}, S_{3}$ are $w_{1}$-wise independent, and $T_{1}, T_{2}, T_{3}$ are $w_{2^{-}}$ wise independent, the space needed to construct these sketching matrices in line 3 and line 5 of procedure TurnstileStreaming is $O\left(w_{1}+w_{2}\right)$ words, where $w_{1}=O(k), w_{2}=O(1)$ (see [KVW14, CW13, Woo14b, KN14]). The cost to maintain $V_{1}, V_{2}, V_{3}$ is $O(n k / \epsilon)$ words, and the cost to maintain $C$ is $\operatorname{poly}(k / \epsilon)$ words.

Notice that, since each entry of $A$ has at most $O(\log (s n))$ bits, each entry of $Y_{1}, Y_{2}, Y_{3}, C$ has at most $O(\log (s n))$ bits. Due to Theorem 21.15.2, each entry of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ has at most $O(\log (s n))$ bits, and the sizes of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ are poly $(k / \epsilon)$ words. Thus the space cost in line 26 is $\operatorname{poly}(k / \epsilon)$ words.

The total space cost is $\operatorname{poly}(k / \epsilon)+O(n k / \epsilon)$ words.

Remark 21.13.1. In the Algorithm 21.41, for each update operation, we need $O(k / \epsilon)$ time to maintain matrices $V_{1}, V_{2}, V_{3}$, and we need $\operatorname{poly}(k / \epsilon)$ time to maintain tensor $C$. Thus the

```
Algorithm 21.41 Turnstile Frobenius Norm Low Rank Approximation Algorithm
    procedure TurnstileStreaming \((k, \mathcal{S})\)
        \(s_{1} \leftarrow s_{2} \leftarrow s_{3} \leftarrow O(k / \epsilon)\).
        Construct sketching matrices \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}, \forall i \in\) [3] where entries of \(S_{1}, S_{2}, S_{3}\) are
    \(w_{1}\)-wise independent random \(N\left(0,1 / s_{i}\right)\) Gaussian variables.
            \(t_{1} \leftarrow t_{2} \leftarrow t_{3} \leftarrow \operatorname{poly}(k / \epsilon)\).
            Construct sparse embedding matrices \(T_{i} \in \mathbb{R}^{t_{i} \times n}, \forall i \in[3]\) where entries are \(w_{2}\)-wise
    independent.
        Initialize matrices:
        \(V_{i} \leftarrow\{0\}^{n \times s_{i}}, \forall i \in[3]\).
        \(C \leftarrow\{0\}^{t_{1} \times t_{2} \times t_{3}}\)
        for \(i \in[l]\) do
            Receive update operation \(\left(x_{i}, y_{i}, z_{i}, \delta_{i}\right)\) from the data stream \(\mathcal{S}\).
            for \(r=1 \rightarrow s_{1}\) do
                \(\left(V_{1}\right)_{x_{i}, r} \leftarrow\left(V_{1}\right)_{x_{i}, r}+\delta_{i} \cdot\left(S_{1}\right)_{\left(y_{i}-1\right) n+z_{i}, r}\).
            end for
            for \(r=1 \rightarrow s_{2}\) do
                \(\left(V_{2}\right)_{y_{i}, r} \leftarrow\left(V_{2}\right)_{y_{i}, r}+\delta_{i} \cdot\left(S_{2}\right)_{\left(z_{i}-1\right) n+x_{i}, r}\).
            end for
            for \(r=1 \rightarrow s_{3}\) do
                \(\left(V_{3}\right)_{z_{i}, r} \leftarrow\left(V_{3}\right)_{z_{i}, r}+\delta_{i} \cdot\left(S_{3}\right)_{\left(x_{i}-1\right) n+y_{i}, r}\).
            end for
            for \(r=1 \rightarrow t_{1}, p=1 \rightarrow t_{2}, q=1 \rightarrow t_{3}\) do
                \(C_{r, p, q} \leftarrow C_{r, p, q}+\delta_{i} \cdot\left(T_{1}\right)_{r, x_{i}}\left(T_{2}\right)_{p, y_{i}}\left(T_{3}\right)_{q, z_{i}}\).
            end for
        end for
        Compute \(Y_{1} \leftarrow T_{1} V_{1}, Y_{2} \leftarrow T_{2} V_{2}, Y_{3} \leftarrow T_{3} V_{3}\).
        Compute \(X_{i}^{*} \in \mathbb{R}^{s_{i} \times k}, \forall i \in[3]\) by solving
            \(\min _{X_{1}, X_{2}, X_{3}}\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}\)
        Compute \(U^{*} \leftarrow V_{1} X_{1}^{*}, V^{*} \leftarrow V_{2} X_{2}^{*}, W^{*} \leftarrow V_{3} X_{3}^{*}\).
        return \(U^{*}, V^{*}, W^{*}\)
    end procedure
```

update time is $\operatorname{poly}(k / \epsilon)$. At the end of the stream, the time to compute

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1}, X_{2}, X_{3} \in \mathbb{R}^{O(k / \epsilon) \times k}}{\arg \min }\left\|\sum_{j=1}^{k}\left(Y_{1} X_{1}\right)_{j} \otimes\left(Y_{2} X_{2}\right)_{j} \otimes\left(Y_{3} X_{3}\right)_{j}-C\right\|_{F}
$$

is exponential in poly $(k / \epsilon)$ running time since it should use a polynomial system solver. Instead of computing the rank- $k$ solution, we can solve the following:

$$
\alpha^{*}=\underset{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}{\arg \min }\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{F}
$$

which will then give

$$
\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l}^{*} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}
$$

to be a rank- $O\left(k^{3} / \epsilon^{3}\right)$ bicriteria solution.
Further, similar to Theorem 21.4.8, we can solve

$$
\min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} U_{i+s_{1}(j-1)} \otimes\left(Y_{2}\right)_{i} \otimes\left(Y_{3}\right)_{j}-C\right\|_{F}
$$

where $C=\sum_{i} A_{i}\left(I, T_{2}, T_{3}\right)$. Thus, we can obtain a rank- $O\left(k^{2} / \epsilon^{2}\right)$ in polynomial time.
Remark 21.13.2. If we choose $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$ to be random Cauchy matrices, then we are able to apply the entry-wise $\ell_{1}$ norm low rank tensor approximation algorithm (see Theorem 21.7.14) in turnstile model.

### 21.14 Distributed Setting

Input data to large-scale machine learning and data mining tasks may be distributed across different machines. The communication cost becomes the major bottleneck of distributed protocols, and so there is a growing body of work on low rank matrix approximations in the distributed model [TD99, QOSG02, BCL05, BRB08, MBZ10, FEGK13, PMvdG ${ }^{+}$13, KVW14, BKLW14, BLS ${ }^{+}$16a, BWZ16, WZ16, SWZ17] and also many other machine learning problems such as clustering, boosting, and column subset selection [BBLM14, BLG ${ }^{+} 15$, ABW17]. Thus, it is natural to ask whether our algorithm can be applied in the distributed setting. This section will discuss the distributed Frobenius norm low rank tensor approximation protocol in the so-called arbitrary-partition model (see, e.g. [KVW14, BWZ16]).

In the following, we extend the definition of the arbitrary-partition model [KVW14] to fit our tensor setting.

Definition 21.14.1 (Arbitrary-partition model [KVW14]). There are $s$ machines, and the $i^{\text {th }}$ machine holds a tensor $A_{i} \in \mathbb{R}^{n \times n \times n}$ as its local data tensor. The global data tensor is implicit and is denoted as $A=\sum_{i=1}^{s} A_{i}$. Then, we say that $A$ is arbitrarily partitioned into $s$ matrices distributed in the $s$ machines. In addition, there is also a coordinator. In this model, the communication is only allowed between the machines and the coordinator. The total communication cost is the total number of words delivered between machines and the coordinator. Each word has $O(\log (s n))$ bits.

Now, let us introduce the distributed Frobenius norm low rank tensor approximation problem in the arbitrary partition model:

Definition 21.14.2 (Arbitrary-partition model Frobenius norm rank- $k$ tensor approximation). Tensor $A \in \mathbb{R}^{n \times n \times n}$ is arbitrarily partitioned into $s$ matrices $A_{1}, A_{2}, \cdots, A_{s}$ distributed in $s$ machines respectively, and $\forall i \in[s]$, each entry of $A_{i}$ is at most $O(\log (s n))$ bits. Given tensor $A, k \in \mathbb{N}_{+}$and an error parameter $0<\epsilon<1$, the goal is to find a distributed protocol in the model of Definition 21.15.1 such that

1. Upon termination, the protocol leaves three matrices $U^{*}, V^{*}, W^{*} \in \mathbb{R}^{n \times k}$ on the coordinator.
2. $U^{*}, V^{*}, W^{*}$ satisfies that

$$
\left\|\sum_{i=1}^{k} U_{i}^{*} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon)_{\operatorname{rank}-k} \min _{A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2}
$$

3. The communication cost is as small as possible.

Theorem 21.14.1. Suppose tensor $A \in \mathbb{R}^{n \times n \times n}$ is distributed in the arbitrary partition model (See Definition 21.15.1). There is a protocol( in Algorithm 21.43) which solves the problem in Definition 21.15.2 with constant success probability. In addition, the communication complexity of the protocol is $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words.

Proof. Correctness. The correctness is implied by Algorithm 21.2 and Algorithm 21.3 (Theorem 21.4.1.) Notice that $A_{1}=\sum_{i=1}^{s} A_{i, 1}, A_{2}=\sum_{i=1}^{s} A_{i, 2}, A_{3}=\sum_{i=1}^{s} A_{i, 3}$, which means that

$$
Y_{1}=T_{1} A_{1} S_{1}, Y_{2}=T_{2} A_{2} S_{2}, Y_{3}=T_{3} A_{3} S_{3}
$$

and

$$
C=A\left(T_{1}, T_{2}, T_{3}\right)
$$

According to line 23,

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1}, X_{2}, X_{3}}{\arg \min }\left\|\sum_{j=1}^{k}\left(Y_{1} X_{1}\right)_{j} \otimes\left(Y_{2} X_{2}\right)_{j} \otimes\left(Y_{3} X_{3}\right)_{j}-C\right\|_{F}
$$

According to Lemma 21.4.3, we have

$$
\begin{aligned}
& \left\|\sum_{j=1}^{k}\left(T_{1} A_{1} S_{1} X_{1}^{*}\right)_{j} \otimes\left(T_{2} A_{2} S_{2} X_{2}^{*}\right)_{j} \otimes\left(T_{3} A_{3} S_{3} X_{3}^{*}\right)_{j}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} \\
\leq & (1+O(\epsilon))_{X_{1}, X_{2}, X_{3}} \min _{F}\left\|\sum_{j=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{j} \otimes\left(A_{2} S_{2} X_{2}\right)_{j} \otimes\left(A_{3} Y_{3} X_{3}\right)_{j}-A\right\|_{F}^{2} \\
\leq & (1+O(\epsilon)) \min _{U, V, W}\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A\right\|_{F}^{2},
\end{aligned}
$$

where the last inequality follows by the proof of Theorem 21.4.1. By scaling a constant of $\epsilon$, we complete the proof of correctness.

Communication complexity. Since $S_{1}, S_{2}, S_{3}$ are $w_{1}$-wise independent, and $T_{1}, T_{2}, T_{3}$ are $w_{2}$-wise independent, the communication cost of sending random seeds in line 5 is $O\left(s\left(w_{1}+w_{2}\right)\right)$ words, where $w_{1}=O(k), w_{2}=O(1)$ (see [KVW14, CW13, Woo14b, KN14]). The communication cost in line 18 is $s \cdot \operatorname{poly}(k / \epsilon)$ words due to $T_{1} A_{i, 1} S_{1}, T_{2} A_{i, 2} S_{2}, T_{3} A_{i, 3} S_{3} \in$ $\mathbb{R}^{\text {poly }(k / \epsilon) \times O(k / \epsilon)}$ and $C_{i}=A_{i}\left(T_{1}, T_{2}, T_{3}\right) \in \mathbb{R}^{\operatorname{poly}(k / \epsilon) \times \operatorname{poly}(k / \epsilon) \times \operatorname{poly}(k / \epsilon)}$.

Notice that, since $\forall i \in[s]$ each entry of $A_{i}$ has at most $O(\log (s n))$ bits, each entry of $Y_{1}, Y_{2}, Y_{3}, C$ has at most $O(\log (s n))$ bits. Due to Theorem 21.15.2, each entry of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ has at most $O(\log (s n))$ bits, and the sizes of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ are poly $(k / \epsilon)$ words. Thus the communication cost in line 24 is $s \cdot \operatorname{poly}(k / \epsilon)$ words.

Finally, since $\forall i \in[s], U_{i}^{*}, V_{i}^{*}, W_{i}^{*} \in \mathbb{R}^{n \times k}$, the communication here is at most $O(s k n)$ words. The total communication cost is $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words.

Remark 21.14.1. If we slightly change the goal in Definition 21.15 .2 to the following: the coordinator does not need to output $U^{*}, V^{*}, W^{*}$, but each machine $i$ holds $U_{i}^{*}, V_{i}^{*}, W_{i}^{*}$ such that $U^{*}=\sum_{i=1}^{s} U_{i}^{*}, V^{*}=\sum_{i=1}^{s} V_{i}^{*}, W^{*}=\sum_{i=1}^{s} W_{i}^{*}$, then the protocol shown in Algorithm 21.43 does not have to do the line 28 . Thus the total communication cost is at most $s \cdot \operatorname{poly}(k / \epsilon)$ words in this setting.

Remark 21.14.2. Algorithm 21.43 needs exponential in poly $(k / \epsilon)$ running time since it solves a polynomial solver in line 23. Instead of solving line 23, we can solve the following optimization problem:

$$
\alpha^{*}=\underset{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}{\arg \min _{\|}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{F}
$$

Since it is actually a regression problem, it only takes polynomial running time to get $\alpha^{*}$. And according to Lemma 21.4.5,

$$
\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l}^{*} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}
$$

gives a rank- $O\left(k^{3} / \epsilon^{3}\right)$ bicriteria solution.
Further, similar to Theorem 21.4.8, we can solve

$$
\min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} U_{i+s_{1}(j-1)} \otimes\left(Y_{2}\right)_{i} \otimes\left(Y_{3}\right)_{j}-C\right\|_{F},
$$

where $C=\sum_{i} A_{i}\left(I, T_{2}, T_{3}\right)$. Thus, we can obtain a rank- $O\left(k^{2} / \epsilon^{2}\right)$ in polynomial time.
Remark 21.14.3. If we select sketching matrices $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$ to be random Cauchy matrices, then we are able to compute distributed entry-wise $\ell_{1}$ norm rank- $k$ tensor approximation (see Theorem 21.7.14). The communication cost is still $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words. If we only require a bicriteria solution, then it only needs polynomial running time.

Using similar techniques as in the proof of Theorem 21.4.44, we can obtain:

Theorem 21.14.2. Let $\max _{i}\left\{t_{i}, d_{i}\right\} \leq n$. Given a $t_{1} \times t_{2} \times t_{3}$ tensor $A$ and three matrices: a $t_{1} \times d_{1}$ matrix $T_{1}$, a $t_{2} \times d_{2}$ matrix $T_{2}$, and a $t_{3} \times d_{3}$ matrix $T_{3}$. For any $\delta>0$, if there exists a solution to

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}:=\mathrm{OPT}
$$

and each entry of $X_{i}$ can be expressed using $O(\log n)$ bits, then there exists an algorithm that takes $\operatorname{poly}(\log n) \cdot 2^{O\left(d_{1} k+d_{2} k+d_{3} k\right)}$ time and outputs three matrices: $\widehat{X}_{1}, \widehat{X}_{2}$, and $\widehat{X}_{3}$ such that $\left\|\left(T_{1} \widehat{X}_{1}\right) \otimes\left(T_{2} \widehat{X}_{2}\right) \otimes\left(T_{3} \widehat{X}_{3}\right)-A\right\|_{F}^{2}=\mathrm{OPT}$.

### 21.15 Distributed Setting

Input data to large-scale machine learning and data mining tasks may be distributed across different machines. The communication cost becomes the major bottleneck of distributed protocols, and so there is a growing body of work on low rank matrix approximations in the distributed model [TD99, QOSG02, BCL05, BRB08, MBZ10, FEGK13, PMvdG ${ }^{+}$13, KVW14, BKLW14, BLS ${ }^{+}$16a, BWZ16, WZ16, SWZ17] and also many other machine learning problems such as clustering, boosting, and column subset selection [BBLM14, BLG ${ }^{+} 15$, ABW17]. Thus, it is natural to ask whether our algorithm can be applied in the distributed setting. This section will discuss the distributed Frobenius norm low rank tensor approximation protocol in the so-called arbitrary-partition model (see, e.g. [KVW14, BWZ16]).

In the following, we extend the definition of the arbitrary-partition model [KVW14] to fit our tensor setting.

Definition 21.15.1 (Arbitrary-partition model [KVW14]). There are $s$ machines, and the $i^{\text {th }}$ machine holds a tensor $A_{i} \in \mathbb{R}^{n \times n \times n}$ as its local data tensor. The global data tensor is implicit and is denoted as $A=\sum_{i=1}^{s} A_{i}$. Then, we say that $A$ is arbitrarily partitioned into $s$ matrices distributed in the $s$ machines. In addition, there is also a coordinator. In this model, the communication is only allowed between the machines and the coordinator. The total communication cost is the total number of words delivered between machines and the coordinator. Each word has $O(\log (s n))$ bits.

Now, let us introduce the distributed Frobenius norm low rank tensor approximation problem in the arbitrary partition model:

Definition 21.15.2 (Arbitrary-partition model Frobenius norm rank- $k$ tensor approximation). Tensor $A \in \mathbb{R}^{n \times n \times n}$ is arbitrarily partitioned into $s$ matrices $A_{1}, A_{2}, \cdots, A_{s}$ distributed in $s$ machines respectively, and $\forall i \in[s]$, each entry of $A_{i}$ is at most $O(\log (s n))$ bits. Given tensor $A, k \in \mathbb{N}_{+}$and an error parameter $0<\epsilon<1$, the goal is to find a distributed protocol in the model of Definition 21.15.1 such that

1. Upon termination, the protocol leaves three matrices $U^{*}, V^{*}, W^{*} \in \mathbb{R}^{n \times k}$ on the coordinator.
2. $U^{*}, V^{*}, W^{*}$ satisfies that

$$
\left\|\sum_{i=1}^{k} U_{i}^{*} \otimes V_{i}^{*} \otimes W_{i}^{*}-A\right\|_{F}^{2} \leq(1+\epsilon) \min _{\operatorname{rank}-k A^{\prime}}\left\|A^{\prime}-A\right\|_{F}^{2} .
$$

3. The communication cost is as small as possible.

Theorem 21.15.1. Suppose tensor $A \in \mathbb{R}^{n \times n \times n}$ is distributed in the arbitrary partition model (See Definition 21.15.1). There is a protocol( in Algorithm 21.43) which solves the problem in Definition 21.15.2 with constant success probability. In addition, the communication complexity of the protocol is $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words.

Proof. Correctness. The correctness is implied by Algorithm 21.2 and Algorithm 21.3 (Theorem 21.4.1.) Notice that $A_{1}=\sum_{i=1}^{s} A_{i, 1}, A_{2}=\sum_{i=1}^{s} A_{i, 2}, A_{3}=\sum_{i=1}^{s} A_{i, 3}$, which means that

$$
Y_{1}=T_{1} A_{1} S_{1}, Y_{2}=T_{2} A_{2} S_{2}, Y_{3}=T_{3} A_{3} S_{3}
$$

and

$$
C=A\left(T_{1}, T_{2}, T_{3}\right)
$$

According to line 23,

$$
X_{1}^{*}, X_{2}^{*}, X_{3}^{*}=\underset{X_{1}, X_{2}, X_{3}}{\arg \min }\left\|\sum_{j=1}^{k}\left(Y_{1} X_{1}\right)_{j} \otimes\left(Y_{2} X_{2}\right)_{j} \otimes\left(Y_{3} X_{3}\right)_{j}-C\right\|_{F}
$$

According to Lemma 21.4.3, we have

$$
\begin{aligned}
& \quad\left\|\sum_{j=1}^{k}\left(T_{1} A_{1} S_{1} X_{1}^{*}\right)_{j} \otimes\left(T_{2} A_{2} S_{2} X_{2}^{*}\right)_{j} \otimes\left(T_{3} A_{3} S_{3} X_{3}^{*}\right)_{j}-A\left(T_{1}, T_{2}, T_{3}\right)\right\|_{F}^{2} \\
& \leq(1+O(\epsilon))_{X_{1}, X_{2}, X_{3}} \min _{j=1}\left\|\sum_{j=1}^{k}\left(A_{1} S_{1} X_{1}\right)_{j} \otimes\left(A_{2} S_{2} X_{2}\right)_{j} \otimes\left(A_{3} Y_{3} X_{3}\right)_{j}-A\right\|_{F}^{2} \\
& \leq(1+O(\epsilon))_{U, V, W} \| \sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}-A
\end{aligned}
$$

where the last inequality follows by the proof of Theorem 21.4.1. By scaling a constant of $\epsilon$, we complete the proof of correctness.

Communication complexity. Since $S_{1}, S_{2}, S_{3}$ are $w_{1}$-wise independent, and $T_{1}, T_{2}, T_{3}$ are $w_{2}$-wise independent, the communication cost of sending random seeds in line 5 is $O\left(s\left(w_{1}+w_{2}\right)\right)$ words, where $w_{1}=O(k), w_{2}=O(1)$ (see [KVW14, CW13, Woo14b, KN14]). The communication cost in line 18 is $s \cdot \operatorname{poly}(k / \epsilon)$ words due to $T_{1} A_{i, 1} S_{1}, T_{2} A_{i, 2} S_{2}, T_{3} A_{i, 3} S_{3} \in$ $\mathbb{R}^{\text {poly }(k / \epsilon) \times O(k / \epsilon)}$ and $C_{i}=A_{i}\left(T_{1}, T_{2}, T_{3}\right) \in \mathbb{R}^{\text {poly }(k / \epsilon) \times \operatorname{poly}(k / \epsilon) \times \operatorname{poly}(k / \epsilon)}$.

Notice that, since $\forall i \in[s]$ each entry of $A_{i}$ has at most $O(\log (s n))$ bits, each entry of $Y_{1}, Y_{2}, Y_{3}, C$ has at most $O(\log (s n))$ bits. Due to Theorem 21.15.2, each entry of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ has at most $O(\log (s n))$ bits, and the sizes of $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ are poly $(k / \epsilon)$ words. Thus the communication cost in line 24 is $s \cdot \operatorname{poly}(k / \epsilon)$ words.

Finally, since $\forall i \in[s], U_{i}^{*}, V_{i}^{*}, W_{i}^{*} \in \mathbb{R}^{n \times k}$, the communication here is at most $O(s k n)$ words. The total communication cost is $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words.

Remark 21.15.1. If we slightly change the goal in Definition 21.15 .2 to the following: the coordinator does not need to output $U^{*}, V^{*}, W^{*}$, but each machine $i$ holds $U_{i}^{*}, V_{i}^{*}, W_{i}^{*}$ such that $U^{*}=\sum_{i=1}^{s} U_{i}^{*}, V^{*}=\sum_{i=1}^{s} V_{i}^{*}, W^{*}=\sum_{i=1}^{s} W_{i}^{*}$, then the protocol shown in Algorithm 21.43 does not have to do the line 28 . Thus the total communication cost is at most $s \cdot \operatorname{poly}(k / \epsilon)$ words in this setting.

Remark 21.15.2. Algorithm 21.43 needs exponential in poly $(k / \epsilon)$ running time since it solves a polynomial solver in line 23. Instead of solving line 23, we can solve the following opti-
mization problem:

$$
\alpha^{*}=\underset{\alpha \in \mathbb{R}^{s_{1} \times s_{2} \times s_{3}}}{\arg \min }\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}-C\right\|_{F} .
$$

Since it is actually a regression problem, it only takes polynomial running time to get $\alpha^{*}$. And according to Lemma 21.4.5,

$$
\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} \sum_{l=1}^{s_{3}} \alpha_{i, j, l}^{*} \cdot\left(Y_{1}\right)_{i} \otimes\left(Y_{2}\right)_{j} \otimes\left(Y_{3}\right)_{l}
$$

gives a rank- $O\left(k^{3} / \epsilon^{3}\right)$ bicriteria solution.
Further, similar to Theorem 21.4.8, we can solve

$$
\min _{U \in \mathbb{R}^{n \times s_{2} s_{3}}}\left\|\sum_{i=1}^{s_{1}} \sum_{j=1}^{s_{2}} U_{i+s_{1}(j-1)} \otimes\left(Y_{2}\right)_{i} \otimes\left(Y_{3}\right)_{j}-C\right\|_{F},
$$

where $C=\sum_{i} A_{i}\left(I, T_{2}, T_{3}\right)$. Thus, we can obtain a rank- $O\left(k^{2} / \epsilon^{2}\right)$ in polynomial time.
Remark 21.15.3. If we select sketching matrices $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$ to be random Cauchy matrices, then we are able to compute distributed entry-wise $\ell_{1}$ norm rank- $k$ tensor approximation (see Theorem 21.7.14). The communication cost is still $s(\operatorname{poly}(k / \epsilon)+O(k n))$ words. If we only require a bicriteria solution, then it only needs polynomial running time.

Using similar techniques as in the proof of Theorem 21.4.44, we can obtain:

Theorem 21.15.2. Let $\max _{i}\left\{t_{i}, d_{i}\right\} \leq n$. Given a $t_{1} \times t_{2} \times t_{3}$ tensor $A$ and three matrices: a $t_{1} \times d_{1}$ matrix $T_{1}$, a $t_{2} \times d_{2}$ matrix $T_{2}$, and a $t_{3} \times d_{3}$ matrix $T_{3}$. For any $\delta>0$, if there exists a solution to

$$
\min _{X_{1}, X_{2}, X_{3}}\left\|\sum_{i=1}^{k}\left(T_{1} X_{1}\right)_{i} \otimes\left(T_{2} X_{2}\right)_{i} \otimes\left(T_{3} X_{3}\right)_{i}-A\right\|_{F}^{2}:=\mathrm{OPT}
$$

and each entry of $X_{i}$ can be expressed using $O(\log n)$ bits, then there exists an algorithm that takes $\operatorname{poly}(\log n) \cdot 2^{O\left(d_{1} k+d_{2} k+d_{3} k\right)}$ time and outputs three matrices: $\widehat{X}_{1}, \widehat{X}_{2}$, and $\widehat{X}_{3}$ such that $\left\|\left(T_{1} \widehat{X}_{1}\right) \otimes\left(T_{2} \widehat{X}_{2}\right) \otimes\left(T_{3} \widehat{X}_{3}\right)-A\right\|_{F}^{2}=\mathrm{OPT}$.

```
Algorithm 21.42 Distributed Frobenius Norm Low Rank Approximation Protocol
    procedure DistributedFnormLowRankApproxProtocol \((A, \epsilon, k, s)\)
        \(A \in \mathbb{R}^{n \times n \times n}\) was arbitrarily partitioned into \(s\) matrices \(A_{1}, \cdots, A_{s} \in \mathbb{R}^{n \times n \times n}\) on \(s\)
    machines.
3: Coordinator
Machines \(i\)
Chooses a random seed.
Sends it to all machines.
\[
\begin{aligned}
------- & -> \\
& s_{i} \leftarrow O(k / \epsilon), \forall i \in[3] .
\end{aligned}
\]
\[
\text { Agree on } S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}, \forall i \in[3]
\]
\[
\text { which are } w_{1} \text {-wise independent random }
\]
\[
N\left(0,1 / s_{i}\right) \text { Gaussian matrices. }
\]
\[
t_{i} \leftarrow \operatorname{poly}(k / \epsilon), \forall i \in[3] .
\]
\[
\text { Agree on } T_{i} \in \mathbb{R}^{t_{i} \times n}, \forall i \in[3]
\]
\[
\text { which are } w_{2} \text {-wise independent random }
\]
sparse embedding matrices.
\[
\text { Compute } Y_{i, 1} \leftarrow T_{1} A_{i, 1} S_{1}
\]
\[
Y_{i, 2} \leftarrow T_{2} A_{i, 2} S_{2}, Y_{i, 3} \leftarrow T_{3} A_{i, 3} S_{3} .
\]
\[
\text { Send } Y_{i, 1}, Y_{i, 2}, Y_{i, 3} \text { to the coordinator. }
\]
Send \(C_{i} \leftarrow A_{i}\left(T_{1}, T_{2}, T_{3}\right)\) to the coordina-
tor.
```

Compute $Y_{1} \leftarrow \sum_{i=1}^{s} Y_{i, 1}, Y_{2} \leftarrow \sum_{i=1}^{s} Y_{i, 2}$,
$Y_{3} \leftarrow \sum_{i=1}^{s} Y_{i, 3}, C \leftarrow \sum_{i=1}^{s} C_{i}$.
Compute $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ by solving
$\min _{X_{1}, X_{2}, X_{3}}\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}$
Send $X_{1}^{*}, X_{2}^{*}, X_{3}^{*}$ to machines.

$$
-------->
$$

Compute $U_{i}^{*} \leftarrow A_{i, 1} S_{1} X_{1}^{*}$,
$V_{i}^{*} \leftarrow A_{i, 2} S_{2} X_{2}^{*}, W_{i}^{*} \leftarrow A_{i, 3} S_{3} X_{3}^{*}$.
Send $U_{i}^{*}, V_{i}^{*}, W_{i}^{*}$ to the coordinator.
$<--------$
Compute $U^{*} \leftarrow \sum_{i=1}^{s} U_{i}^{*}$.
Compute $V^{*} \leftarrow \sum_{i=1}^{s} V_{i}^{*}$.
Compute $W^{*} \leftarrow \sum_{i=1}^{\bar{s}} W_{i}^{*}$.
return $U^{*}, V^{*}, W^{*}$.
end procedure

```
Algorithm 21.43 Distributed Frobenius Norm Low Rank Approximation Protocol
    procedure DistributedFnormLowRankApproxProtocol \((A, \epsilon, k, s)\)
        \(A \in \mathbb{R}^{n \times n \times n}\) was arbitrarily partitioned into \(s\) matrices \(A_{1}, \cdots, A_{s} \in \mathbb{R}^{n \times n \times n}\) on \(s\)
    machines.
```

4: Chooses a random seed.
5: $\quad$ Sends it to all machines.


```
                                    \(s_{i} \leftarrow O(k / \epsilon), \forall i \in[3]\).
                                    Agree on \(S_{i} \in \mathbb{R}^{n^{2} \times s_{i}}, \forall i \in[3]\)
                                    which are \(w_{1}\)-wise independent random
                                    \(N\left(0,1 / s_{i}\right)\) Gaussian matrices.
                                    \(t_{i} \leftarrow \operatorname{poly}(k / \epsilon), \forall i \in[3]\).
                    Agree on \(T_{i} \in \mathbb{R}^{t_{i} \times n}, \forall i \in[3]\)
                    which are \(w_{2}\)-wise independent random
                    sparse embedding matrices.
                    Compute \(Y_{i, 1} \leftarrow T_{1} A_{i, 1} S_{1}\),
                    \(Y_{i, 2} \leftarrow T_{2} A_{i, 2} S_{2}, Y_{i, 3} \leftarrow T_{3} A_{i, 3} S_{3}\).
                    Send \(Y_{i, 1}, Y_{i, 2}, Y_{i, 3}\) to the coordinator.
                    Send \(C_{i} \leftarrow A_{i}\left(T_{1}, T_{2}, T_{3}\right)\) to the coordina-
    tor.
            Compute \(Y_{1} \leftarrow \sum_{i=1}^{s} Y_{i, 1}, Y_{2} \leftarrow---\quad \sum_{i=1}^{s} Y_{i, 2}\),
            \(Y_{3} \leftarrow \sum_{i=1}^{s} Y_{i, 3}, C \leftarrow \sum_{i=1}^{s} C_{i}\).
            Compute \(X_{1}^{*}, X_{2}^{*}, X_{3}^{*}\) by solving
            \(\min _{X_{1}, X_{2}, X_{3}}\left\|\left(Y_{1} X_{1}\right) \otimes\left(Y_{2} X_{2}\right) \otimes\left(Y_{3} X_{3}\right)-C\right\|_{F}\)
            Send \(X_{1}^{*}, X_{2}^{*}, X_{3}^{*}\) to machines.
                                    \(-------->\)
                                    Compute \(U_{i}^{*} \leftarrow A_{i, 1} S_{1} X_{1}^{*}\),
                    \(V_{i}^{*} \leftarrow A_{i, 2} S_{2} X_{2}^{*}, W_{i}^{*} \leftarrow A_{i, 3} S_{3} X_{3}^{*}\).
                    Send \(U_{i}^{*}, V_{i}^{*}, W_{i}^{*}\) to the coordinator.
            Compute \(U^{*} \leftarrow \sum_{i=1}^{s} U_{i}^{*}\).
            Compute \(V^{*} \leftarrow \sum_{i=1}^{s} V_{i}^{*}\).
            Compute \(W^{*} \leftarrow \sum_{i=1}^{s=1} W_{i}^{*}\).
            return \(U^{*}, V^{*}, W^{*}\).
    end procedure
```


## Chapter 22

## Orthogonal Tensor Decomposition

A recent work [Wang, Tung, Smola, and Anandkumar, NIPS 2015] gives the fastest known algorithms for orthogonal tensor decomposition with provable guarantees. Their algorithm is based on computing sketches of the input tensor, which requires reading the entire input. We show in a number of cases one can achieve the same theoretical guarantees in sublinear time, i.e., even without reading most of the input tensor. Instead of using sketches to estimate inner products in tensor decomposition algorithms, we use importance sampling. To achieve sublinear time, we need to know the norms of tensor slices, and we show how to do this in a number of important cases. For symmetric tensors $A=\sum_{i=1}^{k} \lambda_{i} u_{i}^{\otimes p}$ with $\lambda_{i}>0$ for all $i$, we estimate such norms in sublinear time whenever $p$ is even. For the important case of $p=3$ and small values of $k$, we can also estimate such norms. For asymmetric tensors sublinear time is not possible in general, but we show if the tensor slice norms are just slightly below $\|A\|_{F}$ then sublinear time is again possible. One of the main strengths of our work is empirical - in a number of cases our algorithm is orders of magnitude faster than existing methods with the same accuracy.

### 22.1 Introduction

Tensors are a powerful tool for dealing with multi-modal and multi-relational data. In recommendation systems, often using more than two attributes can lead to better recommendations. This could occur, for example, in Groupon where one could look at users, activities, and time (season, time of day, weekday/weekend, etc.), as three attributes to base predictions on (see [Moi14b] for a discussion). Similar to low rank matrix approximation, we seek a tensor decomposition to succinctly store the tensor and to apply it quickly. A popular decomposition method is the canonical polyadic decomposition, i.e., the CANDECOMP/PARAFAC (CP) decomposition, where the tensor is decomposed into a sum of rank-1 components [Har70]. We refer the reader to [WTSA15], where applications of CP including data mining, computational neuroscience, and statistical learning for latent variable models are mentioned.

A natural question, given the emergence of large data sets, is whether such decompositions can be performed quickly. There are a number of works on this topic [Tso10, PTC13, CV14, KPHF12, $\mathrm{HNH}^{+} 13, \mathrm{BS} 15$, WLSH14]. Most related to ours are several recent works of Wang et al. [WTSA15] and Tung et al. [TWZS15], in which it is shown how to significantly speed up this decomposition for orthogonal tensor decomposition using the randomized technique of linear sketching [PP13]. In this work we also focus on orthogonal tensor decomposition. The idea in [WTSA15] is to create a succinct sketch of the input tensor, from which one can then perform implicit tensor decomposition by approximating inner products in existing decomposition methods.

Existing methods, like the power method, involve computing the inner product of a vector, which is now a rank-1 matrix, with another vector, which is now a slice of a
tensor. Such inner products can be approximated much faster by instead computing the inner product of the sketched vectors, which have significantly lower dimension. One can also replace the sketching with sampling to approximate inner products; we discuss some sampling schemes [Tso10, BS15] below and compare them to our work.

### 22.1.1 Our Contributions

We show in a number of important cases, one can achieve the same theoretical guarantees in the work of Wang et al. [WTSA15] (which was applied later by Tung et al. [TWZS15]), in sublinear time, that is, without reading most of the input tensor. While previous work needs to walk through the input at least once to create a sketch, we show one can instead perform importance sampling of the tensor based on the current iterate, together with reading a few entries of the tensor which help us learn the norms of tensor slices. We use a version of $\ell_{2}$-sampling for our importance sampling. One source of speedup in our work and in Wang et al. [WTSA15] comes from approximating inner products in iterations in the robust tensor power method (see below). To estimate $\langle u, v\rangle$ for $n$-dimensional vectors $u$ and $v$, their work computes sketches $S(u)$ and $S(v)$ and approximates $\langle u, v\rangle \approx\langle S(u), S(v)\rangle$. Instead, if one has $u$, one can sample coordinates $i$ proportional to $u_{i}^{2}$, which is known as $\ell_{2}$-sampling [MW10, CHW12]. One estimates $\langle u, v\rangle$ as $\frac{v_{i}\|u\|_{2}^{2}}{u_{i}}$, which is unbiased and has variance $O\left(\|u\|_{2}^{2}\|v\|_{2}^{2}\right)$. These guarantees are similar to those using sketching, though the constants are significantly smaller (see below), and unlike sketching, one does not need to read the entire tensor to perform such sampling.

Symmetric Tensors. As in [WTSA15], we focus on orthogonal tensor decomposition of symmetric tensors, though we explain the extension to the asymmetric case below. Symmetric tensors arise in engineering applications, for example, to represent the symmetric tensor field of stress, strain, and anisotropic conductivity. Another example is diffusion MRI in which one uses symmetric tensors to describe diffusion in the brain or other parts of the body. In spectral methods symmetric tensors are exactly those that come up in Latent

Dirichlet Allocation problems. Although one can symmetrize a tensor using simple matrix operations (see, e.g., $\left[\mathrm{AGH}^{+} 14\right]$ ), we cannot do this in sublinear time.

In orthogonal tensor decompostion of a symmetric matrix, there is an underlying $n \times n \cdots n$ tensor $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$, and the input tensor is $A=A^{*}+E$, where $\|E\|_{2} \leq \epsilon$. We have $\lambda_{1}>\lambda_{2}>\cdots>\lambda_{k}>0$ and that $\left\{v_{i}\right\}_{i=1}^{k}$ is a set of orthonormal vectors. The goal is to reconstruct approximations $\widehat{v}_{i}$ to the vectors $v_{i}$, and approximations $\widehat{\lambda}_{i}$ to the $\lambda_{i}$. Our results naturally generalize to tensors with different lengths in different dimensions. For simplicity, we first focus on order $p=3$.

In the robust tensor power method $\left[\mathrm{AGH}^{+} 14\right]$, one generates a random initial vector $u$, and performs $T$ update steps $\widehat{u}=A(I, u, u) /\|A(I, u, u)\|_{2}$, where

$$
A(I, u, u)=\left[\sum_{j=1}^{n} \sum_{\ell=1}^{n} A_{1, j, \ell} u_{j} u_{\ell}, \sum_{j=1}^{n} \sum_{\ell=1}^{n} A_{2, j, \ell} u_{j} u_{\ell}, \cdots, \sum_{j=1}^{n} \sum_{\ell=1}^{n} A_{n, j, \ell} u_{j} u_{\ell}\right] .
$$

The matrices $A_{1, *, *}, \ldots, A_{n, *, *}$ are referred to as the slices. The vector $\widehat{u}$ typically converges to the top eigenvector in a small number of iterations, and one often chooses a small number $L$ of random initial vectors to boost confidence. Successive eigenvectors can be found by deflation. The algorithm and analysis immediately extend to higher order tensors.

We use $\ell_{2}$-sampling to estimate $A(I, u, u)$. To achieve the same guarantees as in [WTSA15], for typical settings of parameters (constant $k$ and several eigenvalue assumptions) naïvely one needs to take $O\left(n^{2}\right) \ell_{2}$-samples from $u$ for each slice in each iteration, resulting in $\Omega\left(n^{3}\right)$ time and destroying our sublinearity. We observe that if we additionally knew the squared norms $\left\|A_{1, *, *}\right\|_{F}^{2}, \ldots,\left\|A_{n, *, *}\right\|_{F}^{2}$, then we could take $O\left(n^{2}\right) \ell_{2}$-samples in total, where we take $\frac{\left\|A_{i, *, *}\right\|_{F}^{2}}{\|A\|_{F}^{2}} \cdot O\left(n^{2}\right) \ell_{2}$-samples from the $i$-th slice in expectation. Perhaps in some
applications such norms are known or cheap to compute in a single pass, but without further assumptions, how can one obtain such norms in sublinear time?

If $A$ is a symmetric tensor, then $A_{j, j, j}=\sum_{i=1}^{k} \lambda_{i} v_{i, j}^{3}+E_{j, j, j}$. Note that if there were no noise, then we could read off approximations to the slice norms, since $\left\|A_{j, *, *}\right\|_{F}^{2}=$ $\sum_{i=1}^{k} \lambda_{i}^{2} v_{i, j}^{2}$, and so $A_{j, j, j}^{2 / 3}$ is an approximation to $\left\|A_{j, *, *}\right\|_{F}^{2}$ up to factors depending on $k$ and the eigenvalues. However, there is indeed noise. To obtain non-trivial guarantees, the robust tensor power method assumes $\|E\|_{2}=O(1 / n)$, where

$$
\|E\|_{2}=\sup _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1} E(u, v, w)=\sup _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} u_{i} v_{j} w_{k},
$$

which in particular implies $\left|E_{j, j, j}\right|=O(1 / n)$. This assumption comes from the $\Theta(1 / \sqrt{n})$ correlation of the random initial vector to $v_{1}$. This noise bound does not trivialize the problem; indeed, $E_{j, j, j}$ can be chosen adversarially subject to $\left|E_{j, j, j}\right|=O(1 / n)$, and if the $v_{i}$ were random unit vectors and the $\lambda_{i}$ and $k$ were constant, then $\sum_{i=1}^{k} \lambda_{i} v_{i, j}^{3}=O\left(1 / n^{3 / 2}\right)$, which is small enough to be completely masked by the noise $E_{j, j, j}$. Nevertheless, there is a lot of information about the slice norms. Indeed, suppose $k=1, \lambda_{1}=\Theta(1)$, and $\|A\|_{F}=1$. Then $A_{j, j, j}=\Theta\left(v_{1, j}^{3}\right)+E_{j, j, j}$, and one can show $\left\|A_{j, *, *}\right\|_{F}^{2}=\lambda_{1}^{2} v_{1, j}^{2} \pm O(1 / n)$. Again using that $\left|E_{j, j, j}\right|=O(1 / n)$, this implies $\left\|A_{j, *, *}\right\|_{F}^{2}=\omega\left(n^{-2 / 3}\right)$ if and only if $A_{j, j, j}=\omega(1 / n)$, and therefore one would notice this by reading $A_{j, j, j}$. There can only be $o\left(n^{2 / 3}\right)$ slices $j$ for which $\left\|A_{j, *, *}\right\|_{F}^{2}=\omega\left(n^{-2 / 3}\right)$, since $\|A\|_{F}^{2}=1$. Therefore, for each of them we can afford to take $O\left(n^{2}\right) \ell_{2}$-samples and still have an $O\left(n^{2+2 / 3}\right)=o\left(n^{3}\right)$ sublinear running time. The remaining slices all have $\left\|A_{j, *, *}\right\|_{F}^{2}=O\left(n^{-2 / 3}\right)$, and therefore if we also take $O\left(n^{1 / 3}\right) \ell_{2}$-samples from every slice, we will also estimate the contribution to $A(I, u, u)$ from these slices well. This is also a sublinear $O\left(n^{2+1 / 3}\right)$ number of samples.

While the previous paragraph illustrates the idea for $k=1$, for $k=2$ we need to read more than the $A_{j, j, j}$ entries to decide how many $\ell_{2}$-samples to take from a slice. The analysis is more complicated because of sign cancellations. Even for $k=2$ we could have $A_{j, j, j}=\lambda_{1} v_{1, j}^{3}+\lambda_{2} v_{2, j}^{3}+E_{j, j, j}$, and if $v_{1, j}=-v_{2, j}$ then we may not detect that $\left\|A_{j, *, *}\right\|_{F}^{2}$ is large. We fix this by also reading the entries $A_{i, j, j}, A_{j, i, j}$, and $A_{j, j, i}$ for every $i$ and $j$. This is still only $O\left(n^{2}\right)$ entries and so we are still sublinear time. Without additional assumptions, we only give a formal analysis of this for $k \in\{1,2\}$.

More importantly, if instead of third-order symmetric tensors we consider $p$-th order symmetric tensors for even $p$, we do not have such sign cancellations. In this case we do not have any restrictions on $k$ for estimating slice norms. One does need to show after deflation, the slice norms can still be estimated; this holds because the eigenvectors and eigenvalues are estimated sufficiently well.

We also give several per-iteration optimizations of our algorithm, based on careful implementations of generating a sorted list of random numbers and random permutations. We find empirically (see below) that we are much faster per iteration than previous sketching algorithms, in addition to not having to read the entire input tensor in a preprocessing step.

Asymmetric Tensors: For asymmetric tensors, e.g., 3rd-order tensors of the form $\sum_{i=1}^{k} \lambda_{i} u_{i} \otimes v_{i} \otimes w_{i}$, it is impossible to achieve sublinear time in general, since it is hard to distinguish $A=e_{i} \otimes e_{j} \otimes e_{k}$ for random $i, j, k \in\{1,2, \ldots, n\}$ from $A=0^{\otimes 3}$. We make a necessary and sufficient assumption that all the entries of the $u_{i}$ are less than $n^{-\gamma}$ for an arbitrarily small constant $\gamma>0$. In this case, all slice norms are $o\left(n^{-\gamma}\right)$ and by taking $O\left(n^{2-\gamma}\right)$ samples from each slice we achieve sublinear time. We can also apply such an assumption to symmetric tensors.

Empirical Results. One of the main strengths of our work is our empirical results. In each iteration we approximate $A(I, u, u)$ a total of $B$ times independently and take the median to increase our confidence. In the notation of [WTSA15], $B$ corresponds to the number of independent sketches used. While the median works empirically, there are some theoretical issues with it discussed in Remark 22.3.1. Also let $b$ be the total number of $\ell_{2}$-samples we take per iteration, which corresponds to the sketch size in the notation of [WTSA15]. We found that empirically we can set $B$ and $b$ to be much smaller than that in [WTSA15] and achieve the same error guarantees. One explanation for this is that the variance bound we obtain via importance sampling is a factor of $4^{3}=64$ smaller than in [WTSA15], and for $p$-th order tensors, a factor of $4^{p}$ smaller.

To give an idea of how much smaller we can set $b$ and $B$, to achieve roughly the same squared residual norm error on the synthetic data sets of dimension 1200 for finding a good rank-1 approximation, the algorithm of [WTSA15] would need to set parameters $b=2^{16}$ and $B=50$, whereas we can set $b=10 \times 1200$ and $B=5$. Our running time is 2.595 seconds and we have no preprocessing time, whereas the algorithm of [WTSA15] has a running time of 116.3 seconds and 55.34 seconds of preprocessing time. We refer the reader to Table 22.1 in Section 22.4. In total we are over 50 times faster.

We also demonstrate our algorithm in a real-world application using real datasets, even when the datasets are sparse. Namely, we consider a spectral algorithm for Latent Dirichlet Allocation $\left[\mathrm{AGH}^{+} 14, \mathrm{AFH}^{+} 12\right]$ which uses tensor decomposition as its core computational step. We show a significant speedup can be achieved on tensors occurring in applications such as LDA, and we refer the reader to Table 22.2 in Section 22.4. For example, on the wiki [WTSA15] dataset with a tensor dimension of 200, we run more than 5
times faster than the sketching-based method.

Previous Sampling Algorithms. Previous sampling-based schemes of [Tso10, BS15] do not achieve our guarantees, because [Tso10] uses uniform sampling, which does not work for tensors with spiky elements, while the non-uniform sampling in [BS15] requires touching all of the entries in the tensor and making two passes over it.

### 22.2 Notation.

Let $[n]$ denote $\{1,2, \ldots, n\}$. Let $\otimes$ denote the outer product, and $u^{\otimes 3}=u \otimes u \otimes u$. Let $A \in \mathbb{R}^{n^{p}}$, where $p$ is the order of tensor $A$ and $n$ is the dimension of tensor $A$. Let $\langle A, B\rangle$ denote the entry-wise inner product between two tensors $A, B \in \mathbb{R}^{n^{p}}$, e.g., $\langle A, B\rangle=$ $\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, i_{2}, \cdots, i_{p}} \cdot B_{i_{1}, i_{2}, \cdots, i_{p}}$. For a tensor $A \in \mathbb{R}^{n^{p}}$,

$$
\|A\|_{F}=\left(\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, \cdots, i_{p}}^{2}\right)^{\frac{1}{2}}
$$

For random variable $X$ let $\mathbb{E}[X]$ denote its expectation of $X$ and $\mathbb{V}[X]$ its variance (if these quantities exist).

For two functions $f, g$, we use the shorthand $f \lesssim g($ resp. $\gtrsim)$ to indicate that $f \leq C g$ (resp. $\geq$ ) for some absolute constant $C$.

### 22.3 Main Results

We explain the details of our main results in this section. First, we state the importance sampling lemmas for our tensor application. Second, we explain how to quickly produce a list of random tuples according to a certain distribution needed by our algorithm. Third, we combine the first and the second parts to get a fast way of approximating tensor contractions, which are used as subroutines in each iteration of the robust tensor power method. We then provide our main theoretical results, and how to estimate the slice norms needed by our main algorithm.

Importance sampling lemmas. Approximating an inner product is a simple application of importance sampling. Tensor contraction $A(u, v, w)$ can be regarded as the inner product between two $n^{3}$-dimensional vectors, and thus importance sampling can be applied. Lemma 22.3.1 suggests that we can take a few samples according to their importance, e.g., we can sample $A_{i, j, k} u_{i} v_{j} w_{k}$ with probability $\left|u_{i} v_{j} w_{k}\right|^{2} /\|u\|_{2}^{2}\|v\|_{2}^{2}\|w\|_{2}^{2}$. As long as the number of samples is large enough, it will approximate the true tensor contraction $\sum_{i} \sum_{j} \sum_{k} A_{i, j, k} u_{i} v_{j} w_{k}$ with small variance after a final rescaling.

Lemma 22.3.1. Suppose random variable $X=A_{i_{1}, \cdots, i_{p}} \prod_{j=1}^{p} u_{j, i_{j}} / \prod_{j=1}^{p} q_{j, i_{j}}$ with probability $\prod_{j=1}^{p} q_{j, i_{j}}$ where $q_{j, i_{j}}=\left|u_{j, i_{j}}\right|^{2} /\left\|u_{j}\right\|_{2}^{2}, \forall j \in[n], \forall i_{j} \in[n]$, and we take $L$ i.i.d. samples $X$, denote $X_{1}, X_{2}, \cdots, X_{L}$. Let $Y=\frac{1}{L} \sum_{\ell=1}^{L} X_{\ell}$. Then $1 . \mathbb{E}[Y]=\left\langle A, u_{1} \otimes u_{2} \otimes \cdots \otimes u_{p}\right\rangle$, and 2 . $\mathbb{V}[Y] \leq \frac{1}{L}\|A\|_{F}^{2} \cdot\left\|u_{1} \otimes u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}$.

Similarly, we also have importance sampling for each slice $A_{i, *, *}$, i.e., "face" of $A$.
Lemma 22.3.2. For all $i_{1} \in[n]$, suppose random variable $X^{i_{1}}=A_{i_{1}, i_{2}, \cdots, i_{p}} \prod_{j=2}^{p} u_{j, i_{j}} / \prod_{j=2}^{p} q_{j, i_{j}}$ with probability $\prod_{j=2}^{p} q_{j, i_{j}}$ where $q_{j, i_{j}}=\left|u_{j, i_{j}}\right|^{2} /\left\|u_{j}\right\|_{2}^{2}, \forall j \in\{2,3, \cdots, n\}, \forall i_{j} \in[n]$ and we
take $L_{i_{1}}$ i.i.d. samples of $X^{i_{1}}$, say $X_{1}^{i_{1}}, X_{2}^{i_{1}}, \cdots, X_{L}^{i_{1}}$. Let $Y^{i_{1}}=\frac{1}{L_{i_{1}}} \sum_{\ell=1}^{L} X_{\ell}^{i}$. Then 1 . $\mathbb{E}\left[Y^{i}\right]=\left\langle A_{i_{1}, *, \cdots, *}, u_{2} \otimes \cdots \otimes u_{p}\right\rangle$, and $2 . \mathbb{V}\left[Y^{i_{1}}\right] \leq \frac{1}{L_{i_{1}}}\left\|A_{i, *, \cdots, *}\right\|_{F}^{2}\left\|u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}$.

Generating importance samples in linear time. We need an efficient way to sample indices of a vector based on their importance. We view this problem as follows: imagine $[0,1]$ is divided into $z$ "bins" with different lengths corresponding to the probability of selecting each bin, where $z$ is the number of indices in a probability vector. We generate $m$ random numbers uniformly from $[0,1]$ and see which bin each random number belongs to. If a random number is in bin $i$, we sample the $i$-th index of a vector.

There are known algorithms [BP12, Wal77] to solve this problem in $O(z+m)$ time. We give an alternative algorithm GenRandTuples in Appendix 22.5. Our algorithm combines Bentley and Saxe's algorithm [BS80b] for efficiently generating $m$ sorted random numbers in $O(m)$ time, and Knuth's shuffling algorithm [Knu69] for generating a random permutation of $[m]$ in $O(m)$ time. We use the notation $\operatorname{CumProb}(v, w)$ and $\operatorname{CumProb}(u, v, w)$ for the algorithm creating the distributions on $\mathbb{R}^{n^{2}}$ and $\mathbb{R}^{n^{3}}$ of Lemma 22.3.2 and Lemma 22.3.1, respectively. We note that naïvely applying previous algorithms would require $z=O\left(n^{2}\right)$ and $z=O\left(n^{3}\right)$ time to form these two distributions, but we can take $O(m)$ samples from them implicitly in $O(n+m)$ time.

Fast approximate tensor contractions. We propose a fast way to approximately compute tensor contractions $A(I, v, w)$ and $A(u, v, w)$ with a sublinear number of samples of $A$, as shown in Alogrithm 22.3 and Algorithm 22.4. Naïvely computing tensor contractions using all of the entries of $A$ gives an exact answer but could take $n^{3}$ time. Also, to keep
our algorithm sublinear time, we never explicitly compute the deflated tensor; rather we represent it implicitly and sample from it.

The following theorem gives the error bounds of ApproxTIvw and ApproxTuvw (in Algorithm 22.3 and 22.4). Let $\widehat{b}_{i}$ be the number samples we take from slice $i \in[n]$ in ApproxTIVw, and let $\widehat{b}$ denote the total number of samples in our algorithm.

Theorem 22.3.3. For any $p \geq 3$, given tensor $A \in \mathbb{R}^{n^{p}}$, for any unit vector $u, v \in \mathbb{R}^{n}$, there is an algorithm that takes $\widehat{b}_{i}$ samples from $i$-th slice and it is able to output a value $\bar{A}(u, \cdots, u) \in \mathbb{R}$ and a vector $\bar{A}(I, u, \cdots, u) \in \mathbb{R}^{n}$ such that for any $b>0$ if $\widehat{b}_{i} \geq b\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$ then the following bounds hold:

$$
\begin{equation*}
\mathbb{E}\left[\|\bar{E}(I, u, \cdots, u)\|_{2}^{2}\right] \leq n\|A\|_{F}^{2} / b, \text { and } \mathbb{E}\left[|\bar{E}(u, \cdots, u)|^{2}\right] \leq\|A\|_{F}^{2} / b . \tag{22.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left|v^{\top} \bar{E}(I, u, \cdots, u)\right|^{2}\right] \leq\|A\|_{F}^{2} / b \tag{22.2}
\end{equation*}
$$

where $\bar{E}:=\bar{A}-A$.

Eq. (22.2) can be obtained by observing that each random variable $[\bar{E}(I, u, \cdots, u)]_{i}$ is independent and so $\mathbb{E}\left[\left|v^{\top} \bar{E}(I, u, \cdots, u)\right|^{2}\right]=\sum_{i=1}^{n} v_{i}^{2} \frac{\left\|A_{i, *, \cdots, *}\right\|_{F}^{2}}{\widehat{b}_{i}} \leq\left(\sum_{i=1}^{n} v_{i}^{2}\right) \frac{\|A\|_{F}^{2}}{b}=\frac{\|A\|_{F}^{2}}{b}$. Remark 22.3.1. In [WTSA15], the coordinate-wise median of $B$ estimates to the $A(I, v, w)$ is used to boost the success probability. There appears to be a gap [Wan16] in their argument as it is unclear how to achieve (22.2) after taking a coordinate-wise median, which is (7) in Theorem 1 of [WTSA15]. To fix this, we instead pay a factor proportional to the number of iterations in Algorithm 22.5 in the sample complexity $\widehat{b}$. Since we have expectation bounds on the quantities in Theorem 22.3.3, we can apply a Markov bound and a union bound across


Figure 22.1: Sketching v.s. importance sampling. Running time with growing dimension
all iterations. This suffices for our main theorem concerning sublinear time below. One can obtain high probability bounds by running Algorithm 22.5 multiple times independently, and taking coordinate-wise medians of the output eigenvectors. Empirically, our algorithm works even if we take the median in each iteration, which is done in line 10 in Algorithm 22.3.

Replacing Theorem 1 in [WTSA15] by our Theorem 22.3.3, the rest of the analysis in [WTSA15] is unchanged. Our Algorithm 22.5 is the same as the sketching-based robust tensor power method in [WTSA15], except for lines 9, 11, 15, and 17, where the sketchingbased approximate tensor contraction is replaced by our importance sampling procedures ApproxTuvw and ApproxTIvw. Rather than use Theorem 2 of Wang et al. [WTSA15], the main theorem concerning the correctness of the robust tensor decomposition algorithm, we use a recent improvement of it by Wang and Anandkumar in Theorems 4.1 and 4.2 of [WA16], which states general guarantees for any algorithm satisfying per iteration noise guarantees. These theorems also remove many of the earlier eigenvalue assumptions in Theorem 2 of [WTSA15].

We combine techniques from [WTSA15], [WA16] and [AGH $\left.{ }^{+} 14\right]$ and extend the robust tensor power method analysis to any order $p \geq 3$.

Theorem 22.3.4. (Main, Abitrary order robust tensor power method) For any $p \geq 3, k \geq 1$, for any tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$, where $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$ with $\lambda_{i}>0$ and orthonormal basis vectors $\left\{v_{1}, \ldots, v_{k}\right\} \subseteq \mathbb{R}^{n}, n \geq k$. Let $\lambda_{1}, \lambda_{k}$ be the largest and smallest values in $\left\{\lambda_{i}\right\}_{i=1}^{k}$ and $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ be outputs of the robust tensor power method. For any sufficiently large constant $c_{0} \geq 100$, there exists a sufficiently small constant $c>0$, for any $\epsilon \in\left(0, c \lambda_{k} /\left(c_{0} p^{2} k n^{(p-2) / 2}\right)\right.$ if $E$ satisfies that

$$
\begin{equation*}
\|E\|_{2} \leq \epsilon /\left(c_{0} \sqrt{n}\right) \tag{22.3}
\end{equation*}
$$

and $T=\Omega\left(\log \left(\lambda_{1} n / \epsilon\right)\right), L=\Omega(k \log (k))$, then with probability at least $9 / 10$, there exists a permutation $\pi:[k] \rightarrow[k]$, such that $\forall i \in[k]$,

$$
\begin{equation*}
\left|\lambda_{i}-\widehat{\lambda}_{\pi(i)}\right| \leq \epsilon, \quad\left\|v_{i}-\widehat{v}_{\pi(i)}\right\|_{2} \leq \epsilon / \lambda_{i} \tag{22.4}
\end{equation*}
$$

Combining the previous theorem with our importance sampling analysis, we obtain:
Theorem 22.3.5 (Main, Sublinear time importance sampling robust tensor power method). Assume the notation of Theorem 22.3.4. For $p=3$, there exists some sufficiently small constant $\gamma>0$ such that $k \in\left[1, n^{\gamma}\right]$ and $\lambda_{k} \geq 1 / n^{\gamma}$, then there exists some sufficiently small constant $\alpha \in(0,1-10 \gamma)$, if $E$ satisfies (22.3), there exists an algorithm takes $O\left(n^{3-\alpha}\right)$ time and uses $O(n k)$ space such that with probability $9 / 10$ the output $\widehat{\lambda}_{i}, \widehat{v}_{i}$ satisfies (22.4).

Proof. For each $j \in[k]$, suppose we take $\widehat{b}^{(j)}=\sum_{i=1}^{n} \widehat{b}_{i}^{(j)}$ samples during the power iterations
for recovering $\widehat{\lambda}_{j}$ and $\widehat{v}_{j}$, the number of samples for slice $i$ is

$$
\widehat{b}_{i}^{(j)} \gtrsim b\left\|\left[A-\sum_{l=1}^{j-1} \widehat{\lambda}_{l} \widehat{v}_{l}^{\otimes 3}\right]_{i, *, *}\right\|_{F}^{2} /\left\|A-\sum_{l=1}^{j-1} \widehat{\lambda}_{l} \widehat{v}_{l}^{\otimes 3}\right\|_{F}^{2}
$$

where $b \gtrsim m \cdot n\|A\|_{F}^{2} / \epsilon^{2}$ and $m \geq k^{2} L T$. Then the output guarantees of Theorem 22.3.4 hold for Algorithm 22.5 with constant probability. Our total time is $O(m \widehat{b})$ and the space is $O(n k)$, where $\widehat{b}=\max _{j \in[k]} \widehat{b}^{(j)}$.

In Theorem 22.3.3, if we require $\widehat{b}_{i}=b\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$, we need to scan the entire tensor to compute $\left\|A_{i, *, \ldots, *}\right\|_{F}^{2}$, making our algorithm not sublinear. With the following mild assumption in Theorem 22.3.6, our algorithm is sublinear when sampling uniformly $\left(\widehat{b}_{i}=b / n\right)$ without computing $\left\|A_{i, *, \cdots, *}\right\|_{F}^{2}$ :

Theorem 22.3.6 (Bounded slice norm). There exists a sufficiently small constant $\gamma>0$ and a constant $\beta \in(0,1]$, there exists a constant $\alpha>0$ (that depends on $\gamma, \beta)$ such that for any order-p tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$ with $\operatorname{rank}\left(A^{*}\right) \leq n^{\gamma}, p \leq n^{\gamma}, \lambda_{k} \geq 1 / n^{\gamma}$, $\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} \leq \frac{1}{n^{\beta}}\|A\|_{F}^{2}$ for all $i \in[n]$, and $E$ satisfies (22.3), Algorithm 22.5 takes $O\left(n^{p-\alpha}\right)$ time.

The condition $\alpha \in(0,1]$ is a practical one. When $\alpha=1$, all tensor slices have equal Frobenius norm. The case $\alpha=0$ only occurs when $\left\|A_{i, *, \cdots, *}\right\|_{F}=\|A\|_{F}$; i.e., all except one slice is zero. This theorem can also be applied to asymmetric tensors, since the analysis in [WTSA15] can be extended to them.

For certain cases, we can remove the bounded slice norm assumption. The idea is to take a sublinear number of samples from the tensor to obtain upper bounds on all slice
norms. As outlined in Section 22.1, when $p$ is even, because we do not have sign cancellations we can show:

Theorem 22.3.7 (Even order, informal of Theorem 22.9.14). There is a constant $\alpha>0$ and a sufficiently small constant $\gamma>0$, such that, for any even order-p tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$ with $\operatorname{rank}\left(A^{*}\right) \leq n^{\gamma}, p \leq n^{\gamma}$ and $\lambda_{k} \geq 1 / n^{\gamma}$ and $E$ satisfying (22.3), Algorithm 22.5 runs in $O\left(n^{p-\alpha}\right)$ time .

As outlined in Section 22.1, for $p=3$ and small $k$ we can take sign considerations into account:

Theorem 22.3.8 (Low rank). There is a constant $\alpha>0$ such that for any symmetric tensor $A=A^{*}+E \in \mathbb{R}^{n^{3}}$ with $E$ satisfying (22.3) and $\operatorname{rank}\left(A^{*}\right) \leq 2$ and $\lambda_{k} \geq 1 / n^{\gamma}$, Algorithm 22.5 runs in $O\left(n^{3-\alpha}\right)$ time.

### 22.4 Experiments

### 22.4.1 Experiment Setup and Datasets

Our implementation shares the same code base ${ }^{1}$ as the sketching-based robust tensor power method proposed in [WTSA15]. We ran our experiments on an i7-5820k CPU with 64 GB of memory in single-threaded mode. We ran two versions of our algorithm: the version with pre-scanning scans the full tensor to accurately measure per-slice Frobenius norms and make samples for each slice in proportion to its Frobenius norm in ApproxTIvw; the version without pre-scanning assumes that the Frobenius norm of each slice is bounded by $\frac{1}{n^{\alpha}}\|A\|_{F}^{2}, \alpha \in(0,1]$ and uses $b / n$ samples per slice, where $b$ is the total number of samples our algorithm makes, analogous to the sketch length $b$ in [WTSA15].

Synthetic datasets. We first generated an orthonormal basis $\left\{v_{i}\right\}_{i=1}^{k}$ and then computed the synthetic tensor as $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}{ }^{\otimes 3}$, with $\lambda_{1} \geq \cdots \geq \lambda_{k}$. Then we normalized $A^{*}$ such that $\left\|A^{*}\right\|_{F}=1$, and added a symmetric Gaussian noise tensor $E$ where $E_{i j l} \sim \mathcal{N}\left(0, \frac{\sigma}{n^{1.5}}\right)$ for $i \leq j \leq l$. Then $\sigma$ controls the noise-to-signal ratio and we kept it as 0.01 in all our synthetic tensors. For the eigenvalues $\lambda_{i}$, we generated three different decays: inverse decay $\lambda_{i}=\frac{1}{i}$, inverse square decay $\lambda_{i}=\frac{1}{i^{2}}$, and linear decay $\lambda_{i}=1-\frac{i-1}{k}$. We also set $k=100$ when generating tensors, since higher rank eigenvalues were almost indistinguishable from the added noise. To show the scalability of our algorithm, we generated tensors with different dimensions: $n=200,400,600,800,1000,1200$.

[^77]Real-life datasets. Latent Dirichlet Allocation [BNJ01] (LDA) is a powerful generative statistical model for topic modeling. A spectral method has been proposed to solve LDA models $\left[\mathrm{AGH}^{+} 14, \mathrm{AFH}^{+} 12\right]$ and the most critical step in spectral LDA is to decompose a symmetric $K \times K \times K$ tensor with orthogonal eigenvectors, where $K$ is the number of modeled topics. We followed the steps in [AGH ${ }^{+} 14$, TWZS15] and built a $K \times K \times K$ tensor $A_{\text {LDA }}$ for each dataset, and then ran our algorithms directly on $A_{\text {LDA }}$ to see how it works on those tensors in real applications. In our experiments we keep $K=200$. We used the two same datasets as the previous work [WTSA15]: Wiki and Enron, as well as four additional real-life datasets. We refer the reader to our GitHub repository ${ }^{2}$ for our code and full results.

[^78]
### 22.4.2 Results

We considered running time and the squared residual norm to evaluate the performance of our algorithms. Given a tensor $A \in \mathbb{R}^{n^{3}}$, let $\left\|A-\sum_{i=1}^{k} \lambda_{i} u_{i} \otimes v_{i} \otimes w_{i}\right\|_{F}^{2}$ denote the squared residual norm where $\left\{\left(\lambda_{1}, u_{1}, v_{1}, w_{1}\right), \cdots,\left(\lambda_{k}, u_{k}, v_{k}, w_{k}\right)\right\}$ are the eigenvalue/eigenvectors obtained by the robust power method. To reduce the experiment time we looked only for the first eigenvalue and eigenvector, but our algorithm is capable of finding any number of eigenvalues/eigenvectors. We list the pre-scanning time as preprocessing time in tables. It only depends on the tensor dimension $n$ and unlike the sketching based method, it does not depend on $b$. Pre-scanning time is very short, because it only requires one pass of sequential access to the tensor which is very efficient on hardware.

Sublinear time verification. Our theoretical result suggests the total number of samples $b_{\text {no-prescan }}$ for our algorithm without pre-scanning is $n^{1-\alpha}(\alpha \in(0,1])$ times larger than $b_{\text {prescan }}$ for our algorithm with pre-scanning. But in experiments we observe that when $b_{\text {no-prescan }}=$ $b_{\text {prescan }}$ both algorithms achieve very similar accuracy, indicating that in practice $\alpha \approx 1$.

Synthetic datasets. We ran our algorithm on a large number of synthetic tensors with different dimensions and different eigengaps. Table 22.1 shows results for a tensor with 1200 dimensions with 100 non-zero eigenvalues decaying as $\lambda_{i}=\frac{1}{i^{2}}$. To reach roughly the same residual norm, the running time of our algorithm is over 50 times faster than that of the sketching-based robust tensor power method, thanks to the fact that we usually need a relatively small $B$ and $b$ to get a good residual, and the hidden constant factor in running time of sampling is much smaller than that of sketching.

Our algorithm scales well on large tensors due to its sub-linear nature. In Figure 22.1(a), for the sketching-based method we kept $b=2^{16}, B=30$ for $n \leq 800$ and $B=50$ for $n>800$ (larger $n$ requires more sketches to observe a reasonable recovery). For our algorithm, we chose $b$ and $B$ such that for each $n$, our residual norm is on-par or better than the sketching-based method. Our algorithm needs much less time than the sketchingbased one over all dimensions. Another advantage of our algorithm is that there are zero or very minimal preprocessing steps. In Figure 22.1(b), we can see how the preprocessing time grows to prepare sketches when the dimension increases. For applications where only the first few eigenvectors are needed, the preprocessing time could be a large overhead.

Real-life datasets. Due to the small tensor dimension (200), our algorithm shows less speedup than the sketching-based method. But it is still $2 \sim 6$ times faster in each of the six real-life datasets, achieving the same squared residual norm. Table 22.2 reports results for one of the datasets in many different settings of $(b, B)$. Like in synthetic datasets, we also empirically observe that the constant $b$ in importance sampling is much smaller than the $b$ used in sketching to get the same error guarantee.

| Sketching based robust power method: $n=1200, \lambda_{i}=\frac{1}{i^{2}}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $2^{10}$ | 1.010 | 1.014 | 0.5437 | 0.6114 | 2.423 | 4.374 | 5.361 | 15.85 | 26.08 |
| $2^{12}$ | 1.020 | 0.2271 | 0.1549 | 1.344 | 4.563 | 8.022 | 5.978 | 17.23 | 28.31 |
| $2^{14}$ | 0.1513 | 0.1097 | 0.1003 | 4.928 | 15.51 | 27.87 | 8.788 | 24.72 | 40.4 |
| $2^{16}$ | 0.1065 | 0.09242 | 0.08936 | 22.28 | 69.7 | 116.3 | 13.76 | 34.74 | 55.34 |
| Importance sampling based robust power method (without prescanning): $n=1200, \lambda_{i}=\frac{1}{i^{2}}$ |  |  |  |  |  |  |  |  |  |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $5 n$ | 0.08684 | 0.08637 | 0.08639 | 2.595 | 8.3 | 15.46 | 0.0 | 0.0 | 0.0 |
| $10 n$ | 0.08784 | 0.08671 | 0.08627 | 4.42 | 13.68 | 25.84 | 0.0 | 0.0 | 0.0 |
| $20 n$ | 0.08704 | 0.08700 | 0.08618 | 8.02 | 24.51 | 46.37 | 0.0 | 0.0 | 0.0 |
| $30 n$ | 0.08697 | 0.08645 | 0.08625 | 11.63 | 35.35 | 66.71 | 0.0 | 0.0 | 0.0 |
| $40 n$ | 0.08653 | 0.08664 | 0.08611 | 15.19 | 46.12 | 87.24 | 0.0 | 0.0 | 0.0 |
| Importance sampling based robust power method (with prescanning): $n=1200, \lambda_{i}=\frac{1}{i^{2}}$ |  |  |  |  |  |  |  |  |  |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $5 n$ | 0.08657 | 0.08684 | 0.08636 | 3.1 | 10.47 | 18 | 2.234 | 2.236 | 2.234 |
| $10 n$ | 0.08741 | 0.08677 | 0.08668 | 5.427 | 17.43 | 30.26 | 2.232 | 2.233 | 2.233 |
| $20 n$ | 0.08648 | 0.08624 | 0.08634 | 9.843 | 31.42 | 54.49 | 2.226 | 2.226 | 2.226 |
| $30 n$ | 0.08635 | 0.08634 | 0.08615 | 14.33 | 45.4 | 63.85 | 2.226 | 2.224 | 2.227 |
| $40 n$ | 0.08622 | 0.08652 | 0.08619 | 18.68 | 59.32 | 82.83 | 2.225 | 2.225 | 2.225 |

Table 22.1: Synthetic tensor decomposition using the robust tensor power method. We use an order-3 normalized dense tensor with dimension $n=1200$ with $\sigma=0.01$ noise added. We run sketching-based and sampling-based methods to find the first eigenvalue and eigenvector by setting $L=50, T=30$ and varying $B$ and $b$.

### 22.5 Generate importance sampling indices

In the section we present the full algorithm to generate importance sampling indices.
We view this problem as follows: imagine $[0,1]$ is divided into $n$ "bins" with different lengths corresponding to the probability of selecting each bin. We generate $m$ random numbers uniformly from $[0,1]$ and see which bin each random number belongs to. If a random number is in bin $i$, we sample the $i$-th index of a vector. There are two straightforward ways to generate such indices, but neither of them gives us linear running time in $m$ and $n$. The first method is: (1) generate a list of random numbers (2) for each random number, choose

| Sketching based robust power method: dataset wiki, $\\|$ T $\\|_{F}^{2}=2.135 \mathrm{e}+07$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |
| $b \quad B$ | 10 | 30 | 10 | 30 | 10 | 30 |
| $2^{10}$ | $2.091 \mathrm{e}+07$ | $1.951 \mathrm{e}+07$ | 0.2346 | 0.8749 | 0.1727 | 0.2535 |
| $2^{11}$ | $1.971 \mathrm{e}+07$ | $1.938 \mathrm{e}+07$ | 0.4354 | 1.439 | 0.2408 | 0.3167 |
| $2^{12}$ | $1.947 \mathrm{e}+07$ | $1.930 \mathrm{e}+07$ | 1.035 | 2.912 | 0.4226 | 0.4275 |
| $2^{13}$ | $1.931 \mathrm{e}+07$ | $1.927 \mathrm{e}+07$ | 2.04 | 5.94 | 0.5783 | 0.6493 |
| $2^{14}$ | $1.928 \mathrm{e}+07$ | $1.926 \mathrm{e}+07$ | 4.577 | 13.93 | 1.045 | 1.121 |
| Importance sampling based robust power method (without prescanning): dataset wiki, $\\|$ T $\\|_{F}^{2}=2.135 \mathrm{e}+07$ |  |  |  |  |  |  |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |
| $b \quad B$ | 10 | 30 | 10 | 30 | 10 | 30 |
| $5 n$ | $1.931 \mathrm{e}+07$ | $1.928 \mathrm{e}+07$ | 0.3698 | 1.146 | 0.0 | 0.0 |
| $10 n$ | $1.931 \mathrm{e}+07$ | $1.929 \mathrm{e}+07$ | 0.5623 | 1.623 | 0.0 | 0.0 |
| $20 n$ | $1.935 \mathrm{e}+07$ | $1.926 \mathrm{e}+07$ | 0.9767 | 2.729 | 0.0 | 0.0 |
| $30 n$ | $1.929 \mathrm{e}+07$ | $1.926 \mathrm{e}+07$ | 1.286 | 3.699 | 0.0 | 0.0 |
| $40 n$ | $1.928 \mathrm{e}+07$ | $1.925 \mathrm{e}+07$ | 1.692 | 4.552 | 0.0 | 0.0 |
| Importance sampling based robust power method (with prescanning): dataset wiki, $\\|$ T $\\|_{F}^{2}=2.135 \mathrm{e}+07$ |  |  |  |  |  |  |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |
| $\square \quad B$ | 10 | 30 | 10 | 30 | 10 | 30 |
| $5 n$ | $1.931 \mathrm{e}+07$ | $1.930 \mathrm{e}+07$ | 0.4376 | 1.168 | 0.01038 | 0.01103 |
| $10 n$ | $1.928 \mathrm{e}+07$ | $1.930 \mathrm{e}+07$ | 0.6357 | 1.8 | 0.0104 | 0.01044 |
| $20 n$ | $1.931 \mathrm{e}+07$ | $1.927 \mathrm{e}+07$ | 1.083 | 2.962 | 0.01102 | 0.01042 |
| $30 n$ | $1.929 \mathrm{e}+07$ | $1.925 \mathrm{e}+07$ | 1.457 | 4.049 | 0.01102 | 0.01043 |
| $40 n$ | $1.929 \mathrm{e}+07$ | $1.925 \mathrm{e}+07$ | 1.905 | 5.246 | 0.01105 | 0.01105 |

Table 22.2: Tensor decomposition in LDA on the wiki dataset. The tensor is generated by spectral LDA with dimension $200 \times 200 \times 200$. It is symmetric but not normalized. We fix $L=50, T=30$ and vary $B$ and $b$.
the correct bin for it. Step (1) takes $O(m)$ time, but step (2) takes $O(m n)$ time in the worst case. The second method is: (1) generate a list of random numbers (2) sort these random numbers (3) sequentially for each random number, choose the correct bin for it. Step (1) takes $O(m)$ time, step (2) takes $O(m \log m)$ time, and step (3) takes $O(m+n)$ time as it merges two sorted lists.

In Algorithm 22.1, we instead present an $O(m+n)$ time algorithm which we call GENRandTuples for generating such indices by combining existing algorithms. We use Bentley and Saxe's algorithm GEnSortedRandN $(m)$ [BS80b] to efficiently generate $m$ sorted random numbers $(a)$ in $O(m)$ time. Then RandNToBins outputs a list of $m$ indices $(e)$ such
that for each random number in $a$, there is an index in $\widetilde{q}$. The running time of this step is $O(m+n)$. We use Knuth's shuffling algorithm GenRandPerm $(m)$ [Knu69] to generate a random permutation of $[m](c)$ in $O(m)$ time. Finally, GenRandTuples generates $m$ tuples with two (resp. three) entries given $n$ probabilities in array $\widetilde{q}$ for computing $A(I, v, w)$ $(\operatorname{resp} . A(u, v, w))$.

Claim 22.5.1. Function GEnSortedRandN $(m)$ uses Bentley and Saxe's algorithm [BS80b] and takes $O(m)$ time to generate a list of random numbers between 0 and 1 in increasing order.

Proof. For the correctness of this claim, we refer the reader to [BS80b].

Claim 22.5.2. Function RandNToBins $(A, m, Q, n)$ takes $O(m+n)$ time.

Proof. The input of RandNToBins is two arrays, $A$ and $Q$. The array $A$ is a list of sorted random numbers in $[0,1]$. The array $Q$ can be thought as a list of boundary values for bins, e.g., if some entry $x$ satisfies $Q[j]<x \leq Q[j+1]$, then we should assign $x$ to bin $j$. This procedure is equivalent to merging two sorted lists. Thus, it takes linear time in the summation of two lengths.

Claim 22.5.3. Function $\operatorname{GenRandPERM}(m)$ uses Knuth's shuffle algorithm [Knu69] to generate a random permutation of $[m]$ in $O(m)$ time.

Proof. For the correctness of this claim, we refer the reader to [Knu69] and [Wik16].

```
Algorithm 22.1 Generate importance sampling indices
    function GenRandTuples \((m, \widetilde{q})\)
    \(a[1 \ldots m] \leftarrow\) GEnSortedRandN \((m)\)
    \(e[1 \ldots m] \leftarrow \operatorname{RandNToBins}(a, m, \widetilde{q}, n)\)
    \(c[1 \ldots m] \leftarrow \operatorname{GEnRANDPERM}(m)\)
    \(\mathcal{L} \leftarrow \emptyset\)
    for \(i=1 \rightarrow m\) do
        \(\mathcal{L} \leftarrow \mathcal{L} \cup e[c[i]]\)
    end for
    return \(\mathcal{L}\)
    end function
    function RandNToBins \((A, m, Q, n)\)
    \(i \leftarrow 1, j \leftarrow 1\)
    while \(i \leq m\) do
        if \(A[i]<Q[j]\) then
            \(C[i] \leftarrow j, i \leftarrow i+1\)
        else
        \(j \leftarrow j+1\)
    end if
    end while
    return \(C[1 \ldots m]\)
    end function
    function GEnSortedRandN \((m)\) [BS80b]
    \(s \leftarrow 0\)
    for \(i=1 \rightarrow L\) do
    \(s \leftarrow s-\log\) (uniform \((0,1))\)
    \(A[i] \leftarrow s\)
    end for
    \(s \leftarrow s-\log (\operatorname{uniform}(0,1))\)
    for \(i=1 \rightarrow L\) do
        \(A[i] \leftarrow A[i] / s\)
    end for
    return \(A[1 \ldots m]\)
    end function
    function GenRandPERM \((m)\) [Knu69]
    for \(i=1 \rightarrow m\) do
        \(C[i] \leftarrow i\)
    end for
    for \(i=1 \rightarrow m\) do
        \(t \leftarrow \operatorname{uniform}(i), C[i] \leftarrow C[t], C[t] \leftarrow \$ 820\)
    end for
    return \(C[1 \ldots m]\)
    end function
```


### 22.6 Importance sampling lemmas

In this section we state some useful facts and give proofs for some lemmas that are not proved in the main text.

We shall make use of the following facts which follow from the definitions of a tensor. The following facts hold immediately by the definition of a tensor's $\ell_{2}$-norm and Frobenius norm.

Fact 22.6.1. For any $p \geq 3$, for any tensor $A \in \mathbb{R}^{n^{p}}$ and $p$ unit vectors $u_{1}, u_{2}, \cdots, u_{p} \in \mathbb{R}^{n}$,

1. $\left\|u_{1} \otimes u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}=\prod_{j=1}^{p}\left\|u_{j}\right\|_{2}^{2}$.
2. $\left\langle A, u_{1} \otimes \cdots \otimes u_{p}\right\rangle=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, \cdots, i_{p}} \prod_{j=1}^{p} u_{j, i_{j}}$.
3. $\left\langle A_{i, *, \cdots, *}, u_{2} \otimes \cdots \otimes u_{p}\right\rangle=\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i, i_{2}, \cdots, i_{p}} \prod_{j=2}^{p} u_{j, i_{j}}$.

We provide the proofs for Lemma 22.3.1 and 22.3.2.
Lemma 22.3.1. Suppose random variable $X=A_{i_{1}, \cdots, i_{p}} \prod_{j=1}^{p} u_{j, i_{j}} / \prod_{j=1}^{p} q_{j, i_{j}}$ with probability $\prod_{j=1}^{p} q_{j, i_{j}}$ where $q_{j, i_{j}}=\left|u_{j, i_{j}}\right|^{2} /\left\|u_{j}\right\|_{2}^{2}, \forall j \in[n], \forall i_{j} \in[n]$, and we take $L$ i.i.d. samples $X$, denote $X_{1}, X_{2}, \cdots, X_{L}$. Let $Y=\frac{1}{L} \sum_{\ell=1}^{L} X_{\ell}$. Then $1 . \mathbb{E}[Y]=\left\langle A, u_{1} \otimes u_{2} \otimes \cdots \otimes u_{p}\right\rangle$, and 2 . $\mathbb{V}[Y] \leq \frac{1}{L}\|A\|_{F}^{2} \cdot\left\|u_{1} \otimes u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}$.

Proof. Consider the expectation of $Y$,

$$
\mathbb{E}[Y]=\mathbb{E}\left[\frac{1}{L} \sum_{\ell=1}^{L} X_{\ell}\right]=\mathbb{E}\left[X_{\ell}\right]=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{p}=1}^{n}\left(A_{i_{1}, \cdots, i_{p}} \prod_{j=1}^{p} \frac{1}{q_{j, i_{j}}} u_{j, i_{j}}\right) \cdot\left(\prod_{j=1}^{p} q_{j, i_{j}}\right)
$$

Furthermore, we can obtain,

$$
\mathbb{E}[Y]=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, \cdots, i_{p}} \prod_{j=1}^{p} u_{j, i_{j}}=\left\langle A, u_{1} \otimes \cdots \otimes u_{p}\right\rangle .
$$

It remains to upper bound the variance of $Y$,

$$
\mathbb{V}[Y]=\mathbb{E}\left[Y^{2}\right]-(\mathbb{E}[Y])^{2}=\mathbb{E}\left[\frac{1}{L^{2}}\left(\sum_{\ell=1}^{L} X_{\ell}\right)^{2}\right]-\left(\mathbb{E}\left[\frac{1}{L} \sum_{\ell=1}^{L} X_{\ell}\right]\right)^{2}=\frac{1}{L^{2}}\left(\mathbb{E}\left[\left(\sum_{\ell=1}^{L} X_{\ell}\right)^{2}\right]-L^{2}\left(\mathbb{E}\left[X_{\ell}\right]\right)^{2}\right)
$$

Furthermore, we can obtain,

$$
\begin{aligned}
\mathbb{V}[Y] & =\frac{1}{L^{2}}\left(L \mathbb{E}\left[X_{\ell}^{2}\right]+L(L-1) \mathbb{E}\left[X_{\ell}\right]^{2}-L^{2} \mathbb{E}\left[X_{\ell}\right]^{2}\right) \\
& \leq \frac{1}{L} \mathbb{E}\left[X_{\ell}^{2}\right] \\
& =\frac{1}{L}\left(\sum_{i_{1}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, \cdots, i_{p}}^{2}\left(\prod_{j=1}^{n} \frac{1}{q_{j, i_{j}}} u_{j, i_{j}}\right)^{2}\left(\prod_{j=1}^{p} q_{j, i_{j}}\right)\right) \\
& =\frac{1}{L} \sum_{i_{1}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, \cdots, i_{p}}^{2} \prod_{j=1}^{p}\left\|u_{j}\right\|_{2}^{2} \\
& \leq \frac{1}{L}\|A\|_{F}^{2} \cdot\left\|u_{1} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}
\end{aligned}
$$

Thus, we complete the proof.
Lemma 22.3.2. For all $i_{1} \in[n]$, suppose random variable $X^{i_{1}}=A_{i_{1}, i_{2}, \cdots, i_{p}} \prod_{j=2}^{p} u_{j, i_{j}} / \prod_{j=2}^{p} q_{j, i_{j}}$ with probability $\prod_{j=2}^{p} q_{j, i_{j}}$ where $q_{j, i_{j}}=\left|u_{j, i_{j}}\right|^{2} /\left\|u_{j}\right\|_{2}^{2}, \forall j \in\{2,3, \cdots, n\}, \forall i_{j} \in[n]$ and we take $L_{i_{1}}$ i.i.d. samples of $X^{i_{1}}$, say $X_{1}^{i_{1}}, X_{2}^{i_{1}}, \cdots, X_{L}^{i_{1}}$. Let $Y^{i_{1}}=\frac{1}{L_{i_{1}}} \sum_{\ell=1}^{L} X_{\ell}^{i}$. Then 1. $\mathbb{E}\left[Y^{i}\right]=\left\langle A_{i_{1}, *, \cdots, *}, u_{2} \otimes \cdots \otimes u_{p}\right\rangle$, and $2 . \mathbb{V}\left[Y^{i_{1}}\right] \leq \frac{1}{L_{i_{1}}}\left\|A_{i, *, \cdots, *}\right\|_{F}^{2}\left\|u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2}$.

Proof. Consider the expectation of $Y^{i_{1}}$,

$$
\mathbb{E}\left[Y^{i_{1}}\right]=\mathbb{E}\left[\frac{1}{L} \sum_{\ell=1}^{L} X_{\ell}^{i_{1}}\right]=\mathbb{E}\left[X^{i_{1}}\right]=\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i, j, k}\left(\prod_{j=2}^{p} \frac{1}{q_{j, i_{j}}} u_{j, i_{j}}\right)\left(\prod_{j=2}^{p} q_{j, i_{j}}\right)
$$

Furthermore, we can obtain,

$$
\mathbb{E}\left[Y^{i_{1}}\right]=\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, i_{2}, \cdots, i_{i}} \prod_{j=2}^{p} u_{j, i_{j}}=\left\langle A_{i_{1}, *, \cdots, *,}, u_{2} \otimes \cdots \otimes u_{p}\right\rangle .
$$

Consider the variance of $Y^{i_{1}}$,

$$
\mathbb{V}\left[Y^{i_{1}}\right]=\mathbb{E}\left[\left(Y^{i_{1}}\right)^{2}\right]-\left(\mathbb{E}\left[Y^{i_{1}}\right]\right)^{2}=\frac{1}{L^{2}}\left(L \mathbb{E}\left[\left(X^{i_{1}}\right)^{2}\right]+L(L-1)\left(\mathbb{E}\left[X^{i_{1}}\right]\right)^{2}\right)-\left(\mathbb{E}\left[X^{i_{1}}\right]\right)^{2}
$$

Furthermore, we can obtain,

$$
\begin{aligned}
\mathbb{V}\left[Y^{i_{1}}\right] & =\frac{1}{L}\left(\mathbb{E}\left[\left(X^{i_{1}}\right)^{2}\right]-\left(\mathbb{E}\left[X^{i_{1}}\right]\right)^{2}\right) \\
& \leq \frac{1}{L} \mathbb{E}\left[\left(X^{i_{1}}\right)^{2}\right] \\
& =\frac{1}{L} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, i_{2}, \cdots, i_{p}}^{2}\left(\prod_{j=2}^{p} \frac{1}{q_{j, i_{j}}} u_{j, i_{j}}\right)^{2}\left(\prod_{j=2}^{p} q_{j, i_{j}}\right) \\
& =\frac{1}{L} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i_{1}, i_{2}, \cdots, i_{p}}^{2} \prod_{j=2}^{n}\left\|u_{j}\right\|_{2}^{2} \\
& =\frac{1}{L}\left\|A_{i_{1}, *, \cdots, *}\right\|_{F}^{2}\left\|u_{2} \otimes \cdots \otimes u_{p}\right\|_{F}^{2} .
\end{aligned}
$$

Thus, we complete the proof.

### 22.7 Approximate Tensor Contractions

We need a slightly different version of Theorem 1 in [WTSA15]. Here we denote $\widehat{b}_{i}$ as the samples we take for tensor slice $i$.

Theorem 22.3.3. For any $p \geq 3$, given tensor $A \in \mathbb{R}^{n^{p}}$, for any unit vector $u, v \in \mathbb{R}^{n}$, there is an algorithm that takes $\widehat{b}_{i}$ samples from $i$-th slice and it is able to output a value $\bar{A}(u, \cdots, u) \in \mathbb{R}$ and a vector $\bar{A}(I, u, \cdots, u) \in \mathbb{R}^{n}$ such that for any $b>0$ if $\widehat{b}_{i} \geq b\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$ then the following bounds hold:

$$
\begin{equation*}
\mathbb{E}\left[\|\bar{E}(I, u, \cdots, u)\|_{2}^{2}\right] \leq n\|A\|_{F}^{2} / b, \text { and } \mathbb{E}\left[|\bar{E}(u, \cdots, u)|^{2}\right] \leq\|A\|_{F}^{2} / b \tag{22.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left|v^{\top} \bar{E}(I, u, \cdots, u)\right|^{2}\right] \leq\|A\|_{F}^{2} / b . \tag{22.2}
\end{equation*}
$$

where $\bar{E}:=\bar{A}-A$.

## Proof. Part 1. of Equation 22.1

By combining Lemma (22.3.2) and $\widehat{b}_{i} \geq b\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$, we know that

$$
\mathbb{E}\left[\left|\bar{E}(I, u, \cdots, u)_{i}\right|^{2}\right]=\frac{\left\|A_{i, *, *}\right\|^{2}}{b\left\|A_{i, *, *}\right\|_{F}^{2} /\|A\|_{F}^{2}}=\|A\|_{F}^{2} / b .
$$

Part 2 of Equation (22.1) It follows by Lemma 22.3.1.

Equation (22.2) It follows by

$$
\begin{aligned}
\mathbb{E}\left[\left|v^{\top} \bar{E}\right|^{2}\right] & =\mathbb{E}\left[\sum_{i=1}^{n} v_{i}^{2} \bar{E}(I, u, \cdots, u)_{i}^{2}\right] \\
& \leq \sum_{i=1}^{n} v_{i}^{2}\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} / \widehat{b}_{i} \\
& \leq \sum_{i=1}^{n} v_{i}^{2}\|A\|_{F}^{2} / b=\|A\|_{F}^{2} / b .
\end{aligned}
$$

Thus, we complete the proof.

Without loss of generality, we can assume that $\|A\|_{F}^{2}=1$. By choosing sufficiently large $b$, we can guarantee the error bounds of sketch noise $\bar{E}$ to be small.

Corollary 22.7.1. For any $m \geq 3$, if $b \geq m n c_{0}^{2} / \epsilon^{2}$, for any unit vector $u, v \in \mathbb{R}^{n}$, then with probability at least $1-3 / m$ such that,

1. $\|\bar{E}(I, u, \cdots, u)\|_{2} \leq \epsilon / c_{0}$.
2. $|\bar{E}(u, \cdots, u)| \leq \epsilon /\left(c_{0} \sqrt{n}\right)$.
3. $\left|v^{\top} \bar{E}(I, u, \cdots, u)\right| \leq \epsilon /\left(c_{0} \sqrt{n}\right)$.

Proof. Part 1. Using Markov's inequality $\operatorname{Pr}[x \geq a] \leq \mathbb{E}[x] / a$, we have

$$
\operatorname{Pr}\left[\|\bar{E}(I, u, \cdots, u)\|_{2}^{2} \geq\left(\epsilon / c_{0}\right)^{2}\right] \leq \frac{\mathbb{E}\left[\|\bar{E}(I, u, \cdots, u)\|_{2}^{2}\right]}{\left(\epsilon / c_{0}\right)^{2}} \leq \frac{n\|A\|_{F}^{2} / b}{\left(\epsilon / c_{0}\right)^{2}} \leq \frac{1}{m}
$$

where the last step follows by choosing $b \geq m n c_{0}^{2} / \epsilon^{2}$.
Part 2. Similarly, by Markov's inequality, we have

$$
\operatorname{Pr}\left[|\bar{E}(u, u, \cdots, u)|^{2} \geq\left(\epsilon /\left(c_{0} \sqrt{n}\right)\right)^{2}\right] \leq \frac{\mathbb{E}\left[\|\bar{E}(u, u, \cdots, u)\|_{2}^{2}\right]}{\left(\epsilon /\left(c_{0} \sqrt{n}\right)\right)^{2}} \leq \frac{\|A\|_{F}^{2} / b}{\left(\epsilon /\left(c_{0} \sqrt{n}\right)\right)^{2}} \leq \frac{1}{m},
$$

where the last step also follows by choosing $b \geq m n c_{0}^{2} / \epsilon^{2}$.

Part 3. This part also can be proved by Markov's inequality and it requires $b \geq$ $m n c_{0}^{2} / \epsilon^{2}$.

If we compare our Theorem 22.3.3 to the bounds obtained by sketching in [WTSA15], we see that our expectation bounds for $\bar{E}(I, u, \cdots, u)$ and $\bar{E}(u, \cdots, u)$ are the same. As long as the conditions for Theorem 22.3.3 holds, all analysis in [WTSA15, WA16] will follow. To guarantee the noise introduced by sampling satisfies the bounds in Theorem 22.3.4, we require $b \geq n\|A\|_{F}^{2} / \epsilon^{2}=O\left(n^{2} k\right)$.

However, as a condition of Theorem 22.3.3, we require that $\widehat{b}_{i} \gtrsim b\left\|A_{i, *, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$. Because $\left\|A_{i, *, *}\right\|_{F}^{2}$ can be as large as $\|A\|_{F}^{2}$, if we made no assumptions, then $\widehat{b}_{i} \gtrsim b$; a summation over all $n$ slices is $n b=O\left(n^{3} k\right)$, making our algorithm not sublinear time.

We will discuss how to deal with the term $\left\|A_{i, *, *}\right\|_{F}^{2}$ and make our algorithm run in sublinear time in the following paragraphs.

### 22.7.1 Case 1: sampling with known per-slice Frobenius norm

If we do not uniformly take $\widehat{b}_{i} \gtrsim b$ samples per slice, but sample based the Frobenius norm of each slice, in other words, the number of samples for slice $i$ is exactly

$$
\widehat{b}_{i}=b \frac{\left\|A_{i, *, *}\right\|_{F}^{2}}{\|A\|_{F}^{2}}
$$

Then we will need only $\sum_{i=1}^{n} \widehat{b}_{i}=b=O\left(n^{2}\right)$ samples. However, to compute $\left\|A_{i, *, *}\right\|_{F}^{2}$, we have to pre-scan the tensor in $O\left(n^{3}\right)$ time.

Sometimes during the data collection process we can store the tensor's per-slice Frobenius norms as meta data and use them for free. But if we don't know the per-slice Frobenius norms, we have to compute them. This is not ideal because we need to scan the entire tensor before we start power iterations to compute per-slice Frobenius norms. Although in practice computing per-slice Frobenius norms only needs sequential access and can be quite efficient in memory or on storage device, it makes our algorithm depend on the full tensor and run in linear time. However, after making a weak assumption on the per-slice Frobenius norm which can be easily satisfied in practice, we can still obtain sublinear run time, as shown in Case 2.

### 22.7.2 Case 2: sampling without known per-slice Frobenius norm

Theorem 22.3.6 (Bounded slice norm). There exists a sufficiently small constant $\gamma>0$ and a constant $\beta \in(0,1]$, there exists a constant $\alpha>0$ (that depends on $\gamma, \beta)$ such that for any order-p tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$ with $\operatorname{rank}\left(A^{*}\right) \leq n^{\gamma}, p \leq n^{\gamma}, \lambda_{k} \geq 1 / n^{\gamma}$, $\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} \leq \frac{1}{n^{\beta}}\|A\|_{F}^{2}$ for all $i \in[n]$, and $E$ satisfies (22.3), Algorithm 22.5 takes $O\left(n^{p-\alpha}\right)$ time.

Proof. Because we assume $\left\|A_{i, *, *}\right\|_{F}^{2} \leq \frac{1}{n^{\alpha}}\|A\|_{F}^{2}$, we can set $\widehat{b}_{i}=\frac{b}{n^{\alpha}} \gtrsim b\left\|A_{i, *, *}\right\|_{F}^{2} /\|A\|_{F}^{2}$ for all $i$ such that the conditions for Theorem 22.3.3 hold. Thus, the number of samples we need is $\sum_{i=1}^{n} \widehat{b}_{i}=b n^{1-\alpha}=O\left(n^{3-\alpha}\right)$.

We should note that the condition $0<\alpha \leq 1$ is a very reasonable assumption. When $\alpha=1$, all tensor slices have the equal Frobenius norm. The case where $\alpha=0$ only occurs when $\left\|A_{i, *, *}\right\|_{F}=\|A\|_{F}$; in other words, all except one slices are zero. Except for this extreme case, our algorithm only needs to take $o\left(n^{3}\right)$ samples from the tensor.

Also, note that this proof does not make any assumption for the symmetry of the tensor. Thus, theorem 22.3.6 also applies to asymmetric tensors, as long as the analysis in [WTSA15] is extended to asymmetric case.

### 22.7.3 Case 3: improve the bounds in case 2

We are still interested in improve the $O\left(n^{3-\alpha}\right)$ running time bound of our algorithm. We want to go one step further and remove the assumption on per-slice Frobenius norm. The basic idea is to take a sublinear number of samples from the tensor to estimate per-slice Frobenius norm. With some properties of the tensor (symmetry, low-rank, orthogonal, etc), achieving a sub-linear runtime bound is possible, as we will discuss below.

It is worth noting that in our experiments we have seen that sampling with or without known Frobenius norm (with or without pre-scanning) does not make a big difference for most datasets. Because sampling with known per-slice Frobenius norm is the best case $\left(\sum_{i=1}^{n} \widehat{b}_{i}=O\left(n^{2}\right)\right.$ ), the algorithm described below with an improved bound on $\sum_{i=1}^{n} \widehat{b}_{i}=$ $\omega\left(n^{2}\right)$ is unlikely to outperform. Thus, we did not conduct experiments on this part, and focus on theoretical discussions here.

### 22.8 Estimating Slice Norms in Sublinear Time

We present the following facts before introducing our lemmas and theorems:

### 22.8.1 Definitions and Facts

Fact 22.8.1. For any symmetric matrix $A \in \mathbb{R}^{n \times n},\|A\|_{2}=\max _{\|u\|_{2}=1}\left|u^{\top} A u\right|$.

Proof. Because $A$ is symmetric, we choose $S$ such that $S^{\top} S=A$,

$$
\|A\|_{2}=\|S\|_{2}^{2}=\max _{\|u\|_{2}=1}\|S u\|_{2}^{2}=\max _{\|u\|_{2}=1}\left|u^{\top} S^{\top} S u\right|=\max _{\|u\|_{2}=1}\left|u^{\top} A u\right| .
$$

The following technical lemmas give necessary bounds on norms that we will use in proofs.

Lemma 22.8.2. For any $E \in \mathbb{R}^{n^{3}}$, if $\|E\|_{2}:=\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}|E(u, v, w)| \leq 1 / n$, then for all $i \in[n]$,

1. $\max _{\|u\|_{2}=1}\|E(I, u, u)\|_{2} \leq\|E\|_{2}$,
2. $\left\|E_{i, *, *}\right\|_{2} \leq 1 / n$,
3. $\left\|E_{i, *, *}\right\|_{F} \leq 1 / \sqrt{n}$,
4. $\forall j \in[n],\left|E_{i, j, j}\right| \leq 1 / n$.

## Proof. Part 1.

$$
\begin{aligned}
\|E\|_{2}^{2} & =\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}|E(u, v, w)|^{2} \\
& =\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}\left(\sum_{i=1}^{n} u_{i} \cdot \sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} v_{j} w_{k}\right)^{2} \\
& \geq \max _{\|v\|_{2}=\|w\|_{2}=1} \sum_{i=1}^{n} u_{i}^{2} \cdot \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} v_{j} w_{k}\right)^{2} \\
& =\max _{\|v\|_{2}=\|w\|_{2}=1} \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} v_{j} w_{k}\right)^{2} \\
& \geq \max _{\|v\|_{2}} \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} v_{j} v_{k}\right)^{2} \\
& =\max _{\|v\|_{2}}\|E(I, v, v)\|_{2}^{2}
\end{aligned}
$$

where the first inequality follows by setting $u_{i}=c \cdot \sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} v_{j} v_{k}, \forall i \in[n]$ and $\sum_{i=1}^{n} u_{i}^{2}=1, c$ is a normalizing constant.

Part 2. By definition of $\|\cdot\|_{2}$ for a tensor $E \in \mathbb{R}^{n^{3}}$, we have

$$
\max _{\|u\|_{2}=1}\|E(I, u, u)\|_{2} \leq \max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=1}|E(u, v, w)|
$$

By definition of $E(I, u, u) \in \mathbb{R}^{n}$, we have

$$
E(I, u, u)_{i}=\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k} u_{j} u_{k}=u^{\top} E_{i, *, *} u
$$

Thus, we can upper bound the $\|\cdot\|_{2}$ for matrix $E_{i, *, *} \in \mathbb{R}^{n^{2}}$ in the following sense,

$$
\begin{array}{rlrl}
1 / n & \geq\|E\|_{2} & \\
& \geq \max _{\|u\|_{2}=1}\|E(I, u, u)\|_{2} & \\
& =\max _{\|u\|_{2}=1}\left(\sum_{i=1}^{n}\left(u^{\top} E_{i, *, *} u\right)^{2}\right)^{1 / 2} & \\
& \geq \max _{\|u\|_{2}=1}\left|u^{\top} E_{i, *, *} u\right| & & \text { for any } i \in[n] \\
& =\left\|E_{i, *, *}\right\|_{2}, & & \text { by Fact } 22.8 .1
\end{array}
$$

which completes the proof of Part 2.
Part 3. Since $\left\|E_{i, *, *}\right\|_{2} \leq 1 / n$ and the rank of $n \times n$ matrix is at most $n$, we have

$$
\left\|E_{i, *, *}\right\|_{F}^{2}=\operatorname{Tr}\left(E_{i, *, *}^{\top} E_{i, *, *}\right)=\sum_{j=1}^{n} \lambda_{j} \leq n \cdot\left\|E_{i, *, *}\right\|_{2}^{2} \leq n \cdot(1 / n)^{2} \leq 1 / n
$$

where $\lambda_{j}$ are the eigenvalues of $E_{i, *, *}^{\top} E_{i, *, *}$ and the largest one is $\left\|E_{i, *, *}\right\|_{2}$, by the definition of $\|\cdot\|_{2}$ norm. The inequality implies $\left\|E_{i, *, *}\right\|_{F} \leq 1 / \sqrt{n}$ and finishes the proof of Part 3.

Part 4. For each slice $i \in[n]$, by $\left\|E_{i, *, *}\right\|_{2} \leq 1 / n$ and definition of $\|\cdot\|_{2}$ of a matrix, we have $\max _{\|u\|_{2}=1}\left|u^{\top} E_{i, *, *} u\right| \leq 1 / n$, choosing $u=e_{j}$ where $e_{j}$ is the vector that $j$ th position is 1 and all the other positions are 0 . Thus, we know for any $j \in[n],\left|E_{i, j, j}\right| \leq 1 / n$. Thus, we complete the proof of Part 4.

Fact 22.8.3. Given $p \geq 3$ and two vectors $u, v \in \mathbb{R}^{n}$ with $\|u\|_{2}=\|v\|_{2}=1$, then

1. $\left\|u^{\otimes p}-v^{\otimes p}\right\|_{F} \leq \sqrt{p}\|u-v\|_{2}$.
2. $\left|u_{i}-\widehat{u}_{i}\right| \leq\|u-v\|_{2}, \forall i \in[n]$.

$$
\text { 3. }\left\|u_{i} \cdot u^{\otimes p-1}-\widehat{u}_{i} \cdot \widehat{u}^{\otimes p-1}\right\|_{F} \leq \sqrt{2 p}\|u-v\|_{2}^{2}, \forall i \in[n] \text {. }
$$

Proof. We have $\|u\|_{2}=\|v\|_{2}=1$, and $\|u-v\|_{2}^{2}=\sum_{i=1}^{n} u_{i}^{2}+v_{i}^{2}-2 u_{i} v_{i}=\|u\|_{2}^{2}+\|v\|_{2}^{2}-2\langle u, v\rangle$, putting it all together, we can get $\langle u, v\rangle=1-\frac{1}{2}\|u-v\|_{2}^{2}$. For any $p \geq 3$, we consider $\left\|u^{\otimes p}-v^{\otimes p}\right\|_{F}^{2}$,

$$
\begin{aligned}
\left\|u^{\otimes p}-v^{\otimes p}\right\|_{F}^{2} & =\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n}\left(u_{i_{1}} u_{i_{2}} \cdots u_{i_{p}}-v_{i_{1}} v_{i_{2}} \cdots v_{i_{p}}\right)^{2} \\
& =\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} u_{i_{1}}^{2} u_{i_{2}}^{2} \cdots u_{i_{p}}^{2}-2 u_{i_{1}} u_{i_{2}} \cdots u_{i_{p}} v_{i_{1}} v_{i_{2}} \cdots v_{i_{p}}+v_{i_{1}}^{2} v_{i_{2}}^{2} \cdots v_{i_{p}}^{2} \\
& =\left(\|u\|_{2}^{2}\right)^{p}-2(\langle u, v\rangle)^{p}+\left(\|v\|_{2}^{2}\right)^{p} \\
& =2-2(\langle u, v\rangle)^{p} \\
& =2-2\left(1-\frac{1}{2}\|u-v\|_{2}^{2}\right)^{p} \\
& \leq p\|u-v\|_{2}^{2}
\end{aligned}
$$

We can upper bound $\left\|u_{i} \cdot u^{\otimes p-1}-\widehat{u}_{i} \cdot \widehat{u}^{\otimes p-1}\right\|_{F}$,

$$
\begin{aligned}
& \left\|u_{i} \cdot u^{\otimes p-1}-\widehat{u}_{i} \cdot \widehat{u}^{\otimes p-1}\right\|_{F} \\
\leq & \left\|u_{i} \cdot u^{\otimes p-1}-u_{i} \cdot \widehat{u}^{\otimes p-1}\right\|_{F}+\left\|u_{i} \cdot \widehat{u}^{\otimes p-1}-\widehat{u}_{i} \cdot \widehat{u}^{\otimes p-1}\right\|_{F} \\
= & \left|u_{i}\right| \cdot\left\|u^{\otimes p-1}-\widehat{u}^{\otimes p-1}\right\|_{F}+\left|u_{i}-\widehat{u}_{i}\right| \cdot\left\|\widehat{u}^{\otimes p-1}\right\|_{F} \\
\leq & 1 \cdot \sqrt{p-1}\|u-v\|_{2}+\|u-v\|_{2} \cdot 1 \\
\leq & \sqrt{2 p}\|u-v\|_{2} .
\end{aligned}
$$

Definition 22.8.1. For any $p \geq 3$, for any tensor $A \in \mathbb{R}^{n^{p}}$, we say vector $\tau \in \mathbb{R}^{n}$ is a "good"
estimate of $A$ if for any $i \in[n]$,

$$
\begin{equation*}
\left\|A_{i, *, \cdots, *}\right\|_{F}^{2} \leq \tau_{i} \tag{22.5}
\end{equation*}
$$

We say vector $\tau \in \mathbb{R}^{n}$ is an "efficient" estimate of $A$, if there exists some constant $\alpha>0$ such that,

$$
\begin{equation*}
\sum_{i=1}^{n} \min \left(n^{p-1} \tau_{i} /\|A\|_{F}^{2}, n^{p-1}\right)=O\left(n^{p-\alpha}\right) \tag{22.6}
\end{equation*}
$$

Remark 22.8.1. For $p=3$, Equation (22.6) implies $\sum_{i=1}^{n} \widehat{b}_{i}=o\left(n^{3}\right)$ as long as we choose $\widehat{b}_{i}=\min \left(n^{2} \tau_{i} /\|A\|_{F}^{2}, n^{2}\right)$. Note that in the most part of this section, we focus on order $p=3$ tensor.

### 22.8.2 Order $p=3$, rank $k=1$ tensor

We start by considering the simplest case, where the tensor $A^{*}$ is assumed to be rank-1, $A^{*}=u^{\otimes 3}$. We can observe the true tensor plus some noise, i.e., $A=A^{*}+E$. As long as the noise $E$ is sufficiently small, we can get a good bound on the tensor's per-slice Frobenius norm by just looking at its diagonals! The intuition is that Frobenious norm of slice $i\left(\left\|A_{i, *, *}\right\|_{F}^{2}\right)$ is in proportional to $u_{i}^{2}$, and the diagonals of the tensor $\left(\left|A_{i, i, i}\right|\right)$ is actually $\left|u_{i}\right|^{3}$, giving us an accurate estimate. We can choose per-slice samples $\widehat{b}_{i}$ accordingly. For those slices that potentially have $\left\|A_{i, *, *}\right\|_{F} \gtrsim 1 / n^{1 / 3}$, to estimate the norm of that slice $i$, we oversample them by choosing all the $n^{2}$ samples of that $n \times n$ matrix $A_{i, *, *}$. Since we can show there are only $o(n)$ slices that have large estimates for $\left\|A_{i, *, *}\right\|_{F}$, then the total number of samples is $o\left(n^{3}\right)$, which is sublinear in the size of tensor $A$.

Lemma 22.8.4 (rank-1 tensor). There exists some constant $\alpha>0$, for any tensor $A=$ $E+u^{\otimes 3} \in \mathbb{R}^{n^{3}}$ with $\|u\|_{2}=1,\|E\|_{2} \leq 1 / n$. There exists an algorithm that takes $O\left(n^{3-\alpha}\right)$ samples/time is able to output a vector $\tau \in \mathbb{R}^{n}$ which is a good and efficient estimate of $A$, i.e., $\tau, A$ satisfies (22.5) and (22.6).

Proof. For each slice $i \in[n]$, we have $\left\|E_{i, *, *}\right\|_{F} \leq 1 / \sqrt{n}$ (by part 3 of Lemma 22.8.2) and $\left\|A_{i, *, *}\right\|_{F}=\left\|E_{i, *, *}+u_{i} \cdot u u^{\top}\right\|_{F}$, which implies

$$
\left|u_{i}\right|-1 / \sqrt{n} \leq\left\|A_{i, *, *}\right\|_{F} \leq\left|u_{i}\right|+1 / \sqrt{n} .
$$

Also, observing the entries from main diagonal of tensor which is this form, $\left|A_{i, i, i}\right|=\mid E_{i, i, i}+$ $u_{i}^{3} \mid$, using $\left|E_{i, i, i}\right| \leq 1 / n$ (by part 4 of Lemma 22.8.2), we have

$$
\left|u_{i}\right|^{3}-1 / n \leq\left|A_{i, i, i}\right| \leq\left|u_{i}\right|^{3}+1 / n .
$$

If there is no noise, the diagonal term is exactly $u_{i}^{3}$, and we can get accurate $\left\|A_{i, *, *}\right\|_{F}=$ $u_{i}^{2}$. However, consider the potential noise term, we have to discuss the following two cases:

Part 1. $\left|A_{i, i, i}\right| \geq 2 / n$. In this case, $\left|u_{i}\right|^{3} \geq 1 / n$ and $\left\|A_{i, *, *}\right\|_{F} \geq\left|u_{i}\right|-1 / \sqrt{n} \geq$ $1 / n^{1 / 3}-1 / \sqrt{n} \geq 1 /\left(2 n^{1 / 3}\right)$. For such slice $i$, we need to take $\widehat{b}_{i}=O\left(n^{2}\right)$ examples to guarantee that the bounds on $\left|\left[\epsilon_{2, A}(u)\right]_{i}\right|$ and $\left\langle\omega, \epsilon_{2, A}(u)\right\rangle^{2}$ are enough.

Let $S$ denote a set of indices such that, for each $i \in S,\left|A_{i, i, i}\right| \geq 2 / n$. By triangle inequality, it means $\left|u_{i}\right|^{3} \geq 1 / n$ and then $\left|u_{i}\right| \geq 1 / n^{1 / 3}$. We can show that $|S|$ is at most $n^{2 / 3}$, because $u$ is a unit vector and there are at most $n^{2 / 3}$ coordinates $i$ could have $\left|u_{i}\right| \geq 1 / n^{1 / 3}$. Overall, the sample complexity for all these slices is $n^{3-1 / 3}$.

Part 2. $\left|A_{i, i, i}\right|<2 / n$. In this case, $\left\|A_{i, *, *}\right\|_{F} \leq\left|u_{i}\right|+1 / \sqrt{n} \leq 3 / n^{1 / 3}+1 / \sqrt{n} \leq 4 / n^{1 / 3}$. Thus, for such slice, we choose $\widehat{b}_{i}=O\left(b\left\|A_{i, *, *}\right\|_{F}^{2} /\|A\|_{F}^{2}\right)=O\left(b / n^{2 / 3}\right)$ samples is sufficient for the error bounds. The number of such slice can be $O(n)$, thus the total number of samples for this part is $O\left(n^{3-2 / 3}\right)$.

We set $\tau_{i}=1$ for part 1 and $\tau_{i}=O\left(1 / n^{2 / 3}\right)$ for part 2 .

Now we consider a further case with tensor rank $k=2$. Because there are two distinct eigenvectors, the way of estimating $\left\|A_{i, *, *}\right\|_{F}$ becomes trickier. Besides the diagonal terms of the tensor, we also need to look at the diagonal terms of each tensor slice, $A_{i, j, j}$. Given parameters $b, \alpha \in(0,1)$ and tensor $A \in \mathbb{R}^{n^{3}}$, we use the sampling procedure in Algorithm 22.2.

### 22.8.3 Order $p=3$, rank $k=2$ tensor

Lemma 22.8.5 (rank-2 tensor). There exists some constant $\alpha>0$, for any tensor $A=$ $E+u^{\otimes 3}+v^{\otimes 3} \in \mathbb{R}^{n^{3}}$ with $\|u\|_{2}=\|v\|_{2}=1, u \cdot v=0,\|E\|_{2} \leq 1 / n$. There exists an algorithm that takes $O\left(n^{3-\alpha}\right)$ samples/time is able to output a vector $\tau \in \mathbb{R}^{n}$ which is a good and efficient estimate of $A$ with probability $1-1 / \operatorname{poly}(n)$, i.e., $\tau, A$ satisfies (22.5) and (22.6).

Proof. We assume that $A=E+u \otimes u \otimes u+v \otimes v \otimes v$. Note that we ignore the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ because it will only be constants before $u \otimes u \otimes u$ and $v \otimes v \otimes v$ and our proof is unaffected.

Because vector $u \in \mathbb{R}^{n}$ is orthogonal to vector $v \in \mathbb{R}^{n}$, then

$$
\begin{equation*}
u^{\top} \cdot v=\sum_{i=1}^{n} u_{i} \cdot v_{i}=0 \tag{22.7}
\end{equation*}
$$

Consider the absolute value on main diagonal of tensor,

$$
\left|A_{i, i, i}\right| \leq\left|E_{i, i, i}\right|+\left|u_{i}^{3}+v_{i}^{3}\right| \leq 1 / n+\left|u_{i}^{3}+v_{i}^{3}\right|
$$

where the first step follows by triangle inequality and the second step follows by Part 3 of Lemma 22.8.2 where $\left|E_{i, i, i}\right| \leq 1 / n$. Now we start to prove the 4 parts of our procedure.

Part 1. Following the same reasoning in Lemma 22.8.4, for $\left|A_{i, i, i}\right| \geq 3 / n$, either one of $u_{i}^{3}$ and $v_{i}^{3}$ is large or both $u_{i}^{3}$ and $v_{i}^{3}$ is large and have the same sign, both of these two situations imply that $\left\|A_{i, *, *}\right\|_{F}^{2}$ is large. Then we need to set $\tau_{i}=1$ and take $\widehat{b}_{i}=O\left(n^{2}\right)$ samples for these slice. Also, the number of such slice is $O\left(n^{2 / 3}\right)$ by using the similar argument in part 1 of Lemma 22.8.4. But unlike the rank-1 case, even if $\left|A_{i, i, i}\right|<3 / n$, we cannot conclude that $\left\|A_{i, *, *}\right\|_{F}^{2}$ is small (i.e., $\left\|A_{i, *, *}\right\|_{F}^{2} \lesssim 1 / n^{2 / 3}$ ), because $u_{i}^{3}$ and $v_{i}^{3}$ can have opposite sign and then cancel each other.

Part 2. For each $i \in[n]$, if $\left|A_{i, i, i}\right|<3 / n$, we take $O\left(b / n^{\alpha}\right)$ samples for slice $i$. By doing this, we can guarantee that the error bounds given by Equation (22.2) are sufficient for slice $i$ as long as $\left\|A_{i, *, *}\right\|_{F}^{2} \leq 5 / n^{\alpha}$.

Now we need to handle the slice $i$ where $\left\|A_{i, *, *}\right\|_{F}^{2}>5 / n^{\alpha}$ but $\left|A_{i, i, i}\right|<3 / n$ in the next part.

Part 3. Let us consider slice $i \in[n]$ such that

$$
\begin{equation*}
\left\|A_{i, *, *}\right\|_{F}^{2}=\left\|E_{i, *, *}+u_{i} \cdot u u^{\top}+v_{i} \cdot v v^{\top}\right\|_{F}^{2}>5 / n^{\alpha}, \text { and }\left|A_{i, i, i}\right|=\left|E_{i, i, i}+u_{i}^{3}+v_{i}^{3}\right|<3 / n . \tag{22.8}
\end{equation*}
$$

Using Part 3 and 4 of Lemma 22.8.2, we have

$$
\begin{equation*}
\left\|E_{i, *, *}\right\|_{F}^{2} \leq 1 / n, \text { and }\left|E_{i, i, i}\right| \leq 1 / n \tag{22.9}
\end{equation*}
$$

Combining Equation (22.8) and (22.9) with triangle inequality implies,

$$
u_{i}^{2}+v_{i}^{2}>4 / n^{\alpha}, \text { and }\left|u_{i}^{3}+v_{i}^{3}\right|<4 / n
$$

Using $u_{i}^{2}+v_{i}^{2}>4 / n^{\alpha}$ we can obtain the following result,

$$
\begin{array}{lll}
\Longrightarrow & \text { either } & u_{i}^{2}>2 / n^{\alpha}
\end{array} \text { or } v_{i}^{2}>2 / n^{\alpha} .
$$

Note that $\left|u_{i}^{3}+v_{i}^{3}\right|<4 / n, 3 \alpha / 2<1$ and $\operatorname{sign}\left(u_{i}\right) \neq \operatorname{sign}\left(v_{i}\right)$, without loss of generality, assume $\left|u_{i}\right|^{3}>2 / n^{3 \alpha / 2}$, then we have $\left|v_{i}\right|^{3}>\left|u_{i}\right|^{3}-\left|u_{i}^{3}+v_{i}^{3}\right|>2 / n^{3 \alpha / 2}-4 / n>1 / n^{3 \alpha / 2}$. Therefore, we can obtain that

$$
\text { both }\left|u_{i}\right|^{3}>1 / n^{3 \alpha / 2} \text { and }\left|v_{i}\right|^{3}>1 /\left(n^{3 \alpha / 2}\right) .
$$

Thus, $\left|u_{i} v_{i}\right|>1 / n^{\alpha}$. Recall that the $i$ is the index we choose at the beginning, and $u, v$ are unit vectors, i.e., $\|u\|_{2}=\|v\|_{2}=1$.

Define set $S \subseteq[n]$, such that for any $j \in S, \operatorname{sign}\left(u_{j}\right)=\operatorname{sign}\left(v_{j}\right)$. Define $\bar{S}=[n] \backslash S$. By Equation (22.7),

$$
0=\sum_{j \in S} u_{j} v_{j}+\sum_{j^{\prime} \in \bar{S}} u_{j}^{\prime} v_{j}^{\prime}
$$

It is obvious that the $i$ satisfying Equation (22.8) belongs to $\bar{S}$, then we can lower bound the contribution from set $\bar{S}$,

$$
\left|\sum_{j^{\prime} \in \bar{S}} u_{j^{\prime}} v_{j^{\prime}}\right| \geq\left|u_{i} v_{i}\right|+\left|\sum_{j^{\prime} \in \bar{S} \backslash\{i\}} u_{j^{\prime}} v_{j^{\prime}}\right|>1 / n^{\alpha}
$$

where the first step follows by triangle inequality and the second step follows by $\left|u_{i} v_{i}\right|>$ $1 / n^{\alpha}$. Using triangle inequality again, we can also lower bound the contribution from set $S$, $\left|\sum_{j \in S} v_{j} u_{j}\right|>1 / n^{\alpha}$.

For any $j \in S,\left|u_{j}^{3}+v_{j}^{3}\right|<4 / n$ and $\operatorname{sign}\left(u_{j}\right)=\operatorname{sign}\left(v_{j}\right)$. Then, $\left|u_{j}^{3}\right|<4 / n$ and $\left|v_{j}^{3}\right|<$ $4 / n$, which implies $\left|u_{j}\right|<2 / n^{1 / 3},\left|v_{j}\right|<2 / n^{1 / 3}$. Furthermore, we can obtain $\left|u_{j} \cdot v_{j}\right|<4 / n^{2 / 3}$, so we can lower bound the number of entries in set $S$,

$$
|S| \geq\left|\sum_{j \in S} u_{j} v_{j}\right| /\left(\max _{j \in S}\left|u_{j} v_{j}\right|\right)>\left(1 / n^{\alpha}\right) /\left(4 / n^{2 / 3}\right)=n^{2 / 3-\alpha} / 4
$$

If we take $\Theta\left(n^{1 / 3+\alpha} \log n\right)$ samples out of $[n]$ slices uniformly at random, then with probability $1-1 / \operatorname{poly}(n)$, there exists at least one index $j$ from set $S$. Since for all $j^{\prime} \in S$, $\operatorname{sign}\left(u_{j^{\prime}}\right)=\operatorname{sign}\left(v_{j^{\prime}}\right)$. Then $u_{j}$ and $v_{j}$ have the same sign. But set $S$ is not good enough, because there is no lower bound for $\left|u_{j} v_{j}\right|$, for all $j \in S$. To remove this issue, we can remove the small entries from set $S$ to obtain another set $F$.

Let $F \subseteq S$ denote the set of coordinates such that for any $j \in F,\left|u_{j} v_{j}\right| \geq 1 /\left(2 n^{1+\alpha}\right)$. We can upper bound the contribution from set $S \backslash F$,

$$
\left|\sum_{j \in S \backslash F} u_{j} v_{j}\right|=\sum_{j \in S \backslash F}\left|u_{j} v_{j}\right| \leq|S \backslash F| \cdot 1 /\left(2 n^{1+\alpha}\right) \leq n \cdot 1 /\left(2 n^{1+\alpha}\right)=1 /\left(2 n^{\alpha}\right)
$$

Thus using triangle inequality, we can lower bound the contribution from set $F$,

$$
\left|\sum_{j \in F} u_{j} v_{j}\right| \geq\left|\sum_{j \in S} u_{j} v_{j}\right|-\left|\sum_{j \in S \backslash F} u_{j} v_{j}\right| \geq 1 / n^{\alpha}-1 /\left(2 n^{\alpha}\right)=1 /\left(2 n^{\alpha}\right)
$$

which implies,

$$
|F| \geq\left|\sum_{j \in F} u_{j} v_{j}\right| /\left(\max _{j \in F}\left|u_{j} v_{j}\right|\right)>\left(1 / 2 n^{\alpha}\right) /\left(4 / n^{2 / 3}\right)=n^{2 / 3-\alpha} / 8
$$

Notice that $|F| \gtrsim|S|$, thus after taking $\Theta\left(n^{1 / 3+\alpha} \log n\right)$ samples over [n], we still can hope to see one $j$ from $F$. Now the idea is, we use index $j$ to find out the large entry on diagonal of slice $A_{j, *, *}$. By doing this, we can recover some index $l$ such that the norm of $l$-th slice is large, but $\left|A_{l, l, l}\right|$ looks small.

For each $j \in F$, let us look at the diagonal entry of slice $A_{j, *, *}$, consider entry $A_{j, l, l}$,

$$
\left|A_{j, l, l}\right|=\left|E_{j, l, l}+u_{j} u_{l}^{2}+v_{j} v_{l}^{2}\right| .
$$

Because both $u_{l}^{2}>2 / n^{\alpha}$ and $v_{l}^{2}>2 / n^{\alpha}$, and either $\left|u_{j}\right| \geq 1 /\left(2 n^{1 / 2+\alpha / 2}\right)$ or $\left|v_{j}\right| \geq 1 /\left(2 n^{1 / 2+\alpha / 2}\right)$, then we have

$$
\left|A_{j, l, l}\right| \geq\left|u_{j} u_{l}^{2}+v_{j} v_{l}^{2}\right|-\left|E_{j, l, l}\right| \geq 1 / n^{1 / 2+3 \alpha / 2}-1 / n \geq 1 /\left(2 n^{1 / 2+3 \alpha / 2}\right)
$$

We need to show that $\left\|A_{j, *, *}\right\|_{F}^{2}$ is small. Since $u_{j}$ and $v_{j}$ have the same sign and $\left|A_{j, j, j}\right| \leq 3 / n$, then $\left|u_{j}\right|^{3} \leq 4 / n$ which implies $\left|u_{j}\right|^{2} \leq 4 / n^{2 / 3}$. Thus $\left|u_{j}^{2}+v_{j}^{2}\right| \leq 8 / n^{2 / 3}$. Furthermore, we
have

$$
\left\|A_{j, *, *}\right\|_{F}^{2} \leq 2\left(\left\|E_{j, *, *}\right\|_{F}^{2}+\left|u_{j}^{2}+v_{j}^{2}\right|\right) \leq 2\left(1 / n+8 / n^{2 / 3}\right) \leq 18 / n^{2 / 3} .
$$

Thus,

$$
\left\{\# l \text { such that }\left|A_{j, l, l}\right|^{2} \geq 1 /\left(4 n^{1+3 \alpha}\right)\right\} \leq \frac{18 / n^{2 / 3}}{1 /\left(4 n^{1+3 \alpha}\right)}=72 n^{1 / 3+3 \alpha}
$$

which means number of $\left|A_{j, l, l}\right|^{2}$ is at least $\Theta\left(1 / n^{1+3 \alpha}\right)$ is at most $O\left(n^{1 / 3+3 \alpha}\right)$.

Part 4. We consider the $i$ such that

$$
\operatorname{sign}\left(u_{i}\right)=\operatorname{sign}\left(v_{i}\right) \text { and }\left|A_{i, i, i}\right|=\left|E_{i, i, i}+u_{i}^{3}+v_{i}^{3}\right| \geq 3 / n .
$$

Using $\left|E_{i, i, i}\right| \leq 1 / n$, then we have either $\left|u_{i}\right| \geq 1 / n^{1 / 3}$ or $\left|v_{i}\right| \geq 1 / n^{1 / 3}$. Let us consider the $j$ th diagonal entry of slice $i$ (which is matrix $A_{i, *, *}$ ),

$$
\left|A_{i, j, j}\right|=\left|E_{i, j, j}+u_{i} u_{j}^{2}+v_{i} v_{j}^{2}\right|
$$

We want to recover the $j$ such that

$$
\left\|A_{j, *, *}\right\|_{F}^{2} \geq 5 / n^{\alpha} .
$$

Then either $u_{j}^{2} \geq 1 / n^{\alpha}$ or $v_{j}^{2} \geq 1 / n^{\alpha}$. Then

$$
\left|A_{i, j, j}\right| \geq\left|u_{i} u_{j}^{2}+v_{i} v_{j}^{2}\right|-\left|E_{i, j, j}\right| \geq 1 / n^{1 / 3+\alpha}-1 / n \geq 1 /\left(2 n^{1 / 3+\alpha}\right)
$$

Thus, $\left|A_{i, j, j}\right|^{2} \geq 1 /\left(4 n^{2 / 3+2 \alpha}\right)$. Because $\|A\|_{F}^{2}=1$, the total number of such entries over entire tensor is at most $O\left(n^{2 / 3+2 \alpha}\right)$.

Sample complexity. Overall the sample complexity over four parts is dominated by $n^{1-\alpha}$ and $n^{2 / 3+4 \alpha}$. To minimize the sample complexity, we can set $1-\alpha=2 / 3+4 \alpha$ which implies $\alpha=1 / 15$. Thus, the sample is $O\left(n^{3-1 / 15}\right)$, which is sublinear in tensor size.

For the rank-2 case, we may also want to recover the second eigenvalue and eigenvector. Because the recovered first eigenvalue $\widehat{\lambda}_{1}$ and eigenvector $\widehat{v}_{1}$ contain noise, we need to show that under this noise, the oversampling procedure still works.

Lemma 22.8.6 (Deflation for rank-2 tensor). Given tensor $A=E+\left(u^{\otimes 3}-\widehat{u}^{\otimes 3}\right)+v^{\otimes 3} \in \mathbb{R}^{n^{3}}$ where $\|u\|_{2}=\|\widehat{u}\|_{2}=\|v\|_{2}=1,\|u-\widehat{u}\|_{2} \leq 1 / \sqrt{n}, u \cdot v=0$ and $\|E\| \leq 1 / n$. There exists an algorithm that takes $O\left(n^{3-\alpha}\right)$ samples/time is able to output a vector $\tau \in \mathbb{R}^{n}$ which is a good and efficient estimate of $A$ with probability $1-1 / \operatorname{poly}(n)$, i.e., $\tau, A$ satisfies (22.5) and (22.6).

Proof. We use $u_{i}$ to denote the $i$-th coordinate of vector $u \in \mathbb{R}^{n}$. Because $\|u-\widehat{u}\|_{2} \leq 1 / \sqrt{n}$, then for all $i \in[n],\left|u_{i}-\widehat{u}_{i}\right| \leq 1 / \sqrt{n}$. The proof sketch follows the proof of Lemma 22.8.4, we need to use the information from $\left|A_{i, i, i}\right|$ and $\left|A_{i, j, j}\right|$ to figure out if $i$-th slice has large Frobenius norm, for any $i, j \in[n]$, we have,

$$
\begin{aligned}
& \left|A_{i, i, i}\right|=\left|E_{i, i, i}+u_{i}^{3}-\widehat{u}_{i}^{3}+v_{i}^{3}\right|, \quad \quad \text { where }\left|E_{i, i, i}\right| \leq 1 / n,\left|u_{i}^{3}-\widehat{u}_{i}^{3}\right| \leq 4 / \sqrt{n} ; \\
& \left|A_{i, j, j}\right|=\left|E_{i, j, j}+u_{i} u_{j}^{2}-\widehat{u}_{i} \widehat{u}_{j}^{2}+v_{i} v_{j}^{2}\right|, \quad \text { where }\left|E_{i, j, j}\right| \leq 1 / n,\left|u_{i} u_{j}^{2}-\widehat{u}_{i} \widehat{u}_{j}^{2}\right| \leq 2 / \sqrt{n} .
\end{aligned}
$$

Consider the Frobenious norm of $i$-th slice, it can be written as

$$
\left\|A_{i, *, *}\right\|_{F}=\left\|E_{i, *, *}+\left(u_{i} \cdot u u^{\top}-\widehat{u}_{i} \cdot \widehat{u} \widehat{u}^{\top}\right)+v_{i} \cdot v v^{\top}\right\|_{F},
$$

where $\left\|E_{i, *, *}\right\|_{F} \leq 1 / \sqrt{n}$ (by part 3 of Lemma 22.8 .2 ) and $\left\|u_{i} \cdot u u^{\top}-\widehat{u}_{i} \cdot \widehat{u} \widehat{u}^{\top}\right\|_{F} \leq 3 / \sqrt{n}($ by part 4 of Fact 22.8.3).

For any $\beta \in(0,1)$, we use $R$ to denote a set of indices such that $\left\{i\left|\left|u_{i}-\widehat{u}_{i}\right|>\right.\right.$
$\left.1 / n^{1 / 2+\beta / 2}, i \in[n]\right\}$. Then we know that $|R| \leq n^{\beta}$, otherwise

$$
\|u-\widehat{u}\|_{2}^{2}=\sum_{i \in[n]}\left|u_{i}-\widehat{u}_{i}\right|^{2} \geq \sum_{i \in R}\left|u_{i}-\widehat{u}_{i}\right|^{2}>1 / n
$$

which is a contradiction to $\|u-\widehat{u}\|_{2} \leq 1 / \sqrt{n}$.
Part 1. Follow the similar reason in Lemma 22.8.4 and 22.8.5, for $\left|A_{i, i, i}\right| \geq 4 / n$, then at least one of $u_{i}^{3}-\widehat{u}_{i}^{3}$ and $v_{i}^{3}$ has large absolute value or both of them are large and have the same sign. Both of these two situations imply that $\left\|A_{i, *, *}\right\|_{F}^{2}$ is large. Then we need to set $\tau_{i}=1$ and take $\widehat{b}_{i}=O\left(n^{2}\right)$ samples for each of these slices. Also, the number of such slice could have

$$
\max \left(\left|u_{i}\right|,\left|v_{i}\right|,\left|\widehat{u}_{i}\right|\right)>1 / n^{1 / 3}
$$

is $O\left(n^{2 / 3}\right)$ by using the similar argument in part 1 of Lemma 22.8.4. Even if $\left|A_{i, i, i}\right|<4 / n$, we cannot conclude that $\left\|A_{i, *, *}\right\|_{F}^{2}$ is small, because $u_{i}^{3}-\widehat{u}_{i}^{3}$ and $v_{i}^{3}$ can have opposite sign and then cancel each other.

Part 2. For each $i \in[n]$, if $\left|A_{i, i, i}\right|<4 / n$, we take $O\left(b / n^{\alpha}\right)$ samples for slice $i$. By doing this, we can guarantee that the error bounds are sufficient for slice $i$ as long as $\left\|A_{i, *, *}\right\|_{F}^{2} \leq 5 / n^{\alpha}$.

Now we need to handle the slice where $\left\|A_{i, *, *}\right\|_{F}^{2}>5 / n^{\alpha}$ but $\| A_{i, i, i} \mid<4 / n$ in the next part.

## Part 3.

Let us consider slice $i \in[n]$ such that

$$
\begin{align*}
\left\|A_{i, *, *}\right\|_{F}^{2} & =\left\|E_{i, *, *}+u_{i} \cdot u u^{\top}-\widehat{u}_{i} \cdot \widehat{u} \widehat{u}^{\top}+v_{i} \cdot v v^{\top}\right\|_{F}^{2}>5 / n^{\alpha},  \tag{22.10}\\
\left|A_{i, i, i}\right| & =\left|E_{i, i, i}+u_{i}^{3}-\widehat{u}_{i}^{3}+v_{i}^{3}\right|<3 / n . \tag{22.11}
\end{align*}
$$

Using Part 3 and 4 of Lemma 22.8.2, we have

$$
\begin{equation*}
\left\|E_{i, *, *}\right\|_{F}^{2} \leq 1 / n, \text { and }\left|E_{i, i, i}\right| \leq 1 / n \tag{22.12}
\end{equation*}
$$

Combining Equation (22.10), (22.11), (22.12) and Fact 22.8 .3 with triangle inequality implies,

$$
\begin{aligned}
2 v_{i}^{2} & \geq 5 / n^{\alpha}-2\left\|E_{i, *, *}\right\|_{F}^{2}-2\left\|u_{i} \cdot u u^{\top}-\widehat{u}_{i} \cdot \widehat{u} \widehat{u}^{\top}\right\|_{F}^{2} \\
& \geq 5 / n^{\alpha}-2 / n-2 \cdot 9 / n \\
& \geq 4 / n^{\alpha}
\end{aligned}
$$

and

$$
\left|u_{i}^{3}-\widehat{u}_{i}^{3}+v_{i}^{3}\right|<6 / n .
$$

Combining $\alpha \in(0,2 / 3)$ with the above two equations, we can conclude that $\operatorname{sign}\left(u_{i}-\widehat{u}_{i}\right) \neq$ $\operatorname{sign}\left(v_{i}\right),\left|v_{i}\right|^{3}>1 / n^{3 \alpha / 2}$ and $\left|u_{i}^{3}-\widehat{u}_{i}^{3}\right| \geq 1 / n^{3 \alpha / 2}$. As long as we choose $\alpha \in(0,1 / 3)$, then it is impossible that

$$
1 / n^{3 \alpha / 2} \leq\left|u_{i}^{3}-\widehat{u}_{i}^{3}\right| \leq 4 / \sqrt{n}
$$

Thus, we know part 3 will never happen.

### 22.8.4 Even order tensor

In this section, we prove the even order case.

Lemma 22.8.7. For any $E \in \mathbb{R}^{n^{4}}$ and any $\beta>0$, if $\|E\|_{2}:=\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=\|x\|_{2}}|E(u, v, w, x)| \leq$ $1 / n^{1+\beta}$, then for all $i \in[n]$,

1. $\max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\|E(I, v, w, x)\|_{2} \leq\|E\|_{2}$,
2. $\left\|E_{i, *, *, *}\right\|_{2} \leq 1 / n^{1+\beta}$,
3. $\left\|E_{i, *, *, *}\right\|_{F} \leq 1 / \sqrt{n}$,
4. $\forall j \in[n],\left|E_{i, j, j, j}\right| \leq 1 / n^{1+\beta}$.

## Proof. Part 1.

$$
\begin{aligned}
\|E\|_{2}^{2} & =\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}|E(u, v, w, x)|^{2} \\
& =\max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\left(\sum_{i=1}^{n} u_{i} \cdot \sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right)^{2} \\
& \geq \max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1} \sum_{i=1}^{n} u_{i}^{2} \cdot \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right)^{2} \\
& =\max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1} \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right)^{2} \\
& =\max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\|E(I, v, w, x)\|_{2}^{2},
\end{aligned}
$$

where the first inequality follows by setting $u_{i}=c \cdot \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{t=1}^{n} E_{i, j, k, t} v_{j} v_{k} v_{t}, \forall i \in[n]$ and $\sum_{i=1}^{n} u_{i}^{2}=1$.

Part 2. By definition of $\|\cdot\|_{2}$ for a tensor $E \in \mathbb{R}^{n^{4}}$, we have

$$
\max _{\|u\|_{2}=1}\|E(I, v, w, x)\|_{2} \leq \max _{\|u\|_{2}=\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}|E(u, v, w, x)|
$$

By definition of $E(I, v, w, x) \in \mathbb{R}^{n}$, we have

$$
E(I, v, w, x)_{i}=\sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{t=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}
$$

Thus, we can upper bound the $\|\cdot\|_{2}$ for matrix $E_{i, *, *, *} \in \mathbb{R}^{n^{3}}$ in the following sense,

$$
\begin{array}{rlr}
1 / n^{1+\beta} & \geq\|E\|_{2} \\
& \geq \max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\|E(I, v, w, x)\|_{2} & \quad \text { by Part } 1 . \\
& =\max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\left(\sum_{i=1}^{n}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{t=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right)^{2}\right)^{1 / 2} \\
& \geq \max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\left|\sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{t=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right| & \\
& =\left\|E_{i, *, *, *}\right\|_{2} \quad & \quad \text { by Fact 22.8.1 }
\end{array}
$$

which completes the proof of Part 2.
Part 3. By the proof of Lemma 22.8.2, $\forall i, j \in[n]$ we have

$$
\left\|E_{i, j, *, *}\right\|_{2} \leq\left\|E_{i, *, *, *}\right\|_{2} \leq 1 / n^{1+\beta}
$$

Since $\left\|E_{i, j, *, *}\right\|_{2} \leq 1 / n^{1+\beta}$ and the rank of $n \times n$ matrix is at most $n$, thus,

$$
\left\|E_{i, *, *, *}\right\|_{F}^{2}=\sum_{j=1}^{n}\left\|E_{i, j, *, *}\right\|_{F}^{2} \leq \sum_{j=1}^{n} n \cdot\left\|E_{i, j, *, *}\right\|_{2}^{2} \leq n \cdot n \cdot\left(1 / n^{1+\beta}\right)^{2} \leq 1 / n^{2 \beta}
$$

which implies $\left\|E_{i, *, *, *}\right\|_{F} \leq 1 / n^{\beta}$ and finishes the proof of Part 3.

Part 4. For each slice $i \in[n]$, by $\left\|E_{i, *, *, *}\right\|_{2} \leq 1 / n^{1+\beta}$ and definition of $\|\cdot\|_{2}$ of a matrix, we have

$$
\max _{\|v\|_{2}=\|w\|_{2}=\|x\|_{2}=1}\left|\sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{t=1}^{n} E_{i, j, k, t} v_{j} w_{k} x_{t}\right| \leq 1 / n
$$

choosing $v=w=x=e_{j}$ where $e_{j}$ is the vector that $j$ th position is 1 and all the other positions are 0 . Thus, we know for any $j \in[n],\left|E_{i, j, j, j}\right| \leq 1 / n^{1+\beta}$. Thus, we complete the proof of Part 4.

Lemma 22.8.8 (Order $p=4$ ). For sufficiently small constant $\gamma>0$, for arbitrarily small constant $\beta>0$, for any $k \leq n^{\gamma}, t<k$, for any given tensor $A=E+\sum_{i=1}^{k} u_{i}^{\otimes 4}-\sum_{i=1}^{t} \widehat{u}_{i}^{\otimes 4} \in$ $\mathbb{R}^{n^{4}}$ with $\|E\|_{2} \leq 1 / n^{1+\beta}, u_{i} \cdot u_{j}=0, \forall i, j \in[k],\left\|\widehat{u}_{i}-u_{i}\right\|_{2} \leq 1 / \sqrt{n}, \forall i \in[t]$. There exists an algorithm that takes $O\left(n^{4-2 \beta}\right)$ samples/time is able to output a vector $\tau \in \mathbb{R}^{n}$ which is a good and efficient estimate of $A$, i.e., $\tau, A$ satisfies (22.5) and (22.6).

Proof. Let $A=E+\sum_{i=1}^{k} u_{i}^{\otimes 4}-\sum_{i=1}^{t} \widehat{u}_{i}^{\otimes 4}$. For any $j \in[n]$, we use $u_{i, j}$ to denote the $j$-th coordinate of vector $u_{i} \in \mathbb{R}^{n}$. We can observe the main diagonal of $A$,

$$
\left|A_{j, j, j, j}\right|=\left|E_{j, j, j, j}+\sum_{i=1}^{t}\left(u_{i, j}^{4}-\widehat{u}_{i, j}^{4}\right)+\sum_{i=t+1}^{k} u_{i, j}^{4}\right| .
$$

Since $\forall i \in[t],\left\|u_{i}-\widehat{u}_{i}\right\|_{2} \leq 1 / \sqrt{n}$, then $\forall j \in[n],\left|u_{i, j}-\widehat{u}_{i, j}\right| \leq 1 / \sqrt{n}$. Furthermore, we have

$$
\left|u_{i, j}^{4}-\widehat{u}_{i, j}^{4}\right|=\left|\left(u_{i, j}-\widehat{u}_{i, j}\right)\left(u_{i, j}+\widehat{u}_{i, j}\right)\left(u_{i, j}^{2}+\widehat{u}_{i, j}^{2}\right)\right| \leq 4 / \sqrt{n} .
$$

By part 4 of Lemma 22.8.7, we have $\left|E_{j, j, j, j}\right| \leq 1 / n$. Because there is no cancellation in $\left|A_{j, j, j, j}\right|$ and $1 / \sqrt{n} \gg 1 / n$, we can use the same threshold $1 / n$ as Lemma 22.8.4 again.

Part 1, $\left|A_{j, j, j, j}\right| \geq 1 / n$. In this case, for $i \in\{t+1, t+2, \cdots, k\}$ one of $\left|u_{i, j}\right|$ is large and $\left\|A_{j, *, *, *}\right\|_{F}^{2}$ is also large. Let $S$ denote a set of indices such that, for each $j \in S$, $\left|A_{j, j, j, j}\right| \geq 1 / n$. We can show an upper bound for $|S|$. For each $j$, there must exists one $i>t$ such that $\left|u_{i, j}\right| \geq 1 /\left(k n^{1 / 4}\right)=1 / n^{1 / 4-\gamma}$. There are at most $k$ different $i$, for each $i$ we know $u_{i}$ is a unit vector and then there are at most $n^{1 / 2-2 \gamma}$ coordinates $j$ of vector $u_{i}$ could have $\left|u_{i, j}\right| \geq 1 / n^{1 / 4-\gamma}$. Thus $|S| \leq k n^{1 / 2-2 \gamma} \leq n^{1 / 2-\gamma}$. For each $i \in S$, we take $O\left(n^{3}\right)$ samples from slice $j$. Then the total number of samples is $O\left(n^{3+1 / 2-\gamma}\right)$.

Part 2, $\left|A_{j, j, j, j}\right|<1 / n$. In this case, we know there is no $i>t$ such that $\left|u_{i, j}\right| \geq$ $2 / n^{1 / 4}$. We can upper bound $\left\|A_{j, *, *, *}\right\|_{F}$,

$$
\begin{aligned}
& \left\|A_{j, *, *, *}\right\|_{F} \\
\leq & \left\|E_{j, *, *, *}\right\|_{F}+\left\|\sum_{i=1}^{t} u_{i, j} \cdot u_{i}^{\otimes 3}-\widehat{u}_{i, j} \cdot \widehat{u}_{i}^{\otimes 3}\right\|_{F}+\left\|\sum_{i=t+1}^{k} u_{i, j} \cdot u_{i}^{\otimes 3}\right\|_{F} \\
\leq & \left\|E_{j, *, *, *}\right\|_{F}+\left\|\sum_{i=1}^{t} u_{i, j} \cdot u_{i}^{\otimes 3}-u_{i, j} \cdot \widehat{u}_{i}^{\otimes 3}\right\|_{F}+\left\|\sum_{i=1}^{t} u_{i, j} \cdot \widehat{u}_{i}^{\otimes 3}-\widehat{u}_{i, j} \cdot \widehat{u}_{i}^{\otimes 3}\right\|_{F}+\left\|\sum_{i=t+1}^{k} u_{i, j} \cdot u_{i}^{\otimes 3}\right\|_{F} \\
\leq & 1 / n^{\beta}+k \cdot 3 / \sqrt{n}+k \cdot 1 / \sqrt{n}+k \cdot 2 / n^{1 / 4} \\
\leq & 3 / n^{\min (\beta, 1 / 4-\gamma)}
\end{aligned}
$$

where the bound of the second term in the third step follows by Fact 22.8.3.
Thus, as long as $\beta<1 / 4-\gamma$, for each such slice $i$, we choose $\widehat{b}_{i}=O\left(b\left\|A_{j, *, *, *}\right\|_{F}^{2} /\|A\|_{F}^{2}\right)=$ $O\left(b / n^{2 \beta}\right)$ samples. Notice that $b=O\left(n^{3}\right)$ in order 4 tensor. The number of such $i$ can be $O(n)$, thus the total sample complexity is $n^{4-2 \beta}$.

We can extend Lemma 22.8.8 to general case where order $p$ is even,

Theorem 22.8.9 (Even order). For sufficiently small constant $\gamma>0$, there exists some constant $\alpha>0$ (depends on $\gamma$ ) for any $k \in\left[1, n^{\gamma}\right], p \in\left[3, n^{\gamma}\right] r<k$, for any given tensor $A=E+\sum_{i=1}^{k} \lambda_{i} u_{i}^{\otimes p}-\sum_{i=1}^{t} \widehat{\lambda}_{i} \widehat{u}_{i}^{\otimes p} \in \mathbb{R}^{n^{p}}$.

For any sufficiently large constant $c_{0} \geq 100$, there exists a sufficiently small constant $c>0$, for any $\epsilon \in\left(0, c \lambda_{k} /\left(c_{0} p^{2} k n^{(p-2) / 2}\right)\right.$ if $E$ satisfies that $\|E\|_{2} \leq \epsilon /\left(c_{0} \sqrt{n}\right)$ and $\forall i \in[t]$.

$$
\left|\widehat{\lambda}_{i}-\lambda_{i}\right| \leq \epsilon, \text { and }\left\|\widehat{u}_{i}-u_{i}\right\|_{2} \leq \epsilon / \lambda_{i}
$$

There exists an algorithm that takes $O\left(n^{p-\alpha}\right)$ samples/time is able to output a vector $\tau \in \mathbb{R}^{n}$ which is a good and efficient estimate of A, i.e., $\tau, A$ satisfies (22.5) and (22.6).

### 22.9 Robust Tensor Power Method Analysis for General Order $p \geq$ 3

In Section 22.9.1, we extend several useful facts from 3rd order and 4th order to arbitrary $p$-th order tensor when $p \geq 3$. In Section 22.9.2, we extend analysis of the original robust tensor power method $\left[\mathrm{AGH}^{+} 14\right]$ from 3rd to arbitrary order $p \geq 3$, some of our proofs also borrow the idea from a very recent work [WA16].

### 22.9.1 Useful facts

Fact 22.9.1. For any three unit vectors $u, v, w \in \mathbb{R}^{n}$, for any $0 \leq x \leq 1$, if $\langle u, w\rangle \geq 1-x$ and $\langle v, w\rangle=0$, then $\langle u, v\rangle \leq \sqrt{2 x-x^{2}}$.

Proof.

$$
\begin{aligned}
\langle u, v\rangle & =\cos \theta(u, v) \\
& \leq|\cos \theta(u, w) \cos \theta(v, w)|+|\sin \theta(u, w) \sin \theta(v, w)| \\
& \leq 0+\sqrt{1-(1-x)^{2}} \\
& =\sqrt{2 x-x^{2}} .
\end{aligned}
$$

Fact 22.9.2. For any $E \in \mathbb{R}^{n^{p}}, u, v \in \mathbb{R}^{n}$, then $\left|v^{\top} E(I, u, \cdots, u)\right|=|E(v, u, \cdots, u)|$.

Proof. It follows

$$
\begin{aligned}
\left|v^{\top} E(I, u, \cdots, u)\right| & =\left|\sum_{i_{1}=1}^{n} v_{i_{1}} \cdot\left(\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} E_{i_{1}, i_{2}, \cdots, i_{p}} u_{i_{2}} \cdots u_{i_{p}}\right)\right| \\
& =\left|\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} E_{i_{1}, i_{2}, \cdots, i_{p}} v_{i_{1}} u_{i_{2}} \cdots u_{i_{p}}\right| \\
& =|E(v, u, \cdots, u)| .
\end{aligned}
$$

Fact 22.9.3. For any $p \geq 3$, given orthogonal tensor $A^{*}=\sum_{i=1}^{k} \lambda_{j} v_{j}^{\otimes p} \in \mathbb{R}^{n^{p}}$ and vector $u \in \mathbb{R}^{n}$, for any $j \in[k]$, we have $\left|v_{j}^{\top} A^{*}(I, u, \cdots, u)\right|=\lambda_{j}\left|v_{j}^{\top} u\right|^{p-1}$.

Proof. For any $j \in[k]$, we have

$$
\begin{aligned}
\left|v_{j}^{\top} A^{*}(I, u, \cdots, u)\right| & =\left|\sum_{i=1}^{n} v_{j, i} \sum_{\ell=1}^{k} \lambda_{\ell} v_{\ell, i} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} v_{\ell, i_{2}} \cdots v_{\ell, i_{p}} u_{i_{2}} \cdots u_{i_{p}}\right| \\
& =\left|\lambda_{j} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} v_{j, i_{2}} \cdots v_{j, i_{p}} u_{i_{2}} \cdots u_{i_{p}}\right| \\
& =\left|\lambda_{j}\right|\left|v_{j}^{\top} u\right|^{p-1} .
\end{aligned}
$$

Fact 22.9.4. For any tensor $E \in \mathbb{R}^{n^{p}}$, for any unit vectors $u, v \in \mathbb{R}^{n}$,

1. $|E(u, v, \cdots, v)| \leq\|E\|_{2}$.
2. $\|E(I, v, \ldots, v)\|_{2} \leq \sqrt{n}\|E\|_{2}$.

Proof. The part 1 trivially follows by definition of $\|E\|_{2}$. For part 2 , we define a unit vector $w$ to be $(1 / \sqrt{n}, \cdots, 1 / \sqrt{n})$,

$$
\begin{aligned}
& \|E(I, v, \ldots, v)\|_{2}^{2} \\
= & \sum_{i_{1}=1}^{n}\left(\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} E_{i_{1}, i_{2}, \cdots, i_{p}} v_{i_{2}} \cdots v_{i_{p}}\right)^{2} \\
= & n \sum_{i_{1}=1}^{n}\left(\sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} E_{i_{1}, i_{2}, \cdots, i_{p}} w_{i_{1}} v_{i_{2}} \cdots v_{i_{p}}\right)^{2} \\
\leq & n\|E\|_{2}^{2}
\end{aligned}
$$

which implies $\|E(I, v, \cdots, v)\|_{2} \leq \sqrt{n}\|E\|_{2}$.

Fact 22.9.5. For any $p \geq 3$, for any unit vectors $x, y, u, v \in \mathbb{R}^{n}$, we have

1. $\left\|\left[x \otimes v^{\otimes(p-1)}\right](I, u, \cdots, u)-\left[y \otimes v^{\otimes(p-1)}\right](I, u, \cdots, u)\right\|_{2}=|\langle u, v\rangle|^{p-1} \cdot\|x-y\|_{2}$.
2. $\forall j \in\{0,1, \cdots, p-2\}$,

$$
\begin{aligned}
& \left\|\left[v^{\otimes(1+j)} \otimes x \otimes v^{\otimes(p-2-j)}\right](I, u, \cdots, u)-\left[v^{\otimes(1+j)} \otimes y \otimes v^{\otimes(p-2-j)}\right](I, u, \cdots, u)\right\|_{2} \\
\leq & |\langle u, v\rangle|^{p-2} \cdot\|x-y\|_{2} .
\end{aligned}
$$

Proof. Part 1. We consider the $i$-th coordinate of vector $\left[x \otimes v^{\otimes(p-1)}\right](I, u, \cdots, u) \in \mathbb{R}^{n}$, it can be written as

$$
x_{i} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} v_{i_{2}} \cdots v_{i_{p}} u_{i_{2}} \cdots u_{i_{p}}=x_{i} \sum_{i_{2}=1}^{n} v_{i_{2}} u_{i_{2}} \cdots \sum_{i_{p}=1}^{n} v_{i_{p}} u_{i_{p}}=x_{i}\langle v, u\rangle^{p-1} .
$$

Thus,

$$
\mathrm{LHS}^{2}=\sum_{i=1}^{n}\left(x_{i}\langle v, u\rangle^{p-1}-y_{i}\langle v, u\rangle^{p-1}\right)^{2}=\|x-y\|_{2}^{2} \cdot|\langle v, u\rangle|^{2(p-1)} .
$$

Part 2. We consider the $i$-th coordinate of vector $\left[v^{\otimes(1+j)} \otimes x \otimes v^{\otimes(p-2-j)}\right](I, u, \cdots, u) \in$ $\mathbb{R}^{n}$, it can be written as $v_{i}\langle x, u\rangle \cdot\langle v, u\rangle^{p-2}$. Thus,
$\mathrm{LHS}^{2}=\sum_{i=1}^{n}\left(v_{i}\langle x, u\rangle\langle v, u\rangle^{p-2}-v_{i}\langle y, u\rangle\langle v, u\rangle^{p-2}\right)^{2}=\langle x-y, u\rangle^{2}\langle v, u\rangle^{2(p-2)} \leq\|x-y\|_{2}^{2}\langle v, u\rangle^{2(p-2)}$.

Fact 22.9.6. For any two unit vectors $u$, $v$, if $\theta(u, v) \in(0, \pi / 2)$, then $\|u-v\|_{2} \leq \tan \theta(u, v)$.

Proof. Because $\theta(u, v) \in(0, \pi / 2)$, we have $\cos \theta(u, v) \in(0,1)$. We use $x$ to denote $\langle u, v\rangle$. We want to show $\|u-v\|_{2}^{2} \leq \tan ^{2} \theta(u, v)$, which is equivalent to

$$
\begin{aligned}
& 2-2 x \leq \sin ^{2} \theta(u, v) / \cos ^{2} \theta(u, v) \\
\Longleftrightarrow & 2-2 x \leq 1-x^{2} / x^{2} \\
\Longleftrightarrow & 0 \leq(1-x)\left(1+x-2 x^{2}\right) \\
\Longleftrightarrow & 0 \leq(1-x)^{2}(1+2 x)
\end{aligned}
$$

which always holds. Thus we complete the proof.

Fact 22.9.7. Given an orthonormal basis, $v_{1}, v_{2}, \cdots, v_{n}$. Let $V=\left(v_{2}, \cdots, v_{n}\right) \in \mathbb{R}^{n \times(n-1)}$ and $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$. Then for any vector $u \in \mathbb{R}^{n}$, we have $\left\|V^{\top} A^{*}(I, u, \cdots, u)\right\|_{2}^{2}=$ $\sum_{j=2}^{k} \lambda_{j}^{2}\left|v_{j}^{\top} u\right|^{2(p-1)}$.

Proof.

$$
\begin{aligned}
& \left\|V^{\top} A^{*}(I, u, \cdots, u)\right\|_{2}^{2} \\
= & \sum_{j=2}^{n}\left|v_{j}^{\top} A^{*}(I, u, \cdots, u)\right|^{2} \\
= & \sum_{j=2}^{n}\left(\sum_{i=1}^{n} v_{j, i} A^{*}(I, u, \cdots, u)_{i}\right)^{2} \\
= & \sum_{j=2}^{n}\left(\sum_{i=1}^{n} v_{j, i} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n} A_{i, i_{2}, \cdots, i_{p}}^{*} u_{i_{2}} \cdots u_{i_{p}}\right)^{2} \\
= & \sum_{j=2}^{n}\left(\sum_{i=1}^{n} v_{j, i} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n}\left(\sum_{\ell=1}^{n} \lambda_{\ell} v_{\ell, i} v_{\ell, i_{2}} \cdots v_{\ell, i_{p}}\right) u_{i_{2}} \cdots u_{i_{p}}\right)^{2} \quad \text { by definition of } A^{*} \\
= & \sum_{j=2}^{n}\left(\sum_{\ell=1}^{k} \lambda_{\ell} \sum_{i=1}^{n} v_{j, i} v_{\ell, i} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n}\left(v_{\ell, i_{2}} \cdots v_{\ell, i_{p}}\right) u_{i_{2}} \cdots u_{i_{p}}\right)^{2} \\
= & \sum_{j=2}^{k}\left(\lambda_{j} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{p}=1}^{n}\left(v_{j, i_{2}} \cdots v_{j, i_{p}}\right) u_{i_{2}} \cdots u_{i_{p}}\right)^{2} \\
= & \sum_{j=2}^{k} \lambda_{j}^{2}\left|v_{j}^{\top} u\right|^{2(p-1)}
\end{aligned}
$$

### 22.9.2 Convergence guarantee and deflation

Lemma 22.9 .8 (Lemma C. 1 and Corollary C. 1 in [WA16]). For any $t \in[k]$ and $\eta \in(0,1 / 2)$.
Let $\mathcal{U}$ denote $a$ set of random Gaussian vectors in $\mathbb{R}^{n}$. If $|\mathcal{U}|=\Omega(k \log (1 / \eta))$, then with probability at least $1-\eta$ there exists a vector $u \in \mathcal{U}$ such that

$$
\max _{j \in[k] \backslash\{t\}}\left|v_{j}^{\top} u\right| \leq \frac{1}{4}\left|v_{t}^{\top} u\right| \text { and }\left|v_{t}^{\top} u\right| \geq 1 / \sqrt{n} .
$$

We generalize Lemma C. 2 in [WA16] from $p=3$ to arbitrary $p \geq 3$,

Lemma 22.9.9. For sufficiently small constant $c>0$, for any constant $c_{0} \geq 1$, for any $p \geq 3$, for any tensor $A=A^{*}+\widetilde{E} \in \mathbb{R}^{n^{p}}$ with $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$, let

$$
u_{t+1}=A\left(I, u_{t}, \cdots, u_{t}\right) /\left\|A\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}
$$

For any $\epsilon \leq c \lambda_{1} /\left(c_{0} p^{2} k n^{(p-2) / 2}\right)$, and unit vector $u_{t} \in \mathbb{R}^{n}$, if

$$
\left\|\widetilde{E}\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2} \leq \begin{cases}4 p \epsilon & \text { if }\left|v_{1}^{\top} u_{t}\right| \leq 1-1 /\left(c_{0}^{2} p^{2} k^{2}\right) \\ 6 \epsilon / c_{0} & \text { otherwise }\end{cases}
$$

and

$$
\left|\widetilde{E}\left(v, u_{t}, \cdots, u_{t}\right)\right| \leq \begin{cases}4 \epsilon / \sqrt{n} & \text { if }\left|v_{1}^{\top} u_{t}\right| \leq 1-1 /\left(c_{0}^{2} p^{2} k^{2}\right) \\ 6 \epsilon /\left(c_{0} \sqrt{n}\right) & \text { otherwise }\end{cases}
$$

then for any $t \in[T]$,
1.

$$
\begin{aligned}
& \qquad \tan \theta\left(v_{1}, u_{t+1}\right) \leq \begin{cases}0.8 \tan \theta\left(v_{1}, u_{t}\right) & \text { if }\left|v_{1}^{\top} u_{t}\right| \leq 1-1 /\left(c_{0}^{2} p^{2} k^{2}\right) \\
0.8 \tan \theta\left(v_{1}, u_{t}\right)+18 \epsilon /\left(c_{0} \lambda_{1}\right) & \text { otherwise }\end{cases} \\
& \text { 2. } \max _{j \in[k] \backslash\{1\}} \lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2} \leq(1 / 4) \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} .
\end{aligned}
$$

3. For any $j \in\{2, \cdots, k\}$,

$$
\left|v_{j}^{\top} u_{t+1}\right| /\left|v_{1}^{\top} u_{t+1}\right| \leq \begin{cases}0.8\left|v_{j}^{\top} u_{t}\right| /\left|v_{1}^{\top} u_{t}\right| & \text { if }\left|v_{1}^{\top} u_{t}\right| \leq 1-1 /\left(c_{0}^{2} p^{2} k^{2}\right) \\ 0.8\left|v_{j}^{\top} u_{t}\right| /\left|v_{1}^{\top} u_{t}\right|+18 \epsilon /\left(c_{0} \lambda_{1} \sqrt{n}\right) & \text { otherwise }\end{cases}
$$

Proof. Part 1. Let $V \in \mathbb{R}^{n \times(n-1)}$ denote an orthonormal basis of the complement of $v_{1}$, i.e., $V$ is $\left(v_{2}, \cdots, v_{k}, \cdots, v_{n}\right)$ and let $\widetilde{E}_{u_{t}}=\widetilde{E}\left(I, u_{t}, \cdots, u_{t}\right) \in \mathbb{R}^{n}$. We can give an upper bound for $\tan \theta\left(v_{1}, u_{t+1}\right)$,

$$
\begin{array}{rlr} 
& \tan \theta\left(v_{1}, u_{t+1}\right) & \\
= & \tan \theta\left(v_{1}, A\left(I, u_{t}, \cdots, u_{t}\right) /\left\|A\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}\right) & \text { by definition of } u_{t+1} \\
= & \tan \theta\left(v_{1}, A\left(I, u_{t}, \cdots, u_{t}\right)\right) & \text { by definition of angle } \\
=\tan \theta\left(v_{1}, A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}\left(I, u_{t}, \cdots, u_{t}\right)\right) & \text { by } A=A^{*}+\widetilde{E} \in \mathbb{R}^{n^{p}} \\
=\tan \theta\left(v_{1}, A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}_{u_{t}}\right) & \text { by } \widetilde{E}_{u_{t}}:=\widetilde{E}\left(I, u_{t}, \cdots, u_{t}\right) \in \mathbb{R}^{n} \\
= & \frac{\left\|V^{\top}\left[A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}_{u_{t}}\right]\right\|_{2}}{\mid v_{1}^{\top}\left[A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}_{u_{t}}\right]} & \text { by definition of } \tan \theta \\
\leq & \frac{\left\|V^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\left|v_{1}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right|-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|} & \text { by triangle inequality }
\end{array}
$$

Using Fact 22.9.7, we have

$$
\begin{align*}
\left\|V^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}^{2} & =\sum_{j=2}^{k} \lambda_{j}^{2}\left|v_{j}^{\top} u_{t}\right|^{2(p-1)}  \tag{22.13}\\
& \leq\left(\max _{j \in[k] \backslash\{1\}}\left|\lambda_{j}\right|^{2}\left|v_{j}^{\top} u_{t}\right|^{2(p-2)}\right) \cdot\left(\sum_{j=2}^{k}\left|v_{j}^{\top} u_{t}\right|^{2}\right) \tag{22.14}
\end{align*}
$$

Putting it all together, we have

$$
\begin{aligned}
& \tan \theta\left(v_{1}, u_{t+1}\right) \\
& \leq \frac{\left\|V^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\left|v_{1}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right|-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|} \\
& \leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\left(\left\|V^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right\|_{2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}\right) /\left\|V^{\top} u_{t}\right\|_{2}}{\left|v_{1}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right| /\left|v_{1}^{\top} u_{t}\right|-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|} \\
& \leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\max _{j \in[k] \backslash\{1\}} \lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2} /\left\|V^{\top} u_{t}\right\|_{2}}{\left|v_{1}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right| /\left|v_{1}^{\top} u_{t}\right|-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|} \\
& \leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\max _{j \in[k \backslash \backslash 1\}} \lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2} /\left\|V^{\top} u_{t}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|} \\
& \leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{(1 / 4) \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}+\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2} /\left\|V^{\top} u_{t}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|} \\
& \leq \tan \theta\left(v_{1}, u_{t}\right) \cdot(1 / 4) \cdot \underbrace{\frac{1}{1-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left(\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}\right)}}_{A} \\
& +\underbrace{\frac{1}{1-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left(\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}\right)}}_{A} \cdot \underbrace{\frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}}_{B} \\
& =\tan \theta\left(v_{1}, u_{t}\right) \cdot(1 / 4) \cdot A+A \cdot B
\end{aligned}
$$

where the second step follows from $\tan \theta\left(v_{1}, u_{t}\right)=\frac{\left\|V^{\top} u_{t}\right\|_{2}}{\left|v_{1}^{\top} u_{t}\right|}$, the third step follows from Equation (22.13), the forth step follows from Fact 22.9.3,
the fifth step follows from Part 2 of Lemma 22.9.9.
We show
Claim 22.9.10. For any $t \in[T],\left|v_{1}^{\top} u_{0}\right| \leq\left|v_{1}^{\top} u_{t}\right|$.

Proof. By induction hypothesis, we assume there exists some sufficiently small constant $c>0$
such that $\tan \theta\left(v_{1}, u_{t}\right) \leq 0.8 \tan \theta\left(v_{1}, u_{t-1}\right)+c$. Thus, we can show

$$
\begin{array}{rlr}
\tan \theta\left(v_{1}, u_{t}\right) & \leq 0.8\left(0.8 \tan \theta\left(v_{1}, u_{t-1}\right)+c\right)+c \\
& \leq 0.8^{t} \tan \theta\left(v_{1}, u_{0}\right)+c \sum_{j=0}^{t-1} 0.8^{j} & \\
& \leq 0.8^{t} \tan \theta\left(v_{1}, u_{0}\right)+5 c & \\
& \leq \tan \theta\left(v_{1}, u_{0}\right) & \text { by } \tan \theta\left(v_{1}, u_{0}\right)=\omega(1)
\end{array}
$$

which implies $\theta\left(v_{1}, u_{t}\right) \leq \theta\left(v_{1}, u_{0}\right)$ and hence $\left|v_{1}^{\top} u_{t}\right|=\cos \theta\left(v_{1}, u_{t}\right) \geq \cos \theta\left(v_{1}, u_{0}\right)=\left|v_{1}^{\top} u_{0}\right|$.

Then we can upper bound $A$ and $B$

Claim 22.9.11. $A \leq 1.1$.

Proof. Note that $\left|\widetilde{E}\left(v_{j}, u_{t}, \cdots, u_{t}\right)\right|=\left|v_{j}^{\top} \widetilde{E}\left(I, u_{t}, \cdots, u_{t}\right)\right|=\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|$. Because

$$
\begin{aligned}
\left|\widetilde{E}\left(v_{j}, u_{t}, \cdots, u_{t}\right)\right| & \leq 4 \epsilon / \sqrt{n} & & \\
& \leq 4 c \lambda_{1} / n^{(p-1) / 2} & & \text { by } \epsilon \leq c \lambda_{1} / n^{(p-2) / 2} \\
& \leq 4 c \lambda_{1}\left|v_{1}^{\top} u_{0}\right|^{p-1} & & \text { by }\left|v_{1}^{\top} u_{0}\right| \geq 1 / \sqrt{n} .
\end{aligned}
$$

Thus, if we choose sufficiently small $c<1 / 40$, using $\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| \leq \lambda_{1}\left|v_{1}^{\top} u_{0}\right|^{p-1} / 10$ and $\left|v_{1}^{\top} u_{0}\right| \leq$ $\left|v_{1}^{\top} u_{t}\right|$, we can show

$$
\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| \leq \lambda_{1}\left|v_{1}^{\top} u_{0}\right|^{p-1} / 10 \leq \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1} / 10
$$

Thus, $A \leq \frac{1}{1-1 / 11}=1.1$

It remains to bound $B$. We give a proof by considering two cases separately, one is $\left|v_{1}^{\top} u_{t}\right| \leq 1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$ and the other is $\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$. If $\left|v_{1}^{\top} u_{t}\right| \leq\left(1-\frac{1}{c_{0}^{2} p^{2} k^{2}}\right)$, we have

$$
B=\frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}
$$

$$
=\frac{\sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}}{\left|v_{1}^{\top} u_{t}\right|} \cdot \frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}}
$$

$$
=\tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}}
$$

$$
\leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\left\|\widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{\tau}\right|^{p-2} \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}} \quad \text { by }\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2} \leq\left\|\widetilde{E}_{u_{t}}\right\|_{2}
$$

$$
\leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{c_{0} p k\left\|\widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}} \quad \quad \text { by } 1 / \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}} \leq c_{0} p k
$$

We need to bound $\frac{c_{0} p k\left\|\widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{v} u_{t}\right|^{p-2}}$. On one side, we can show

$$
\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \geq \lambda_{1} /\left(n^{(p-2) / 2}\right)
$$

On the other side, by Part 1 of Lemma 22.9.12 and assumption on $\bar{E}$ and $E$, we have $\left\|\widetilde{E}_{u_{t}}\right\|_{2}$

$$
c_{0} p k\left\|\widetilde{E}_{u_{t}}\right\|_{2} \leq c_{0} p k \cdot 4 p \epsilon
$$

Thus, as long as we choose sufficiently small $\epsilon$ such that $\epsilon \leq \lambda_{1} /\left(n^{(p-2) / 2} \cdot 40 \cdot c_{0} p^{2} k\right)$, then $B \leq 0.1 \tan \theta\left(v_{1}, u_{t}\right)$.

If $\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} k^{2} p^{2}}$, we have

$$
\begin{array}{rr}
B & =\frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}} \\
& \leq \frac{\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left(1-\frac{1}{c_{0}^{2} p^{2} k^{2}}\right)^{p-1}} \\
& \leq 3\left\|V^{\top} \widetilde{E}_{u_{t}}\right\|_{2} / \lambda_{1} \\
& \text { by }\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} p^{2} k^{2}} \\
& \text { by } 1 /\left(1-\frac{1}{c_{0}^{2} p^{2} k^{2}}\right)^{p-1} \leq 3, \forall p \geq 3, k \geq 1, c_{0} \geq 1
\end{array}
$$

By Part 1 of Corollary 22.9.13, we have $\left\|\widehat{E}_{u_{t}}\right\|_{2} \leq 4 \epsilon / c_{0}$. By assumption on $E$ and $\bar{E}$, we have $\left\|E_{u_{t}}\right\|_{2} \leq \epsilon / c_{0}$ and $\left\|\bar{E}_{u_{t}}\right\|_{2} \leq \epsilon / c_{0}$. Thus, we complete the proof $B \leq 18 \epsilon /\left(c_{0} \lambda_{1}\right)$.

Part 2. For any $j \in[k] \backslash\{1\}$, we have lower bound $\frac{\left|v_{1}^{\top} u_{t+1}\right|}{\left|v_{j}^{\top} u_{t+1}\right|}$,

$$
\begin{align*}
& \frac{\left|v_{1}^{\top} u_{t+1}\right|}{\left|v_{j}^{\top} u_{t+1}\right|} \\
= & \frac{\mid v_{1}^{\top}\left[A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}_{u_{t}}| |\right.}{\left|v_{j}^{\top}\right| A^{*}\left(I, u_{t}, \cdots, u_{t}\right)+\widetilde{E}_{u_{t}} t \mid} \\
\geq & \frac{\left|v_{1}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right|-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|}{\left|v_{j}^{\top} A^{*}\left(I, u_{t}, \cdots, u_{t}\right)\right|+\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|} \\
\geq & \text { by definition of } u_{t+1} \\
\geq & \\
\frac{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-1}+\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|} & \text { by triangle inequality } \\
\geq & \frac{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}-\frac{1}{10} \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}{\lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-1}+\frac{1}{10} \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}  \tag{22.15}\\
\geq \frac{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}-\frac{1}{10} \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}{} \quad & \text { by Fact } 22.9 .3 \\
\geq & \text { by }\left|v_{j}^{\top} \widetilde{E}_{u_{t} \mid}\right| \leq \frac{1}{10} \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1} \\
= & \text { by Part 1. } \lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2} \leq \frac{1}{4} \lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \\
\frac{\frac{9}{10}\left|v_{1}^{\top} u_{t}\right|}{\frac{1}{4}\left|v_{j}^{\top} u_{t}\right|+\frac{1}{10}\left|v_{1}^{\top} u_{t}\right|} &
\end{align*}
$$

If $\left|v_{j}^{\top} u_{t}\right|<\left|v_{1}^{\top} u_{t}\right|$, then

$$
\frac{\lambda_{1}\left|v_{1}^{\top} u_{t+1}\right|^{p-2}}{\lambda_{j}\left|v_{j}^{\top} u_{t+1}\right|^{p-2}} \geq \frac{\lambda_{1}}{\lambda_{j}} 2^{p-2}
$$

where the last step follows by $p \geq 4$. Note that for $p=3$ we apply the better analysis like the proof of Lemma C. 2 in [WA16]. Thus, it works for any $p \geq 3$.

If $\left|v_{j}^{\top} u_{t}\right| \geq\left|v_{1}^{\top} u_{t}\right|$, then

$$
\frac{\lambda_{1}\left|v_{1}^{\top} u_{t+1}\right|^{p-2}}{\lambda_{j}\left|v_{j}^{\top} u_{t+1}\right|^{p-2}} \geq \frac{\lambda_{1}}{\lambda_{j}} \frac{\left|v_{1}^{\top} u_{t}\right|^{p-2}}{\left|v_{j}^{\top} u_{t}\right|^{p-2}} 2^{p-2} \geq 4 \cdot 2^{p-2}
$$

Part 3. Similarly as Equation (22.15) and Part 1, we can also upper bound $\frac{\left|v_{j}^{\top} u_{t+1}\right|}{\left|v_{1}^{\top} u_{t+1}\right|}$,

$$
\begin{aligned}
\frac{\left|v_{j}^{\top} u_{t+1}\right|}{\left|v_{1}^{\top} u_{t+1}\right|} & \leq \frac{\lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-1}+\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|} \\
& =\frac{\left|v_{j}^{\top} u_{t}\right|}{\left|v_{1}^{\top} u_{t}\right|} \cdot \frac{\lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2}+\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{j}^{\top} u_{t}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|} \\
& =\frac{\left|v_{j}^{\top} u_{t}\right|}{\left|v_{1}^{\top} u_{t}\right|} \cdot \frac{\lambda_{j}\left|v_{j}^{\top} u_{t}\right|^{p-2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left|v_{1}^{\top} u_{t}\right|}+\frac{\left|v_{j}^{\top} \epsilon_{t}\right|}{\frac{1}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right|}} \\
& \leq \frac{\left|v_{j}^{\top} u_{t}\right|}{\left|v_{1}^{\top} u_{t}\right|} \cdot \frac{1}{4} \cdot \underbrace{\frac{1}{1-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left(\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}\right)}}_{A}+\underbrace{\frac{1-\left|v_{1}^{\top} \widetilde{E}_{u_{t}}\right| /\left(\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}\right)}{\underbrace{}_{B}} \cdot \underbrace{\frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}}}_{B}}_{A}
\end{aligned}
$$

Similarly as before, we can show $A \leq 1.1$ and if $\left|v_{1}^{\top} u_{t}\right| \geq 1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$. It remains to bound $B$. We give a proof by considering two cases separately, one is $\left|v_{1}^{\top} u_{t}\right| \leq 1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$ and the other
is $\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$. If $\left|v_{1}^{\top} u_{t}\right| \leq\left(1-\frac{1}{c_{0}^{2} p^{2} k^{2}}\right)$, we have

$$
\begin{aligned}
B & =\frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}} \\
& =\frac{\sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}}{\left|v_{1}^{\top} u_{t}\right|} \cdot \frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}} \\
& =\tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}}}
\end{aligned}
$$

$$
\leq \tan \theta\left(v_{1}, u_{t}\right) \cdot \frac{c_{0} p k\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}} \quad \quad \text { by } 1 / \sqrt{1-\left|v_{1}^{\top} u_{t}\right|^{2}} \leq c_{0} p k
$$

We need to bound $\frac{c_{0} p k\left\|\widetilde{E}_{u_{t}}\right\|_{2}}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2}}$. On one side, we can show

$$
\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-2} \geq \lambda_{1} /\left(n^{(p-2) / 2}\right)
$$

On the other side, by Part 2 of Lemma 22.9.12 and assumption on $\bar{E}$ and $E$, we have $\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|$

$$
c_{0} p k\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right| \leq c_{0} p k \cdot 4 \epsilon / \sqrt{n} .
$$

Thus, as long as we choose sufficiently small $\epsilon$ such that $\epsilon \leq \lambda_{1} \sqrt{n} /\left(n^{(p-2) / 2} \cdot 40 \cdot c_{0} p k\right)$, then $B \leq 0.1 \tan \theta\left(v_{1}, u_{t}\right)$.

If $\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} k^{2} p^{2}}$, we have

$$
\begin{array}{rr}
B & =\frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left|v_{1}^{\top} u_{t}\right|^{p-1}} \\
& \leq \frac{\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right|}{\lambda_{1}\left(1-\frac{1}{\left.c_{0}^{p^{2} k^{2}}\right)^{p-1}}\right.} \begin{array}{lr} 
& \text { by }\left|v_{1}^{\top} u_{t}\right|>1-\frac{1}{c_{0}^{2} p^{2} k^{2}} \\
& \leq 3\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right| / \lambda_{1} \\
& \leq 3\left|v_{j}^{\top} \widetilde{E}_{u_{t}}\right| / \lambda_{1}
\end{array} \quad \text { by } 1 /\left(1-\frac{1}{c_{0}^{2} p^{2} k^{2}}\right)^{p-1} \leq 3, \forall p \geq 3, k \geq 1, c_{0} \geq 1
\end{array}
$$

By Part 1 of Corollary 22.9.13, we have $\left|v_{j}^{\top} \widehat{E}_{u_{t}}\right| \leq 4 \epsilon /\left(c_{0} \sqrt{n}\right)$. By assumption on $E$ and $\bar{E}$, we have $\left|v_{j}^{\top} E_{u_{t}}\right| \leq \epsilon /\left(c_{0} \sqrt{n}\right)$ and $\left|v_{j}^{\top} \bar{E}_{u_{t}}\right| \leq \epsilon /\left(c_{0} \sqrt{n}\right)$. Thus, we complete the proof $B \leq 18 \epsilon /\left(c_{0} \lambda_{1} \sqrt{n}\right)$.

Definition 22.9.1. For any $\epsilon>0$, we say $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ is $\epsilon$-close to $\left\{\lambda_{i}, v_{i}\right\}_{i=1}^{k}$ if for all $i \in[k]$,

1. $\left|\widehat{\lambda}_{i}-\lambda_{i}\right| \leq \epsilon$.
2. $\left\|\widehat{v}_{i}-v_{i}\right\|_{2} \leq \tan \theta\left(\widehat{v}_{i}, v_{i}\right) \leq \min \left(\sqrt{2}, \epsilon /\left(\lambda_{i}\right)\right)$.
3. $\left|\widehat{v}_{i}^{\top} v_{j}\right| \leq \epsilon /\left(\sqrt{n} \lambda_{i}\right), \forall j \in[k] \backslash[i]$.

Lemma 22.9.12. Let $\widehat{E}_{i}=\lambda_{i} v_{i}^{\otimes p}-\widehat{\lambda}_{i} \widehat{v}_{i}^{\otimes p} \in \mathbb{R}^{n^{p}}, \forall i \in[k]$. For any $\epsilon>0$, if $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ is $\epsilon$-close to $\left\{\lambda_{i}, v_{i}\right\}_{i=1}^{k}$, then for all $r \in[k]$, for any unit vector $u \in \mathbb{R}^{n}$,

1. $\left\|\sum_{i=1}^{r} \widehat{E}_{i}(I, u, \cdots, u)\right\|_{2} \leq 2 p \epsilon \kappa^{1 / 2}+2 \phi \epsilon$.
2. $\forall j \in[k] \backslash[i],\left|\sum_{i=1}^{r} \widehat{E}_{j}\left(v_{j}, u, \cdots, u\right)\right| \leq(2 \kappa \epsilon+\phi \epsilon) / \sqrt{n}$.
where $\kappa=\sum_{i=1}^{r}\left|u^{\top} v_{i}\right|^{2}$ and $\phi=2 k\left(\epsilon / \lambda_{k}\right)^{p-1}$.
Proof. Part 1. For each $i \in[r]$, the error $\widehat{E}_{i}$ is

$$
\widehat{E}_{i}(I, u, \cdots, u)=\lambda_{i}\left(u^{\top} v_{i}\right)^{p-1} v_{i}-\widehat{\lambda}_{i}\left(u^{\top} \widehat{v}_{i}\right)^{p-1} \widehat{v}_{i}
$$

lives in $\operatorname{span}\left\{v_{i}, \widehat{v}_{i}\right\}$; this space is the same as $\operatorname{span}\left\{v_{i}, \widehat{v}_{i}^{\perp}\right\}$, where

$$
\widehat{v}_{i}^{\perp}=\widehat{v}_{i}-\left(v_{i}^{\top} \widehat{v}_{i}\right) v_{i}
$$

is the projection of $\widehat{v}_{i}$ onto the subspace orthogonal to $v_{i}$. Since $\left\|\widehat{v}_{i}-v\right\|_{2}^{2}=2\left(1-v_{i}^{\top} \widehat{v}_{i}\right)$, it follows that

$$
c_{i}=v_{i}^{\top} \widehat{v}_{i}=1-\left\|\widehat{v}_{i}-v_{i}\right\|_{2}^{2} / 2 \geq 0
$$

(the inequality follows from the assumption $\left\|\widehat{v}_{i}-v_{i}\right\|_{2} \leq \sqrt{2}$, which in turn implies $0 \leq c_{i} \leq$ 1). By the Pythagorean theorem and the above inequality for $c_{i}$,

$$
\left\|\widehat{v}_{i}^{\perp}\right\|_{2}^{2}=1-c_{i}^{2} \leq\left\|\widehat{v}_{i}-v_{i}\right\|_{2}^{2} .
$$

We can obtain this bound, for any $p \geq 3$,

$$
\left|1-c_{i}^{p}\right|=\left|1-\left(1-\left\|\widehat{v}_{i}-v_{i}\right\|_{2}^{2} / 2\right)^{p}\right| \leq \frac{p}{2}\left\|\widehat{v}_{i}-v_{i}\right\|_{2}^{2}
$$

We first define $a_{i}, b_{i} \in \mathbb{R}^{n}$ such that $a_{i}=u^{\top} v_{i}$ and $b_{i}=u^{\top}\left(\widehat{v}_{i}^{\perp} /\left\|\widehat{v}_{i}^{\perp}\right\|_{2}\right)$. We now rewrite $\widehat{E}_{i}(I, u, \cdots, u)$ in terms of the coordinate system defined by $v_{i}$ and $\widehat{v}_{i}^{\perp}$,

$$
\begin{aligned}
& \widehat{E}_{i}(I, u, \cdots, u) \\
= & \lambda_{i}\left(u^{\top} v_{i}\right)^{p-1} v_{i}-\widehat{\lambda}_{i}\left(u^{\top} \widehat{v}_{i}\right)^{p-1} \widehat{v}_{i} \\
= & \lambda_{i} a_{i}^{p-1} v_{i}-\widehat{\lambda}_{i}\left(a_{i} c_{i}+\left\|\widehat{v}_{i}^{\perp} b_{i}\right\|_{2}\right)^{p-1}\left(c_{i} v_{i}+\widehat{v}_{i}^{\perp}\right) \\
= & \underbrace{\left(\lambda_{i} a_{i}^{p-1} v_{i}-\widehat{\lambda}_{i}\left(a_{i} c_{i}+\left\|\widehat{v}_{i}^{\perp}\right\|_{2} b_{i}\right)^{p-1} c_{i}\right)}_{A_{i}} \cdot v_{i}-\underbrace{\widehat{\lambda}_{i}\left(a_{i} c_{i}+\left\|\widehat{v}_{i}^{\perp}\right\|_{2} b_{i}\right)^{p-1}\left\|\widehat{v}_{i}^{\perp}\right\|_{2}}_{B_{i}} \cdot \widehat{v}_{i}^{\perp} /\left\|\widehat{v}_{i}^{\perp}\right\|_{2} \\
= & A_{i} \cdot v_{i}-B_{i} \cdot\left(\widehat{v}_{i}^{\perp} /\left\|\widehat{v}_{i}^{\perp}\right\|_{2}\right)
\end{aligned}
$$

The overall error can be written as

$$
\begin{aligned}
& \left\|\sum_{i=1}^{r} \widehat{E}_{i}(I, u, \cdots, u)\right\|_{2}^{2} \\
= & \left\|\sum_{i=1}^{r} A_{i} v_{i}-\sum_{i=1}^{t} B_{i}\left(\widehat{v}_{i}^{\perp} /\left\|\widehat{v}_{i}^{\perp}\right\|_{2}\right)\right\|_{2}^{2} \\
\leq & 2\left\|\sum_{i=1}^{r} A_{i} v_{i}\right\|_{2}^{2}+2\left\|\sum_{i=1}^{r} B_{i}\left(\widehat{v}_{i}^{\perp} /\left\|\widehat{v}_{i}^{\perp}\right\|_{2}\right)\right\|_{2}^{2} \\
\leq & 2 \sum_{i=1}^{r} A_{i}^{2}+2\left(\sum_{i=1}^{r}\left|B_{i}\right|\right)^{2}
\end{aligned}
$$

We first try to bound $A_{i}$ by using $\left|\lambda_{i}-\widehat{\lambda}_{i}\right| \leq \epsilon,\left\|\widehat{v}_{i}-v_{i}\right\|_{2} \leq \epsilon / \lambda_{i},\left\|\widehat{v}_{i}^{\perp}\right\|_{2}^{2} \leq\left\|\widehat{v}_{i}-v_{i}\right\|_{2}^{2}$, $0 \leq c_{i} \leq 1$ and $\left|b_{i}\right| \leq 1$,

$$
\begin{aligned}
& \left|A_{i}\right| \\
= & \left|\lambda_{i} a_{i}^{p-1}-\widehat{\lambda}_{i}\left(a_{i} c_{i}+\left\|\widehat{v}_{i}^{\perp}\right\|_{2} b_{i}\right)^{p-1} c_{i}\right| \\
\leq & \left|\lambda_{i} a_{i}^{p-1}-\widehat{\lambda}_{i} c_{i}^{p} a_{i}^{p-1}\right|+\sum_{j=1}^{p-1} \widehat{\lambda}_{i} c_{i}\binom{(p-1)}{j}\left|a_{i} c_{i}\right|^{(p-1)-j}\left\|\widehat{v}_{i}^{\perp}\right\|_{2}^{j} \\
\leq & \left|\lambda_{i} a_{i}^{p-1}-\widehat{\lambda}_{i} a_{i}^{p-1}\right|+\left|\left(1-c_{i}^{p}\right) \widehat{\lambda}_{i} a_{i}^{p-1}\right|+\sum_{j=1}^{p-1} \widehat{\lambda}_{i} c_{i}\binom{(p-1)}{j}\left|a_{i} c_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
\leq & \epsilon\left|a_{i}\right|^{p-1}+\frac{p}{2}\left(\epsilon / \lambda_{i}\right)^{2} \widehat{\lambda}_{i}\left|a_{i}\right|^{p-1}+\sum_{j=1}^{p-1} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j}
\end{aligned}
$$

where the second term can be bounded as

$$
\begin{array}{rlr}
\frac{p}{2}\left(\epsilon / \lambda_{i}\right)^{2} \widehat{\lambda}_{i}\left|a_{i}\right|^{p-1} & \leq \frac{p}{2}\left(\epsilon / \lambda_{i}\right)^{2}\left(\left|\widehat{\lambda}_{i}-\lambda_{i}\right|+\left|\lambda_{i}\right|\right)\left|a_{i}\right|^{p-1} & \\
& \leq \frac{p}{2}\left(\epsilon / \lambda_{i}\right)^{2} \epsilon\left|a_{i}\right|^{p-1}+\frac{p}{2}\left(\epsilon / \lambda_{i}\right) \cdot \epsilon\left|a_{i}\right|^{p-1} & \\
& \leq \frac{1}{100 k} \epsilon\left|a_{i}\right|^{p-1} & \text { by } \epsilon \ll \lambda_{i} / p k
\end{array}
$$

The third term can be divided into two parts $j=1, \cdots,(p-1) / 2$ and $j=(p-1) / 2, \cdots,(p-$ 1). For the first part,

$$
\begin{aligned}
& \sum_{j=1}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
= & \widehat{\lambda}_{i}(p-1)\left|a_{i}\right|^{p-2} \epsilon / \lambda_{i}+\sum_{j=2}^{(p-1) / 2} \widehat{\lambda}_{i}(p-1)^{j}\left|a_{i}\right|^{(p-1) / 2}\left(\epsilon / \lambda_{i}\right)^{j} \\
\leq & (p-1) \epsilon\left|a_{i}\right|^{p-2}+\frac{1}{100 k} \epsilon\left|a_{i}\right|^{(p-1) / 2}
\end{aligned}
$$

Similarly, we can bound the second part,

$$
\begin{aligned}
& \sum_{j=(p-1)}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
= & \widehat{\lambda}_{i} \cdot 1 \cdot 1 \cdot\left(\epsilon / \lambda_{i}\right)^{p-1}+\sum_{j=(p-1)-1}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
\leq & \frac{1}{100 k} \epsilon+\frac{1}{100 k} \epsilon\left|a_{i}\right|
\end{aligned}
$$

Thus, putting it all together, we get

$$
\left|A_{i}\right| \leq \epsilon\left|a_{i}\right|+\frac{1}{10 k} \epsilon\left|a_{i}\right|+(p-1) \epsilon\left|a_{i}\right|+\frac{1}{100 k} \epsilon
$$

which implies that

$$
\left|A_{i}\right|^{2} \leq 2\left(\left(\epsilon\left|a_{i}\right|\right)^{2}+\left(\frac{1}{10 k} \epsilon\left|a_{i}\right|\right)^{2}+\left((p-1) \epsilon\left|a_{i}\right|\right)^{2}+\left(\frac{1}{100 k} \epsilon\right)^{2}\right)
$$

It remains to bound $B_{i}$,

$$
\begin{aligned}
\left|B_{i}\right| & =\left|\widehat{\lambda}_{i}\left\|\widehat{v}_{i}^{\perp}\right\|_{2}\left(a_{i} c_{i}+\left\|\widehat{v}_{i}^{\perp}\right\|_{2} b_{i}\right)^{p-1}\right| \\
& \leq \widehat{\lambda}_{i}\left\|\widehat{v}_{i}^{\perp}\right\|_{2} \sum_{j=0}^{p-1}\binom{(p-1)}{j}\left|a_{i} c_{i}\right|^{p-1-j}\left\|\widehat{v}_{i}^{\perp}\right\|_{2}^{j} \\
& \leq \widehat{\lambda}_{i}\left(\epsilon / \lambda_{i}\right) \sum_{j=0}^{p-1}\binom{(p-1)}{j}\left|a_{i}\right|^{p-1-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
& =\widehat{\lambda}_{i}\left(\epsilon / \lambda_{i}\right)\left|a_{i}\right|^{p-1}+\widehat{\lambda}_{i}\left(\epsilon / \lambda_{i}\right) \sum_{j=1}^{p-1}\binom{(p-1)}{j}\left|a_{i}\right|^{p-1-j}\left(\epsilon / \lambda_{i}\right)^{j}
\end{aligned}
$$

where the first term can be bounded as

$$
\widehat{\lambda}_{i}\left(\epsilon / \lambda_{i}\right)\left|a_{i}\right|^{p-1} \leq\left(\epsilon+\lambda_{i}\right)\left(\epsilon / \lambda_{i}\right)\left|a_{i}\right|^{p-1} \leq \epsilon\left|a_{i}\right|^{p-1}+\frac{1}{100 k} \epsilon\left|a_{i}\right|^{p-1}
$$

The second term can be divided into two parts $j=1, \cdots,(p-1) / 2$ and $j=(p-1) / 2, \cdots,(p-$ 1). For the first part,

$$
\begin{aligned}
& \left(\epsilon / \lambda_{i}\right) \sum_{j=1}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
= & \left(\epsilon / \lambda_{i}\right) \widehat{\lambda}_{i}(p-1)\left|a_{i}\right|^{p-2} \epsilon / \lambda_{i}+\left(\epsilon / \lambda_{i}\right) \sum_{j=2}^{(p-1) / 2} \widehat{\lambda}_{i}(p-1)^{j}\left|a_{i}\right|^{(p-1) / 2}\left(\epsilon / \lambda_{i}\right)^{j} \\
\leq & \frac{1}{100 k} \epsilon\left|a_{i}\right|^{p-2}+\frac{1}{100 k} \epsilon\left|a_{i}\right|^{(p-1) / 2}
\end{aligned}
$$

by $\epsilon \ll \lambda_{i} /(k p)$
Similarly, we can bound the second part,

$$
\begin{aligned}
& \left(\epsilon / \lambda_{i}\right) \sum_{j=(p-1)}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
= & \left(\epsilon / \lambda_{i}\right) \widehat{\lambda}_{i} \cdot 1 \cdot 1 \cdot\left(\epsilon / \lambda_{i}\right)^{p-1}+\left(\epsilon / \lambda_{i}\right) \sum_{j=(p-1)-1}^{(p-1) / 2} \widehat{\lambda}_{i}\binom{(p-1)}{j}\left|a_{i}\right|^{(p-1)-j}\left(\epsilon / \lambda_{i}\right)^{j} \\
\leq & \frac{\phi}{k} \epsilon+\frac{1}{100 k} \epsilon\left|a_{i}\right|
\end{aligned} \quad \text { by } \epsilon \ll \lambda_{i} / k p \text { p } \quad l l
$$

where $\phi=2 k\left(\epsilon / \lambda_{k}\right)^{p-1}$. Putting it all together, we have

$$
\begin{aligned}
& \left|B_{i}\right| \leq \epsilon\left|a_{i}\right|^{2}+\frac{1}{100 k^{2}} \epsilon\left|a_{i}\right|+\frac{\phi}{k} \epsilon \\
\Longrightarrow & \sum_{i=1}^{r}\left|B_{i}\right| \leq \epsilon \kappa+\frac{1}{100 k^{2}} \epsilon \sum_{i=1}^{t}\left|a_{i}\right|+\phi \epsilon \\
\Longrightarrow & \left(\sum_{i=1}^{r}\left|B_{i}\right|\right)^{2} \leq 2\left((\epsilon \kappa)^{2}+\left(\frac{1}{100 k} \epsilon \sum_{i=1}^{t}\left|a_{i}\right|\right)^{2}+(\phi \epsilon)^{2}\right) \\
\Longrightarrow & \left(\sum_{i=1}^{r}\left|B_{i}\right|\right)^{2} \leq 2\left((\epsilon \kappa)^{2}+\left(\frac{1}{100 k} \epsilon\right)^{2} \kappa k+(\phi \epsilon)^{2}\right)
\end{aligned}
$$

Recall that $\kappa=\sum_{i=1}^{t}\left|a_{i}\right|^{2} \leq 1$. Overall, we have

$$
\begin{aligned}
& \left\|\sum_{i=1}^{r} \widehat{E}_{i}(I, u, \cdots, u)\right\|_{2}^{2} \\
= & 2 \sum_{i=1}^{r}\left|A_{i}\right|^{2}+2\left(\sum_{i=1}^{r}\left|B_{i}\right|\right)^{2} \\
\leq & 4\left(\epsilon^{2} \cdot \kappa+\left(\frac{1}{10 k} \epsilon\right)^{2} \kappa+(p-1)^{2} \epsilon^{2} \kappa+\left(\frac{1}{100 \sqrt{k}} \epsilon\right)^{2}\right) \\
+ & 4\left((\epsilon \kappa)^{2}+\left(\frac{1}{100 k} \epsilon\right)^{2} \kappa k+(\phi \epsilon)^{2}\right) \\
\leq & 4 p^{2} \epsilon^{2} \kappa+4 \phi^{2} \epsilon^{2}
\end{aligned}
$$

which gives the desired bound.

Part 2. For any $j \in[k] \backslash[i]$, we have

$$
\begin{aligned}
\left|\sum_{i=1}^{r} \widehat{E}_{i}\left(v_{j}, u, \cdots, u\right)\right| & \leq \sum_{i=1}^{r}\left|\widehat{E}_{i}\left(v_{j}, u, \cdots, u\right)\right| \\
& =\sum_{i=1}^{r} \widehat{\lambda}_{i}\left|\widehat{v}_{i}^{\top} u\right|^{p-1}\left|\widehat{v}_{i}^{\top} v_{j}\right| \\
& \leq \sum_{i=1}^{t} \widehat{\lambda}_{i}\left|\widehat{v}_{i}^{\top} u\right|^{p-1} \frac{\epsilon}{\sqrt{n} \lambda_{i}}
\end{aligned}
$$

where the first step follows by triangle inequality, the second step follows by $v_{j} \cdot v_{i}, \forall i \neq j$, and the last step follows by part 3 of definition of $\epsilon$-close. Let's try to bound $\sum_{i=1}^{r} \frac{\widehat{\lambda}_{i}}{\lambda_{i}}\left|\widehat{v}_{i}^{\top} u\right|^{p-1}$,

$$
\begin{aligned}
& \sum_{i=1}^{r} \frac{\widehat{\lambda}_{i}}{\lambda_{i}}\left|\widehat{v}_{i}^{\top} u\right|^{p-1} \\
\leq & \sum_{i=1}^{r} \frac{\widehat{\lambda}_{i}}{\lambda_{i}}\left(\left|v_{i}^{\top} u\right|+\left|\left(v_{i}-\widehat{v}_{i}\right)^{\top} u\right|\right)^{p-1} \\
\leq & \sum_{i=1}^{r} \frac{\widehat{\lambda}_{i}}{\lambda_{i}}\left(\left|v_{i}^{\top} u\right|+\left\|v_{i}-\widehat{v}_{i}\right\|_{2}\right)^{p-1} \\
\leq & \sum_{i=1}^{r}\left(1+\epsilon / \lambda_{i}\right)\left(\left|v_{i}^{\top} u\right|+\epsilon / \lambda_{i}\right)^{p-1} \\
\leq & 2 \sum_{i=1}^{r}\left|v_{i}^{\top} u\right|^{2}+2 k\left(\epsilon / \lambda_{k}\right)^{p-1} \\
= & 2 \kappa+\phi .
\end{aligned}
$$

which gives the desired bound $(2 \kappa+\phi) \epsilon / \sqrt{n}$.

Corollary 22.9.13. Let $\widehat{E}_{i}=\lambda_{i} v_{i}^{\otimes p}-\widehat{\lambda}_{i} \hat{v}_{i}^{\otimes p} \in \mathbb{R}^{n^{p}}, \forall i \in[k]$. For any $c_{0} \geq 1$, for any $\epsilon \leq \lambda_{k} /\left(2 c_{0} k\right)$, if $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ is $\epsilon$-close to $\left\{\lambda_{i}, v_{i}\right\}_{i=1}^{k}$, then for all $r \in[k]$, for any unit vector $u \in \mathbb{R}^{n},\left|u^{\top} v_{r+1}\right| \geq 1-\frac{1}{c_{0}^{2} p^{2} k}$, then

1. $\left\|\sum_{i=1}^{r} \widehat{E}_{i}(I, u, \cdots, u)\right\|_{2} \leq 2 p \epsilon \kappa^{1 / 2}+2 \phi \epsilon \leq 4 \epsilon / c_{0}$.
2. $\forall j \in[k] \backslash i],\left|\sum_{i=1}^{r} \widehat{E}_{j}\left(v_{j}, u, \cdots, u\right)\right| \leq(2 \kappa \epsilon+\phi \epsilon) / \sqrt{n} \leq 4 \epsilon /\left(c_{0} \sqrt{n}\right)$.
where $\kappa=\sum_{i=1}^{r}\left|u^{\top} v_{i}\right|^{2}$ and $\phi=2 k\left(\epsilon / \lambda_{k}\right)^{p-1}$.
Proof. Using Fact 22.9.1, we have for any $i \in[r]$,

$$
\kappa=\sum_{i=1}^{r}\left|u^{\top} v_{i}\right|^{2} \leq k \cdot 1 /\left(c_{0}^{2} p^{2} k\right) \leq 1 / c_{0}^{2} p^{2} .
$$

which implies $2 p \epsilon \sqrt{\kappa} \leq 2 / c_{0}$. We also can bound $\phi$,

$$
\phi=2 k\left(\epsilon / \lambda_{k}\right)^{p-1} \leq 2 k\left(1 /\left(2 c_{0} k\right)\right)^{2} \leq 1 / c_{0} .
$$

### 22.9.3 Main result

We first extend the original robust tensor power method analysis to general order $p \geq 3$, i.e., Theorem 22.3.4. Second, we combine Theorem 22.3 .4 with our importance sampling techniques, i.e., Corollary 22.7.1 and Lemma 22.8.8.

Theorem 22.3.4. (Main, Abitrary order robust tensor power method) For any $p \geq 3, k \geq 1$, for any tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$, where $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$ with $\lambda_{i}>0$ and orthonormal basis vectors $\left\{v_{1}, \ldots, v_{k}\right\} \subseteq \mathbb{R}^{n}, n \geq k$. Let $\lambda_{1}, \lambda_{k}$ be the largest and smallest values in $\left\{\lambda_{i}\right\}_{i=1}^{k}$ and $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ be outputs of the robust tensor power method. For any sufficiently large constant $c_{0} \geq 100$, there exists a sufficiently small constant $c>0$, for any $\epsilon \in\left(0, c \lambda_{k} /\left(c_{0} p^{2} k n^{(p-2) / 2}\right)\right.$ if $E$ satisfies that

$$
\begin{equation*}
\|E\|_{2} \leq \epsilon /\left(c_{0} \sqrt{n}\right) \tag{22.3}
\end{equation*}
$$

and $T=\Omega\left(\log \left(\lambda_{1} n / \epsilon\right)\right), L=\Omega(k \log (k))$, then with probability at least $9 / 10$, there exists a permutation $\pi:[k] \rightarrow[k]$, such that $\forall i \in[k]$,

$$
\begin{equation*}
\left|\lambda_{i}-\widehat{\lambda}_{\pi(i)}\right| \leq \epsilon, \quad\left\|v_{i}-\widehat{v}_{\pi(i)}\right\|_{2} \leq \epsilon / \lambda_{i} \tag{22.4}
\end{equation*}
$$

Proof. We use $E \in \mathbb{R}^{n^{p}}$ to denote the original noise, use $\widehat{E}_{i}=\lambda_{i} v_{i}^{\otimes p}-\widehat{\lambda}_{i} \widehat{v}_{i}^{\otimes p} \in \mathbb{R}^{n^{p}}$ to denote the deflation noise, use $\bar{E} \in \mathbb{R}^{n^{p}}$ to denote the sketch noise and use $\widetilde{E}$ to denote the "true" noise that contains both original noise, deflation noise and sketch noise. Thus, in $t+1$ step, we actually observe tensor $A^{*}+\widetilde{E}$, where $\widetilde{E}=E+\sum_{i=1}^{t} \widehat{E}_{i}+\bar{E}$. To prove Theorem 22.3.4, in fact we don't need to worry about sketch noise $\bar{E}$. Instead of assuming it is $\bar{E}=0$, we prove a strong theorem by assuming sketch noise $\bar{E}$ is bounded, i.e., $\|\bar{E}\|_{2} \leq \epsilon /\left(c_{0} \sqrt{n}\right)$.

Base case $i=1$. Consider the first step, we get $\widehat{\lambda}_{1} \in \mathbb{R}, \widehat{v}_{1} \in \mathbb{R}^{n}$, we first show $\left\|\widehat{v}_{1}-v_{1}\right\|_{2}$ is bounded(as Part 2 of Definition 22.9.1) and then show $\left|\widehat{\lambda}_{1}-\lambda_{1}\right|$ is bounded(as Part 1 of Definition 22.9.1). At the end, we show $\left|\widehat{v}_{i}^{\top} v_{j}\right|$ is bounded(as Part 3 of Definition 22.9.1).

Bounding $\left|\widehat{v}_{1}-v_{1}\right|$. So, applying Lemma 22.9.8, we have

$$
\tan \theta\left(u_{0}, v_{1}\right)=\sin \theta\left(u_{0}, v_{1}\right) / \cos \left(\theta\left(u_{0}, v_{1}\right)\right) \leq \sqrt{n}
$$

Let $t^{*}$ denote the situation where $\left|u_{t^{*}}^{\top} v_{1}\right|=1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$. We know

$$
\left\|u_{t^{*}}-v_{1}\right\|_{2}^{2}=2-2\left|u_{t^{*}}^{\top} v_{1}\right|=2 /\left(c_{0}^{2} p^{2} k^{2}\right) .
$$

We can upper bound

$$
\left\|u_{t^{*}}-v_{1}\right\|_{2} \leq \tan \theta\left(u_{t^{*}}, v_{1}\right) \leq 0.8 \tan \theta\left(u_{t^{*}-1}, v_{1}\right) \leq \cdots \leq 0.8^{t^{*}} \tan \theta\left(u_{0}, v_{1}\right) \leq 0.8^{t^{*}} \sqrt{n}
$$

Thus, we need to set $t^{*}=\Omega\left(\log \left(n k p c_{0}\right)\right)=\Omega\left(\log c_{0} n\right)$.
Now, we need to analyze $\left\|u_{T}-v_{1}\right\|_{2}$,

$$
\left\|u_{T}-v_{1}\right\|_{2} \leq 0.8\left(\tan \theta\left(u_{T}, v_{1}\right)+18 \epsilon /\left(c_{0} \lambda_{1}\right)\right) \leq \cdots \leq 0.8^{T-t^{*}} \tan \left(u_{t^{*}}, v_{1}\right)+5 \cdot 18 \epsilon /\left(c_{0} \lambda_{1}\right)
$$

To guarantee $\left\|u_{T}-v_{1}\right\|_{2} \leq \epsilon / \lambda_{1}$, we need to choose $T-t^{*}=\Omega\left(n \lambda_{1} / \epsilon\right)$ and $c_{0} \geq 100$. Thus, we get the desired property in Part 2 of Definition 22.9.1.

Bounding $\left|\widehat{\lambda}_{1}-\lambda_{1}\right|$. It remains to bound $\left|\widehat{\lambda}_{1}-\lambda_{1}\right|$.

$$
\begin{array}{rlr}
\left|\widehat{\lambda}_{1}-\lambda_{1}\right| & =\left|\left[A^{*}+\widetilde{E}\right]\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)-\lambda_{1}\right| \\
& \leq\left|\widetilde{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right|+\left|A^{*}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)-\lambda_{1}\right| & \text { by triangle inequality } \\
& =\left|\widetilde{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right|+\left|\left[\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}\right]\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)-\lambda_{1}\right| \quad \text { by } A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p} \\
& \leq \underbrace{\left|\widetilde{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right|}_{A}+\underbrace{\left.\left|\lambda_{1}\right| v_{1}^{\top} \widehat{v}_{1}\right|^{p}-\lambda_{1} \mid}_{B}+\underbrace{\sum_{j=2}^{k} \lambda_{j}\left|v_{j}^{\top} \widehat{v}_{1}\right|^{p}}_{C} . \quad \text { by triangle inequality }
\end{array}
$$

For the term $A$, we have

$$
\begin{array}{rlr}
A & =\left|\widetilde{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right| \\
& \leq\left|E\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right|\left|+\left|\bar{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right|\right. & \\
& \leq\|E\|_{2}+\left|\bar{E}\left(\widehat{v}_{1}, \cdots, \widehat{v}_{1}\right)\right| & \\
& \leq \epsilon /\left(c_{0} \sqrt{n}\right)+\epsilon /\left(c_{0} \sqrt{n}\right) & \text { by } c_{0} \geq 100, n \geq 1
\end{array}
$$

It remains to upper bound the second term $B$ and the third term $C$.

$$
\begin{array}{rlrl}
B & =\lambda_{1}-\lambda_{1}\left(1-\frac{1}{2}\left\|v_{1}-\widehat{v}_{1}\right\|_{2}^{2}\right)^{p} & \text { by } v_{1}^{\top} \widehat{v}_{1}=1-\frac{1}{2}\left\|v_{1}-\widehat{v}_{1}\right\|_{2}^{2} \\
& \leq \lambda_{1} p \frac{1}{2}\left\|v_{1}-\widehat{v}_{1}\right\|_{2}^{2} & & \text { by }\left\|v_{1}-\widehat{v}_{1}\right\|_{2}^{2} \ll 1 \\
& \leq p \epsilon^{2} /\left(2 \lambda_{1}\right) & & \text { by }\left\|v_{1}-\widehat{v}_{1}\right\|_{2} \leq \epsilon / \lambda_{1} \\
& \leq \epsilon / 12 . & \text { by } p \epsilon /\left(2 \lambda_{1}\right) \leq 1 / 12
\end{array}
$$

For the term $C$,

$$
C=\sum_{j=2}^{k} \lambda_{j}\left|v_{j}^{\top} \widehat{v}_{1}\right|^{p} \leq \sum_{j=2}^{k} \lambda_{j}\left(\epsilon /\left(\sqrt{n} \lambda_{j}\right)\right)^{p}=\epsilon \sum_{j=2}^{k}\left(\epsilon /\left(\lambda_{j} \sqrt{n}\right)\right)^{p-1} \leq \epsilon / 4 .
$$

where the first inequality follows by Part 3 of Definition 22.9.1, and the last step follows by $\left(\epsilon / \lambda_{k}\right)^{p-1} \leq 1 /(4 k)$. It suffices to set $\epsilon<\frac{1}{4} k^{1 /(p-1)} \lambda_{k}$ Thus, putting it all together, we have

$$
\left|\widehat{\lambda}_{1}-\lambda_{1}\right| \leq A+B+C \leq \epsilon
$$

Bounding $\left|\widehat{v}_{1}^{\top} v_{j}\right|$. We consider any $j \in\{2, \cdots, k\}$. We choose $t^{*}$ to be smallest integer such that $\left|v_{1}^{\top} u_{t^{*}}\right| \geq 1-\frac{1}{c_{0}^{2} p^{2} k^{2}}$. This implies $\left|v_{j}^{\top} u_{t^{*}}\right| \leq \frac{1}{c_{0} p k}$. By Part 3 of Lemma 22.9.9, we have

$$
\left|v_{j}^{\top} u_{t^{*}}\right| /\left|v_{1}^{\top} u_{t^{*}}\right| \leq 0.8\left|v_{j}^{\top} u_{t^{*}-1}\right| /\left|v_{1}^{\top} u_{t^{*}-1}\right| \leq \cdots \leq 0.8^{t^{*}} \cdot u_{0} \leq 0.8^{t^{*}} \cdot 1 /(1 / \sqrt{n})
$$

Thus, we need to choose $t^{*}=\Omega\left(\log c_{0} n\right)$.
Let analyze $T>t^{*}$,

$$
\left|v_{j}^{\top} u_{T}\right| /\left|v_{1}^{\top} u_{T}\right| \leq 0.8^{T-t^{*}}\left|v_{j}^{\top} u_{t^{*}}\right| /\left|v_{1}^{\top} u_{t^{*}}\right|+5 \cdot 18 \epsilon /\left(c_{0} \lambda_{1} \sqrt{n}\right) .
$$

Thus, we need to choose $T=\Omega\left(\log \left(n \lambda_{1} / \epsilon\right)\right)$ and $c_{0} \geq 100$ to guarantee that $\left|v_{j}^{\top} u_{T}\right| \leq$ $\epsilon /\left(\lambda_{1} \sqrt{n}\right)$.

The case for $i=r+1$. Conditioned on all the first $t$ cases are holding, let's consider $t+1$ case, then the "true" noise $\widetilde{E}=E+\sum_{i=1}^{r} E_{i}+\bar{E} \in \mathbb{R}^{n^{p}}$. Similarly as the base case $t=1$, we first show how to bound $\left\|\widehat{v}_{r+1}-v_{r+1}\right\|_{2}$ (as Part 2 of Definition 22.9.1), and then we show how to bound $\left|\widehat{\lambda}_{r+1}-\lambda_{r+1}\right|$ (as Part 1 of Definition 22.9.1), at the end we show how to bound $\left|v_{r+1}^{\top} v_{j}\right|$ (as Part 3 of Definition 22.9.1).

Bounding $\left\|\widehat{v}_{r+1}-v_{r+1}\right\|_{2}$. The proof is identical to the Base case, the difference is, we need to choose $T=\Omega\left(\log \left(n \lambda_{t+1} / \epsilon\right)\right)$.

Bounding $\left|\widehat{\lambda}_{r+1}-\lambda_{r+1}\right|$. We redefine $A^{*}$ and $\widetilde{E}$ to be $A^{*}=\sum_{i=t+1}^{k} \lambda_{i} v_{i}^{\otimes p}$ and $\widetilde{E}=E+\bar{E}+\sum_{i=1}^{t} \widehat{E}_{i}$. Then rewrite $\left|\widehat{\lambda}_{t+1}-\lambda_{t+1}\right|$ as follows

$$
\begin{aligned}
& \left|\widehat{\lambda}_{r+1}-\lambda_{r+1}\right| \\
= & \left|\left[A^{*}+\widetilde{E}\right]\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)-\lambda_{r+1}\right| \\
\leq & \left|\widetilde{E}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right|+\left|A^{*}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)-\lambda_{r+1}\right| \\
= & \left|\widetilde{E}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right|+\left|\left[\sum_{i=r+1}^{k} \lambda_{i} v_{i}^{\otimes p}\right]\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)-\lambda_{r+1}\right| \quad \text { by triangle inequality } \\
\leq & \underbrace{\left|\widetilde{E}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right|}_{A}+\underbrace{\left.\left|\lambda_{r+1}\right| v_{r+1}^{\top} \widehat{v}_{r+1}\right|^{p}-\lambda_{r+1} \mid}_{B}+\underbrace{\sum_{j=r+2}^{k} \lambda_{j}\left|v_{j}^{\top} \widehat{v}_{r+1}\right|^{p}}_{C} . \quad \text { by } A^{*}=\sum_{i=r+1}^{k} \lambda_{i} v_{i}^{\otimes p}
\end{aligned}
$$

We need to analyze $A$,

$$
\begin{aligned}
A & =\left|\widetilde{E}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right| \\
& =\left|E\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right|+\left|\bar{E}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right|+\left|\sum_{i=1}^{r} \widehat{E}_{i}\left(\widehat{v}_{r+1}, \cdots, \widehat{v}_{r+1}\right)\right| \\
& \leq \epsilon /\left(c_{0} \sqrt{n}\right)+\epsilon /\left(c_{0} \sqrt{n}\right)+4 \epsilon /\left(c_{0} \sqrt{n}\right) \\
& \leq \epsilon / 12
\end{aligned}
$$

$$
\text { by } c_{0} \geq 100, n \geq 1
$$

Bounding $\left|\widehat{v}_{r+1}^{\top} v_{j}\right|$. We consider any $j \in\{r+2, \cdots, k\}$. The proof is identical to the base.

Theorem 22.9.14 (Arbitrary even order sublinear time robust tensor power method). There exists some sufficiently small constant $\gamma \in(0,1)$ such that any $p \in\left[3, n^{\gamma}\right], k \in\left[1, n^{\gamma}\right]$. There exists some sufficiently small constant $\alpha \in(0,1-20 \gamma)$ such that for any tensor $A=A^{*}+E \in \mathbb{R}^{n^{p}}$, where $A^{*}=\sum_{i=1}^{k} \lambda_{i} v_{i}^{\otimes p}$ with $\lambda_{i}>0$ and orthonormal basis vectors
$\left\{v_{1}, \ldots, v_{k}\right\} \subseteq \mathbb{R}^{n}$. Let $\lambda_{1}, \lambda_{k}\left(\geq 1 / n^{\gamma}\right)$ be the largest and smallest values in $\left\{\lambda_{i}\right\}_{i=1}^{k}$ and $\left\{\widehat{\lambda}_{i}, \widehat{v}_{i}\right\}_{i=1}^{k}$ be outputs of the "importance sampling" robust tensor power method. For any sufficiently large constant $c_{0} \geq 100$, there exists a sufficiently small constant $c>0$, for any $\epsilon \in\left(0, c \lambda_{k} /\left(c_{0} p^{2} k n^{(p-2) / 2}\right)\right.$ if $E$ satisfies that $\|E\|_{2} \leq \epsilon /\left(c_{0} \sqrt{n}\right)$ and if $T=\Omega\left(\log \left(\lambda_{1} n / \epsilon\right)\right), L=$ $\Omega(k \log (k)), m=\Omega\left(T L k^{2}\right), b=\Omega\left(m n c_{0}^{2} / \epsilon^{2}\right)$ then our algorithm uses $O(n k)$ spaces, runs in $O\left(n^{p-\alpha}\right)$ time and then with probability at least $9 / 10$, there exists a permutation $\pi:[k] \rightarrow[k]$, such that $\forall i \in[k]$,

$$
\left|\lambda_{i}-\widehat{\lambda}_{\pi(i)}\right| \leq \epsilon, \quad\left\|v_{i}-\widehat{v}_{\pi(i)}\right\|_{2} \leq \epsilon / \lambda_{i}
$$

Proof. It follows by combining Theorem 22.3.4, Corollary 22.7.1 and Theorem 22.8.9 . The total number of iterations is $m=\Omega\left(T L k^{2}\right)$, thus we need to take the union bound over all the iterations. The total running time is $O(m b)=n^{p-\alpha^{\prime}}\left(\log \lambda_{1} n\right)^{2} / \lambda_{k}^{2}$, where $\alpha^{\prime}$ is some sufficiently small constant.

### 22.10 Algorithm

```
Algorithm 22.3 Subroutine for approximate tensor contraction \(A(I, v, w)\)
    function \(\operatorname{ApproxTIvw}\left(A, v, w, n, B,\left\{\widehat{b}_{i}\right\}\right)\)
    \(\widetilde{q}, \widetilde{r} \leftarrow \operatorname{CumProb}(v, w)\)
    for \(d=1 \rightarrow B\) do
        \(\mathcal{L} \leftarrow \operatorname{GenRandTuples}\left(\sum_{i=1}^{n} \widehat{b}_{i}, \widetilde{q}, \widetilde{r}\right)\)
        for \(i=1 \rightarrow n\) do
            \(s_{i}^{(d)} \leftarrow 0\)
            for \(\ell=1 \rightarrow \widehat{b}_{i}\) do
                \((j, k) \leftarrow \mathcal{L}_{(i-1) b+\ell}\)
                \(s_{i}^{(d)} \leftarrow s_{i}^{(d)}+\frac{1}{q_{j} r_{k}} A_{i, j, k} \cdot u_{j} \cdot u_{k}\)
            end for
        end for
    end for
    \(\widehat{A}(I, v, w)_{i} \leftarrow \underset{d \in[B]}{\operatorname{median}} s_{i}^{(d)} / \widehat{b}_{i}, \forall i \in[n]\)
    return \(\widehat{A}(I, v, w)\)
```

```
Algorithm 22.4 Subroutine for approximate tensor contraction \(A(u, v, w)\)
    function \(\operatorname{ApproxTuVW}(A, u, v, w, n, B, \widehat{b})\)
    \(\widetilde{p}, \widetilde{q}, \widetilde{r} \leftarrow \operatorname{CumProb}(u, v, w)\)
    for \(d=1 \rightarrow B\) do
        \(\mathcal{L} \leftarrow \operatorname{GenRandTuples}(\widehat{b}, \widetilde{p}, \widetilde{q}, \widetilde{r})\).
        \(s^{(d)} \leftarrow 0\)
        for \((i, j, k) \in \mathcal{L}\) do
            \(s^{(d)} \leftarrow s^{(d)}+\frac{1}{p_{i} q_{j} r_{k}} A_{i, j, k} \cdot u_{i} \cdot u_{j} \cdot u_{k}\)
        end for
        \(s^{(d)} \leftarrow s^{(d)} / \widehat{b}\)
    end for
    \(\widehat{A}(u, v, w) \leftarrow \underset{d \in[B]}{\operatorname{median}} s^{(d)}\)
    return \(\widehat{A}(u, v, w)\)
```

```
Algorithm 22.5 Our main algorithm
    function ImportanceSamplingRobustTensorPowerMethod \((A, n, B, b)\)
    if \(s_{i}\) are known, where \(\left\|A_{i, *, *}\right\|_{F}^{2} \lesssim s_{i}\) then
        \(\widehat{b}_{i} \leftarrow b \cdot s_{i} /\|A\|_{F}^{2}, \forall i \in[n]\)
    else
        \(\widehat{b}_{i} \leftarrow b / n, \forall i \in[n]\)
    end if
    \(\widehat{b}=\sum_{i=1}^{n} \widehat{b}_{i}\)
    for \(\ell=1 \rightarrow L\) do
        for \(t=1 \rightarrow T\) do
            \(u^{(\ell)} \leftarrow \operatorname{ApproxTIvW}\left(A, u^{(\ell)}, u^{(\ell)}, n, B,\left\{\widehat{b}_{i}\right\}\right)\)
            \(u^{(\ell)} \leftarrow u^{(\ell)} /\left\|u^{(\ell)}\right\|_{2}\)
        end for
        \(\lambda^{(\ell)} \leftarrow \operatorname{ApproxTuvW}\left(A, u^{(\ell)}, u^{(\ell)}, u^{(\ell)}, n, B, \widehat{b}\right)\)
    end for
    \(\ell^{*} \leftarrow \arg \max _{\ell \in[L]} \lambda^{(\ell)}\)
    \(u^{*} \leftarrow u^{\left(\ell^{*}\right)}\)
    for \(t=1 \rightarrow T\) do
        \(u^{*} \leftarrow \operatorname{ApproxTIvw}\left(A, u^{*}, u^{*}, n, B,\left\{\widehat{b}_{i}\right\}\right)\)
        \(u^{*} \leftarrow u^{*} /\left\|u^{*}\right\|_{2}\)
    end for
    \(\lambda^{*} \leftarrow \operatorname{ApproxTuvw}\left(A, u^{*}, u^{*}, u^{*}, n, B, \widehat{b}\right)\)
    return \(\lambda^{*}, u^{*}\)
```


### 22.11 Additional Experiment Results

The following sections gather all of our experiment results we collected to compare our sampling-based robust tensor power method to a sketching-based robust tensor power method. Our algorithm has the following parameters to set:

1. $T$ : Number of power iterations
2. $L$ : The number of starting vectors of the robust tensor power method
3. B: The number of sketches used in sketching, or the number of repetitions of sampling
4. $b$ : The size of the sketch, or the number of indices sampled

In all of our experiments, we fix $T=30, L=50$, and change $B$ and $b$ for each input tensor. We observe the squared residual Frobenius norm to evaluate the performance of each algorithm. We only compute the first eigenvalue and eigenvector (rank-1 recovery) of each tensor. This enables us to run a large collection of tensors within a reasonable time.

### 22.11.1 Synthetic tensors with inverse decaying eigenvalues

The tables shown in this section use synthetic tensors generated with eigenvalues decaying as $\lambda_{i}=\frac{1}{i}$. All tensors have rank $k=100$ and added noise with $\sigma=0.01$.

| Sketching based robust power method |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $2^{10}$ | 1.011 | 0.9263 | 0.6358 | 0.6034 | 2.407 | 4.382 | 5.386 | 15.96 | 26.47 |
| $2^{12}$ | 1.01 | 0.4912 | 0.4451 | 1.342 | 4.603 | 8.012 | 5.972 | 17.34 | 28.72 |
| $2^{14}$ | 0.4394 | 0.4161 | 0.4085 | 4.921 | 15.64 | 27.93 | 8.877 | 24.81 | 40.87 |
| $2^{16}$ | 0.4089 | 0.4029 | 0.4006 | 22.48 | 69.67 | 115.2 | 13.79 | 34.86 | 55.65 |

Table 22.3: Sketching based robust power method: $n=\mathbf{1 2 0 0}$, inverse decay, $\|\mathbf{T}\|_{F}^{2}=1.01$


Table 22.4: Importance sampling based robust power method, without prescanning: $n=$ 1200, inverse decay, $\|\mathbf{T}\|_{F}^{2}=1.01$

| Importance sampling based robust power method (with prescanning) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| b B | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $5 n$ | 0.408 | 0.4025 | 0.4005 | 3.621 | 11.9 | 20.49 | 2.234 | 2.235 | 2.241 |
| $10 n$ | 0.4051 | 0.4003 | 0.3997 | 6.302 | 20.56 | 35.24 | 2.225 | 2.223 | 2.226 |
| $20 n$ | 0.4057 | 0.3991 | 0.3993 | 11.67 | 37.89 | 64.52 | 2.225 | 2.226 | 2.225 |
| $30 n$ | 0.4027 | 0.3993 | 0.399 | 16.99 | 54.83 | 93.14 | 2.225 | 2.225 | 2.226 |
| $40 n$ | 0.4024 | 0.399 | 0.3988 | 22.23 | 72.13 | 122.2 | 2.223 | 2.225 | 2.225 |

Table 22.5: Importance sampling based robust power method with prescanning: $n=\mathbf{1 2 0 0}$, inverse decay, $\|\mathbf{T}\|_{F}^{2}=1.01$

```
Algorithm 22.2 Sampling Procedure for Rank-2
    procedure SAmplingRank2 \((A, n, b, \alpha)\)
                                    \(\triangleright\) Lemma 22.8.5
    \(\mathcal{S} \leftarrow S_{1} \leftarrow S_{2} \leftarrow S_{3} \leftarrow S_{4} \leftarrow \emptyset\)
    for \(i \in[n]\) do
            if \(\left|A_{i, i, i}\right| \geq 3 / n\) then
                \(S_{1} \leftarrow S_{1} \cup i\)
            else
                \(S_{2} \leftarrow S_{2} \cup i\)
            end if
        end for \(\quad \triangleright\left|S_{1}\right|=O\left(n^{1 / 3}\right)\)
        for \(i \in S_{1}\) do \(\quad \triangleright\) Part 1 .
            Choose \(b\) i.i.d. samples from slice \(i\), add to \(\mathcal{S}\)
        end for
                \(\triangleright\) \# samples \(=O\left(b n^{1 / 3}\right)\)
        for \(i \in[n]\) do \(\quad \triangleright\) Part 2.
            Choose \(O\left(b / n^{\alpha}\right)\) i.i.d. samples from slice \(i\), add to \(\mathcal{S}\)
        end for
        \(\triangleright \#\) samples \(=O\left(b n^{1-\alpha}\right)\)
        Randomly choose a set \(S_{3} \subseteq S_{2}\) such that \(\left|S_{3}\right|=O\left(n^{1 / 3+\alpha} \log n\right) \quad \triangleright\) Part 3 .
        for \(i \in S_{3}\) do
            for \(l \in[n]\) do
                if \(\left|A_{i, l, l}\right|^{2} \geq 1 /\left(4 n^{1+3 \alpha}\right)\) then \(\quad \triangleright \# l=O\left(n^{1 / 3+3 \alpha}\right)\)
                Choose \(b\) i.i.d. samples from slice \(l\), add to \(\mathcal{S}\)
                end if
            end for
        end for \(\quad \triangleright \#\) samples \(=O\left(b n^{2 / 3+4 \alpha}\right)\)
        for \(i \in[n]\) do \(\quad \triangleright\) Part 4 .
            for \(j \in[n]\) do
                if \(\left|A_{i, j, j}\right|^{2} \geq 1 /\left(4 n^{2 / 3+2 \alpha}\right)\) then
                \(S_{4} \leftarrow S_{4} \cup\{i, j\}\)
                end if
            end for
        end for
        for \(i \in S_{4}\) do
                        \(\triangleright\left|S_{4}\right|=O\left(n^{2 / 3+2 \alpha}\right)\)
            Choose \(b\) i.i.d samples from slice \(i\), add to \(\mathcal{S}\)
        end for
                                    \(\triangleright \#\) samples \(=O\left(b n^{2 / 3+2 \alpha}\right)\)
        return \(\mathcal{S}\)
    end procedure
```


### 22.11.2 Synthetic tensors with inverse square decaying eigenvalues

The tables shown in this section use synthetic tensors generated with eigenvalues decaying as $\lambda_{i}=\frac{1}{i^{2}}$. All tensors have rank $k=100$ and added noise with $\sigma=0.01$.

| Sketching based robust power method |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |  |  |  |  |
| $b \quad B$ | 10 | 30 | 50 |  | 10 | 30 | 50 |  | 10 | 30 | 50 |
| $2^{10}$ | 1.01 | 1.014 | 0.5437 |  | 0.6114 | 2.423 | 4.374 |  | 5.361 | 15.85 | 26.08 |
| $2^{12}$ | 1.02 | 0.2271 | 0.1549 |  | 1.344 | 4.563 | 8.022 | 5.978 | 17.23 | 28.31 |  |
| $2^{14}$ | 0.1513 | 0.1097 | 0.1003 |  | 4.928 | 15.51 | 27.87 | 8.788 | 24.72 | 40.4 |  |
| $2^{16}$ | 0.1065 | 0.09242 | 0.08936 |  | 22.28 | 69.7 | 116.3 | 13.76 | 34.74 | 55.34 |  |

Table 22.6: Sketching based robust power method: $n=1200$, inverse-square decay, $\|\mathbf{T}\|_{F}^{2}=1.01$


Table 22.7: Importance sampling based robust power method, without prescanning: $n=$ 1200, inverse-square decay, $\|\mathbf{T}\|_{F}^{2}=1.01$

| Importance sampling based robust power method (with prescanning) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $5 n$ | 0.08657 | 0.08684 | 0.08636 | 3.1 | 10.47 | 18 | 2.234 | 2.236 | 2.234 |
| $10 n$ | 0.08741 | 0.08677 | 0.08668 | 5.427 | 17.43 | 30.26 | 2.232 | 2.233 | 2.233 |
| $20 n$ | 0.08648 | 0.08624 | 0.08634 | 9.843 | 31.42 | 54.49 | 2.226 | 2.226 | 2.226 |
| $30 n$ | 0.08635 | 0.08634 | 0.08615 | 14.33 | 45.4 | 63.85 | 2.226 | 2.224 | 2.227 |
| $40 n$ | 0.08622 | 0.08652 | 0.08619 | 18.68 | 59.32 | 82.83 | 2.225 | 2.225 | 2.225 |

Table 22.8: Importance sampling based robust power method with prescanning: $n=\mathbf{1 2 0 0}$, inverse-square decay, $\|\mathbf{T}\|_{F}^{2}=1.01$

### 22.11.3 Synthetic tensors with linearly decaying eigenvalues

The tables shown in this section use synthetic tensors generated with eigenvalues decaying as $\lambda_{i}=1-\frac{i-1}{k}$. All tensors have rank $k=100$ and added noise $\sigma=0.01$. Due to the slowly decaying eigenvalues, we expect to see large residual values of rank-1 decomposition, and both algorithms have to work harder to get a better recovery. Our sampling based method works better especially when the dimension is large.

| Sketching based robust power method |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $\stackrel{B}{ }$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $2^{10}$ | 1.01 | 1.01 | 1.01 | 0.6153 | 2.457 | 4.381 | 5.364 | 15.78 | 26.25 |
| $2^{12}$ | 1.01 | 1.01 | 1.01 | 1.356 | 4.704 | 7.994 | 5.975 | 17.24 | 28.48 |
| $2^{14}$ | 1.01 | 1.01 | 0.9829 | 4.942 | 15.84 | 27.82 | 8.851 | 24.62 | 40.5 |
| $2^{16}$ | 0.9835 | 0.9813 | 0.9811 | 22.66 | 72.01 | 115.1 | 13.75 | 35.13 | 55.59 |

Table 22.9: Sketching based robust power method: $n=\mathbf{1 2 0 0}$, linear decay, $\|\mathbf{T}\|_{F}^{2}=1.01$


Table 22.10: Importance sampling based robust power method, without prescanning: $n=$ 1200, linear decay, $\|\mathbf{T}\|_{F}^{2}=1.01$

| Importance sampling based robust power method (with prescanning) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| $5 n$ | 1.01 | 0.991 | 0.9882 | 3.668 | 11.64 | 19.48 | 2.234 | 2.234 | 2.234 |
| $10 n$ | 1.009 | 0.9883 | 0.9851 | 6.512 | 20.14 | 33.45 | 2.225 | 2.225 | 2.226 |
| $20 n$ | 0.9918 | 0.9852 | 0.9828 | 11.9 | 36.43 | 61.01 | 2.225 | 2.225 | 2.226 |
| $30 n$ | 0.9873 | 0.9849 | 0.9826 | 17.14 | 52.89 | 87.36 | 2.226 | 2.226 | 2.226 |
| $40 n$ | 0.9882 | 0.9829 | 0.9822 | 22.38 | 69.01 | 114.6 | 2.226 | 2.227 | 2.226 |

Table 22.11: Importance sampling based robust power method with prescanning: $n=\mathbf{1 2 0 0}$, linear decay, $\|\mathbf{T}\|_{F}^{2}=1.01$
22.11.4 Results from real-life datasets

| Dataset | \# Documents | \# Vocabulary | \# Words | Short Description |
| ---: | :---: | :---: | :---: | :--- |
| Wiki | 114274 | 10000 | 58508288 | Wikipedia articles, preprocessed <br> by authors of [WTSA15] |
| Enron $^{3}$ | 186501 | 10000 | 16971591 | Enron Email Dataset, prepro- <br> cessed by authors of [WTSA15] |
| AP $^{4}$ | 2246 | 10473 | 435838 | Associated Press [BNJ01] <br> NIPS $^{5}$ 1500 |
| 12419 | 1900000 | NIPS full papers, preprocessed by <br> UCI |  |  |
| KOS $^{6}$ | 3430 | 6906 | 467714 | KOS blog, preprocessed by UCI <br> NSF $^{7}$ 449078 |
| 22170 | 4406190 | NSF research award abstracts <br> $1990-2003$ |  |  |

Table 22.12: List of six real-life datasets

We used the two same datasets as the previous work [WTSA15]: Wiki and Enron, as well as four additional real-life datasets, shown in Table 22.12. We use the program from the authors of [TWZS15] to build a $K \times K \times K$ tensor $A_{\text {LDA }}$ for each dataset. Due to limited time our experiments only use $K=200$. We expect to gain more over the sketching-based method on larger tensors.

Since these tensors comes from real-world applications and are not normalized, their Frobenius norm is usually very large.

[^79]| Sketching based robust power method: dataset Enron |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $2^{10}$ | $4.733 \mathrm{e}+07$ | $4.608 \mathrm{e}+07$ |  | 0.3667 | 0.7942 | 0.2429 | 0.2378 |
| $2^{11}$ | $4.677 \mathrm{e}+07$ | $4.58 \mathrm{e}+07$ |  | 0.4434 | 1.486 | 0.2468 | 0.3238 |
| $2^{12}$ | $4.581 \mathrm{e}+07$ | $4.559 \mathrm{e}+07$ |  | 0.995 | 3.243 | 0.3647 | 0.6283 |
| $2^{13}$ | $4.568 \mathrm{e}+07$ | $4.546 \mathrm{e}+07$ |  | 2.023 | 6.017 | 0.5745 | 0.6458 |
| $2^{14}$ | $4.556 \mathrm{e}+07$ | $4.542 \mathrm{e}+07$ |  | 4.561 | 13.97 | 0.9698 | 1.061 |

Table 22.13: Sketching based robust power method: dataset Enron, $\|\mathbf{T}\|_{F}^{2}=4.96 \mathrm{e}+07$
Importance sampling based robust power method (without prescanning): dataset Enron

|  | Squared residual norm |  | Running time (s) |  |  | Preprocessing time (s) |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $5 n$ | $4.579 \mathrm{e}+07$ | $4.557 \mathrm{e}+07$ |  | 0.3784 | 1.139 |  | 0.0 |
| $10 n$ | $4.563 \mathrm{e}+07$ | $4.559 \mathrm{e}+07$ |  | 0.5689 | 1.603 |  | 0.0 |
| $20 n$ | $4.56 \mathrm{e}+07$ | $4.545 \mathrm{e}+07$ |  | 1.003 | 2.706 |  | 0.0 |
| $30 n$ | $4.555 \mathrm{e}+07$ | $4.543 \mathrm{e}+07$ |  | 1.362 | 3.717 |  | 0.0 |
| $40 n$ | $4.564 \mathrm{e}+07$ | $4.544 \mathrm{e}+07$ |  | 1.693 | 4.753 |  | 0.0 |

Table 22.14: Importance sampling based robust power method, without prescanning: dataset Enron, $\|\mathbf{T}\|_{F}^{2}=4.96 \mathrm{e}+07$

| Importance sampling based robust power method (with prescanning): dataset Enron |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 | 30 |
| $5 n$ | $4.605 \mathrm{e}+07$ | $4.545 \mathrm{e}+07$ |  | 0.4014 | 1.176 |  | 0.0105 | 0.01043 |
| $10 n$ | $4.573 \mathrm{e}+07$ | $4.55 \mathrm{e}+07$ |  | 0.6255 | 1.773 |  | 0.01036 | 0.01044 |
| $20 n$ | $4.561 \mathrm{e}+07$ | $4.545 \mathrm{e}+07$ |  | 1.318 | 2.923 |  | 0.01041 | 0.01039 |
| $30 n$ | $4.563 \mathrm{e}+07$ | $4.546 \mathrm{e}+07$ |  | 1.459 | 4.041 |  | 0.01101 | 0.01104 |
| $40 n$ | $4.56 \mathrm{e}+07$ | $4.544 \mathrm{e}+07$ |  | 1.841 | 5.092 |  | 0.01039 | 0.01102 |

Table 22.15: Importance sampling based robust power method with prescanning: dataset Enron, $\|\mathbf{T}\|_{F}^{2}=4.96 \mathrm{e}+07$

| Sketching based robust power method: dataset AP |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $2^{10}$ | $7.065 \mathrm{e}+06$ | $6.703 \mathrm{e}+06$ |  | 0.2316 | 0.8128 | 0.172 | 0.2472 |
| $2^{11}$ | $6.674 \mathrm{e}+06$ | $6.613 \mathrm{e}+06$ |  | 0.4404 | 1.417 | 0.2419 | 0.3072 |
| $2^{12}$ | $6.656 \mathrm{e}+06$ | $6.57 \mathrm{e}+06$ |  | 0.9689 | 2.936 | 0.3586 | 0.4257 |
| $2^{13}$ | $6.585 \mathrm{e}+06$ | $6.573 \mathrm{e}+06$ |  | 2.058 | 6.172 | 0.5826 | 0.6592 |
| $2^{14}$ | $6.57 \mathrm{e}+06$ | $6.555 \mathrm{e}+06$ |  | 4.558 | 13.99 | 0.9601 | 1.059 |

Table 22.16: Sketching based robust power method: dataset AP, $\|\mathbf{T}\|_{F}^{2}=6.905 \mathrm{e}+06$
Importance sampling based robust power method (without prescanning): dataset AP

|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $5 n$ | $6.859 \mathrm{e}+06$ | $6.805 \mathrm{e}+06$ |  | 0.3762 | 1.548 |  | 0.0 |
| $10 n$ | $6.631 \mathrm{e}+06$ | $6.904 \mathrm{e}+06$ |  | 0.5469 | 1.577 |  | 0.0 |
| $20 n$ | $6.572 \mathrm{e}+06$ | $6.72 \mathrm{e}+06$ |  | 0.9535 | 2.587 |  | 0.0 |
| $30 n$ | $6.64 \mathrm{e}+06$ | $6.557 \mathrm{e}+06$ |  | 1.263 | 3.53 | 0.0 |  |
| $40 n$ | $6.565 \mathrm{e}+06$ | $6.564 \mathrm{e}+06$ |  | 1.613 | 4.478 |  | 0.0 |

Table 22.17: Importance sampling based robust power method, without prescanning: dataset $\mathbf{A P},\|\mathbf{T}\|_{F}^{2}=6.905 \mathrm{e}+06$

| Importance sampling based robust power method (with prescanning): dataset AP |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 |
| 30 |  |  |  |  |  |  |  |
| $5 n$ | $6.58 \mathrm{e}+06$ | $6.893 \mathrm{e}+06$ |  | 0.4007 | 1.233 | 0.01045 | 0.01103 |
| $10 n$ | $6.604 \mathrm{e}+06$ | $6.567 \mathrm{e}+06$ |  | 0.7035 | 2.011 |  | 0.01061 |
| $20 n$ | $6.803 \mathrm{e}+06$ | $6.563 \mathrm{e}+06$ |  | 1.166 | 3.246 |  | 0.01042 |
| $30 n$ | $6.58 \mathrm{e}+06$ | $6.573 \mathrm{e}+06$ |  | 1.588 | 4.815 | 0.01103 | 0.01061 |
| $40 n$ | $6.66 \mathrm{e}+06$ | $6.555 \mathrm{e}+06$ |  | 1.989 | 5.601 |  | 0.01084 |

Table 22.18: Importance sampling based robust power method with prescanning: dataset $\mathbf{A P},\|\mathbf{T}\|_{F}^{2}=6.905 \mathrm{e}+06$

| Sketching based robust power method: dataset NSF |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $2^{10}$ | $4.342 \mathrm{e}+06$ | $3.983 \mathrm{e}+06$ |  | 0.2329 | 1.118 | 0.1731 | 0.2938 |
| $2^{11}$ | $4.183 \mathrm{e}+06$ | $3.906 \mathrm{e}+06$ |  | 0.4415 | 1.434 | 0.2439 | 0.3061 |
| $2^{12}$ | $3.929 \mathrm{e}+06$ | $3.869 \mathrm{e}+06$ |  | 0.9758 | 2.952 | 0.3554 | 0.4268 |
| $2^{13}$ | $3.885 \mathrm{e}+06$ | $3.86 \mathrm{e}+06$ |  | 2.045 | 6.015 | 0.6591 | 0.6489 |
| $2^{14}$ | $3.865 \mathrm{e}+06$ | $3.854 \mathrm{e}+06$ |  | 4.591 | 13.89 |  | 1.081 |

Table 22.19: Sketching based robust power method: dataset NSF, $\|\mathbf{T}\|_{F}^{2}=4.765 \mathrm{e}+06$

| Importance sampling based robust power method (without prescanning): dataset NSF |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 | 30 |
| $5 n$ | $3.899 \mathrm{e}+06$ | $3.885 \mathrm{e}+06$ |  | 0.3701 | 1.166 | 0.0 | 0.0 |  |
| $10 n$ | $3.891 \mathrm{e}+06$ | $3.862 \mathrm{e}+06$ |  | 0.5678 | 1.698 | 0.0 | 0.0 |  |
| $20 n$ | $3.896 \mathrm{e}+06$ | $3.861 \mathrm{e}+06$ |  | 1.029 | 2.927 | 0.0 | 0.0 |  |
| $30 n$ | $3.889 \mathrm{e}+06$ | $3.856 \mathrm{e}+06$ |  | 1.415 | 3.941 | 0.0 | 0.0 |  |
| $40 n$ | $3.867 \mathrm{e}+06$ | $3.857 \mathrm{e}+06$ |  | 1.823 | 5.287 |  | 0.0 | 0.0 |

Table 22.20: Importance sampling based robust power method, without prescanning: dataset NSF, $\|\mathbf{T}\|_{F}^{2}=4.765 \mathrm{e}+06$

| Importance sampling based robust power method (with prescanning): dataset NSF |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 10 | 30 | 10 | 30 |  |
| $5 n$ | $3.938 \mathrm{e}+06$ | $3.902 \mathrm{e}+06$ | 0.5219 | 1.566 | 0.01039 | 0.01108 |  |
| $10 n$ | $3.898 \mathrm{e}+06$ | $3.867 \mathrm{e}+06$ | 0.8981 | 2.568 | 0.01104 | 0.01043 |  |
| $20 n$ | $3.947 \mathrm{e}+06$ | $3.864 \mathrm{e}+06$ |  | 1.561 | 4.546 | 0.01097 | 0.01057 |
| $30 n$ | $3.889 \mathrm{e}+06$ | $3.852 \mathrm{e}+06$ | 2.207 | 6.477 | 0.011 | 0.01107 |  |
| $40 n$ | $3.891 \mathrm{e}+06$ | $3.853 \mathrm{e}+06$ | 2.827 | 8.446 | 0.01103 | 0.01065 |  |

Table 22.21: Importance sampling based robust power method with prescanning: dataset NSF, $\|\mathbf{T}\|_{F}^{2}=4.765 \mathrm{e}+06$

| Sketching based robust power method: dataset NIPS |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |  |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 | 30 |
| $2^{10}$ | $5.649 \mathrm{e}+09$ | $5.432 \mathrm{e}+09$ |  | 0.2383 | 0.8686 | 0.1724 | 0.2625 |  |
| $2^{11}$ | $5.522 \mathrm{e}+09$ | $5.383 \mathrm{e}+09$ |  | 0.45 | 1.52 | 0.2417 | 0.3247 |  |
| $2^{12}$ | $5.394 \mathrm{e}+09$ | $5.366 \mathrm{e}+09$ |  | 1.264 | 3.304 | 0.5082 | 0.6358 |  |
| $2^{13}$ | $5.375 \mathrm{e}+09$ | $5.353 \mathrm{e}+09$ |  | 2.07 | 6.068 | 0.5766 | 0.7604 |  |
| $2^{14}$ | $5.36 \mathrm{e}+09$ | $5.35 \mathrm{e}+09$ |  | 4.591 | 13.84 | 0.9817 | 1.044 |  |

Table 22.22: Sketching based robust power method: dataset NIPS, $\|\mathbf{T}\|_{F}^{2}=6.058 \mathrm{e}+09$

| Importance sampling based robust power method (without prescanning): dataset NIPS |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 | 10 | 30 | 10 | 30 |  |
| $5 n$ | $5.648 \mathrm{e}+09$ | $5.403 \mathrm{e}+09$ |  | 0.3205 | 0.9938 | 0.0 | 0.0 |
| $10 n$ | $5.417 \mathrm{e}+09$ | $5.347 \mathrm{e}+09$ | 0.4739 | 1.753 | 0.0 | 0.0 |  |
| $20 n$ | $5.352 \mathrm{e}+09$ | $5.349 \mathrm{e}+09$ | 0.8345 | 2.464 | 0.0 | 0.0 |  |
| $30 n$ | $5.361 \mathrm{e}+09$ | $5.35 \mathrm{e}+09$ | 1.19 | 3.317 | 0.0 | 0.0 |  |
| $40 n$ | $5.352 \mathrm{e}+09$ | $5.349 \mathrm{e}+09$ | 1.532 | 4.153 | 0.0 | 0.0 |  |

Table 22.23: Importance sampling based robust power method, without prescanning: dataset NIPS, $\|\mathbf{T}\|_{F}^{2}=6.058 \mathrm{e}+09$

| Importance sampling based robust power method (with prescanning): dataset NIPS |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 |
| 30 |  |  |  |  |  |  |  |
| $5 n$ | $6.019 \mathrm{e}+09$ | $5.943 \mathrm{e}+09$ | 0.4818 | 1.401 | 0.01039 | 0.01057 |  |
| $10 n$ | $5.352 \mathrm{e}+09$ | $5.389 \mathrm{e}+09$ | 0.797 | 2.197 | 0.01063 | 0.01105 |  |
| $20 n$ | $5.387 \mathrm{e}+09$ | $5.349 \mathrm{e}+09$ | 1.335 | 3.849 | 0.01042 | 0.01039 |  |
| $30 n$ | $5.363 \mathrm{e}+09$ | $5.346 \mathrm{e}+09$ | 1.895 | 5.491 | 0.0104 | 0.01042 |  |
| $40 n$ | $5.352 \mathrm{e}+09$ | $5.382 \mathrm{e}+09$ | 2.523 | 7.019 | 0.01064 | 0.011 |  |

Table 22.24: Importance sampling based robust power method with prescanning: dataset NIPS, $\|\mathbf{T}\|_{F}^{2}=6.058 \mathrm{e}+09$

| Sketching based robust power method: dataset KOS |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $2^{10}$ | $5.015 \mathrm{e}+04$ | $4.807 \mathrm{e}+04$ |  | 0.2356 | 0.8581 | 0.1781 | 0.2507 |
| $2^{11}$ | $4.858 \mathrm{e}+04$ | $4.787 \mathrm{e}+04$ |  | 0.4482 | 1.417 | 0.2411 | 0.3072 |
| $2^{12}$ | $4.797 \mathrm{e}+04$ | $4.773 \mathrm{e}+04$ |  | 0.9652 | 2.947 | 0.3556 | 0.4265 |
| $2^{13}$ | $4.776 \mathrm{e}+04$ | $4.764 \mathrm{e}+04$ |  | 2.046 | 5.985 | 0.5722 | 0.6517 |
| $2^{14}$ | $4.771 \mathrm{e}+04$ | $4.761 \mathrm{e}+04$ |  | 4.453 | 13.87 | 0.968 | 1.052 |

Table 22.25: Sketching based robust power method: dataset KOS, $\|\mathbf{T}\|_{F}^{2}=5.016 \mathrm{e}+04$
Importance sampling based robust power method (without prescanning): dataset KOS

|  | Squared residual norm |  | Running time (s) |  | Preprocessing time (s) |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b$ | 10 | 30 |  | 10 | 30 |  | 10 |
| $B$ | $4.783 \mathrm{e}+04$ | $4.766 \mathrm{e}+04$ |  | 0.3968 | 1.181 |  | 0.0 |
| $10 n$ | $4.817 \mathrm{e}+04$ | $4.767 \mathrm{e}+04$ |  | 0.6259 | 1.704 |  | 0.0 |
| $20 n$ | $4.775 \mathrm{e}+04$ | $4.766 \mathrm{e}+04$ |  | 1.039 | 2.79 |  | 0.0 |
| $30 n$ | $4.771 \mathrm{e}+04$ | $4.762 \mathrm{e}+04$ |  | 1.357 | 3.57 |  | 0.0 |
| $40 n$ | $4.767 \mathrm{e}+04$ | $4.762 \mathrm{e}+04$ |  | 1.76 | 4.892 |  | 0.0 |

Table 22.26: Importance sampling based robust power method, without prescanning: dataset KOS, $\|\mathbf{T}\|_{F}^{2}=5.016 \mathrm{e}+04$

| Importance sampling based robust power method (with prescanning): dataset KOS |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Squared residual norm |  | Running time (s) |  |  | Preprocessing time (s) |  |  |
| $b \quad B$ | 10 | 30 |  | 10 | 30 |  | 10 | 30 |
| $5 n$ | $4.773 \mathrm{e}+04$ | $4.766 \mathrm{e}+04$ | 0.4808 | 1.35 | 0.01061 | 0.01099 |  |  |
| $10 n$ | $4.792 \mathrm{e}+04$ | $4.765 \mathrm{e}+04$ |  | 0.7363 | 2.024 | 0.01108 | 0.01044 |  |
| $20 n$ | $4.795 \mathrm{e}+04$ | $4.766 \mathrm{e}+04$ |  | 1.336 | 3.308 | 0.01056 | 0.01104 |  |
| $30 n$ | $4.785 \mathrm{e}+04$ | $4.765 \mathrm{e}+04$ |  | 1.728 | 4.631 |  | 0.01039 | 0.0104 |
| $40 n$ | $4.767 \mathrm{e}+04$ | $4.764 \mathrm{e}+04$ |  | 2.295 | 5.773 |  | 0.01063 | 0.01102 |

Table 22.27: Importance sampling based robust power method with prescanning: dataset KOS, $\|\mathbf{T}\|_{F}^{2}=5.016 \mathrm{e}+04$

## Part V

## Open Problems

## Chapter 23

## Open Problems

In this chapter we give a long list of open problems. Some of these problems have appeared in other places and might be well-known to researchers in the community; nevertheless we include them since they are related to this thesis in some way.

To encourage people to solve these problems, we offer cash for each problem. The reward of each problem is not decided by the importance of the problem, but rather determined by the time when it is solved. To decide the order of time, we will compare the arXiv ID. For the $i$-th problem solved, we will pay $0.01 \times 2^{i-1}$ dollars.

### 23.1 Linear Programs

Linear programs are among most important optimization problems from both theoretical and practical view. In a recent result, [CLS19] show how to solve linear programs in the current matrix multiplication time. It would be interesting if this is still true if we are in a world where $n \times n$ matrix multiplication can be done in $O\left(n^{2}\right)$ time.

Open Problem 1. Is it possible to solve linear programs in the matrix multiplication time?

Another question is whether we can solve linear programs faster on sparse input. [LS14, LS15] show how to solve linear program in $O\left(\sqrt{d} \cdot \mathrm{nnz}(A)+d^{2.5}\right)$ time, where $\mathrm{nnz}(A)$ is the number of non-zeros in $A$ and $d$ is the number of constraints.

Open Problem 2. Is it possible to solve linear programs in the input sparsity time?

There are other well-known open problems in the theory of linear programming. One important question is whether there is a strongly polynomial time algorithm.

Open Problem 3. Does LP admit a strongly polynomial time algorithm?

We concluded open problems on linear programs with a problem originally proposed by Seve Smale [Sma98] in 1998.

Open Problem 4 (Problem 9 in [Sma98]). Is there a polynomial-time algorithm over the real numbers which decides the feasibility of the linear system of inequalities $A x \geq b$ ?

### 23.2 Matrix Multiplication

Let $\omega$ denote the exponent of matrix multiplication. Let $\alpha$ denote the dual exponent of the matrix multiplication.

Open Problem 5. Is it possible that $\omega \geq 2.5-\alpha / 2$ ?

For the current value of $\omega \sim 2.38$ and $\alpha \sim 0.31$, this is true. If $\omega=2$, then $\alpha=1$, it is also true. For the motivation of this inequality, we refer readers to [CLS19, LSZ19].

We also state a very well-known problem about matrix multiplication

Open Problem 6. What is the right answer of $\omega$ ?

### 23.3 Ordinary Differential Equations

The following open problem is conjectured by Yin Tat Lee.

Open Problem 7. [LSV18] gives an algorithm for sampling logconcave densities under $m$-strong convexity and $M$-smoothness. It takes $\kappa^{1.5}$ iterations (where $\kappa:=M / m$ ), $O(1)$ gradient evaluation per iteration, and the total time is $\kappa^{1.5} d$. Is that possible to give an algorithm that takes $\kappa$ iterations, and $O(1)$ gradient evaluation per iteration?

### 23.4 Matrix Factorization

We discuss several open problems about matrix/tensor factorization in this section.

### 23.4.1 Weighted Factorization

Recall the definition of weighted low rank approximation

Definition 23.4.1. Given a matrix $A \in \mathbb{R}^{n \times n}$ and a matrix $W \in \mathbb{R}^{n \times n}$. Let $W$ denote a rank- $r$ weight matrix. For integer $k \geq 1$ and approximation ratio $\alpha>1$, the goal is to find a rank- $k$ matrix $B \in \mathbb{R}^{n \times n}$ such that

$$
\|W \circ(B-A)\|_{F} \leq \alpha \cdot \min _{\text {rank }-k A^{\prime}}\left\|W \circ\left(A^{\prime}-A\right)\right\|_{F} .
$$

We assume the entries of $A$ and $W$ are integers in the range $\{-M,-M+1, \cdots, M\}$ for an integer $M \leq 2^{\text {poly }(n)}$, i.e., that the entries of $A$ and $W$ can be specified with poly $(n)$ bits.

Open Problem 8. For $k=O(1)$ and $\alpha=O(1)$, [RSW16] showed an $n^{O(r)}$ upper bound and a $2^{\Omega(r)}$ lower bound under Feige-ETH. Is it possible to close the gap?

The above question was originally asked by David P. Woodruff (see Open Problem 9 in [CFHW17]).

Open Problem 9. If $W$ has $r$ distinct columns (which is a stronger assumption than $W$ has rank-r), [RSW16] showed $2^{\widetilde{O}\left(r^{2}\right)}$ upper bound and $2^{\Omega(r)}$ lower bound under Feige-ETH, is it possible to close the gap?

### 23.4.2 Nonnegative Matrix Factorization

Nonnegative matrix factorization was theoretically studied by [AGKM12] and [Moi13]. The formal definition is

Definition 23.4.2 (NMF). Given an $n \times n$ matrix $A$ and a parameter $k$, the goal is to output two nonnegative $n \times k$ matrices $U$ and $V^{\top}$ such that $U V=A$.

Open Problem 10. There is an algorithm for NMF that takes $n^{O\left(k^{2}\right)}$ time due to [Moi13]. Under ETH, any algorithm that solves NMF takes $n^{\Omega(k)}$ time. The question is, can we close the gap?

### 23.4.3 Tensor factorization

Tensor factorization/decomposition has many applications in computer science. We give a formal problem definition.

Definition 23.4.3. Given a $n \times n \times n$ tensor $A$ and a parameter $k$, the goal is to output three $n \times k$ matrices $U, V, W$ such that

$$
\|U \otimes V \otimes W-A\|_{F} \leq O(1) \min _{\text {rank }-k}\left\|A_{k}-A\right\|_{F} .
$$

Open Problem 11. [SWZ19b] propose an algorithm that takes $\mathrm{nnz}(A)+n \cdot \operatorname{poly}(k)+2^{O\left(k^{2}\right)}$ time. From the other perspective, [SWZ19b] show that there is no algorithm that takes $2^{o(k)}$ time unless Feige-ETH is false. For the situation $k=\omega(\log n)$, can we close the gap between $2^{O\left(k^{2}\right)}$ and $2^{\Omega(k)}$ ?

In fact, all three open problems are equivalent in some sense. If someone can solve one of them, then probably also can improve the remaining ones. From the lower bound
side, all the current hardness results are based on ETH-type assumption. We don't know how to boost the current reduction. From the algorithmic side, all the current results are based on polynomial system solver, which has exponential dependence on the number of variables. For the target rank- $k$ matrices, we don't know how to write down a system that only involves $o\left(k^{2}\right)$ variables.

### 23.5 Continuous Fourier Transform

### 23.5.1 One dimensional

We say $x(t): \mathbb{R} \rightarrow \mathbb{C}$ is a $k$-Fourier-sparse signal if $x(t)$ can be written as $x(t)=$ $\sum_{j=1}^{k} v_{j} e^{-2 \pi \mathrm{i} f_{j} t}$ where $v_{j} \in \mathbb{C}$ and $f_{j} \in \mathbb{R}, \forall j \in[k]$. Let $\|x\|_{T}=\left(\frac{1}{T} \int_{0}^{T}|x(t)|^{2} \mathrm{~d} t\right)^{1 / 2}$.

Open Problem 12. [CKPS16] showed that: for any $k$-Fourier-sparse signal $x(t): \mathbb{R} \rightarrow \mathbb{C}$ and any duration $T>0$, we have

$$
\max _{t \in[0, T]}|x(t)|^{2} \leq O\left(k^{4} \log ^{3} k\right) \cdot\|x\|_{T}^{2}
$$

[CKPS16] also showed that $\Omega\left(k^{2}\right)$ is necessary. Can we close the gap?

### 23.5.2 High dimensional

We say $x(t): \mathbb{R}^{d} \rightarrow \mathbb{C}$ is a $d$-dimensional $k$-Fourier-sparse signal if $x(t)$ can be written as $x(t)=\sum_{j=1}^{k} v_{j} e^{-2 \pi \mathbf{i} f_{j}^{\top} t}$ where $v_{j} \in \mathbb{C}$ and $f_{j} \in \mathbb{R}^{d}, \forall j \in[k]$. Let $\|x\|_{T}=$ $\left(\frac{1}{T^{d}} \int_{[0, T]^{d}}|x(t)|^{2} \mathrm{~d} t\right)^{1 / 2}$.

Open Problem 13. [Son17] showed that: for any d-dimensional $k$-Fourier-sparse signal $x(t): \mathbb{R}^{d} \rightarrow \mathbb{C}$ and any duration $T>0$, we have

$$
\max _{t \in[0, T]^{d}}|x(t)|^{2} \leq k^{O(d)} \cdot\|x\|_{T}^{2}
$$

Is it possible to improve the upper bound $k^{O(d)}$, e.g. to $\operatorname{poly}(k, d)$ ? Is it possible to prove a lower bound of $k^{\Omega(d)}$ ?

We provide the details of [Son17] in the Chapter 31.
Currently, [PS15] and [CKPS16] are working for $d=1$ case.
Open Problem 14. Can we generalize [PS15] and [CKPS16] to arbitrary dimension d?

### 23.6 Discrete Fourier Transform

### 23.6.1 High dimensional

We introduce some notations for high dimensional Fourier transform. We assume that the universe size $n=p^{d}$ for any positive integer $p$. Let $\omega=e^{2 \pi \mathbf{i} / p}$ where $\mathbf{i}=\sqrt{-1}$. We define the normalized $d$-dimensional Fourier transform

$$
\widehat{x}_{f}=\frac{1}{\sqrt{n}} \sum_{t \in[p]^{d}} x_{t} \cdot \omega^{f^{\top} t}, \forall f \in[p]^{d}
$$

and the inverse Fourier transform is

$$
x_{t}=\frac{1}{\sqrt{n}} \sum_{f \in[p]^{d}} \widehat{x}_{f} \cdot \omega^{-f^{\top} t}, \forall t \in[p]^{d} .
$$

One important goal for high dimensional Fourier transform is to achieve dimensionfree results. We suggest some problems for any $d \geq 1$.

Open Problem 15. For the noiseless setting, [KVZ19] give an algorithm that uses

$$
O\left(k^{3} \log ^{2} \log ^{2} n\right)
$$

samples and $O\left(k^{3} \log ^{2} k \log ^{2} n\right)$ time. This is already dimension-free! If the running time has to be $\operatorname{poly}(k \log n)$, what is the best sample complexity we can achieve?

Open Problem 16. For the noisy setting, [NSW19a] give an algorithm that uses

$$
O(k \log k \log n)
$$

samples and $\widetilde{O}(n)$ running time. Is $O(k \log k \log n)$ the right answer for sample complexity? Open Problem 17. For the noisy setting, can we get $\operatorname{poly}(k \log n)$ samples and $\operatorname{poly}(k \log n)$ running times?

For $d=O(1)$, the state-of-the-art result [Kap16] takes $k \log n \cdot \log \log n$ samples and $k$ poly $(\log n)$ running times.

Open Problem 18. For the noisy setting, for $d=O(1)$, what is the right answer for sample complexity?

### 23.7 Discrete time continuous frequency Fourier transform

There is a long line of work doing Fourier transform in the discrete setting [GMS05, Iwe08, Iwe10, HIKP12a, HIKP12b, Iwe13, IKP14, IK14, Kap16, Kap17, CI17, NSW18, LN19, NSW19a]. We provide the formal definition here. For ease of discussion, we call it discretediscrete setting.

Definition 23.7.1 (discrete time discrete frequency Fourier transform, [HIKP12a]). Given a vector $\widehat{x} \in \mathbb{C}^{n}$, an integer $k$ and an approximation ratio $\alpha>1$. design an algorithm that takes samples from $x \in \mathbb{C}^{n}$, and outputs a $O(k)$-sparse vector $y \in \mathbb{C}^{n}$ such that

$$
\|y-\widehat{x}\|_{2} \leq \alpha \cdot \min _{k-\text { sparse } z}\|z-\widehat{x}\|_{2}
$$

In general, we hope the number of samples and running time are both $k \operatorname{poly}(\log n)$.

To the best of our knowledge, [PS15] is the first work that defines the robust sparse Fourier transform in the continuous setting. For ease of discussion, we call it continuouscontinuous setting.

Definition 23.7.2 (continuous time continuous frequency Fourier transform, [PS15]). Let $x$ be a function $x(t)=x^{*}(t)+g(t)$ where $x^{*}(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$ (i.e. $x^{*}(t)$ is a $k$-Fourier-sparse signal) and $f_{j} \in[-F, F]$. Let $T>0$. The goal is to design an algorithm that allows to take samples from $x(t)$ and outputs a $O(k)$-Fourier-sparse signal $y(t)$ such that

$$
\frac{1}{T} \int_{0}^{T}|y(t)-x(t)|^{2} \mathrm{~d} t \leq \alpha \cdot \frac{1}{T} \int_{0}^{T}|g(t)|^{2} \mathrm{~d} t
$$

In general, we hope the number of samples and running time are $k \operatorname{poly}(\log F T)$.

For a function $x(t)$, we define

$$
\|x(t)\|_{T}=\left(\frac{1}{T} \int_{0}^{T}|x(t)|^{2} \mathrm{~d} t\right)^{1 / 2}
$$

The following definition is suggested by Jerry Li.

Definition 23.7.3 (discrete time continuous frequency Fourier transform). Given $k$ tones $\left(v_{j}, f_{j}\right) \in \mathbb{C} \times[0,1]$, we can access $x(t)=\sum_{j=1}^{k} v_{j} e^{-2 \pi \mathrm{i} f_{j} t}+g(t), \forall t \in[n]$. The goal is to output a $\operatorname{poly}(k \log n)$-sparse function $y(t)$ such that

$$
\sum_{t=1}^{n}(y(t)-x(t))^{2} \leq O(1) \cdot \sum_{t=1}^{n} g(t)^{2}
$$

Some interesting questions are:

Open Problem 19. Can we generalize the continuous Fourier transform techniques in [PS15] to the setting where we are only allowed to take restricted samples (i.e., from integers), if we may assume a frequency gap? Are we still able to recover the continuous frequencies up to some precision, and then reconstruct the signal?

Open Problem 20. Can we generalize the continuous Fourier transform techniques in [CKPS16] to the setting where we are only allowed to take restricted samples and reconstruct the signal with finding the true continuous frequencies?

The discrete time continuous frequency Fourier transform problem naturally arises in the study of learning low-rank Toeplitz covariance matrices. This is a well-studied problem in signal processing, for instance, in relationship to direction-of-arrival estimation. Here, we are given samples $X_{1}, \ldots, X_{n}$ drawn from a $d$-dimensional Gaussian with mean 0 and
covariance $\Sigma$, which we assume to be Toeplitz, and the goal is to approximately recover $\Sigma$. Moreover, we are allowed to access individual coordinates of each $X_{i}$ one-by-one, and only pay a cost of 1 in the sample complexity for every coordinate we access.

Classical algorithms (such as ruler-based methods, or matrix pencil-based methods), either require a number of samples which is polynomial in the ambient dimension, or are not very tolerant to noise. In [ELMM19], it was demonstrated that by solving the discrete time continuous frequency Fourier transform problem, one can obtain an algorithm which is both robust to noise, and which requires a number of samples which depends only polylogarithmically in the ambient dimension, when $\Sigma$ is low rank. The aforementioned paper gives an algorithm for this problem which is sample-efficient, but has exponential running time. By instead using hashing-based techniques, one could hope to obtain a polynomial-time algorithm for this problem, which would in turn yield the first efficient algorithm for learning low-rank Toeplitz covariance matrices using only poly $\log (d)$ samples.

### 23.8 Applications of Fourier transform

### 23.8.1 Speeding up linear programs

It is known that Subsampled Randomized Hadamard Transform gives the subspace embedding.

Theorem 23.8.1 ([AC06, Sar06, Tro11b, DMM06a, DMMS11, DMIMW12, LDFU13]). Let $S=\frac{\sqrt{n}}{\sqrt{r}} P H_{n} D$, where $D$ is an $n \times n$ diagonal matrix with i.i.d. diagonal entries $D_{i, i}$ in which $D_{i, i}=1$ with probability $1 / 2$, and $D_{i, i}=-1$ with probability $1 / 2 . H_{n}$ refers to the Hadamard matrix of size $n$, which we assume is a power of 2 . Here the $(i, j)$-th entry of $H_{n}$ is given by $(-1)^{\langle i, j\rangle} / \sqrt{n}$ where $\langle i, j\rangle=\sum_{z=1}^{\log n} i_{z} \cdot j_{z}$ and $\left(i_{\log n}, \cdots, i_{1}\right)$ and $\left(j_{\log n}, \cdots, j_{1}\right)$ are the binary representations of $i$ and $j$ respectively. Then $r \times n$ matrix $P$ samples $r$ coordinates of an $n$-dimensional vector uniformly at random, where

$$
r=\Omega\left(\epsilon^{-2} \log d \cdot(\sqrt{d}+\sqrt{\log n})^{2}\right)
$$

Then with probability at least .99, for any fixed $n \times d$ matrix $U$ with orthonormal columns,

$$
\left\|I_{d}-U^{\top} S^{\top} S U\right\|_{2} \leq \epsilon
$$

Further, for any vector $x \in \mathbb{R}^{n}$, $S x$ can be computed in $O(n \log r)$ time.

An interesting question is
Open Problem 21. If we don't use diagonal matrix D, can we show subspace embedding guarantee presented in Theorem 23.8.1, or the guarantee presented in Lemma 3.9.1?

If the above conjecture holds, then we have more power to design fast algorithm for several fundamental problems, i.e. linear programs.

### 23.8.2 Proving convergence result for deep neural network

Open Problem 22. Is the frequency gap assumption in continuous Fourier transform ([PS15]) somehow equivalent to data-separable assumption in deep learning theory ([AZLS18, AZLS19, SY19])?

The above problem seems strange in some sense, since Fourier transform and deep learning are completely different problems. The motivation of the stating that problem is : 1) Fourier transform seems to be related to kernel regression with random Fourier feature, 2) a recent work shows that an infinite width one-hidden-layer neural network is somehow equivalent to Kernel regression [ADH $\left.{ }^{+} 19\right]$.

### 23.9 An Over-parameterization Theory of Neural Networks

Over-parameterization theory for deep neural networks becomes extremely popular over the last few years. There is a long line (still growing very quickly) of work proving that (stochastic) gradient descent algorithm is able to find the global minimum if the network is wide enough [LL18, DZPS19, AZLS18, AZLS19, DLL+19, ZCZG18, SY19].

Formally speaking, the existing results show that as long as the width $m$ is at least polynomial of number of input data $n$, then (S)GD-type algorithm can work in the following sense: first randomly pick a weight matrix to be the initialization point, update the weight matrix according to gradient direction over each iteration, and eventually find the global minimum.

Yin Tat Lee [Lee18] conjectured the following

Open Problem 23. If $m$ is nearly in $n$ (ignore the polylog factors), then we can prove convergence result for one-hidden layer neural network.

Next, we want to ask the open questions for multiple layer neural networks. Let $L$ denote the number of layers of the neural network, let $n$ denote the number of input data points, let $d$ denote the dimension of input data points, let $\delta$ denote the failure probability, and let $m$ denote the width of the neural network.

Open Problem 24. For a deep neural network with ReLU activation function, what is the smallest $m$ that suffices to show convergence?

Similarly, we are also curious about the right answer for RNNs,

Open Problem 25. For a recurrent neural network with ReLU activation function, what is the smallest $m$ that suffices to show convergence?
[AZLS18] proved a large polynomial dependence on all the parameters, we believe it is improvable. However, we are not sure about the right answer. Note that all the above three open problems are about training error.

### 23.10 Matrix Chernoff and Discrepancy

### 23.10.1 Matrix Chernoff

Open Problem 26. [KS18] show that $O\left(\epsilon^{-2} \log ^{2} n\right)$ spanning trees suffice to produce a $(1 \pm \epsilon)$-spectral graph sparsifier, and that $\Omega\left(\epsilon^{-2} \log n\right)$ spanning trees are necessary. Which one is tight? Can we prove matching upper and lower bound?

For more background on this problem, we refer the reader to [BSST13, KS18].
We consulted some experts ${ }^{1}$. They are not aware of any form of the following Chernofftype result for hyperbolic polynomials. They believed the following result is interesting.

Open Problem 27. Given vectors $x_{1}, \cdots, x_{n} \in \mathbb{R}^{d}$ and a polynomial $h$ with respect to $e$, let us define the hyperbolic norm $\|x\|_{h}=\max _{i \in[n]}\left|\lambda_{i}(x)\right|$ where $h(t e-x)=h(e) \cdot \prod_{i=1}^{n}\left(t-\lambda_{i}(x)\right)$, and suppose $\left\|x_{i}\right\|_{h} \leq 1$ for all $i \in[n]$. If we sample i.i.d. $\epsilon_{1}, \cdots, \epsilon_{n}$ uniformly from $\{-1,1\}$, then does

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}\right\|_{h} \leq O(\sqrt{n \log n})
$$

hold with constant probability?

### 23.10.2 Discrepancy

Open Problem 28 (Matrix Spencer). For any symmetric matrices $A_{1}, \cdots, A_{n} \in \mathbb{R}^{n \times n}$ with $\left\|A_{i}\right\| \leq 1$, do there exist signs $\epsilon_{1}, \cdots, \epsilon_{n} \in\{-1,1\}$ such that

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} A_{i}\right\|=O(\sqrt{n})
$$

[^80]The above problem is called the Matrix Spencer conjecture, see e.g. [Mek04] and [RR19].
[MSS15b] resolved the Kadison-Singer conjecture, a long-standing open problem, but their proof is non-constructive. From the algorithmic perspective, a major open question is the following:

Open Problem 29. Given positive semidefinite matrices $A_{1}, \cdots, A_{m} \in \mathbb{R}^{n \times n}$ and $\epsilon>0$ with $\sum_{i=1}^{m} A_{i}=I_{n}$ and $\operatorname{tr}\left[A_{i}\right] \leq \epsilon$ for all $i \in[m]$, is there a polynomial time algorithm to find signs $x_{1}, \ldots, x_{m} \in\{-1,1\}$ such that $\left\|\sum_{i=1}^{m} x_{i} A_{i}\right\| \leq O(\sqrt{\epsilon})$ ?

In order to describe the next open problems, we provide some definitions:

Definition 23.10.1 ([Brä18]). Given a degree $d$ polynomial $h$ that is hyperbolic with respect to $e \in \mathbb{R}^{n}$, The open hyperbolicity cone of $h$ with respect to $e$ is the set

$$
\Gamma_{++}(h, e)=\left\{x \in \mathbb{R}^{n}: \lambda_{i}(x)>0 \forall i \in[n]\right\} .
$$

We also define the closed hyperbolicity cone

$$
\Gamma_{+}(h, e)=\left\{x \in \mathbb{R}^{n}: \lambda_{i}(x) \geq 0 \forall i \in[n]\right\},
$$

where $h(t e-x)=h(e) \cdot \prod_{i=1}^{n}\left(t-\lambda_{i}(x)\right)$.
The trace, rank and spectral radius (with respect to $e$ ) of $x \in \mathbb{R}^{n}$ are defined as for matrices

$$
\operatorname{tr}[x]=\sum_{i=1}^{n} \lambda_{i}(x), \quad \operatorname{rank}_{h}(x)=\left|\left\{i \in[n]: \lambda_{i}(x) \neq 0\right\}\right|, \quad \text { and } \quad\|x\|_{h}=\max _{i \in[n]} \lambda_{i}(x) .
$$

Recently, [Brä18] generalized Kadison-Singer to hyperbolic polynomials and also higher rank. Note that [MSS15b] can be viewed as the special case when $h$ is the determinant polynomial with rank-1 matrices. [KLS19] generalized [MSS15b] from a different perspective. It would be interesting to combine [KLS19] and [Brä18] to show the following result.

Open Problem 30. Let $h$ be a polynomial that is hyperbolic with respect to $e \in \mathbb{R}^{n}$. Let $v_{1}, \cdots, v_{m} \in \Gamma_{+}(h, e)$ with $\operatorname{rank}_{h}\left(v_{i}\right) \leq 1$, and

$$
\sigma^{2}=\left\|\sum_{i=1}^{m} \operatorname{tr}\left[v_{i}\right] v_{i}\right\|_{h}
$$

Then there exists a choice of signs $\epsilon_{i} \in\{-1,1\}$ and some constant $c>0$ such that

$$
\left\|\sum_{i=1}^{m} \epsilon_{i} v_{i}\right\|_{h} \leq c \cdot \sigma
$$

We also wonder if similar techniques can be used to sparsify hyperbolicity cones:

Open Problem 31. Given $\epsilon>0$, a polynomial $h$ that is hyperbolic with respect to $e \in \mathbb{R}^{n}$ and $v_{1}, \cdots, v_{m} \in \Gamma_{+}(h, e)$ with $v_{1}+\cdots+v_{m}=e$, is it always possible to find coefficients $s \in \mathbb{R}_{\geq 0}^{m}$ such that $|\operatorname{supp}(s)| \leq n / \epsilon^{2}$ and $\left\|e-\sum_{i=1}^{m} s_{i} v_{i}\right\|_{h}=O(\epsilon)$ ?

The above problem can be viewed as a generalization of [BSS12].

### 23.11 Edit Distance and Longest Common Subsequence

In this section we consider two of the most ubiquitous measures of similarity between a pair of strings: the longest common subsequence (LCS) and the edit distance. The LCS of two $n$-character strings $A$ and $B$ is simply their longest (not necessarily contiguous) common substring. Edit distance is the minimum number of character insertions, deletions, and substitutions required to transform $A$ and $B$. In fact, under a slightly more restricted definition that does not allow substitutions, the two measures are complements to each other and the problems of computing them are exactly equivalent.

Under plausible fine-grained complexity assumptions such as SETH, neither edit distance nor LCS can be computed much faster [AWW14, ABW15, BI15, BK15, AHWW16].

For edit distance, an $\widetilde{O}\left(n+\Delta^{2}\right)$-time algorithm of [LMS98] (where $\Delta$ is the true edit distance between the strings) implies a linear-time $\sqrt{n}$-approximation algorithm. The approximation factor has been significantly improved in a series of works to $O\left(n^{3 / 7}\right)$ [BYJKK04], to $O\left(n^{0.34}\right)$ [BES06], to $O\left(2^{\widetilde{O}(\sqrt{\log n})}\right.$ [AO09], and finally to polylogarithmic [AKO10]. A recent work of Boroujeni, Ehsani, Ghodsi, HajiAghayi and Seddighin [BEG+18] obtains a constant factor approximation quantum algorithm for edit distance that runs in truly subquadratic time.

We state three open problems related to edit distance. Two of the problems were originally posted by Aviad Rubinstein [Rub18].

Open Problem 32. Is there a constant-factor approximation to edit distance that runs in near-linear time?

Currently, the best approximation ratio is $(3+\epsilon)$ [RSSS19].

Open Problem 33. Is there a $(1+\epsilon)$-approximation algorithm for edit distance in truly subquadratic (or near-linear) time?

Note that there is a more concrete plan to make progress on approximation ratio of edit distance problem. For more details, we refer the readers to [RSSS19].

Note that the current subquadratic time constant approximation edit distance algorithm $\left[\mathrm{CDG}^{+} 18\right]$ is a randomized algorithm. It would be interesting to derandomize the algorithm.

Open Problem 34. Is there a deterministic subquadratic time constant approximation edit distance algorithm?

Now let us come to the LCS problem. The textbook dynamic programming algorithm for computing LCS (or edit distance) runs in $O\left(n^{2}\right)$ time, and a slightly faster $O\left(n^{2} / \log ^{2}(n)\right)$ time algorithm is known due to Masek and Paterson [MP80]. There is a trivial algorithm that gives 2-approximation for binary strings. Finding faster algorithms is a central and long standing open problem both in theory and in practice (e.g. Problem 35 of [Knu72]).

Rubinstein and Song [RS19b] proposed a truly subquadratic time ( $2-\epsilon$ )-approximation algorithm for binary strings. Let $|\Sigma|$ be the alphabetical size. Then one natural question is if we can generalize the algorithm for $|\Sigma|=3,4$ or some constants.

Open Problem 35. For any constant $|\Sigma|$, is there a truly subquadratic time algorithm that gives $(|\Sigma|-\epsilon)$-approximation for some constants $\epsilon>0$ ?

Another interesting question is about de-randomization.
Open Problem 36. Can we de-randomize the LCS algorithm in [RSSS19]?

### 23.12 Map-Reduce

Many modern parallel systems, such as MapReduce, Hadoop, and Spark, can be modeled well by the MPC model. The MPC model captures well coarse-grained computation on large data - data is distributed to processors, each of which has a sublinear (in the input data) amount of memory and we alternate between rounds of computation and rounds of communication, where each machine can communicate an amount of data as large as the size of its memory.

We consider one fundamental graph problem: connectivity. On an undirected graph with $n$ and $m$ edges, $O(\log n)$ round connectivity algorithm has been known for over 35 years. In 2018, $\left[\mathrm{ASS}^{+} 18\right]$ proposed a new algorithm that only needs $O\left(\log D \cdot \log \log _{m / n} n\right)$ where $D$ is the diameter of the graph. Very recently, Behnezhad, Dhulipala, Esfandiari, Lacki and Mirrokni $\left[\mathrm{BDE}^{+} 19\right]$ improved the number of rounds to $O\left(\log D+\log \log _{m / n} n\right)$. An interesting open question is

Open Problem 37. Is there an $O(\log D)$ rounds algorithm for graph connectivity?

The above problem was originally suggested by Peilin Zhong. In next a few paragraphs, we discuss several other open problems which are proposed by Xiaorui Sun.

Roughgarden, Vassilvitskii and Wang [RVW18] showed that if there is an $\omega(1)$-round MPC lower bound for graph connectivity, then $N C_{1} \neq P$. Since $N C_{1}$ vs $P$ is a well-known hard problem, it is unlikely to prove an $\omega(1)$-round unconditional lower bound for connectivity. Hence, we ask if an conditional lower bound is possible.

Open Problem 38. Is there an $\omega(1)$-round conditional lower bound for graph connectivity?

Furthermore, people actually conjectured that any algorithm solve graph connectivity problem requires $\Omega(\log n)$ rounds. This conjecture has been use to show other graph problems are unlikely to have constant round algorithms (Yaroslavtsev and Vadapalli [YV18], Ghaffari, Kuhn and Uitto [GKU19]).

Open Problem 39. Is there an $\Omega(\log n)$-round conditional lower bound for graph connectivity?

In a more broader setting, it will be interesting to understand the complexity of MPC. In particular, if all the polynomial-time solvable problem have an efficient MPC algorithm. Since linear programming is P -Complete, we ask

Open Problem 40. Is there an $O\left(n^{o(1)}\right)$ rounds algorithm for linear programming?

Dynamic programming in MPC has been studied recently. Im, Moseley and Sun [IMS17a] and Hajiaghayi, Seddighin and Sun [HSS19] showed that many classic dynamic programming problems have constant rounds approximation algorithms. These problems include weighted interval scheduling, longest increasing subsequence, edit distance and longest common subsequence. But it is unclear if these problems can be solved exactly in constant rounds.

Open Problem 41. Can dynamic programming problems be solved exactly in $O(1)$ rounds?

## Part VI

## More Algorithms for Fundamental Problems

## Chapter 24

## $\ell_{\infty}$ Regression

Sketching has emerged as a powerful technique for speeding up problems in numerical linear algebra, such as regression. In the overconstrained regression problem, one is given an $n \times d$ matrix $A$, with $n \gg d$, as well as an $n \times 1$ vector $b$, and one wants to find a vector $\widehat{x}$ so as to minimize the residual error $\|A x-b\|_{2}$. Using the sketch and solve paradigm, one first computes $S \cdot A$ and $S \cdot b$ for a randomly chosen matrix $S$, then outputs $x^{\prime}=(S A)^{\dagger} S b$ so as to minimize $\left\|S A x^{\prime}-S b\right\|_{2}$.

The sketch-and-solve paradigm gives a bound on $\left\|x^{\prime}-x^{*}\right\|_{2}$ when $A$ is well-conditioned. Our main result is that, when $S$ is the subsampled randomized Fourier/Hadamard transform, the error $x^{\prime}-x^{*}$ behaves as if it lies in a "random" direction within this bound: for any fixed direction $a \in \mathbb{R}^{d}$, we have with $1-d^{-c}$ probability that

$$
\begin{equation*}
\left\langle a, x^{\prime}-x^{*}\right\rangle \lesssim \frac{\|a\|_{2}\left\|x^{\prime}-x^{*}\right\|_{2}}{d^{\frac{1}{2}-\gamma}} \tag{24.1}
\end{equation*}
$$

where $c, \gamma>0$ are arbitrary constants. This implies $\left\|x^{\prime}-x^{*}\right\|_{\infty}$ is a factor $d^{\frac{1}{2}-\gamma}$ smaller than $\left\|x^{\prime}-x^{*}\right\|_{2}$. It also gives a better bound on the generalization of $x^{\prime}$ to new examples: if rows of $A$ correspond to examples and columns to features, then our result gives a better bound for the error introduced by sketch-and-solve when classifying fresh examples. We show that not all oblivious subspace embeddings $S$ satisfy these properties. In particular, we give
counterexamples showing that matrices based on Count-Sketch or leverage score sampling do not satisfy these properties.

We also provide lower bounds, both on how small $\left\|x^{\prime}-x^{*}\right\|_{2}$ can be, and for our new guarantee (24.1), showing that the subsampled randomized Fourier/Hadamard transform is nearly optimal. Our lower bound on $\left\|x^{\prime}-x^{*}\right\|_{2}$ shows that there is an $O(1 / \epsilon)$ separation in the dimension of the optimal oblivious subspace embedding required for outputting an $x^{\prime}$ for which $\left\|x^{\prime}-x^{*}\right\|_{2} \leq \epsilon\left\|A x^{*}-b\right\|_{2} \cdot\left\|A^{\dagger}\right\|_{2}$, compared to the dimension of the optimal oblivious subspace embedding required for outputting an $x^{\prime}$ for which $\left\|A x^{\prime}-b\right\|_{2} \leq(1+\epsilon)\left\|A x^{*}-b\right\|_{2}$, that is, the former problem requires dimension $\Omega\left(d / \epsilon^{2}\right)$ while the latter problem can be solved with dimension $O(d / \epsilon)$. This explains the reason known upper bounds on the dimensions of these two variants of regression have differed in prior work.

This part is based upon the following previous publication

- Eric Price, Zhao Song, David P. Woodruff

Fast Regression with an $\ell_{\infty}$ Guarantee.
ICALP 2017 [PSW17]

### 24.1 Introduction

Oblivious subspace embeddings (OSEs) were introduced by Sarlos [Sar06] to solve linear algebra problems more quickly than traditional methods. An OSE is a distribution of matrices $S \in \mathbb{R}^{m \times n}$ with $m \ll n$ such that, for any $d$-dimensional subspace $U \subset \mathbb{R}^{n}$, with "high" probability $S$ preserves the norm of every vector in the subspace. OSEs are a generalization of the classic Johnson-Lindenstrauss lemma from vectors to subspaces. Formally,
we require that with probability $1-\delta$,

$$
\|S x\|_{2}=(1 \pm \epsilon)\|x\|_{2}
$$

simultaneously for all $x \in U$, that is, $(1-\epsilon)\|x\|_{2} \leq\|S x\|_{2} \leq(1+\epsilon)\|x\|_{2}$.
A major application of OSEs is to regression. The regression problem is, given $b \in \mathbb{R}^{n}$ and $A \in \mathbb{R}^{n \times d}$ for $n \geq d$, to solve for

$$
\begin{equation*}
x^{*}=\underset{x \in \mathbb{R}^{d}}{\operatorname{argmin}}\|A x-b\|_{2} \tag{24.2}
\end{equation*}
$$

Because $A$ is a "tall" matrix with more rows than columns, the system is overdetermined and there is likely no solution to $A x=b$, but regression will find the closest point to $b$ in the space spanned by $A$. The classic answer to regression is to use the Moore-Penrose pseudoinverse: $x^{*}=A^{\dagger} b$ where

$$
A^{\dagger}=\left(A^{\top} A\right)^{-1} A^{\top}
$$

is the "pseudoinverse" of $A$ (assuming $A$ has full column rank, which we will typically do for simplicity). This classic solution takes $O\left(n d^{\omega-1}+d^{\omega}\right)$ time, where $\omega<2.373$ is the matrix multiplication constant [CW90, Wil12, LG14]: $n d^{\omega-1}$ time to compute $A^{\top} A$ and $d^{\omega}$ time to compute the inverse.

OSEs speed up the process by replacing (24.2) with

$$
x^{\prime}=\underset{x \in \mathbb{R}^{d}}{\operatorname{argmin}}\|S A x-S b\|_{2}
$$

for an OSE $S$ on $d+1$-dimensional spaces. This replaces the $n \times d$ regression problem with an $m \times d$ problem, which can be solved more quickly since $m \ll n$. Because $A x-b$ lies in
the $d+1$-dimensional space spanned by $b$ and the columns of $A$, with high probability $S$ preserves the norm of $S A x-S b$ to $1 \pm \epsilon$ for all $x$. Thus,

$$
\left\|A x^{\prime}-b\right\|_{2} \leq \frac{1+\epsilon}{1-\epsilon}\left\|A x^{*}-b\right\|_{2}
$$

That is, $S$ produces a solution $x^{\prime}$ which preserves the cost of the regression problem. The running time for this method depends on (1) the reduced dimension $m$ and (2) the time it takes to multiply $S$ by $A$. We can compute these for "standard" OSE types:

- If $S$ has i.i.d. Gaussian entries, then $m=O\left(d / \epsilon^{2}\right)$ is sufficient (and in fact, $m \geq d / \epsilon^{2}$ is required [NN14]). However, computing $S A$ takes $O(m n d)=O\left(n d^{2} / \epsilon^{2}\right)$ time, which is worse than solving the original regression problem (one can speed this up using fast matrix multiplication, though it is still worse than solving the original problem).
- If $S$ is a subsampled randomized Hadamard transform (SRHT) matrix with random sign flips (see Theorem 2.4 in [Woo14a] for a survey, and also see [AC06, Sar06, DMM06c, DMMS11, KW11, Tro11b, DMIMW12, LDFU13, AL13, Bou14, HR16, CNW16]), then $m$ increases to $\widetilde{O}\left(d / \epsilon^{2} \cdot \log n\right)$, where $\widetilde{O}(f)=f \operatorname{poly}(\log (f))$. But now, we can compute $S A$ using the fast Hadamard transform in $O(n d \log n)$ time. This makes the overall regression problem take $O\left(n d \log n+d^{\omega} / \epsilon^{2}\right)$ time.
- If $S$ is a random sparse matrix with random signs (the "Count-Sketch" matrix), then $m=d^{1+\gamma} / \epsilon^{2}$ suffices for $\gamma>0$ a decreasing function of the sparsity [CW13, MM13, NN13a, BDN15, Coh16a]. (The definition of a Count-Sketch matrix is, for any $s \geq 1$, $S_{i, j} \in\{0,-1 / \sqrt{s}, 1 / \sqrt{s}\}, \forall i \in[m], j \in[n]$ and the column sparsity of matrix $S$ is $s$. Independently in each column $s$ positions are chosen uniformly at random without
replacement, and each chosen position is set to $-1 / \sqrt{s}$ with probability $1 / 2$, and $+1 / \sqrt{s}$ with probability $1 / 2$.) Sparse OSEs can benefit from the sparsity of $A$, allowing for a running time of $\widetilde{O}(\mathrm{nnz}(A))+\widetilde{O}\left(d^{\omega} / \epsilon^{2}\right)$, where $n n z(A)$ denotes the number of non-zeros in $A$.

When $n$ is large, the latter two algorithms are substantially faster than the naïve $n d^{\omega-1}$ method.

### 24.1.1 Our Contributions

Despite the success of using subspace embeddings to speed up regression, often what practitioners are interested is not in preserving the cost of the regression problem, but rather in the generalization or prediction error provided by the vector $x^{\prime}$. Ideally, we would like for any future (unseen) example $a \in \mathbb{R}^{d}$, that $\left\langle a, x^{\prime}\right\rangle \approx\left\langle a, x^{*}\right\rangle$ with high probability.

Ultimately one may want to use $x^{\prime}$ to do classification, such as regularized least squares classification (RLSC) [RYP03], which has been found in cases to do as well as support vector machines but is much simpler [ZP04]. In this application, given a training set of examples with multiple (non-binary) labels identified with the rows of an $n \times d$ matrix $A$, one creates an $n \times r$ matrix $B$, each column indicating the presence or absence of one of the $r$ possible labels in each example. One then solves the multiple response regression problem $\min _{X}\|A X-B\|_{F}$, and uses $X$ to classify future examples. A commonly used method is for a future example $a$, to compute $\left\langle a, x_{1}\right\rangle, \ldots,\left\langle a, x_{r}\right\rangle$, where $x_{1}, \ldots, x_{r}$ are the columns of $X$. One then chooses the label $i$ for which $\left\langle a, x_{i}\right\rangle$ is maximum.

For this to work, we would like the inner products $\left\langle a, x_{1}^{\prime}\right\rangle, \ldots,\left\langle a, x_{r}^{\prime}\right\rangle$ to be close to
$\left\langle a, x_{1}^{*}\right\rangle, \ldots,\left\langle a, x_{r}^{*}\right\rangle$, where $X^{\prime}$ is the solution to $\min _{X}\|S A X-S B\|_{F}$ and $X^{*}$ is the solution to $\min _{X}\|A X-B\|_{F}$. For any $O(1)$-accurate OSE on $d+r$ dimensional spaces [Sar06], which also satisfies so-called approximate matrix multiplication with error $\left.\epsilon^{\prime}=\epsilon / \sqrt{( } d+r\right)$, we get that

$$
\begin{equation*}
\left\|x^{\prime}-x^{*}\right\|_{2} \leq O(\epsilon) \cdot\left\|A x^{*}-b\right\|_{2} \cdot\left\|A^{\dagger}\right\|_{2} \tag{24.3}
\end{equation*}
$$

where $\left\|A^{\dagger}\right\|$ is the spectral norm of $A^{\dagger}$, which equals the reciprocal of the smallest singular value of $A$. To obtain a generalization error bound for an unseen example $a$, one has

$$
\begin{equation*}
\left|\left\langle a, x^{*}\right\rangle-\left\langle a, x^{\prime}\right\rangle\right|=\left|\left\langle a, x^{*}-x^{\prime}\right\rangle\right| \leq\left\|x^{*}-x^{\prime}\right\|_{2}\|a\|_{2}=O(\epsilon)\|a\|_{2}\left\|A x^{*}-b\right\|_{2}\left\|A^{\dagger}\right\|_{2}, \tag{24.4}
\end{equation*}
$$

which could be tight if given only the guarantee in (24.3). However, if the difference vector $x^{\prime}-x^{*}$ were distributed in a uniformly random direction subject to (24.3), then one would expect an $\widetilde{O}(\sqrt{d})$ factor improvement in the bound. This is what our main theorem shows:

Theorem 24.1.1 (Main Theorem, informal). Suppose $n \leq \operatorname{poly}(d)$ and matrix $A \in \mathbb{R}^{n \times d}$ and vector $b \in \mathbb{R}^{n}$ are given. Let $S \in \mathbb{R}^{m \times n}$ be a subsampled randomized Hadamard transform matrix with $m=d^{1+\gamma} / \epsilon^{2}$ rows for an arbitrarily small constant $\gamma>0$. For $x^{\prime}=\operatorname{argmin}_{x \in \mathbb{R}^{d}}\|S A x-S b\|_{2}$ and $x^{*}=\operatorname{argmin}_{x \in \mathbb{R}^{d}}\|A x-b\|_{2}$, and any fixed $a \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left|\left\langle a, x^{*}\right\rangle-\left\langle a, x^{\prime}\right\rangle\right| \leq \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\left\|A x^{*}-b\right\|_{2}\left\|A^{\dagger}\right\|_{2} \tag{24.5}
\end{equation*}
$$

with probability $1-1 / d^{C}$ for an arbitrarily large constant $C>0$. This implies that

$$
\begin{equation*}
\left\|x^{*}-x^{\prime}\right\|_{\infty} \leq \frac{\epsilon}{\sqrt{d}}\left\|A x^{*}-b\right\|_{2}\left\|A^{\dagger}\right\|_{2} \tag{24.6}
\end{equation*}
$$

with $1-1 / d^{C-1}$ probability.
If $n>\operatorname{poly}(d)$, then by first composing $S$ with a Count-Sketch OSE with poly $(d)$ rows, one can achieve the same guarantee.
(Here $\gamma$ is a constant going to zero as $n$ increases; see Theorem 24.3.3 for a formal statement of Theorem 24.1.1.)

Notice that Theorem 24.1.1 is considerably stronger than that of (24.4) provided by existing guarantees. Indeed, in order to achieve the guarantee (24.6) in Theorem 24.1.1, one would need to set $\epsilon^{\prime}=\epsilon / \sqrt{d}$ in existing OSEs, resulting in $\Omega\left(d^{2} / \epsilon^{2}\right)$ rows. In contrast, we achieve only $d^{1+\gamma} / \epsilon^{2}$ rows. We can improve the bound in Theorem 24.1.1 to $m=d / \epsilon^{2}$ if $S$ is a matrix of i.i.d. Gaussians; however, as noted, computing $S \cdot A$ is slower in this case.

Note that Theorem 24.1.1 also makes no distributional assumptions on the data, and thus the data could be heavy-tailed or even adversarially corrupted. This implies that our bound is still useful when the rows of $A$ are not sampled independently from a distribution with bounded variance.

The $\ell_{\infty}$ bound (24.6) of Theorem 24.1.1 is achieved by applying (24.5) to the standard basis vectors $a=e_{i}$ for each $i \in[d]$ and applying a union bound. This $\ell_{\infty}$ guarantee often has a more natural interpretation than the $\ell_{2}$ guarantee - if we think of the regression as attributing the observable as a sum of various factors, (24.6) says that the contribution of each factor is estimated well. One may also see our contribution as giving a way for estimating the pseudoinverse $A^{\dagger}$ entrywise. Namely, we get that $(S A)^{\dagger} S \approx A^{\dagger}$ in the sense that each entry is within additive $O\left(\epsilon \sqrt{\frac{\log d}{d}}\left\|A^{\dagger}\right\|_{2}\right)$. There is a lot of work on computing entries of inverses of a matrix, see, e.g., [ADL ${ }^{+} 12$, LAKD08].

Another benefit of the $\ell_{\infty}$ guarantee is when the regression vector $x^{*}$ is expected to be $k$-sparse (e.g. [Lee12]). In such cases, thresholding to the top $k$ entries will yield an $\ell_{2}$ guarantee a factor $\sqrt{\frac{k}{d}}$ better than (24.3).

One could ask if Theorem 24.1.1 also holds for sparse OSEs, such as the Count-Sketch. Surprisingly, we show that one cannot achieve the generalization error guarantee in Theorem 24.1.1 with high probability, say, $1-1 / d$, using such embeddings, despite the fact that such embeddings do approximate the cost of the regression problem up to a $1+\epsilon$ factor with high probability. This shows that the generalization error guarantee is achieved by some subspace embeddings but not all.

Theorem 24.1.2 (Not all subspace embeddings give the $\ell_{\infty}$ guarantee; informal version of Theorem 24.8.1). The Count-Sketch matrix with $d^{1.5}$ rows and sparsity $d^{25}$-which is an OSE with exponentially small failure probability-with constant probability will have a result $x^{\prime}$ that does not satisfy the $\ell_{\infty}$ guarantee (24.6).

We can show that Theorem 24.1.1 holds for $S$ based on the Count-Sketch OSE $T$ with $d^{O(C)} / \epsilon^{2}$ rows with $1-1 / d^{C}$ probability. We can thus compose the Count-Sketch OSE with the SRHT matrix and obtain an $O(\mathrm{nnz}(A))+\operatorname{poly}(d / \epsilon)$ time algorithm to compute $S \cdot T A$ achieving (24.6). We can also compute $R \cdot S \cdot T \cdot A$, where $R$ is a matrix of Gaussians, which is more efficient now that $S T A$ only has $d^{1+\gamma} / \epsilon^{2}$ rows; this will reduce the number of rows to $d / \epsilon^{2}$.

Another common method of dimensionality reduction for linear regression is leverage score sampling [DMIMW12, LMP13, PKB14, CMM15], which subsamples the rows of $A$ by choosing each row with probability proportional to its "leverage scores". With $O\left(d \log (d / \delta) / \epsilon^{2}\right)$ rows taken, the result $x^{\prime}$ will satisfy the $\ell_{2}$ bound (24.3) with probability $1-\delta$. However, it does not give a good $\ell_{\infty}$ bound:

Theorem 24.1.3 (Leverage score sampling does not give the $\ell_{\infty}$ guarantee; informal version
of Theorem 24.9.1). Leverage score sampling with $d^{1.5}$ rows-which satisfies the $\ell_{2}$ bound with exponentially small failure probability - with constant probability will have a result $x^{\prime}$ that does not satisfy the $\ell_{\infty}$ guarantee (24.6).

Finally, we show that the $d^{1+\gamma} / \epsilon^{2}$ rows that SRHT matrices use is roughly optimal:
Theorem 24.1.4 (Lower bounds for $\ell_{2}$ and $\ell_{\infty}$ guarantees; informal versions of of Theorem 24.5.1 and Corollary 24.5.3). Any sketching matrix distribution over $m \times n$ matrices that satisfies either the $\ell_{2}$ guarantee (24.3) or the $\ell_{\infty}$ guarantee (24.6) must have $m \gtrsim \min \left(n, d / \epsilon^{2}\right)$.

Notice that our result shows the necessity of the $1 / \epsilon$ separation between the results originally defined in Equation (3) and (4) of Theorem 12 of [Sar06]. If we want to output some vector $x^{\prime}$ such that $\left\|A x^{\prime}-b\right\|_{2} \leq(1+\epsilon)\left\|A x^{*}-b\right\|_{2}$, then it is known that $m=\Theta(d / \epsilon)$ is necessary and sufficient. However, if we want to output a vector $x^{\prime}$ such that $\left\|x^{\prime}-x^{*}\right\|_{2} \leq$ $\epsilon\left\|A x^{*}-b\right\|_{2} \cdot\left\|A^{\dagger}\right\|_{2}$, then we show that $m=\Theta\left(d / \epsilon^{2}\right)$ is necessary and sufficient.

Comparison to Gradient Descent While this work is primarily about sketching methods, one could instead apply iterative methods such as gradient descent, after appropriately preconditioning the matrix, see, e.g., [AMT10, ZF13, CW13]. That is, one can use an OSE with constant $\epsilon$ to construct a preconditioner for $A$ and then run conjugate gradient using the preconditioner. This gives an overall dependence of $\log (1 / \epsilon)$.

The main drawback of this approach is that one loses the ability to save on storage space or number of passes when $A$ appears in a stream, or to save on communication or rounds when $A$ is distributed. Given increasingly large data sets, such scenarios are now quite common, see, e.g., [CW90] for regression algorithms in the data stream model. In
situations where the entries of $A$ appear sequentially, for example, a row at a time, one does not need to store the full $n \times d$ matrix $A$ but only the $m \times d$ matrix $S A$.

Also, iterative methods can be less efficient when solving multiple response regression, where one wants to minimize $\|A X-B\|$ for a $d \times t$ matrix $X$ and an $n \times t$ matrix $B$. This is the case when $\epsilon$ is constant and $t$ is large, which can occur in some applications (though there are also other applications for which $\epsilon$ is very small). For example, conjugate gradient with a preconditioner will take $\widetilde{O}(n d t)$ time while using an OSE directly will take only $\widetilde{O}\left(n d+d^{2} t\right)$ time (since one effectively replaces $n$ with $O(d)$ after computing $S \cdot A$ ), separating $t$ from d. Multiple response regression, arises, for example, in the RLSC application above.

Proof Techniques Theorem 24.1.1. As noted in Theorem 24.1.2, there are some OSEs for which our generalization error bound does not hold. This hints that our analysis is nonstandard and cannot use generic properties of OSEs as a black box. Indeed, in our analysis, we have to consider matrix products of the form $S^{\top} S\left(U U^{\top} S^{\top} S\right)^{k}$ for our random sketching matrix $S$ and a fixed matrix $U$, where $k$ is a positive integer. We stress that it is the same matrix $S$ appearing multiple times in this expression, which considerably complicates the analysis, and does not allow us to appeal to standard results on approximate matrix product (see, e.g., [Woo14a] for a survey). The key idea is to recursively reduce $S^{\top} S\left(U U^{\top} S^{\top} S\right)^{k}$ using a property of $S$. We use properties that only hold for specifics OSEs $S$ : first, that each column of $S$ is unit vector; and second, that for all pairs $(i, j)$ and $i \neq j$, the inner product between $S_{i}$ and $S_{j}$ is at most $\frac{\sqrt{\log n}}{\sqrt{m}}$ with probability $1-1 / \operatorname{poly}(n)$.

Theorems 24.8.1 and 24.9.1. To show that Count-Sketch does not give the $\ell_{\infty}$ guar-
antee, we construct a matrix $A$ and vector $b$ as in Figure 24.1, which has optimal solution $x^{*}$ with all coordinates $1 / \sqrt{d}$. We then show, for our setting of parameters, that there likely exists an index $j \in[d]$ satisfying the following property: the $j$ th column of $S$ has disjoint support from the $k$ th column of $S$ for all $k \in[d+\alpha] \backslash\{j\}$ except for a single $k>d$, for which $S_{j}$ and $S_{k}$ share exactly one common entry in their support. In such cases we can compute $x_{j}^{\prime}$ explicitly, getting $\left|x_{j}^{\prime}-x_{j}^{*}\right|=\frac{1}{s \sqrt{\alpha}}$. By choosing suitable parameters in our construction, this gives that $\left\|x^{\prime}-x^{*}\right\|_{\infty} \gg \frac{1}{\sqrt{d}}$. The lower bound for leverage score sampling follows a similar construction.

Theorem 24.5.1 and Corollary 24.5.3. The lower bound proof for the $\ell_{2}$ guarantee uses Yao's minimax principle. We are allowed to fix an $m \times n$ sketching matrix $S$ and design a distribution over $\left[\begin{array}{ll}A & b\end{array}\right]$. We first write the sketching matrix $S=U \Sigma V^{\top}$ in its singular value decomposition (SVD). We choose the $d+1$ columns of the adjoined matrix $[A, b]$ to be random orthonormal vectors. Consider an $n \times n$ orthonormal matrix $R$ which contains the columns of $V$ as its first $m$ columns, and is completed on its remaining $n-m$ columns to an arbitrary orthonormal basis. Then $S \cdot[A, b]=V^{\top} R R^{\top} \cdot[A, b]=\left[U \Sigma I_{m}, 0\right] \cdot\left[R^{\top} A, R^{\top} b\right]$. Notice that $\left[R^{\top} A, R^{\top} b\right]$ is equal in distribution to $[A, b]$, since $R$ is fixed and $[A, b]$ is a random matrix with $d+1$ orthonormal columns. Therefore, $S \cdot[A, b]$ is equal in distribution to [UइG,Uइh] where [ $G, h$ ] corresponds to the first $m$ rows of an $n \times(d+1)$ uniformly random matrix with orthonormal columns.

A key idea is that if $n=\Omega\left(\max (m, d)^{2}\right)$, then by a result of Jiang [Jia06], any $m \times(d+1)$ submatrix of a random $n \times n$ orthonormal matrix has $o(1)$ total variation distance to a $d \times d$ matrix of i.i.d. $N(0,1 / n)$ random variables, and so any events that
would have occurred had $G$ and $h$ been independent i.i.d. Gaussians, occur with the same probability for our distribution up to an $1-o(1)$ factor, so we can assume $G$ and $h$ are independent i.i.d. Gaussians in the analysis.

The optimal solution $x^{\prime}$ in the sketch space equals $(S A)^{\dagger} S b$, and by using that $S A$ has the form $U \Sigma G$, one can manipulate $\left\|(S A)^{\dagger} S b\right\|$ to be of the form $\left\|\widetilde{\Sigma}^{\dagger}(\Sigma R)^{\dagger} \Sigma h\right\|_{2}$, where the SVD of $G$ is $R \widetilde{\Sigma} T$. We can upper bound $\|\widetilde{\Sigma}\|_{2}$ by $\sqrt{r / n}$, since it is just the maximum singular value of a Gaussian matrix, where $r$ is the rank of $S$, which allows us to lower bound $\left\|\widetilde{\Sigma}^{\dagger}(\Sigma R)^{\dagger} \Sigma h\right\|_{2}$ by $\sqrt{n / r}\left\|(\Sigma R)^{\dagger} \Sigma h\right\|_{2}$. Then, since $h$ is i.i.d. Gaussian, this quantity concentrates to $\frac{1}{\sqrt{r}}\left\|(\Sigma R)^{\dagger} \Sigma h\right\|$, since $\|C h\|^{2} \approx\|C\|_{F}^{2} / n$ for a vector $h$ of i.i.d. $N(0,1 / n)$ random variables. Finally, we can lower bound $\left\|(\Sigma R)^{\dagger} \Sigma\right\|_{F}^{2}$ by $\left\|(\Sigma R)^{\dagger} \Sigma R R^{\top}\right\|_{F}^{2}$ by the Pythagorean theorem, and now we have that $(\Sigma R)^{\dagger} \Sigma R$ is the identity, and so this expression is just equal to the rank of $\Sigma R$, which we prove is at least $d$. Noting that $x^{*}=0$ for our instance, putting these bounds together gives $\left\|x^{\prime}-x^{*}\right\| \geq \sqrt{d / r}$. The last ingredient is a way to ensure that the rank of $S$ is at least $d$. Here we choose another distribution on inputs $A$ and $b$ for which it is trivial to show the rank of $S$ is at least $d$ with large probability. We require $S$ be good on the mixture. Since $S$ is fixed and good on the mixture, it is good for both distributions individually, which implies we can assume $S$ has rank $d$ in our analysis of the first distribution above.

### 24.1.2 Notation

For a positive integer, let $[n]=\{1,2, \ldots, n\}$. For a vector $x \in \mathbb{R}^{n}$, define $\|x\|_{2}=$ $\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{\frac{1}{2}}$ and $\|x\|_{\infty}=\max _{i \in[n]}\left|x_{i}\right|$. For a matrix $A \in \mathbb{R}^{m \times n}$, define $\|A\|_{2}=\sup _{x}\|A x\|_{2} /\|x\|_{2}$ to be the spectral norm of $A$ and $\|A\|_{F}=\left(\sum_{i, j} A_{i, j}^{2}\right)^{1 / 2}$ to be the Frobenius norm of $A$. We
use $A^{\dagger}$ to denote the Moore-Penrose pseudoinverse of $m \times n$ matrix $A$, which if $A=U \Sigma V^{\top}$ is its SVD (where $U \in \mathbb{R}^{m \times n}, \Sigma \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{n \times}$ for $m \geq n$ ), is given by $A^{\dagger}=V \Sigma^{-1} U^{\top}$.

In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \lesssim g$ (resp. $\gtrsim)$ to indicate that $f \leq C g$ (resp. $\geq$ ) for an absolute constant $C$. We use $f \approx g$ to mean $c f \leq g \leq C f$ for constants $c, C$.

Definition 24.1.1 (Subspace Embedding). A ( $1 \pm \epsilon$ ) $\ell_{2}$-subspace embedding for the column space of an $n \times d$ matrix $A$ is a matrix $S$ for which for all $x \in \mathbb{R}^{d},\|S A x\|_{2}^{2}=(1 \pm \epsilon)\|A x\|_{2}^{2}$.

Definition 24.1.2 (Approximate Matrix Product). Let $0<\epsilon<1$ be a given approximation parameter. Given matrices $A$ and $B$, where $A$ and $B$ each have $n$ rows, the goal is to output a matrix $C$ so that $\left\|A^{\top} B-C\right\|_{F} \leq \epsilon\|A\|_{F}\|B\|_{F}$. Typically $C$ has the form $A^{\top} S^{\top} S B$, for a random matrix $S$ with a small number of rows. In particular, this guarantee holds for the subsampled randomized Hadamard transform $S$ with $O\left(\epsilon^{-2}\right)$ rows [DMMS11].

### 24.2 Warmup: Gaussians OSEs

We first show that if $S$ is a Gaussian random matrix, then it satisfies the generalization guarantee. This follows from the rotational invariance of the Gaussian distribution.

Theorem 24.2.1. Suppose $A \in \mathbb{R}^{n \times d}$ has full column rank. If the entries of $S \in \mathbb{R}^{m \times n}$ are i.i.d. $N(0,1 / m), m=O\left(d / \epsilon^{2}\right)$, then for any vectors $a, b$ and $x^{*}=A^{\dagger} b$, we have, with probability $1-1 / \operatorname{poly}(d)$,

$$
\left|a^{\top}(S A)^{\dagger} S b-a^{\top} x^{*}\right| \lesssim \frac{\epsilon \sqrt{\log d}}{\sqrt{d}}\|a\|_{2}\left\|b-A x^{*}\right\|_{2}\left\|A^{\dagger}\right\|_{2}
$$



Figure 24.1: Our construction of $A$ and $b$ for the proof that Count-Sketch does not obey the $\ell_{\infty}$ guarantee. $\alpha<d$.

Because $S A$ has full column rank with probability $1,(S A)^{\dagger} S A=I$. Therefore

$$
\left|a^{\top}(S A)^{\dagger} S b-a^{\top} x^{*}\right|=\left|a^{\top}(S A)^{\dagger} S\left(b-A x^{*}\right)\right|=\left|a^{\top}(S A)^{\dagger} S\left(b-A A^{\dagger} b\right)\right| .
$$

Thus it suffices to only consider vectors $b$ where $A^{\dagger} b=0$, or equivalently $U^{\top} b=0$. In such cases, $S U$ will be independent of $S b$, which will give the result. The proof is in Appendix 24.6.

### 24.3 SRHT Matrices

We first provide the definition of the subsampled randomized Hadamard transform (SRHT): let $S=\frac{1}{\sqrt{r n}} P H_{n} D$. Here, $D$ is an $n \times n$ diagonal matrix with i.i.d. diagonal entries $D_{i, i}$, for which $D_{i, i}$ in uniform on $\{-1,+1\}$. The matrix $H_{n}$ is the Hadamard matrix of size $n \times n$, and we assume $n$ is a power of 2 . Here, $H_{n}=\left[H_{n / 2}, H_{n / 2} ; H_{n / 2},-H_{n / 2}\right]$ and $H_{1}=[1]$. The $r \times n$ matrix $P$ samples $r$ coordinates of an $n$ dimensional vector uniformly at random.

For other subspace embeddings, we no longer have that $S U$ and $S b$ are independent. To analyze them, we start with a claim that allows us to relate the inverse of a matrix to a power series.

Claim 24.3.1. Let $S \in \mathbb{R}^{m \times n}, A \in \mathbb{R}^{n \times d}$ have $S V D A=U \Sigma V^{\top}$, and define $T \in \mathbb{R}^{d \times d}$ by

$$
T=I_{d}-U^{\top} S^{\top} S U
$$

Suppose $S A$ has linearly independent columns and $\|T\|_{2} \leq 1 / 2$. Then

$$
\begin{equation*}
(S A)^{\dagger} S=V \Sigma^{-1}\left(\sum_{k=0}^{\infty} T^{k}\right) U^{\top} S^{\top} S \tag{24.7}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
(S A)^{\dagger} S & =\left(A^{\top} S^{\top} S A\right)^{-1} A^{\top} S^{\top} S \\
& =\left(V \Sigma U^{\top} S^{\top} S U \Sigma V^{\top}\right)^{-1} V \Sigma U^{\top} S^{\top} S \\
& =V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top} S \\
& =V \Sigma^{-1}\left(I_{d}-T\right)^{-1} U^{\top} S^{\top} S \\
& =V \Sigma^{-1}\left(\sum_{k=0}^{\infty} T^{k}\right) U^{\top} S^{\top} S
\end{aligned}
$$

where in the last equality, since $\|T\|_{2}<1$, the von Neumann series $\sum_{k=0}^{\infty} T^{k}$ converges to $\left(I_{d}-T\right)^{-1}$.

We then bound the $k$ th term of this sum:
Lemma 24.3.2. Let $S \in \mathbb{R}^{r \times n}$ be the subsampled randomized Hadamard transform, and let $a$ be a unit vector. Then with probability $1-1 / \operatorname{poly}(n)$, we have

$$
\begin{aligned}
& \left|a^{\top} S^{\top} S\left(U U^{\top} S^{\top} S\right)^{k} b\right| \\
= & O\left(\log ^{k} n\right) \cdot(O(d(\log n) / r)+1)^{\frac{k-1}{2}} \cdot\left(\sqrt{d}\|b\|_{2}(\log n) / r+\|b\|_{2}\left(\log ^{\frac{1}{2}} n\right) / r^{\frac{1}{2}}\right)
\end{aligned}
$$

Hence, for $r$ at least $d \log ^{2 k+2} n \log ^{2}(n / \epsilon) / \epsilon^{2}$, this is at most $O\left(\|b\|_{2} \epsilon / \sqrt{d}\right)$ with probability at least $1-1 / \operatorname{poly}(n)$.

We defer the proof of this lemma to the next section, and now show how the lemma lets us prove that SRHT matrices satisfy the generalization bound with high probability:

Theorem 24.3.3. Suppose $A \in \mathbb{R}^{n \times d}$ has full column rank with $\log n=d^{o(1)}$. Let $S \in \mathbb{R}^{m \times n}$ be a subsampled randomized Hadamard transform with $m=O\left(d^{1+\alpha} / \epsilon^{2}\right)$ for $\alpha=\Theta\left(\sqrt{\frac{\log \log n}{\log d}}\right)$. For any vectors $a, b$ and $x^{*}=A^{\dagger} b$, we have

$$
\left|a^{\top}(S A)^{\dagger} S b-a^{\top} x^{*}\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\left\|b-A x^{*}\right\|_{2}\left\|\Sigma^{-1}\right\|_{2}
$$

with probability $1-1 / \operatorname{poly}(d)$.

Proof. Define $\Delta=\Theta\left(\frac{1}{\sqrt{m}}\right)\left(\log ^{c} d\right)\|a\|_{2}\left\|b-A x^{*}\right\|_{2}\left\|\Sigma^{-1}\right\|_{2}$. For a constant $c>0$, we have that $S$ is a $(1 \pm \gamma)$-subspace embedding (Definition 24.1.1) for $\gamma=\sqrt{\frac{d \log ^{c} n}{m}}$ with probability $1-1 / \operatorname{poly}(d)$ (see, e.g., Theorem 2.4 of [Woo14a] and references therein), so $\|S U x\|_{2}=$
$(1 \pm \gamma)\|U x\|_{2}$ for all $x$, which we condition on. Hence for $T=I_{d}-U^{\top} S^{\top} S U$, we have $\|T\|_{2} \leq(1+\gamma)^{2}-1 \lesssim \gamma$. In particular, $\|T\|_{2}<1 / 2$ and we can apply Claim 24.3.1.

As in Section 24.2, $S A$ has full column rank if $S$ is a subspace embedding, so $(S A)^{\dagger} S A=I$ and we may assume $x^{*}=0$ without loss of generality.

By the approximate matrix product (Definition 24.1.2), we have for some $c$ that

$$
\begin{equation*}
\left|a^{\top} V \Sigma^{-1} U^{\top} S^{\top} S b\right| \leq \frac{\log ^{c} d}{\sqrt{m}}\|a\|_{2}\|b\|_{2}\left\|\Sigma^{-1}\right\|_{2} \leq \Delta \tag{24.8}
\end{equation*}
$$

with $1-1 / \operatorname{poly}(d)$ probability. Suppose this event occurs, bounding the $k=0$ term of (24.7). Hence it suffices to show that the $k \geq 1$ terms of (24.7) are bounded by $\Delta$.

By approximate matrix product (Definition 24.1.2), we also have with $1-1 / d^{2}$ probability that

$$
\left\|U^{\top} S^{\top} S b\right\|_{F} \leq \frac{\log ^{c} d}{\sqrt{m}}\left\|U^{\top}\right\|_{F}\|b\|_{2} \leq \frac{\log ^{c} d \sqrt{d}}{\sqrt{m}}\|b\|_{2}
$$

Combining with $\|T\|_{2} \lesssim \gamma$ we have for any $k$ that

$$
\left|a^{\top} V \Sigma^{-1} T^{k} U^{\top} S^{\top} S b\right| \lesssim \gamma^{k}\left(\log ^{c} d\right) \frac{\sqrt{d}}{\sqrt{m}}\|a\|_{2}\left\|\Sigma^{-1}\right\|_{2}\|b\|_{2}
$$

Since this decays exponentially in $k$ at a rate of $\gamma<1 / 2$, the sum of all terms greater than $k$ is bounded by the $k$ th term. As long as

$$
\begin{equation*}
m \gtrsim \frac{1}{\epsilon^{2}} d^{1+\frac{1}{k}} \log ^{c} n \tag{24.9}
\end{equation*}
$$

we have $\gamma=\sqrt{\frac{d \log ^{c} n}{m}}<\epsilon d^{-1 /(2 k)} / \log ^{c} n$, so that

$$
\sum_{k^{\prime} \geq k}\left|a^{\top} V \Sigma^{-1} T^{k^{\prime}} U^{\top} S^{\top} S b\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\left\|\Sigma^{-1}\right\|_{2}\|b\|_{2}
$$

On the other hand, by Lemma 24.3.2, increasing $m$ by a $C^{k}$ factor, we have for all $k$ that

$$
\left|a^{\top} V^{\top} \Sigma^{-1} U^{\top} S^{\top} S\left(U U^{\top} S^{\top} S\right)^{k} b\right| \lesssim \frac{1}{2^{k}} \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\|b\|_{2}\left\|\Sigma^{-1}\right\|_{2}
$$

with probability at least $1-1 / \operatorname{poly}(d)$, as long as $m \gtrsim d \log ^{2 k+2} n \log ^{2}(d / \epsilon) / \epsilon^{2}$. Since the $T^{k}$ term can be expanded as a sum of $2^{k}$ terms of this form, we get that

$$
\sum_{k^{\prime}=1}^{k}\left|a^{\top} V \Sigma^{-1} T^{k} U^{\top} S^{\top} S b\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\|b\|_{2}\left\|\Sigma^{-1}\right\|_{2}
$$

with probability at least $1-1 / \operatorname{poly}(d)$, as long as $m \gtrsim d(C \log n)^{2 k+2} \log ^{2}(d / \epsilon) / \epsilon^{2}$ for a sufficiently large constant $C$. Combining with (24.9), the result holds as long as

$$
m \gtrsim \frac{d \log ^{c} n}{\epsilon^{2}} \max \left((C \log n)^{2 k+2}, d^{\frac{1}{k}}\right)
$$

for any $k$. Setting $k=\Theta\left(\sqrt{\frac{\log d}{\log \log n}}\right)$ gives the result.

Combining Different Matrices. In some cases it can make sense to combine different matrices that satisfy the generalization bound.

Theorem 24.3.4. Let $A \in \mathbb{R}^{n \times d}$, and let $R \in \mathbb{R}^{m \times r}$ and $S \in \mathbb{R}^{r \times n}$ be drawn from distributions of matrices that are $\epsilon$-approximate OSEs and satisfy the generalization bound (24.6). Then $R S$ satisfies the generalization bound with a constant factor loss in failure probability and approximation factor.

We defer the details to Appendix 24.7.

### 24.4 Proof of Lemma 24.3.2

Proof. Each column $S_{i}$ of the subsampled randomized Hadamard transform has the same distribution as $\sigma_{i} S_{i}$, where $\sigma_{i}$ is a random sign. It also has $\left\langle S_{i}, S_{i}\right\rangle=1$ for all $i$ and $\left|\left\langle S_{i}, S_{j}\right\rangle\right| \lesssim \frac{\sqrt{\log (1 / \delta)}}{\sqrt{r}}$ with probability $1-\delta$, for any $\delta$ and $i \neq j$. See, e.g., [LDFU13].

By expanding the following product into a sum, and rearranging terms, we obtain

$$
\begin{aligned}
& a^{\top} S^{\top} S\left(U U^{\top} S^{\top} S\right)^{k} b \\
= & \sum_{i_{0}, j_{0}, i_{1}, j_{1}, \cdots, i_{k}, j_{k}} a_{i_{0}} b_{j_{k}} \sigma_{i_{0}} \sigma_{i_{1}} \cdots \sigma_{i_{k}} \sigma_{j_{0}} \sigma_{j_{1}} \cdots \sigma_{j_{k}} \\
& \cdot\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle\left(U U^{\top}\right)_{j_{0}, i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle \cdots\left(U U^{\top}\right)_{j_{k-1}, i_{k}}\left\langle S_{i_{k}}, S_{j_{k}}\right\rangle \\
= & \sum_{i_{0}, j_{k}} a_{i_{0}} b_{j_{k}} \sigma_{i_{0}} \sigma_{j_{k}} \sum_{j_{0}, i_{1}, j_{1}, \cdots, i_{k}} \sigma_{i_{1}} \cdots \sigma_{i_{k}} \sigma_{j_{0}} \sigma_{j_{1}} \cdots \sigma_{j_{k-1}} \\
& \cdot\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle\left(U U^{\top}\right)_{j_{0}, i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle \cdots\left(U U^{\top}\right)_{j_{k-1}, i_{k}}\left\langle S_{i_{k}}, S_{j_{k}}\right\rangle \\
= & \sum_{i_{0}, j_{k}} \sigma_{i_{0}} \sigma_{j_{k}} Z_{i_{0}, j_{k}}
\end{aligned}
$$

where $Z_{i_{0}, j_{k}}$ is defined to be

$$
Z_{i_{0}, j_{k}}=a_{i_{0}} b_{j_{k}} \sum_{\substack{i_{1}, \cdots i_{k} \\ j_{0}, \cdots j_{k-1}}} \prod_{c=1}^{k} \sigma_{i_{c}} \prod_{c=0}^{k-1} \sigma_{j_{c}} \cdot \prod_{c=0}^{k}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle \prod_{c=1}^{k}\left(U U^{\top}\right)_{i_{c-1}, j_{c}}
$$

Note that $Z_{i_{0}, j_{k}}$ is independent of $\sigma_{i_{0}}$ and $\sigma_{j_{k}}$. We observe that in the above expression if $i_{0}=j_{0}, i_{1}=j_{1}, \cdots, i_{k}=j_{k}$, then the sum over these indices equals $a^{\top}\left(U U^{\top}\right) \cdots\left(U U^{\top}\right) b=0$, since $\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle=1$ in this case for all $c$. Moreover, the sum over all indices conditioned on $i_{k}=j_{k}$ is equal to 0 . Indeed, in this case, the expression can be factored into the form $\zeta \cdot U^{\top} b$, for some random variable $\zeta$, but $U^{\top} b=0$.

Let $W$ be a matrix with $W_{i, j}=\sigma_{i} \sigma_{j} Z_{i, j}$. We need Khintchine's inequality:

Fact 24.4.1 (Khintchine's Inequality). Let $\sigma_{1}, \ldots, \sigma_{n}$ be i.i.d. sign random variables, and let $z_{1}, \ldots, z_{n}$ be real numbers. Then there are constants $C, C^{\prime}>0$ so that

$$
\operatorname{Pr}\left[\left|\sum_{i=1}^{n} z_{i} \sigma_{i}\right| \geq C t\|z\|_{2}\right] \leq e^{-C^{\prime} t^{2}}
$$

We note that Khintchine's inequality sometimes refers to bounds on the moment of $\left|\sum_{i} z_{i} \sigma_{i}\right|$, though the above inequality follows readily by applying a Markov bound to the high moments.

We apply Fact 24.4.1 to each column of $W$, so that if $W_{i}$ is the $i$-th column, we have by a union bound that with probability $1-1 / \operatorname{poly}(n),\left\|W_{i}\right\|_{2}=O\left(\left\|Z_{i}\right\|_{2} \sqrt{\log n}\right)$ simultaneously for all columns $i$. It follows that with the same probability, $\|W\|_{F}^{2}=O\left(\|Z\|_{F}^{2} \log n\right)$, that is, $\|W\|_{F}=O\left(\|Z\|_{F} \sqrt{\log n}\right)$. We condition on this event in the remainder.

Thus, it remains to bound $\|Z\|_{F}$. By squaring $Z_{i_{0}, j_{0}}$ and using that $\mathbf{E}\left[\sigma_{i} \sigma_{j}\right]=1$ if $i=j$ and 0 otherwise, we have,

$$
\begin{equation*}
\underset{\sigma}{\mathbf{E}}\left[Z_{i_{0}, j_{k}}^{2}\right]=a_{i_{0}}^{2} b_{j_{k}}^{2} \sum_{\substack{i_{1}, \cdots i_{k} \\ j_{0}, \cdots j_{k-1}}} \prod_{c=0}^{k}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k}\left(U U^{\top}\right)_{i_{c-1}, j_{c}}^{2} \tag{24.10}
\end{equation*}
$$

We defer to Appendix 24.10 the proof that

$$
\underset{S}{\mathbf{E}}\left[\|Z\|_{F}^{2}\right] \leq(O(d(\log n) / r)+1)^{k-1} \cdot\left(d\|b\|_{2}^{2}\left(\log ^{2} n\right) / r^{2}+\|b\|_{2}^{2}(\log n) / r\right)
$$

Note that we also have the bound:

$$
(O(d(\log n) / r)+1)^{k-1} \leq\left(e^{O(d(\log n) / r)}\right)^{k-1} \leq e^{O(k d(\log n) / r)} \leq O(1)
$$

for any $r=\Omega(k d \log n)$.

Having computed the expectation of $\|Z\|_{F}^{2}$, we now would like to show concentration. Consider a specific
$Z_{i_{0}, j_{k}}=a_{i_{0}} b_{j_{k}} \sum_{i_{k}} \sigma_{i_{k}}\left\langle S_{i_{k}}, S_{j_{k}}\right\rangle \cdots \sum_{j_{1}} \sigma_{j_{1}}\left(U U^{\top}\right)_{j_{1}, i_{2}} \sum_{i_{1}} \sigma_{i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle \sum_{j_{0}} \sigma_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle\left(U U^{\top}\right)_{j_{0}, i_{1}}$.
By Fact 24.4.1, for each fixing of $i_{1}$, with probability $1-1 / \operatorname{poly}(n)$, we have

$$
\begin{equation*}
\sum_{j_{0}} \sigma_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle\left(U U^{\top}\right)_{j_{0}, i_{1}}=O(\sqrt{\log n})\left(\sum_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle^{2}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2}\right)^{\frac{1}{2}} \tag{24.11}
\end{equation*}
$$

Now, we can apply Khintchine's inequality for each fixing of $j_{1}$, and combine this with (24.11). With probability $1-1 / \operatorname{poly}(n)$, again we have

$$
\begin{aligned}
& \sum_{i_{1}} \sigma_{i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle \sum_{j_{0}} \sigma_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle\left(U U^{\top}\right)_{j_{0}, i_{1}} \\
= & \sum_{i_{1}} \sigma_{i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle O(\sqrt{\log n})\left(\sum_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle^{2}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2}\right)^{\frac{1}{2}} \\
= & O(\log n)\left(\sum_{i_{1}}\left\langle S_{i_{1}}, S_{j_{1}}\right\rangle^{2} \sum_{j_{0}}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle^{2}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Thus, we can apply Khintchine's inequality recursively over all the $2 k$ indexes $j_{0}, i_{1}, j_{1}, \cdots, j_{k-1}, i_{k}$, from which it follows that with probability $1-1 / \operatorname{poly}(n)$, for each such $i_{0}, j_{k}$, we have $Z_{i_{0}, j_{k}}^{2}=O\left(\log ^{k} n\right) \underset{S}{\mathbf{E}}\left[Z_{i_{0}, j_{k}}^{2}\right]$, using (24.18). We thus have with this probability, that $\|Z\|_{F}^{2}=$ $O\left(\log ^{k} n\right) \underset{S}{\mathbf{E}}\left[\|Z\|_{F}^{2}\right]$, completing the proof.

### 24.5 Lower bound for $\ell_{2}$ and $\ell_{\infty}$ guarantee

We prove a lower bound for the $\ell_{2}$ guarantee, which immediately implies a lower bound for the $\ell_{\infty}$ guarantee.

Definition 24.5.1. Given a matrix $A \in \mathbb{R}^{n \times d}$, vector $b \in \mathbb{R}^{n}$ and matrix $S \in \mathbb{R}^{r \times n}$, denote $x^{*}=A^{\dagger} b$. We say that an algorithm $\mathcal{A}(A, b, S)$ that outputs a vector $x^{\prime}=(S A)^{\dagger} S b$ "succeeds" if the following property holds: $\left\|x^{\prime}-x^{*}\right\|_{2} \lesssim \epsilon\|b\|_{2} \cdot\left\|A^{\dagger}\right\|_{2} \cdot\left\|A x^{*}-b\right\|_{2}$.

Theorem 24.5.1. Suppose $\Pi$ is a distribution over $\mathbb{R}^{m \times n}$ with the property that for any $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}, \operatorname{Pr}_{S \sim \Pi}[\mathcal{A}(A, b, S)$ succeeds $] \geq 19 / 20$. Then $m \gtrsim \min \left(n, d / \epsilon^{2}\right)$.

Proof. The proof uses Yao's minimax principle. Let $\mathcal{D}$ be an arbitrary distribution over $\mathbb{R}^{n \times(d+1)}$, then $\underset{(A, b) \sim \mathcal{D}}{\mathbb{E}} \underset{S \sim \Pi}{\mathbb{E}}[\mathcal{A}(A, b, S)$ succeeds $] \geq 1-\delta$. Switching the order of probabilistic quantifiers, an averaging argument implies the existence of a fixed matrix $S_{0} \in \mathbb{R}^{m \times n}$ such that

$$
\underset{(A, b) \sim \mathcal{D}}{\mathbb{E}}\left[\mathcal{A}\left(A, b, S_{0}\right) \text { succeeds }\right] \geq 1-\delta
$$

Thus, we must construct a distribution $\mathcal{D}_{\text {hard }}$ such that

$$
\underset{(A, b) \sim \mathcal{D}_{\text {hard }}}{\mathbb{E}}\left[\mathcal{A}\left(A, b, S_{0}\right) \text { succeeds }\right] \geq 1-\delta,
$$

cannot hold for any $\Pi_{0} \in \mathbb{R}^{m \times n}$ which does not satisfy $m=\Omega\left(d / \epsilon^{2}\right)$. The proof can be split into three parts. First, we prove a useful property. Second, we prove a lower bound for the case $\operatorname{rank}(S) \geq d$. Third, we show why $\operatorname{rank}(S) \geq d$ is necessary.
(I) We show that $[S A, S b]$ are independent Gaussian, if both $[A, b]$ and $S$ are or-
thonormal matrices. We can rewrite $S A$ in the following sense,

$$
\begin{align*}
\underbrace{S}_{m \times n} \cdot \underbrace{A}_{n \times d} & =\underbrace{S}_{m \times n} \underbrace{R}_{n \times n} \underbrace{R^{\top}}_{n \times n} \underbrace{A}_{n \times d} \\
& =S\left[\begin{array}{ll}
S^{\top} & \bar{S}^{\top}
\end{array}\right]\left[\begin{array}{c}
S \\
\bar{S}
\end{array}\right] A \\
& =\left[\begin{array}{ll}
I_{m} & 0
\end{array}\right]\left[\begin{array}{c}
S \\
\bar{S}
\end{array}\right] A \\
& =\left[\begin{array}{ll}
I_{m} & 0
\end{array}\right] \underbrace{\widetilde{A}}_{n \times d} \\
& =\underbrace{\widetilde{A}_{m}}_{m \times d} \tag{24.12}
\end{align*}
$$

where $\bar{S}$ is the complement of the orthonormal basis $S, I_{m}$ is a $m \times m$ identity matrix, and $\widetilde{A}_{m}$ is the left $m \times d$ submatrix of $\widetilde{A}$. Thus, using [Jia06] as long as $m=o(\sqrt{n})$ (because of $\left.n=\Omega\left(d^{3}\right)\right)$ the total variation distance between $[S A, S b]$ and a random Gaussian matrix is small, i.e.,

$$
\begin{equation*}
D_{T V}([S A, S b], H) \leq 0.01 \tag{24.13}
\end{equation*}
$$

where each entry of $H$ is i.i.d. Gaussian $\mathcal{N}(0,1 / n)$.
(II) Here we prove the theorem in the case when $S$ has rank $r \geq d$ (we will prove this is necessary in part III. Writing $S=U \Sigma V^{\top}$ in its SVD, we have

$$
\begin{equation*}
\underbrace{S}_{m \times n} A=\underbrace{U}_{m \times r} \underbrace{\Sigma}_{r \times r} \underbrace{V^{\top}}_{r \times n} R R^{\top} A=U \Sigma G \tag{24.14}
\end{equation*}
$$

where $R=\left[\begin{array}{ll}V & \bar{V}\end{array}\right]$. By a similar argument in Equation (24.12), as long as $r=o(\sqrt{n})$ we have that $G$ also can be approximated by a Gaussian matrix, where each entry is sampled from i.i.d. $\mathcal{N}(0,1 / n)$. Similarly, $S b=U \Sigma h$, where $h$ also can be approximated by a Gaussian matrix, where each entry is sampled from i.i.d. $\mathcal{N}(0,1 / n)$.

Since $U$ has linearly independent columns, $(U \Sigma G)^{\dagger} U \Sigma h=(\Sigma G)^{\dagger} U^{\top} U \Sigma h=(\Sigma G)^{\dagger} \Sigma h$.
The $r \times d$ matrix $G$ has $S V D G=\underbrace{R}_{r \times d} \underbrace{\widetilde{\Sigma}}_{d \times d} \underbrace{T}_{d \times d}$, and applying the pseudo-inverse property again, we have

$$
\begin{aligned}
\left\|(S A)^{\dagger} S b\right\|_{2} & =\left\|(\Sigma G)^{\dagger} \Sigma h\right\|_{2} \\
& =\left\|(\Sigma R \widetilde{\Sigma} T)^{\dagger} \Sigma h\right\|_{2} \\
& =\left\|T^{\dagger}(\Sigma R \widetilde{\Sigma})^{\dagger} \Sigma h\right\|_{2} \\
& =\left\|(\Sigma R \widetilde{\Sigma})^{\dagger} \Sigma h\right\|_{2} \\
& =\left\|\widetilde{\Sigma}^{\dagger}(\Sigma R)^{\dagger} \Sigma h\right\|_{2},
\end{aligned}
$$

where the the first equality follows by Equation (24.14), the second equality follows by the $S V D$ of $G$, the third and fifth equality follow by properties of the pseudo-inverse ${ }^{1}$ when $T$ has orthonormal rows and $\widetilde{\Sigma}$ is a diagonal matrix, and the fourth equality follows since $\left\|T^{\dagger}\right\|_{2}=1$ and $T$ is an orthonormal basis.

Because each entry of $G=R \widetilde{\Sigma} T \in \mathbb{R}^{r \times d}$ is sampled from an i.i.d. Gaussian $\mathcal{N}(0,1)$, using the result of [Ver10] we can give an upper bound for the maximum singular value of $G:\|\widetilde{\Sigma}\| \lesssim \sqrt{\frac{r}{n}}$ with probability at least .99. Thus,

$$
\begin{aligned}
\left\|\widetilde{\Sigma}^{\dagger}(\Sigma R)^{\dagger} \Sigma h\right\|_{2} & \geq \sigma_{\min }\left(\widetilde{\Sigma}^{\dagger}\right) \cdot\left\|(\Sigma R)^{\dagger} \Sigma h\right\|_{2} \\
& =\frac{1}{\sigma_{\max }(\widetilde{\Sigma})}\left\|(\Sigma R)^{\dagger} \Sigma h\right\|_{2} \\
& \gtrsim \sqrt{n / r}\left\|(\Sigma R)^{\dagger} \Sigma h\right\|_{2} .
\end{aligned}
$$

[^81]Because $h$ is a random Gaussian vector which is independent of $(\Sigma R)^{\dagger} \Sigma$, by Claim 24.5.2, $\mathbb{E}_{h}\left[\left\|(\Sigma R)^{\dagger} \Sigma h\right\|_{2}^{2}\right]=\frac{1}{n} \cdot\left\|(\Sigma R)^{\dagger} \Sigma\right\|_{F}^{2}$, where each entry of $h$ is sampled from i.i.d. Gaussian $\mathcal{N}(0,1 / n)$. Then, using the Pythagorean Theorem,

$$
\begin{aligned}
\left\|(\Sigma R)^{\dagger} \Sigma\right\|_{F}^{2} & =\left\|(\Sigma R)^{\dagger} \Sigma R R^{\top}\right\|_{F}^{2}+\left\|(\Sigma R)^{\dagger} \Sigma\left(I-R R^{\top}\right)\right\|_{F}^{2} \\
& \geq\left\|(\Sigma R)^{\dagger} \Sigma R R^{\top}\right\|_{F}^{2} \\
& =\left\|(\Sigma R)^{\dagger} \Sigma R\right\|_{F}^{2} \\
& =\operatorname{rank}(\Sigma R) \\
& =\operatorname{rank}(S A) \\
& =d
\end{aligned}
$$

Thus, $\left\|x^{\prime}-x^{*}\right\|_{2} \gtrsim \sqrt{d / r} \geq \sqrt{d / m}=\epsilon$.
(III) Now we show that we can assume that $\operatorname{rank}(S) \geq d$.

We sample $A, b$ based on the following distribution $\mathcal{D}_{\text {hard }}$ : with probability $1 / 2, A, b$ are sampled from $\mathcal{D}_{1}$; with probability $1 / 2, A, b$ are sampled from $\mathcal{D}_{2}$. In distribution $\mathcal{D}_{1}$, $A$ is a random orthonormal basis and $d$ is always orthogonal to $A$. In distribution $\mathcal{D}_{2}, A$ is a $d \times d$ identity matrix in the top- $d$ rows and 0 s elsewhere, while $b$ is a random unit vector. Then, for any $(A, b)$ sampled from $\mathcal{D}_{1}, S$ needs to work with probability at least $9 / 10$. Also for any $(A, b)$ sampled from $\mathcal{D}_{2}, S$ needs to work with probability at least $9 / 10$. The latter two statements follow since overall $S$ succeeds on $\mathcal{D}_{\text {hard }}$ with probability at least 19/20.

Consider the case where $A, b$ are sampled from distribution $\mathcal{D}_{2}$. Then $x^{*}=b$ and $\mathrm{OPT}=0$. Then consider $x^{\prime}$ which is the optimal solution to $\min _{x}\|S A x-S b\|_{2}^{2}$, so $x^{\prime}=$ $(S A)^{\dagger} S b=\left(S_{L}\right)^{\dagger} S_{L} b$, where $S$ can be decomposed into two matrices $S_{L} \in \mathbb{R}^{r \times d}$ and $S_{R} \in$
$\mathbb{R}^{r \times(n-d)}, S=\left[\begin{array}{ll}S_{L} & S_{R}\end{array}\right]$. Plugging $x^{\prime}$ into the original regression problem, $\left\|A x^{\prime}-b\right\|_{2}^{2}=$ $\left\|A\left(S_{L}\right)^{\dagger} S_{L} b-b\right\|_{2}^{2}$, which is at most $(1+\epsilon) \mathrm{OPT}=0$. Thus $\operatorname{rank}\left(S_{L}\right)$ is $d$. Since $S_{L}$ is a submatrix of $S$, the rank of $S$ is also $d$.

It remains to define several tools which are used in the main proof of the lower bound.
Claim 24.5.2. For any matrix $A \in \mathbb{R}^{n \times d}$, if each entry of a vector $g \in \mathbb{R}^{d}$ is chosen from an i.i.d Gaussian $\mathcal{N}\left(0, \sigma^{2}\right)$, then $\underset{g}{\mathbb{E}}\left[\|A g\|_{2}^{2}\right]=\sigma^{2}\|A\|_{F}^{2}$.

Proof.

$$
\begin{aligned}
\underset{g}{\mathbb{E}}\left[\|A g\|_{2}^{2}\right] & =\underset{g}{\mathbb{E}}\left[\sum_{i=1}^{n}\left(\sum_{j=1}^{d} A_{i j} g_{j}\right)^{2}\right] \\
& =\underset{g}{\mathbb{E}}\left[\sum_{i=1}^{n}\left(\sum_{j=1}^{d} A_{i j}^{2} g_{j}^{2}+\sum_{j \neq j^{\prime}} A_{i j} A_{i j^{\prime}} g_{j} g_{j^{\prime}}\right)\right] \\
& =\sum_{i=1}^{n} \sum_{j=1}^{d} A_{i j}^{2} \sigma^{2} \\
& =\sigma^{2}\|A\|_{F}^{2} .
\end{aligned}
$$

Let $g_{1}, g_{2}, \cdots, g_{t}$ be i.i.d. $\mathcal{N}(0,1)$ random variables. The random variables $\sum_{i=1}^{t} g_{i}^{2}$ are $X^{2}$ with $t$ degree of freedom. Furthermore, the tail bounds are known (see Lemma A.1.6).

Definition 24.5.2. Given a matrix $A \in \mathbb{R}^{n \times d}$, vector $b \in \mathbb{R}^{n}$ and matrix $S \in \mathbb{R}^{r \times n}$, denote $x^{*}=A^{\dagger} b$. We say that an algorithm $\mathcal{B}(A, b, S)$ that outputs a vector $x^{\prime}=(S A)^{\dagger} S b$ "succeeds" if the following property holds:

$$
\left\|x^{\prime}-x^{*}\right\|_{\infty} \lesssim \frac{\epsilon}{\sqrt{d}}\|b\|_{2} \cdot\left\|A^{\dagger}\right\|_{2} \cdot\left\|A x^{*}-b\right\|_{2}
$$

Applying $\left\|x^{\prime}-x\right\|_{\infty} \geq \frac{1}{\sqrt{d}}\left\|x^{\prime}-x\right\|_{2}$ to Theorem 24.5.1, we obtain the $\ell_{\infty}$ lower bound as a corollary,

Corollary 24.5.3. Suppose $\Pi$ is a distribution over $\mathbb{R}^{m \times n}$ with the property that for any $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$,

$$
\operatorname{Pr}_{S \sim \Pi}[\mathcal{B}(A, b, S) \text { succeeds }] \geq 9 / 10
$$

Then $m \gtrsim \min \left(n, d / \epsilon^{2}\right)$.

### 24.6 Proof for Gaussian case

Lemma 24.6.1. If the entries of $S \in \mathbb{R}^{m \times n}$ are i.i.d. $\quad N(0,1 / m), m=O\left(d / \epsilon^{2}\right)$, and $U^{\top} b=0$, then

$$
\left|a^{\top}(S A)^{\dagger} S b\right| \lesssim \frac{\epsilon \sqrt{\log d}}{\sqrt{d}}\|a\|_{2}\|b\|_{2}\left\|\Sigma^{-1}\right\|_{2}
$$

for any vectors $a, b$ with probability $1-1 / \operatorname{poly}(d)$.

Proof. With probability 1, the matrix $S A$ has linearly independent columns, and so $(S A)^{\dagger}$ is

$$
\begin{aligned}
& =\left(A^{\top} S^{\top} S A\right)^{-1} A^{\top} S^{\top} \\
& =\left(V \Sigma U^{\top} S^{\top} S U \Sigma V^{\top}\right)^{-1} V \Sigma U^{\top} S^{\top} \\
& =V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} \Sigma^{-1} V^{\top} V \Sigma U^{\top} S^{\top} \\
& =V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top} .
\end{aligned}
$$

Hence, we would like to bound

$$
X=a^{\top} V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top} S b .
$$

It is well-known (stated, for example, explicitly in Theorem 2.3 of [Woo14a]) that with probability $1-\exp (-d)$, the singular values of $S U$ are $(1 \pm \epsilon)$ for $m=O\left(d / \epsilon^{2}\right)$. We condition on this event. It follows that

$$
\begin{aligned}
& \left\|V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S\right\|_{2} \\
= & \left\|\Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S\right\|_{2} \\
\leq & \left\|\Sigma^{-1}\right\|_{2}\left\|\left(U^{\top} S^{\top} S U\right)^{-1}\right\|_{2}\left\|U^{\top} S\right\|_{2} \\
\leq & \left\|\Sigma^{-1}\right\|_{2} \cdot \frac{1}{1-\epsilon} \cdot(1+\epsilon) \\
= & O\left(\left\|\Sigma^{-1}\right\|_{2}\right)
\end{aligned}
$$

where the first equality uses that $V$ is a rotation, the first inequality follows by submultiplicativity, and the second inequality uses that the singular values of $S U$ are in the range $[1-\epsilon, 1+\epsilon]$. Hence, with probability $1-\exp (-d)$,

$$
\begin{equation*}
\left\|a^{\top} V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top}\right\|_{2}=O\left(\left\|\Sigma^{-1}\right\|_{2}\|a\|_{2}\right) \tag{24.15}
\end{equation*}
$$

The main observation is that since $U^{\top} b=0, S U$ is statistically independent from $S b$. Hence, $S b$ is distributed as $N\left(0,\|b\|_{2}^{2} I_{m}\right)$, conditioned on the vector $a^{\top} V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top}$. It follows that conditioned on the value of $a^{\top} V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top}, X$ is distributed as

$$
N\left(0,\|b\|_{2}^{2}\left\|a^{\top} V \Sigma^{-1}\left(U^{\top} S^{\top} S U\right)^{-1} U^{\top} S^{\top}\right\|_{2}^{2} / m\right)
$$

and so using (24.15), with probability $1-1 / \operatorname{poly}(d)$, we have

$$
|X|=O\left(\epsilon \sqrt{\log d}\|a\|_{2}\|b\|_{2}\left\|\Sigma^{-1}\right\|_{2} / \sqrt{d}\right)
$$

### 24.7 Combining Different Matrices

In some cases it can make sense to combine different matrices that satisfy the generalization bound.

Theorem 24.3.4. Let $A \in \mathbb{R}^{n \times d}$, and let $R \in \mathbb{R}^{m \times r}$ and $S \in \mathbb{R}^{r \times n}$ be drawn from distributions of matrices that are $\epsilon$-approximate OSEs and satisfy the generalization bound (24.6). Then $R S$ satisfies the generalization bound with a constant factor loss in failure probability and approximation factor.

Proof. For any vectors $a, b$, and $x^{*}=A^{\dagger} b$ we want to show

$$
\left|a^{\top}(R S A)^{\dagger} R S b-a^{\top} x^{*}\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\left\|b-A x^{*}\right\|_{2}\left\|A^{\dagger}\right\|_{2}
$$

As before, it suffices to consider the $x^{*}=0$ case. We have with probability $1-\delta$ that

$$
\left|a^{\top}(S A)^{\dagger} S b\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\|b\|_{2}\left\|A^{\dagger}\right\|_{2}
$$

suppose this happens. We also have by the properties of $R$, applied to $S A$ and $S b$, that

$$
\left|a^{\top}(R S A)^{\dagger} R S b-a^{\top}(S A)^{\dagger} S b\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\|S b\|_{2}\left\|(S A)^{\dagger}\right\|_{2}
$$

Because $S$ is an OSE, we have $\|S b\|_{2} \leq(1+\epsilon)$ and $\left\|(S A)^{\dagger}\right\|_{2} \gtrsim(1-\epsilon)\left\|A^{\dagger}\right\|_{2}$. Therefore

$$
\left|a^{\top}(R S A)^{\dagger} R S b\right| \lesssim \frac{\epsilon}{\sqrt{d}}\|a\|_{2}\|b\|_{2}\left\|A^{\dagger}\right\|_{2}
$$

We describe a few of the applications of combining sketches.

### 24.7.1 Removing dependence on $n$ via Count-Sketch

One of the limitations of the previous section is that the choice of $k$ depends on $n$. To prove that theorem, we have to assume that $\log d>\log \log n$. Here, we show an approach to remove that assumption.

The main idea is instead of applying matrix $S \in \mathbb{R}^{m \times n}$ to matrix $A \in \mathbb{R}^{n \times d}$ directly, we pick two matrices $S \in \mathbb{R}^{m \times \operatorname{poly}(d)}$ and $C \in \mathbb{R}^{\text {poly }(d) \times n}$, e.g. $S$ is FastJL matrix and $C$ is Count-Sketch matrix with $s=1$. We first compute $C \cdot A$, then compute $S \cdot(C A)$. The benefit of these operations is $S$ only needs to multiply with a matrix $(C A)$ that has poly $(d)$ rows, thus the assumption we need is $\log d>\log \log (\operatorname{poly}(d))$ which is always true. The reason for choosing $C$ as a Count-Sketch matrix with $s=1$ is: $(1) \mathrm{nnz}(C A) \leq \mathrm{nnz}(A)(2)$ The running time is $O(\operatorname{poly}(d) \cdot d+\operatorname{nnz}(A))$.

### 24.7.2 Combining Gaussians and SRHT

By combining Gaussians with SRHT matrices, we can embed into the optimal dimension $O\left(d / \epsilon^{2}\right)$ with fast $\widetilde{O}\left(n d \log n+d^{\omega} / \epsilon^{4}\right)$ embedding time.

### 24.7.3 Combining all three

By taking Gaussians times SRHT times Count-Sketch, we can embed into the optimal dimension $O\left(d / \epsilon^{2}\right)$ with fast $O\left(\operatorname{nnz}(A)+d^{4} \operatorname{poly}\left(\frac{1}{\epsilon}, \log d\right)\right)$ embedding time.

### 24.8 Count-Sketch does not obey the $\ell_{\infty}$ guarantee

Here we demonstrate an $A$ and a $b$ such that Count-Sketch will not satisfy the $\ell_{\infty}$ guarantee with constant probability, so such matrices cannot satisfy the generalization guar-
antee (24.6) with high probability.

Theorem 24.8.1. Let $S \in \mathbb{R}^{m \times n}$ be drawn as a Count-Sketch matrix with $s$ nonzeros per column. There exists a matrix $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$ such that, if $s^{2} d \lesssim m \lesssim \sqrt{d^{3} s}$, then the "true" solution $x^{*}=A^{\dagger} b$ and the approximation $x^{\prime}=(S A)^{\dagger} S b$ have large $\ell_{\infty}$ distance with constant probability:

$$
\left\|x^{\prime}-x^{*}\right\|_{\infty} \gtrsim \sqrt{\frac{d}{m s}}\|b\|_{2}
$$

Plugging in $m=d^{1.5}$ and $s=d^{0.25}$ we find that

$$
\left\|x^{\prime}-x^{*}\right\|_{\infty} \gtrsim 1 / d^{3 / 8}\|b\|_{2} \gg 1 / \sqrt{d}\|b\|_{2},
$$

even though such a matrix is an OSE with probability exponential in $s$. Therefore there exists a constant $c$ for which this matrix does not satisfy the generalization guarantee (24.6) with $1-\frac{c}{d}$ probability.

Proof. We choose the matrix $A$ to be the identity on its top $d$ rows: $A=\left[\begin{array}{c}I_{d} \\ 0\end{array}\right]$. Choose some $\alpha \geq 1$, set the value of the first $d$ coordinates of vector $b$ to be $\frac{1}{\sqrt{d}}$ and set the value to be $1 / \sqrt{\alpha}$ for the next $\alpha$ coordinates, with the remaining entries all zero. Note that $\|b\|_{2}=\sqrt{2}$, $x^{*}=(1 / \sqrt{d}, \ldots, 1 / \sqrt{d})$, and $\left\|A x^{*}-b\right\|_{2}=1$.

Let $S_{k}$ denote the $k$ th column vector of matrix $S \in \mathbb{R}^{m \times n}$. We define two events, Event I, $\forall k^{\prime} \in[d]$ and $k^{\prime} \neq k$, we have $\operatorname{supp}\left(S_{k^{\prime}}\right) \cap \operatorname{supp}\left(S_{k}\right)=\emptyset$; Event II, $\exists$ a unique $k^{\prime} \in\{d+1, d+2, \cdots, d+\alpha\}$ such that $\left|\operatorname{supp}\left(S_{k^{\prime}}\right) \cap \operatorname{supp}\left(S_{k}\right)\right|=1$, and all other $k^{\prime}$ have $\operatorname{supp}\left(S_{k^{\prime}}\right) \cap \operatorname{supp}\left(S_{k}\right)=\emptyset$. Using Claim 24.8.2, with probability at least .99 there exists a $k$ for which both events hold.

Given the constructions of $A$ and $b$ described early, it is obvious that

$$
A x-b=\left[x_{1}-\frac{1}{\sqrt{d}}, \cdots, x_{d}-\frac{1}{\sqrt{d}},-\frac{1}{\sqrt{\alpha}}, \cdots,-\frac{1}{\sqrt{\alpha}}, 0, \cdots, 0\right]^{\top} .
$$

Conditioned on event I and II are holding, then denote $\operatorname{supp}\left(S_{j}\right)=\left\{i_{1}, i_{2}, \cdots, i_{s}\right\}$. Consider the terms involving $x_{j}$ in the quadratic form

$$
\min _{x}\|S A x-S b\|_{2}^{2}
$$

it can be written as $(s-1)\left(x_{j}-1 / \sqrt{d}\right)^{2}+\left(x_{j}-1 / \sqrt{d} \pm 1 / \sqrt{\alpha}\right)^{2}$. Hence the optimal $x^{\prime}$ will have $x_{j}^{\prime}=\frac{1}{\sqrt{d}} \pm \frac{1}{s \sqrt{\alpha}}$, which is different from the desired $1 / \sqrt{d}$ by $\frac{1}{s \sqrt{\alpha}}$. Plugging in our requirement of $\alpha \bar{\sim} m^{2} /\left(s^{3} d^{2}\right)$, we have

$$
\left\|x^{\prime}-x^{*}\right\|_{\infty} \geq \frac{1}{s \sqrt{\alpha}} \gtrsim c \sqrt{\frac{s d^{2}}{m^{2}}} \gtrsim \frac{1}{\sqrt{d}}
$$

where the last inequality follows by $m \lesssim \sqrt{s d^{3}}$. Thus, we get the result.

Claim 24.8.2. If $m=\Omega\left(s^{2} d\right), m=o\left(d^{2}\right), \alpha<d$, and $\alpha=O\left(\frac{m^{2}}{s^{3} d^{2}}\right)$, with probability at least .99 there exists a $k \in[d]$ for which both event I and II hold.

Proof. If $m=\Omega\left(s^{2} d\right)$, then for any $i$ in $\{1,2, \ldots, d\}$, let $X_{i}$ be an indicator that the entries of column i are disjoint from all $i^{\prime}$ in $[d] \backslash\{i\}$. Then $\mathbb{E}\left[X_{i}\right] \geq .9999$, so by Markov's inequality, with probability .99 , we have $.99 d$ columns having this property (indeed, the expected value of $d-X$ is at most $.0001 d$, so $\left.\operatorname{Pr}[d-X \geq .01 d] \leq \frac{\mathbb{E}[d-X]}{.01 d} \leq \frac{.0001 d}{.01 d}=.01\right)$. Define Event $E$ to be that $.99 d$ columns of first $d$ columns have the property that the entries of that column


Figure 24.2: Count Sketch matrix $S \in \mathbb{R}^{m \times n}$. Event I, for any $k^{\prime} \in[d]$ and $k^{\prime} \neq k$, $\operatorname{supp}\left(S_{k}\right) \cap \operatorname{supp}\left(S_{k^{\prime}}\right)=\emptyset$. Event II, there exists a unique $k^{\prime} \in\{d+1, d+2, \cdots, d+\alpha\}$ such that $S_{k}$ and $S_{k^{\prime}}$ intersect at exactly one location(row index).
are disjoint from all the other $d-1$ columns. Let $S$ be the set of these $.99 d$ columns. Let $N$ be the union of supports of columns in $S$.

Each column $i$ in $\{d+1, \ldots, d+\alpha\}$ chooses $s$ non-zero entries. Define event $F$ ( which is similar as event $E$ ) to be that $.99 \alpha$ columns of the next $\alpha$ columns have the property that the entries of that column are disjoint from all the other $\alpha-1$ columns. By the same argument, since $\alpha<d$, with probability . 99 , we have $.99 \alpha$ columns in $\{d+1, \ldots, d+\alpha\}$ being disjoint from other columns in $\{d+1, \ldots, d+\alpha\}$. Condition on event $F$ holding. Let $L$ be the multiset union of supports of all columns in $\{d+1, \ldots, d+\alpha\}$. Then $L$ has size $\alpha \cdot s$. Let
$M$ be the union of supports of all columns in $\{d+1, \ldots, d+\alpha\}$, that is, the set union rather than the multiset union. Note that $|M| \geq .99 \alpha \cdot s$ because of $.99 \alpha$ columns are disjoint from each other.

The intersection size $x$ of $N$ and $M$ is hyper-geometrically distributed with expectation

$$
\mathbb{E}[x]=\frac{s|S| \cdot|M|}{m}
$$

By a lower tail bound for the hypergeometric distribution ${ }^{2}$,

$$
\operatorname{Pr}[x \leq(p-t) n] \leq \exp \left(-2 t^{2} n\right)
$$

where $p=s \cdot|S| / m$ and $n=|M|$, so

$$
\operatorname{Pr}[x \leq \mathbb{E}[x]-t \cdot|M|] \leq \exp \left(-2 t^{2} \cdot|M|\right) \leq 0.01
$$

where the last inequality follows by setting $t=\Theta(1 / \sqrt{|M|})$. Thus, we get with probability .99, the intersection size is at least $\frac{s|S| \cdot|M|}{m}-\Theta(\sqrt{|M|})$.

Now let $W$ be the distinct elements in $L \backslash M$, so necessarily $|W| \leq .01 \alpha \cdot s$. By an upper tail bound for the hypergeometric distribution, the intersection size $y$ of $W$ and $N$ satisfies

$$
\operatorname{Pr}[y \geq(p+t) n] \leq \exp \left(-2 t^{2} n\right)
$$

where $p=s \cdot|S| / m$ and $n=|W|$, we again get

$$
\operatorname{Pr}[y \geq \mathbb{E}[y]+t \cdot|W|] \leq \exp \left(-2 t^{2} \cdot|W|\right)
$$

[^82]If $|W|=0$, then $y=0$. Otherwise, we can set $t=\Theta(1 / \sqrt{|W|})$ so that this probability is less than .01 , and we get with probability .99 , the intersection size $y$ is at most $s \cdot|S| \cdot|W| / m+$ $\Theta(\sqrt{|W|})$. Note that we have that $\Theta(\sqrt{|M|})$ and $\Theta(\sqrt{|W|})$ are bounded by $\Theta(\sqrt{s \cdot \alpha})$. Setting $\alpha=O\left(\frac{m^{2}}{s^{3} d^{2}}\right)$ suffices to ensure $y$ is at most (1.01)s $\cdot|S| \cdot|W| / m$, and earlier that $x$ is at least $.99 \cdot s \cdot|S| \cdot|M| / m$.

The probability one of the $|S|$ blocks in $N$ has two or more intersections with $M$ is less than $\binom{x}{2}$ times the probability two random distinct items in the intersection land in the block. This probability is

$$
\frac{\binom{x}{2} \cdot\binom{s}{2}}{\binom{s \cdot|S|}{2}}=\Theta\left(x^{2} /|S|^{2}\right)=\Theta\left(x^{2} / d^{2}\right)=\Theta\left(m^{2} /\left(d^{4} s^{2}\right)\right)
$$

So the expected number of such blocks is $\Theta\left(m^{2} s d /\left(d^{4} s^{2}\right)\right)=\Theta\left(m^{2} /\left(d^{3} s\right)\right)$ which is less than $(.99 \cdot s \cdot|S| \cdot|M|) /(2 m) \leq X / 2$ if $m=o\left(d^{2}\right)$, which we have. So, there are at least $x / 2$ blocks which have intersection size exactly 1 with $N$. Note that the number of intersections of the $|S|$ blocks with $W$ is at most $y$, which is at most (1.01) $s \cdot|S| \cdot|W| / m \leq(1.01) s \cdot|S| \cdot \frac{1}{99} \cdot|M| / m<$ $x / 2$, and therefore there exists a block, that is, a column among the first $d$ columns, which intersects $M$ in exactly one position and does not intersect $W$. This is our desired column. Thus, we complete the proof.

### 24.9 Leverage score sampling does not obey the $\ell_{\infty}$ guarantee

Not only does Count-Sketch fail, but so does leverage score sampling, which is a technique that takes a subsample of rows of $A$ with rescaling. In this section we show an $A$ and a $b$ such that leverage score sampling will not satisfy the $\ell_{\infty}$ guarantee. We start with a formal definition of leverage scores.

Definition 24.9.1 (Leverage Scores). Given an arbitrary $n \times d$ matrix $A$, with $n>d$, let $U$ denote the $n \times d$ matrix consisting of the $d$ left singular vectors of $A$, let $U_{(i)}$ denote the $i$-th row of the matrix $U$, so $U_{(i)}$ is a row vector. Then the leverage scores of the rows of $A$ are given by $l_{i}=\left\|U_{(i)}\right\|_{2}^{2}$, for $i \in[n]$.

The leverage score sampling matrix can be thought of as a square diagonal matrix $D \in \mathbb{R}^{n \times n}$ with diagonal entries chosen from some distribution. If $D_{i i}=0$, it means we do not choose the $i$-th row of matrix $A$., If $D_{i i}>0$, it means we choose that row of the matrix $A$ and also rescale that row. We show that the leverage score sampling matrix cannot achieve $\ell_{\infty}$ guarantee, nor can it achieve our notion of generalization error.

Theorem 24.9.1. Let $D \in \mathbb{R}^{n \times n}$ be a leverage score sampling matrix with $m$ nonzeros on the diagonal. There exists a matrix $A \in \mathbb{R}^{n \times d}$ and a vector $b \in \mathbb{R}^{n}$ such that, if $m \lesssim d \sqrt{d}$, then the "true" solution $x^{*}=A^{\dagger} b$ and the approximation $x^{\prime}=(D A)^{\dagger} D b$ have large $\ell_{\infty}$ distance with constant probability:

$$
\left\|x^{\prime}-x^{*}\right\|_{\infty} \gtrsim \frac{1}{\sqrt{d}}\|b\|_{2}
$$

Therefore there exists a constant $c$ for which this matrix does not satisfy the generalization guarantee (24.6) with $1-\frac{c}{d}$ probability.

Proof. We choose the matrix $A$ to be the identity on its top $d$ rows, and $L$ scaled identity matrices $\frac{1}{\sqrt{\alpha d}} I_{d}$ for the next $d L$ rows, where $L$ satisfies $\frac{1}{d}+\frac{1}{\alpha d} L=1$ (to normalize each column of $A$ ), which implies $L=\alpha(d-1)$. Choose some $\beta \in[1, d)$. Set the value of the first $d$ coordinates of vector $b$ to be $\frac{1}{\sqrt{d}}$ and set the value to be $\frac{1}{\sqrt{\beta}}$ for the next $\beta$ coordinates, with the remaining entries all zero. Note that $\|b\|_{2}=\sqrt{2}$.

First, we compute $\|A x-b\|_{2}^{2}$. Because $\beta$ is less than $d$, there are two kinds of $x_{j}$ : one involves the following term,

$$
\begin{equation*}
\left(\frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{d}}\right)^{2}+(L-1)\left(\frac{1}{\sqrt{\alpha d}} x_{j}\right)^{2} \tag{24.16}
\end{equation*}
$$

where the optimal $x_{j}$ should be set to $1 / d$. The other involves the term:

$$
\begin{equation*}
\left(\frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{d}}\right)^{2}+\left(\frac{1}{\sqrt{\alpha d}} x_{j}-\frac{1}{\sqrt{\beta}}\right)^{2}+(L-1)\left(\frac{1}{\sqrt{\alpha d}} x_{j}\right)^{2} \tag{24.17}
\end{equation*}
$$

where the optimal $x_{j}$ should be set to $1 / d+1 / \sqrt{\alpha \beta d}$. Because we are able to choose $\alpha, \beta$ such that $\alpha \beta \gtrsim d$, then

$$
x_{j}=1 / d+1 / \sqrt{\alpha \beta d} \lesssim 1 / d
$$

Second, we compute $\|D A x-D b\|_{2}^{2}$. With high probability, there exists a $j$ satisfying Equation (24.17), but after applying leverage score sampling, the middle term of Equation (24.17) is removed. Let $p_{1}=\frac{1}{d}$ denote the leverage score of each of the top $d$ rows of $A$, and let $p_{2}=\frac{1}{\alpha d}$ denote the leverage score of each of the next $L d$ rows of $A$. We need to discuss the cases $m>d$ and $m \leq d$ separately.

If $m>d$, then the following term involves $x_{j}$,

$$
\begin{aligned}
& \left(\frac{1}{\sqrt{p_{1}}} \frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{p_{1}}} \frac{1}{\sqrt{d}}\right)^{2}+\frac{m-d}{d} \cdot\left(\frac{1}{\sqrt{p_{2}}} \frac{1}{\sqrt{\alpha d}} x_{j}\right)^{2} \\
= & \frac{1}{p_{1}}\left(\frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{d}}\right)^{2}+\frac{m-d}{d} \cdot \frac{1}{p_{2}}\left(\frac{1}{\sqrt{\alpha d}} x_{j}\right)^{2} \\
= & d\left(\left(\frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{d}}\right)^{2}+\frac{m-d}{d} \alpha\left(\frac{1}{\sqrt{\alpha d}} x_{j}\right)^{2}\right) .
\end{aligned}
$$

where the optimal $x_{j}$ should be set to

$$
\begin{array}{rlr}
x_{j} & =\frac{1 / d}{1 / d+(m-d) \alpha /\left(\alpha d^{2}\right)} \\
& =\frac{1}{1+(m-d) / d} & \\
& \gtrsim \frac{1}{(m-d) / d} & \text { by } m \ll d \sqrt{d}
\end{array}
$$

If $m \leq d$, then the term involving $x_{j}$ is $\left(\frac{1}{\sqrt{p_{1}}} \frac{1}{\sqrt{d}} x_{j}-\frac{1}{\sqrt{p_{1}}} \frac{1}{\sqrt{d}}\right)^{2}$ where the optimal $x_{j}$ should be set to be $1 \gg 1 / \sqrt{d}$.

Third, we need to compute $\left\|A x^{*}-b\right\|_{2}^{2}$ and $\sigma_{\min }(A)$. It is easy to see that $\sigma_{\min }(A)$ because $A$ is an orthonormal matrix. The upper bound for $\left\|A x^{*}-b\right\|_{2}^{2}=2$, and the lower bound is also a constant, which can be proved in the following way:

$$
\left\|A x^{*}-b\right\|_{2}^{2}=\sum_{j=1}^{\beta}(24.16)+\sum_{j=\beta+1}^{d}(24.17) \geq d\left(\frac{1}{\sqrt{d}} \frac{1}{d}-\frac{1}{\sqrt{d}}\right)^{2} \gtrsim d \cdot \frac{1}{d}=1
$$

### 24.10 Bounding $\mathbb{E}\left[\|Z\|_{F}^{2}\right]$

Before getting into the proof details, we define the key property of $S$ being used in the rest of the proofs.

Definition 24.10.1 (All Inner Product $\operatorname{Small}(A I P S)$ Property). For any matrix $S \in \mathbb{R}^{r \times n}$, if for all $i, j \in[n]$ with $i \neq j$ we have

$$
\left|\left\langle S_{i}, S_{j}\right\rangle\right|=O(\sqrt{\log n} / \sqrt{r})
$$

we say that $S$ satisfies the "AIPS" property.

Claim 24.10.1. If $S \in \mathbb{R}^{r \times n}$ is a subsampled Hadamard transform matrix, then the AIPS property holds with probability at least $1-1 / \operatorname{poly}(n)$.

Proof. From the structure of $S$, for any $i \neq j$, we have with probability $1-1 / \operatorname{poly}(n)$ such that $\left|\left\langle S_{i}, S_{j}\right\rangle\right|=O(\sqrt{\log n} / \sqrt{r})$. Applying a union bound over $O\left(n^{2}\right)$ pairs, we obtain that

$$
\operatorname{Pr}[\text { AIPS holds }] \geq 1-1 / \operatorname{poly}(n)
$$

The main idea for bounding $\mathbb{E}\left[\|Z\|_{F}^{2}\right]$ is to rewrite it as $\mathbb{E}\left[\|Z\|_{F}^{2}\right]=\mathbb{E}\left[\|Z\|_{F}^{2} \mid\right.$ AIPS holds $]+$ $\mathbb{E}\left[\|Z\|_{F}^{2} \mid\right.$ AIPS does not hold $]$. Because $\operatorname{Pr}[$ AIPS does not hold $]$ is at most $1 / \operatorname{poly}(n)$, the first term dominates the second term, which means we only need to pay attention to the first term. We repeatedly apply this idea until all the $S$ are removed.

We start by boundinbg $\mathbb{E}\left[\|Z\|_{F}^{2}\right]$ by squaring $Z_{i_{0}, j_{0}}$ and using that $\mathbb{E}\left[\sigma_{i} \sigma_{j}\right]=1$ if $i=j$ and 0 otherwise. Then, we obtain,

$$
\begin{equation*}
\underset{\sigma}{\mathbb{E}}\left[Z_{i_{0}, j_{k}}^{2}\right]=a_{i_{0}}^{2} b_{j_{k}}^{2} \sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}} \prod_{c=0}^{k}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k}\left(U U^{\top}\right)_{i_{c-1}, j_{c}}^{2} . \tag{24.18}
\end{equation*}
$$

We thus have,

$$
\sum_{i_{0}, j_{k}, j_{k} \neq i_{k}} a_{i_{0}}^{2}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle^{2} b_{j_{k}}^{2}\left\langle S_{i_{k}}, S_{j_{k}}\right\rangle^{2}=a_{j_{0}}^{2}\|b\|_{2}^{2} O((\log n) / r)+\|a\|_{2}^{2}\|b\|_{2}^{2} O\left(\left(\log ^{2} n\right) / r^{2}\right) \stackrel{\text { def }}{=} C_{j_{0}}
$$

where the first equality is from our conditioning, and the second equality is the definition
of $C_{j_{0}}$. Hence, $\underset{S}{\mathbb{E}}\left[\|Z\|_{F}^{2}\right]$ is

$$
\begin{aligned}
& =\sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}} \prod_{c=1}^{k-1}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} \cdot \sum_{i_{0}, j_{k}, j_{k} \neq i_{k}} a_{i_{0}}^{2}\left\langle S_{i_{0}}, S_{j_{0}}\right\rangle^{2} b_{j_{k}}^{2}\left\langle S_{i_{k}}, S_{j_{k}}\right\rangle^{2} \\
& =\sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}} \prod_{c=1}^{k-1}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
& =\sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}}\left\langle S_{i_{k-1}}, S_{j_{k-1}}\right\rangle^{2}\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}},
\end{aligned}
$$

where the first equality follows from (24.18), the second equality by definition of $C_{j_{0}}$, and the final equality by factoring out $c=k-1$ from one product and $c=k-2$ from the other product.

The way to bound the term $\left\langle S_{i_{k-1}}, S_{j_{k-1}}\right\rangle$ is by separating the diagonal term where $i_{k-1}=j_{k-1}$ and the non-diagonal term where $i_{k-1} \neq j_{k-1}$. We now use the aforementioned property of $S$, namely, that $\left\langle S_{i_{k-1}}, S_{j_{k-1}}\right\rangle=1$, if $i_{k-1}=j_{k-1}$, while for $i_{k-1} \neq j_{k-1}$, we have with probability $1-1 / \operatorname{poly}(n)$ that $\left|\left\langle S_{i_{k-1}}, S_{j_{k-1}}\right\rangle\right|=O(\sqrt{\log n} / \sqrt{r})$ conditioned on AIPS holding.

Conditioned on AIPS holding, we can recursively reduce the number of terms in the
product:

$$
\begin{aligned}
& \|Z\|_{F}^{2} \\
= & \sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}, i_{k-1} \neq j_{k-1}} O((\log n) / r) \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
+ & \sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}, i_{k-1}=j_{k-1}} 1 \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
\leq & \sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}} O((\log n) / r) \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
+ & \sum_{i_{1}, \cdots i_{k}, j_{0}, \cdots j_{k-1}, i_{k-1}=j_{k-1}} 1 \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}},
\end{aligned}
$$

where the first equality follows from the property just mentioned, and the inequality follows by including back the tuples of indices for which $i_{k-1}=j_{k-1}$, using that each summand is non-negative.

Our next step will be to bound the term $\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2}$. We have, $\|Z\|_{F}^{2}$ is

$$
\begin{aligned}
& \leq \sum_{i_{k}, j_{k-1}}\left(U U^{\top}\right)_{i_{k}, j_{k-1}}^{2} \sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, \cdots, j_{k-2}}} O((\log n) / r) \\
& \cdot \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
& +\sum_{\substack{i_{1}, \cdots, i_{k} \\
j_{0}, \cdots, k_{k-1} \\
i_{k},-1=j_{k-1}}} 1 \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
& =\underbrace{O(d(\log n) / r) \sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, \cdots, j_{k-2}}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}}}_{B} \\
& +\underbrace{}_{\begin{array}{c}
\sum_{\substack{i_{1}, \cdots, i_{k} \\
j_{0}, \cdots, j_{k-1} \\
i_{k-1}=j_{k-1}}} 1 \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}}
\end{array}}
\end{aligned}
$$

where the equality uses that $\sum_{i_{k}, j_{k-1}}\left(U U^{\top}\right)_{i_{k}, j_{k-1}}^{2}=\left\|U U^{\top}\right\|_{F}^{2}=d$. We first upper bound
term $B$ :

$$
\begin{aligned}
& =\sum_{\substack{i_{1}, \cdots, i_{k} \\
j_{0}, \cdots, j_{k-1} \\
i_{k-1}=j_{k-1}}} 1 \cdot\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
& =\sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, j_{1}, \cdots, j_{k-1} \\
i_{k-1}=j_{k-1}}} C_{j_{0}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} \sum_{i_{k}}\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2} \\
& =\sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, j_{1}, \cdots, j_{k-1} \\
i_{k-1}=j_{k-1}}} C_{j_{0}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2}\left|e_{j_{k-1}} U U^{\top}\right|^{2} \\
& \leq \sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, j_{1}, \cdots, j_{k-1} \\
i_{k-1}=j_{k-1}}} C_{j_{0}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} 1 \\
& =\sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, j_{1}, \cdots, j_{k-2}}} C_{j_{0}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2}, \\
& =\sum_{c=1},
\end{aligned}
$$

where the first equality is the definition of $B$, the second equality follows by separating out the index $i_{k}$, the third equality uses that $\sum_{i_{k}}\left(U U^{\top}\right)_{j_{k-1}, i_{k}}^{2}=\left\|e_{j_{k-1}} U U^{\top}\right\|_{2}^{2}$, that is, the squared norm of the $j_{k-1}$-th row of $U U^{\top}$, the inequality follows since all rows of a projection matrix $U U^{\top}$ have norm at most 1 , and the final equality uses that $j_{k-1}$ no longer appears in the expression.

We now merge our bounds for the terms $A$ and $B$ in the following way:

$$
\begin{aligned}
& \|Z\|_{F}^{2} \\
\leq & A+B \\
\leq & O(d(\log n) / r) \sum_{\substack{i_{1}, \ldots, i_{k-1} \\
j_{0}, \cdots, j_{k-2}}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
+ & \sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, j_{1}, \cdots, j_{k-2}}} C_{j_{0}} \prod_{c=1}^{k-2}\left\langle S_{i_{c},}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} \\
= & (O(d(\log n) / r)+1) \sum_{\substack{i_{1}, \cdots, i_{k-1} \\
j_{0}, \cdots, j_{k-2}}} \prod_{c=1}^{k-2}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
\leq & \cdots \\
\leq & (O(d(\log n) / r)+1)^{2} \sum_{\substack{i_{1}, \cdots, i_{k-2} \\
j_{0}, \cdots, j_{k-3}}} \prod_{c=1}^{k-3}\left\langle S_{i_{c}}, S_{j_{c}}\right\rangle^{2} \prod_{c=1}^{k-2}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
\leq & \cdots \\
\leq & (O(d(\log n) / r)+1)^{k-1} \sum_{i_{1}, j_{0}} \prod_{c=1}^{1}\left(U U^{\top}\right)_{j_{c-1}, i_{c}}^{2} C_{j_{0}} \\
\leq & (O(d(\log n) / r)+1)^{k-1}\left(d\|b\|_{2}^{2}\left(\log ^{2} n\right) / r^{2}+\|b\|_{2}^{2}(\log n) / r\right),
\end{aligned}
$$

where the first two inequalities and first equality are by definition of $A$ and $B$ above. The first inequality follows by induction, since at this point we have replaced $k$ with $k-1$, and can repeat the argument, incurring another multiplicative factor of $O(d(\log n) / r)+$ 1. Repeating the induction in this way we arrive at the last inequality. Finally, the last
inequality follows by plugging in the definition of $C_{j_{0}}$, using that $\sum_{i_{1}, j_{0}}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2}=d$, and

$$
\sum_{j_{0}, i_{1}}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2} a_{j_{0}}^{2}=\sum_{j_{0}} a_{j_{0}}^{2} \sum_{i_{1}}\left(U U^{\top}\right)_{j_{0}, i_{1}}^{2}=\sum_{j_{0}} a_{j_{0}}^{2}\left\|e_{j_{0}} U U^{\top}\right\|_{2}^{2} \leq 1,
$$

where the inequality follows since each row of $U U^{\top}$ has norm at most 1 , and $a$ is a unit vector. The final result is that

$$
\|Z\|_{F}^{2} \leq(O(d(\log n) / r)+1)^{k-1}\left(d\|b\|_{2}^{2}\left(\log ^{2} n\right) / r^{2}+\|b\|_{2}^{2}(\log n) / r\right) .
$$

## Chapter 25

## Symmetric Norm Regression

We provide efficient algorithms for overconstrained linear regression problems with size $n \times d$ when the loss function is a symmetric norm (a norm invariant under sign-flips and coordinate-permutations). An important class of symmetric norms are Orlicz norms, where for a function $G$ and a vector $y \in \mathbb{R}^{n}$, the corresponding Orlicz norm $\|y\|_{G}$ is defined as the unique value $\alpha$ such that $\sum_{i=1}^{n} G\left(\left|y_{i}\right| / \alpha\right)=1$. When the loss function is an Orlicz norm, our algorithm produces a $(1+\epsilon)$-approximate solution for an arbitrarily small constant $\epsilon>0$ in input-sparsity time, improving over the previously best-known algorithm which produces a $d \cdot$ polylog $n$-approximate solution. When the loss function is a general symmetric norm, our algorithm produces a $\sqrt{d} \cdot \operatorname{polylog} n \cdot \operatorname{mmc}(\ell)$-approximate solution in input-sparsity time, where $\operatorname{mmc}(\ell)$ is a quantity related to the symmetric norm under consideration. To the best of our knowledge, this is the first input-sparsity time algorithm with provable guarantees for the general class of symmetric norm regression problem. Our results shed light on resolving the universal sketching problem for linear regression, and the techniques might be of independent interest to numerical linear algebra problems more broadly.

This part is based upon the following previous publication

- Zhao Song, Ruosong Wang, Lin F. Yang, Hongyang Zhang, Peilin Zhong Efficient Symmetric Norm Regression via Linear Sketching.

Manuscript 2019 [SWY ${ }^{+}$19]

### 25.1 Introduction

Linear regression is a fundamental problem in machine learning. For a data matrix $A \in \mathbb{R}^{n \times d}$ and a response vector $b \in \mathbb{R}^{n}$ with $n \gg d$, the overconstrained linear regression problem can be formulated as solving the following optimization problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}} \mathcal{L}(A x-b) \tag{25.1}
\end{equation*}
$$

where $\mathcal{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a loss function. Via the technique of linear sketching, we have witnessed many remarkable speedups for linear regression for a wide range of loss functions. Such technique involves designing a sketching matrix $S \in \mathbb{R}^{r \times n}$, and showing that by solving a linear regression instance on the data matrix $S A$ and the response vector $S b$, which is usually much smaller in size, one can obtain an approximate solution to the original linear regression instance in (25.1). Sarlós showed in [Sar06] that by taking $S$ as a Fast JohnsonLindenstrauss Transform matrix [AC06], one can obtain (1+ $1+$-approximate solutions to the least square regression problem $\left(\mathcal{L}(y)=\|y\|_{2}^{2}\right)$ in $O(n d \log n+\operatorname{poly}(d / \epsilon))$ time. The running time was later improved to $O(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$ [CW13, MM13, NN13a, LMP13, Coh16a]. Here $\mathrm{nnz}(A)$ is the number of non-zero entries in the data matrix $A$, which could be much smaller than $n d$ for sparse data matrices. This technique was later generalized to other loss functions. By now, we have $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))^{1}$ time algorithms for $\ell_{p}$ norms $\left(\mathcal{L}(y)=\|y\|_{p}^{p}\right)\left[\mathrm{DDH}^{+} 09, \mathrm{MM} 13, \mathrm{WZ13}, \mathrm{CP} 15\right.$, WW19], the quantile loss function [YMM13], and $M$-estimators [CW15b, CW15a].

Despite we have successfully applied the technique of linear sketching to many different loss functions, ideally, it would be more desirable to design algorithms that work

[^83]Table 25.1: $M$-estimators

| HUBER | $\begin{cases}x^{2} / 2 & \|x\| \leq c \\ c(\|x\|-c / 2) & \|x\|>c\end{cases}$ |
| :--- | :---: |
| $\ell_{1}-\ell_{2}$ | $2\left(\sqrt{1+x^{2} / 2}-1\right)$ |
| "FAIR" | $c^{2}(\|x\| / c-\log (1+\|x\| / c))$ |

for a wide range of loss functions, instead of designing a new sketching algorithm for every specific loss function. Naturally, this leads to the following problem, which is the linear regression version of the universal sketching problem ${ }^{2}$ studied in streaming algorithms [BO10, BCWY16]. We note that similar problems are also asked and studied for various algorithmic tasks, including principal component analysis [SWZ18], sparse recovery [NSW19b], approximate nearest neighbor search $\left[\mathrm{ANN}^{+} 17, \mathrm{ANN}^{+} 18\right]$ and mean estimation with statistical queries [FGV17, LNRW19].

Question 25.1.1. Is that possible to design sketching algorithms for linear regression, that work for a wide range of loss functions?

Prior to our work, [CW15b, CW15a] studied this problem in terms of $M$-estimators, where the loss function employs the form $\mathcal{L}(y)=\sum_{i=1}^{n} G\left(y_{i}\right)$ for some function $G$. See Table 25.1 for a list a $M$-estimators. However, much less is known for the case where the loss function $\mathcal{L}(\cdot)$ is a norm, except for $\ell_{p}$ norms. Recently, Andoni et al. [ALS ${ }^{+} 18$ ] tackle Problem 25.1.1 for Orlicz norms, which can be seen as a scale-invariant version of $M$-estimators. For a function $G$ and a vector $y \in \mathbb{R}^{n}$ with $y \neq 0$, the corresponding Orlicz

[^84]norm $\|y\|_{G}$ is defined as the unique value $\alpha$ such that
\[

$$
\begin{equation*}
\sum_{i=1}^{n} G\left(\left|y_{i}\right| / \alpha\right)=1 \tag{25.2}
\end{equation*}
$$

\]

When $y=0$, we define $\|y\|_{G}$ to be 0 . Note that Orlicz norms include $\ell_{p}$ norms as special cases, by taking $G(z)=|z|^{p}$ for some $p \geq 1$. Under certain assumptions on the function $G$, $\left[A L S^{+} 18\right]$ obtains the first input-sparsity time algorithm for solving Orlicz norm regression. More precisely, in $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d \log n))$ time, their algorithm obtains a solution $\widehat{x} \in \mathbb{R}^{d}$ such that $\|A \widehat{x}-b\|_{G} \leq d \cdot \operatorname{poly} \log n \cdot \min _{x \in \mathbb{R}^{d}}\|A x-b\|_{G}$.

There are two natural problems left open by the work of $[A L S+18]$. First, the algorithm in $\left[\mathrm{ALS}^{+} 18\right]$ has approximation ratio as large as $d \cdot \operatorname{poly} \log n$. Although this result is interesting from a theoretical point of view, such a large approximation ratio is prohibited for machine learning applications in practice. Is it possible to obtain an algorithm that runs in $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$ time, with approximation ratio $1+\epsilon$, for arbitrarily small $\epsilon$, similar to the case of $\ell_{p}$ norms? Moreover, although Orlicz norm includes a wide range of norms, many other important norms, e.g., top- $k$ norms (the sum of absolute values of the leading $k$ coordinates of a vector), max-mix of $\ell_{p}$ norms (e.g. $\max \left\{\|x\|_{2}, c\|x\|_{1}\right\}$ for some $c>0$ ), and sum-mix of $\ell_{p}$ norms (e.g. $\|x\|_{2}+c\|x\|_{1}$ for some $c>0$ ), are not Orlicz norms. More complicated examples include the $k$-support norm [AFS12] and the box-norm [MPS14], which have found applications in sparse recovery. In light of Problem 25.1.1, it is natural to ask whether it is possible to apply the technique of linear sketching to a broader class of norms. In this paper, we obtain affirmative answers to both problems, and make progress towards finally resolving Problem 25.1.1.

Notations. For a matrix $A \in \mathbb{R}^{n \times d}$, we use $A_{i} \in \mathbb{R}^{d}$ to denote its $i$-th row, viewed as a column vector. For $n$ real numbers $x_{1}, x_{2}, \cdots, x_{n}$, we define $\operatorname{diag}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathbb{R}^{n \times n}$ to be the diagonal matrix where the $i$-th diagonal entry is $x_{i}$. For a vector $x \in \mathbb{R}^{n}$ and $p \geq 1$, we use $\|x\|_{p}$ to denote its $\ell_{p}$ norm, and $\|x\|_{0}$ to denote its $\ell_{0}$ norm, i.e., the number of non-zero entries in $x$. For two vectors $x, y \in \mathbb{R}^{n}$, we use $\langle x, y\rangle$ to denote their inner product. For any $n \in \mathbb{N}_{+}$, we use $[n]$ to denote the set $\{1,2, \cdots, n\}$. For $0 \leq p \leq 1$, we define $\operatorname{Ber}(p)$ to be the Bernoulli distribution with parameter $p$. We use $\mathbb{S}^{n-1}$ to denote the unit $\ell_{2}$ sphere in $\mathbb{R}^{n}$, i.e., $\mathbb{S}^{n-1}=\left\{x \in \mathbb{R}^{n} \mid\|x\|_{2}=1\right\}$. We use $\mathbb{R}_{\geq 0}$ to denote the set of all non-negative real numbers, i.e., $\mathbb{R}_{\geq 0}=\{x \in \mathbb{R} \mid x \geq 0\}$.

### 25.1.1 Our Contributions

Algorithm for Orlicz Norms. Our first contribution is a unified algorithm which produces $(1+\epsilon)$-approximate solutions to the linear regression problem in (25.1), when the loss function $\mathcal{L}(\cdot)$ is an Orlicz norm. Before introducing our results, we first give our assumptions on the function $G$ appeared in (25.2).

Assumption 25.1.2. We assume the function $G: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ satisfies the following properties:

1. $G$ is a strictly increasing convex function on $[0, \infty)$;
2. $G(0)=0$, and for all $x \in \mathbb{R}, G(x)=G(-x)$;
3. There exists some $C_{G}>0$, such that for all $0<x<y, G(y) / G(x) \leq C_{G}(y / x)^{2}$.

The first two conditions in Assumption 25.1.2 are necessary to make sure the corresponding Orlicz norm $\|\cdot\|_{G}$ is indeed a norm, and the third condition requires the function $G$
to have at most quadratic growth, which can be satisfied by all $M$-estimators in Table 25.1 and is also required by prior work [ALS $\left.{ }^{+} 18\right]$. Notice that our assumptions are weaker than those in $\left[\mathrm{ALS}^{+} 18\right]$. In $\left[\mathrm{ALS}^{+} 18\right]$, it is further required that $G(x)$ is a linear function when $x>1$, and $G$ is twice differentiable on an interval $\left(0, \delta_{G}\right)$ for some $\delta_{G}>0$. Given our assumptions on $G$, our main theorem is summarized as follow.

Theorem 25.1.3. For a function $G$ that satisfies Assumption 25.1.2, there exists an algorithm that, on any input $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, finds a vector $x^{*}$ in time $\widetilde{O}(\mathrm{nnz}(A)+$ $\operatorname{poly}(d / \epsilon))$, such that with probability at least $0.9,\left\|A x^{*}-b\right\|_{G} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{d}}\|A x-b\|_{G}$.

To the best of our knowledge, this is the first input-sparsity time algorithm with $(1+\epsilon)$-approximation guarantee, that goes beyond $\ell_{p}$ norms, the quantile loss function, and $M$-estimators. See Table 25.2 for a more comprehensive comparison with previous results.

Algorithm for Symmetric Norms. We further study the case when the loss function $\mathcal{L}(\cdot)$ is a symmetric norm. Symmetric norm is a more general class of norms, which includes all norms that are invariant under sign-flips and coordinate-permutations. Formally, we define symmetric norms as follow.

Definition 25.1.1. A norm $\|\cdot\|_{\ell}$ is called a symmetric norm, if

$$
\left\|\left(y_{1}, y_{2}, \ldots, y_{n}\right)\right\|_{\ell}=\left\|\left(s_{1} y_{\sigma_{1}}, s_{2} y_{\sigma_{2}}, \ldots, s_{n} y_{\sigma_{n}}\right)\right\|_{\ell}
$$

for any permutation $\sigma$ and any assignment of $s_{i} \in\{-1,1\}$.

Symmetric norm includes $\ell_{p}$ norms and Orlicz norms as special cases. It also includes all examples provided in the introduction, i.e., top- $k$ norms, max-mix of $\ell_{p}$ norms,

Table 25.2: Comparison between input-sparsity time linear regression algorithms

| Reference | Loss Function | Approximation Ratio |
| :---: | :---: | :---: |
| $\left[\mathrm{DDH}^{+} 09\right.$, MM13, WZ13, CP15, WW19] | $\ell_{p}$ norms | $1+\epsilon$ |
| $[$ YMM13 $]$ | Quantile loss function | $1+\epsilon$ |
| $[$ CW15b, CW15a] | $M$-estimators | $1+\epsilon$ |
| $\left[\right.$ ALS $\left.^{+} 18\right]$ | Orlicz norms | $d \cdot \operatorname{polylog} n$ |
| Theorem 25.1.3 | Orlicz norms | $1+\epsilon$ |
| Theorem 25.1.4 | Symmetric norms | $\sqrt{d} \cdot \operatorname{polylog} n \cdot \operatorname{mmc}(\ell)$ |

sum-mix of $\ell_{p}$ norms, the $k$-support norm [AFS12] and the box-norm [MPS14], as special cases. Understanding this general set of loss functions can be seen as a preliminary step to resolve Problem 25.1.1. Our main result for symmetric norm regression is summarized in the following theorem.

Theorem 25.1.4. Given a symmetric norm $\|\cdot\|_{\ell}$, there exists an algorithm that, on any input $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, finds a vector $x^{*}$ in time $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$, such that with probability at least $0.9,\left\|A x^{*}-b\right\|_{\ell} \leq \sqrt{d} \cdot \operatorname{polylog} n \cdot \operatorname{mmc}(\ell) \cdot \min _{x \in \mathbb{R}^{d}}\|A x-b\|_{\ell}$.

In the above theorem, $\operatorname{mmc}(\ell)$ is a characteristic of the symmetric norm $\|\cdot\|_{\ell}$, which has been proven to be essential in streaming algorithms for symmetric norms [ $\left.\mathrm{BBC}^{+} 17\right]$. See Definition 25.3.3 for the formal definition of $\operatorname{mmc}(\ell)$, and Section 25.3 for more details about $\operatorname{mmc}(\ell)$. In particular, for $\ell_{p}$ norms with $p \leq 2$, top- $k$ norms with $k \geq n /$ polylog $n$, max-mix of $\ell_{2}$ norm and $\ell_{1}$ norm $\left(\max \left\{\|x\|_{2}, c\|x\|_{1}\right\}\right.$ for some $\left.c>0\right)$, sum-mix of $\ell_{2}$ norm and $\ell_{1} \operatorname{norm}\left(\|x\|_{2}+c\|x\|_{1}\right.$ for some $\left.c>0\right)$, the $k$-support norm, and the box-norm, $\operatorname{mmc}(\ell)$ can all be upper bounded by polylog $n$, which implies our algorithm has approximation ratio $\sqrt{d} \cdot$ polylog $n$ for all these norms. This clearly demonstrates the generality of our algorithm.

### 25.1.2 Technical Overview

Similar to previous works on using linear sketching to speed up solving linear regression, our core technique is to provide efficient dimensionality reduction methods for Orlicz norms and general symmetric norms. In this section, we discuss the techniques behind our results.

Row Sampling Algorithm for Orlicz Norms. Compared to prior work on Orlicz norm regression $\left[\mathrm{ALS}^{+} 18\right]$ which is based on random projection ${ }^{3}$, our new algorithm is based on row sampling. For a given matrix $A \in \mathbb{R}^{n \times d}$, our goal is to output a sparse weight vector $w \in \mathbb{R}^{n}$ with at most poly $(d \log n / \epsilon)$ non-zero entries, such that with high probability, for all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
(1-\epsilon)\|A x-b\|_{G} \leq\|A x-b\|_{G, w} \leq(1+\epsilon)\|A x-b\|_{G} . \tag{25.3}
\end{equation*}
$$

Here, for a weight vector $w \in \mathbb{R}^{n}$ and a vector $y \in \mathbb{R}^{n}$, the weighted Orlicz norm $\|y\|_{G, w}$ is defined as the unique value $\alpha$ such that $\sum_{i=1}^{n} w_{i} G\left(\left|y_{i}\right| / \alpha\right)=1$. See Definition 25.2.1 for the formal definition of weighted Orlicz norm. To obtain a $(1+\epsilon)$-approximate solution to Orlicz norm regression, by (25.3), it suffices to solve

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}}\|A x-b\|_{G, w} . \tag{25.4}
\end{equation*}
$$

Since the vector $w \in \mathbb{R}^{n}$ has at most poly $(d \log n / \epsilon)$ non-zero entries, and we can ignore all rows of $A$ with zero weights, there are at most $\operatorname{poly}(d \log n / \epsilon)$ remaining rows in $A$ in the optimization problem in (25.4). Furthermore, as we show in Lemma 25.2.1, $\|\cdot\|_{G, w}$ is

[^85]a seminorm, which implies we can solve the optimization problem in (25.4) in poly $(d \log n / \epsilon)$ time, by simply solving a convex program with size poly $(d \log n / \epsilon)$. Thus, we focus on how to obtain the weight vector $w \in \mathbb{R}^{n}$ in the remaining part. Furthermore, by taking $\mathbf{A b}$ to be a matrix whose first $d$ columns are $A$ and last column is $b$, to satisfy (25.3), it suffices to find a weight vector $w$ such that for all $x \in \mathbb{R}^{d+1}$,
\[

$$
\begin{equation*}
(1-\epsilon)\|\mathbf{A} \mathbf{b} x\|_{G} \leq\|\mathbf{A} \mathbf{b} x\|_{G, w} \leq(1+\epsilon)\|\mathbf{A} \mathbf{b} x\|_{G} \tag{25.5}
\end{equation*}
$$

\]

Hence, we ignore the response vector $b$ in the remaining part of the discussion.
We obtain the weight vector $w$ via importance sampling. We compute a set of sampling probabilities $\left\{p_{i}\right\}_{i=1}^{n}$ for each row of the data matrix $A$, and sample the rows of $A$ according to these probabilities. The $i$-th entry of the weight vector $w$ is then set to be $w_{i}=1 / p_{i}$ with probability $p_{i}$ and $w_{i}=0$ with probability $1-p_{i}$. However, unlike $\ell_{p}$ norms, Orlicz norms are not "entry-wise" norms, and it is not even clear that such a sampling process gives an unbiased estimation. Our key insight here is that for a vector $A x$ with unit Orlicz norm, if for all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
(1-\epsilon) \sum_{i=1}^{n} G\left((A x)_{i}\right) \leq \sum_{i=1}^{n} w_{i} G\left((A x)_{i}\right) \leq(1+\epsilon) \sum_{i=1}^{n} G\left((A x)_{i}\right) \tag{25.6}
\end{equation*}
$$

then (25.5) holds, which follows from the convexity of the function $G$. See Lemma 25.2.5 and its proof for more details. Therefore, it remains to develop a way to define and calculate $\left\{p_{i}\right\}_{i=1}^{n}$, such that the total number of sampled rows is small.

Our method for defining and computing sampling probabilities $p_{i}$ is inspired by row sampling algorithms for $\ell_{p}$ norms [ $\left.\mathrm{DDH}^{+} 09\right]$. Here, the key is to obtain an upper bound on the contribution of each entry to the summation $\sum_{i=1}^{n} G\left((A x)_{i}\right)$. Indeed, suppose for some
vector $u \in \mathbb{R}^{n}$ such that $G(A x)_{i} \leq u_{i}$ for all $x \in \mathbb{R}^{d}$ with $\|A x\|_{G}=1$, we can then sample each row of $A$ with sampling probability proportional to $u_{i}$. Now, by standard concentration inequalities and a net argument, (25.6) holds with high probability. It remains to upper bound the total number of sampled rows, which is proportional to $\sum_{i=1}^{n} u_{i}$.

We use the case of $\ell_{2}$ norm, i.e., $G(x)=x^{2}$, as an example to illustrate our main ideas for choosing the vector $u \in \mathbb{R}^{n}$. Suppose $U \in \mathbb{R}^{n \times d}$ is an orthonormal basis matrix of the column space of $A$, then the leverage score ${ }^{4}$ is defined to be the squared $\ell_{2}$ norm of each row of $U$. Indeed, leverage score gives an upper bound on the contribution of each row to $\|U x\|_{2}^{2}$, since by Cauchy-Schwarz inequality, for each row $U_{i}$ of $U$, we have $\left\langle U_{i}, x\right\rangle^{2} \leq\left\|U_{i}\right\|_{2}^{2}\|x\|_{2}^{2}=\left\|U_{i}\right\|_{2}^{2}\|U x\|_{2}^{2}$, and thus we can set $u_{i}=\left\|U_{i}\right\|_{2}^{2}$. It is also clear that $\sum_{i=1}^{n} u_{i}=d$.

For general Orlicz norms, leverage scores are no longer upper bounds on $G\left((U x)_{i}\right)$. Inspired by the role of orthonormal bases in the case of $\ell_{2}$ norm, we first define well-conditioned basis for general Orlicz norms as follow.

Definition 25.1.2. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. We say $U \in \mathbb{R}^{n \times d}$ is a well-conditioned basis with condition number $\kappa_{G}=\kappa_{G}(U)$ if for all $x \in \mathbb{R}^{d},\|x\|_{2} \leq\|U x\|_{G} \leq \kappa_{G}\|x\|_{2}$.

Given this definition, when $\|U x\|_{G}=1$, by Cauchy-Schwarz inequality and monotonicity of $G$, we can show that $G\left((U x)_{i}\right) \leq G\left(\left\|U_{i}\right\|_{2}\|x\|_{2}\right) \leq G\left(\left\|U_{i}\right\|_{2}\|U x\|_{G}\right) \leq G\left(\left\|U_{i}\right\|_{2}\right)$. This also leads to our definition of Orlicz norm leverage scores.

[^86]Definition 25.1.3. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. For a given matrix $A \in \mathbb{R}^{n \times d}$ and a well-conditioned basis $U$ of the column space of $A$, the Orlicz norm leverage score of the $i$-th row of $A$ is defined to be $G\left(\left\|U_{i}\right\|_{2}\right)$.

It remains to give an upper bound on the summation of Orlicz norm leverage scores of all rows. Unlike the $\ell_{2}$ norm, it is not immediately clear how to use the definition of well-conditioned basis to obtain such an upper bound for general Orlicz norms. To achieve this goal, we use a novel probabilistic argument. Suppose one takes $x$ to be a vector with i.i.d. Gaussian random variables. Then each entry of $U x$ has the same distribution as $\left\|U_{i}\right\|_{2} \cdot g_{i}$, where $\left\{g_{i}\right\}_{i=1}^{n}$ is a set of standard Gaussian random variables. Thus, with constant probability, $\sum_{i=1}^{n} G\left((U x)_{i}\right)$ is an upper bound on the summation of Orlicz norm leverage scores. Furthermore, by the growth condition of the function $G$, we have $\sum_{i=1}^{n} G\left((U x)_{i}\right) \leq$ $C_{G}\|U x\|_{G}^{2}$. Now by Definition 25.1.2, $\|U x\|_{G} \leq \kappa_{G}\|x\|_{2}$, and $\|x\|_{2} \leq O(\sqrt{d})$ with constant probability by tail inequalities of Gaussian random variables. This implies an upper bound on the summation of Orlicz norm leverage scores. See Lemma 25.2.2 and its proof for more details.

Our approach for constructing well-conditioned bases is inspired by [SW11]. In Lemma 25.2.3, we show that given a subspace embedding $\Pi$ which embeds the column space of $A$ with Orlicz norm $\|\cdot\|_{G}$ into the $\ell_{2}$ space with distortion $\kappa$, then one can construct a well-conditioned basis with condition number $\kappa_{G} \leq \kappa$. The running time is dominated by calculating $\Pi A$ and doing a QR-decomposition on $\Pi A$. To this end, we can use the oblivi-
ous subspace embedding for Orlicz norms in Corollary 25.3.4 ${ }^{5}$ to construct well-conditioned bases. The embedding in Corollary 25.3.4 has $O(d)$ rows and $\kappa=\operatorname{poly}(d \log n)$, and calculating $\Pi A$ can be done in $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$ time. Using such an embedding to construct the well-conditioned basis, our row sampling algorithm produces a vector $w$ that satisfies (25.6) with $\|w\|_{0} \leq \operatorname{poly}(d \log n / \epsilon)$ in time $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$.

Oblivious Subspace Embeddings for Symmetric Norms. To obtain a faster algorithm for linear regression when the loss function is a general symmetric norm, we show that there exists a distribution over embedding matrices, such that if $S$ is a random matrix drawn from that distribution, then for any $n \times d$ matrix $A$, with constant probability, for all $x \in \mathbb{R}^{d},\|A x\|_{\ell} \leq\|S A x\|_{2} \leq \operatorname{poly}(d \log n) \cdot \operatorname{mmc}(\ell) \cdot\|A x\|_{\ell}$. Moreover, the embedding matrix $S$ is sparse, and calculating $S A$ requires only $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$ time. Another favorable property of $S$ is that it is an oblivious subspace embeeding, meaning the distribution of $S$ does not depend on $A$. To achieve this goal, it is sufficient to construct a random diagonal matrix $D$ such that for any fixed vector $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\operatorname{Pr}\left[\|D x\|_{2} \geq \Omega(1 / \operatorname{poly}(d \log n)) \cdot\|x\|_{\ell}\right] \geq 1-\exp (-\Omega(d \log n)) \tag{25.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left[\|D x\|_{2} \leq \operatorname{poly}(d \log n) \cdot \operatorname{mmc}(\ell) \cdot\|x\|_{\ell}\right] \geq 1-O(1 / d) \tag{25.8}
\end{equation*}
$$

Our construction is inspired by the sub-sampling technique in [IW05], which was used for sketching symmetric norms in data streams $\left[\mathrm{BBC}^{+} 17\right]$. Throughout the discussion, we

[^87]use $\xi^{(q)} \in \mathbb{R}^{n}$ to denote a vector with $q$ non-zero entries and each entry is $1 / \sqrt{q}$. Let us start with a special case where the vector $x \in \mathbb{R}^{n}$ has $s$ non-zero entries and each non-zero entry is 1 . It is easy to see $\|x\|_{\ell}=\sqrt{s}\left\|\xi^{(s)}\right\|_{\ell}$. Now consider a random diagonal matrix $D$ which corresponds to a sampling process, i.e., each diagonal entry is set to be 1 with probability $p$ and 0 with probability $1-p$. Our goal is to show that $\sqrt{1 / p}\left\|\xi^{(1 / p)}\right\|_{\ell} \cdot\|D x\|_{2}$ is a good estimator of $\|x\|_{\ell}$. If $p=\Theta(d \log n / s)$, then with probability at least $1-\exp (-\Omega(d \log n))$, $D x$ will contain at least one non-zero entry from $x$, in which case (25.7) is satisfied. However, we do not know $s$ in advance. Thus, we use $t=O(\log n)$ different matrices $D_{1}, D_{2}, \cdots, D_{t}$, where $D_{i}$ has sampling probability $1 / 2^{i}$. Clearly at least one such $D_{j}$ can establish (25.7). For the upper bound part, if $p$ is much smaller than $1 / s$, then $D x$ will never contain a non-zero entry from $x$. Otherwise, in expectation $D x$ will contain ps non-zero entries, in which case our estimation will be roughly $\sqrt{s}\left\|\xi^{(1 / p)}\right\|_{\ell}$, which can be upper bounded by $O\left(\log n \cdot \operatorname{mmc}(\ell) \cdot \sqrt{s}\left\|\xi^{(s)}\right\|_{\ell}\right)$. At this point, (25.8) follows from Markov's inequality. See Section 25.7.5 for the formal argument, and Section 25.3 for a detailed discussion on $\mathrm{mmc}(\ell)$.

To generalize the above argument to general vectors, for a vector $x \in \mathbb{R}^{n}$, we conceptually partition its entries into $\Theta(\log n)$ groups, where the $i$-th group contains entries with magnitude in $\left[2^{i}, 2^{i+1}\right)$. By averaging, at least one group of entries contributes at least $\Omega(1 / \log n)$ fraction to the value of $\|x\|_{\ell}$. To establish (25.7), we apply the lower bound part of the argument in the previous paragraph to this "contributing" group. To establish (25.8), we apply the upper bound part of the argument to all groups, which will only induce an additional $O(\log n)$ factor in the approximation ratio, by triangle inequality.

Since our oblivious subspace embedding embeds a given symmetric norm into the $\ell_{2}$ space, in order to obtain an approximate solution to symmetric norm regression, we only need
to solve a least square regression instance with much smaller size. This is another advantage of our subspace embedding, since the least square regression problem is a well-studied problem in optimization and numerical linear algebra, for which many efficient algorithms are known, both in theory and in practice.

### 25.2 Linear Regression for Orlicz Norms

In this section, we introduce our results for Orlicz norm regression.

Weighted Orlicz Norm. We first give the definition of weighted Orlicz norm.

Definition 25.2.1. For a function $G$ that satisfies Assumption 25.1.2 and a weight vector $w \in \mathbb{R}^{n}$ such that $w_{i} \geq 0$ for all $i \in[n]$, for a vector $x \in \mathbb{R}^{n}$, if $\sum_{i=1}^{n} w_{i} \cdot\left|x_{i}\right|=0$, then the weighted Orlicz norm $\|x\|_{G, w}$ is defined to be 0 . Otherwise, the weighted Orlicz norm $\|x\|_{G, w}$ is defined as the unique value $\alpha>0$ such that $\sum_{i=1}^{n} w_{i} G\left(\left|x_{i}\right| / \alpha\right)=1$.

When $w_{i}=1$ for all $i \in[n]$, we have $\|x\|_{G, w}=\|x\|_{G}$ where $\|x\|_{G}$ is the (unweighted) Orlicz norm. It is well known that $\|\cdot\|_{G}$ is a norm. We show in the following lemma that $\|\cdot\|_{G, w}$ is a seminorm.

Lemma 25.2.1. For a function $G$ that satisfies Assumption 25.1.2 and a weight vector $w \in \mathbb{R}^{n}$ such that $w_{i} \geq 0$ for all $i \in[n]$, for all $x, y \in \mathbb{R}^{n}$, we have (i) $\|x\|_{G, w} \geq 0$, (ii) $\|x+y\|_{G, w} \leq\|x\|_{G, w}+\|y\|_{G, w}$, and (iii) $\|a x\|_{G, w}=|a| \cdot\|x\|_{G, w}$ for all $a \in \mathbb{R}$.

Leverage Scores and Well-Conditioned Bases for Orlicz Norms. The following lemma establishes an upper bound on the summation of Orlicz norm leverage scores defined in Definition 25.1.3.

Lemma 25.2.2. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. Let $U \in \mathbb{R}^{n \times d}$ be a well-conditioned basis with condition number $\kappa_{G}$ as in Definition 25.1.2. Then we have $\sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right) \leq O\left(C_{G} d \kappa_{G}^{2}\right)$,

Now we show that given a subspace embedding which embeds the column space of $A$ with Orlicz norm $\|\cdot\|_{G}$ into the $\ell_{2}$ space with distortion $\kappa$, then one can construct a well-conditioned basis with condition number $\kappa_{G} \leq \kappa$.

Lemma 25.2.3. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. For a given matrix $A \in \mathbb{R}^{n \times d}$ and an embedding matrix $\Pi \in \mathbb{R}^{s \times n}$, suppose for all $x \in \mathbb{R}^{d},\|A x\|_{G} \leq\|\Pi A x\|_{2} \leq \kappa\|A x\|_{G}$. Let $Q \cdot R=\frac{1}{\kappa} \Pi A$ be a QR-decomposition of $\frac{1}{\kappa} \Pi A$. Then $A R^{-1}$ is a well-conditioned basis (see Definition 25.1.2) with $\kappa_{G}\left(A R^{-1}\right) \leq \kappa$.

The following lemma shows how to estimate Orlicz norm leverage scores given a change of basis matrix $R \in \mathbb{R}^{d \times d}$, in $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$ time.

Lemma 25.2.4. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. For a given matrix $A \in \mathbb{R}^{n \times d}$ and $R \in \mathbb{R}^{d \times d}$, there exists an algorithm that outputs $\left\{u_{i}\right\}_{i=1}^{n}$ such that with probability at least 0.99 , $u_{i}=\Theta\left(G\left(\left\|\left(A R^{-1}\right)_{i}\right\|_{2}\right)\right)$ for all $1 \leq i \leq n$. The algorithm runs in $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$ time.

The Row Sampling Algorithm. Based on the notion of Orlicz norm leverage scores and well-conditioned bases, we design a row sampling algorithm for Orlicz norms.

Lemma 25.2.5. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. Let $U \in \mathbb{R}^{n \times d}$ be a well-conditioned basis with condition number $\kappa_{G}=\kappa_{G}(U)$ as in Definition 25.1.2. For sufficiently small $\epsilon$ and $\delta$, and sufficiently large constant $C$, let $\left\{p_{i}\right\}_{i=1}^{n}$ be a set of sampling probabilities satisfying $p_{i} \geq \min \left\{1, C(\log (1 / \delta)+d \log (1 / \epsilon)) \epsilon^{-2} G\left(\left\|U_{i}\right\|_{2}\right)\right\}$. Let $w$ be a vector whose $i$-th entry is set to be $w_{i}=1 / p_{i}$ with probability $p_{i}$ and $w_{i}=0$ with
probability $1-p_{i}$, then with probability at least $1-\delta$, for all $x \in \mathbb{R}^{d}$, we have $(1-\epsilon)\|U x\|_{G} \leq$ $\|U x\|_{G, w} \leq(1+\epsilon)\|U x\|_{G}$.

Solving Linear Regression for Orlicz Norms. Now we combine all ingredients to give an algorithm for Orlicz norm regression. We use $\mathbf{A b} \in \mathbb{R}^{n \times(d+1)}$ to denote a matrix whose first $d$ columns are $A$ and the last column is $b$. The algorithm is described in Figure 25.1, and we prove its running time and correctness in Theorem 25.2.6. We assume we are given an embedding matrix $\Pi$, such that for all $x \in \mathbb{R}^{d+1},\|\mathbf{A b} x\|_{G} \leq\|\Pi \mathbf{A b} x\|_{2} \leq \kappa\|\mathbf{A b} x\|_{G}$. The construction of $\Pi$ and the value $\kappa$ will be given in Corollary 25.3.4. In Appendix 25.8.1, we use Theorem 25.2.6 and Corollary 25.3.4 to formally prove Theorem 25.1.3.

1. For the given embedding matrix $\Pi$, calculate $\Pi \mathbf{A b}$ and invoke $Q R$-decomposition on $\Pi \mathbf{A b} / \kappa$ to obtain $Q \cdot R=\Pi \mathbf{A b} / \kappa$.
2. Invoke Lemma 25.2.4 to obtain $\left\{u_{i}\right\}_{i=1}^{n}$ such that $u_{i}=\Theta\left(G\left(\left\|\left(\mathbf{A b} R^{-1}\right)_{i}\right\|_{2}\right)\right)$.
3. For a sufficiently large constant $C$, let $\left\{p_{i}\right\}_{i=1}^{n}$ be a set of sampling probabilities with $p_{i} \geq \min \left\{1, C \cdot d \cdot \epsilon^{-2} \log (1 / \epsilon) \cdot G\left(\left\|\left(\mathbf{A b} R^{-1}\right)_{i}\right\|_{2}\right)\right\}$, and $w$ be a vector whose $i$-th entry $w_{i}=1 / p_{i}$ with probability $p_{i}$ and $w_{i}=0$ with probability $1-p_{i}$.
4. Calculate $x^{*}=\operatorname{argmin}_{x \in \mathbb{R}^{d}}\|A x-b\|_{G, w}$. Return $x^{*}$.

Figure 25.1: Algorithm for Orlicz norm regression

Theorem 25.2.6. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. Given an embedding matrix $\Pi$, such that for all $x \in \mathbb{R}^{d},\|\mathbf{A b} x\|_{G} \leq$ $\|\Pi \mathbf{A} \mathbf{b} x\|_{2} \leq \kappa\|\mathbf{A b} x\|_{G}$, with probability at least 0.9, the algorithm in Figure 25.1 outputs $x^{*} \in \mathbb{R}^{d}$ in time $\operatorname{poly}(d \kappa / \epsilon)+\mathcal{T}_{\mathrm{QR}}(\Pi \mathbf{A b})$, such that $\left\|A x^{*}-b\right\|_{G} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{d}}\|A x-b\|_{G}$. Here, $\mathcal{T}_{\mathrm{QR}}(\Pi \mathbf{A b})$ is the running time for calculating $\Pi \mathbf{A b}$ and invoking $Q R$-decomposition
on ПAb.

### 25.3 Linear Regression for Symmetric Norms

In this section, we introduce SymSketch, a subspace embedding for symmetric norms.

Definition of SymSketch. We first formally define SymSketch. Due to space limitation, we give the definition of Gaussian embeddings, CountSketch embeddings and their compositions in Appendix 25.7.1.1.

Definition 25.3.1 (Symmetric Norm Sketch (SymSketch)). Let $t=\Theta(\log n)$. Let $\widetilde{D} \in$ $\mathbb{R}^{n(t+1) \times n}$ be a matrix defined as $\widetilde{D}=\left[\begin{array}{c}w_{0} D_{0} \\ w_{1} D_{1} \\ \vdots \\ w_{t} D_{t}\end{array}\right]$, where for each $i \in\{0,1, \ldots, t\}, D_{i}=$ $\operatorname{diag}\left(z_{i, 1}, z_{i, 2}, \ldots, z_{i, n}\right) \in \mathbb{R}^{n \times n}$ and $z_{i, j} \sim \operatorname{Ber}\left(1 / 2^{i}\right)$ for each $j \in[n]$. Moreover, $w_{i}=$ $\|(\underbrace{1,1, \ldots, 1}_{2^{i} \text { ones }}, 0, \ldots, 0)\|_{\ell}$. Let $\Pi \in \mathbb{R}^{O(d) \times n(t+1)}$ be a composition of Gaussian embedding and CountSketch embedding (Definition 25.7.4) with $\epsilon=0.1$, and $S=\Pi \widetilde{D}$. We say $S \in \mathbb{R}^{O(d) \times n}$ is a SymSketch.

Modulus of Concentration. Now we give the definition of $\mathrm{mmc}(\ell)$ for a symmetric norm.
Definition 25.3.2 ( $\left.\left[\mathrm{BBC}^{+} 17\right]\right)$. Let $X$ denote the uniform distribution over $\mathbb{S}^{n-1}$. The median of a symmetric norm $\|\cdot\|_{\ell}$ is the unique value $M_{\ell}$ such that $\operatorname{Pr}_{x \sim x}\left[\|x\|_{\ell} \geq M_{\ell}\right] \geq 1 / 2$ and $\operatorname{Pr}_{x \sim x}\left[\|x\|_{\ell} \leq M_{\ell}\right] \geq 1 / 2$.

Definition 25.3.3 ([ $\left.\left.\mathrm{BBC}^{+} 17\right]\right)$. For a given symmetric norm $\|\cdot\|_{\ell}$, we define the modulus of concentration to be $\operatorname{mc}(\ell)=\max _{x \in \mathbb{S}^{n-1}}\|x\|_{\ell} / M_{\ell}$, and define the maximum modulus of concentration to be $\operatorname{mmc}(\ell)=\max _{k \in[n]} \operatorname{mc}\left(\ell^{(k)}\right)$, where $\|\cdot\|_{\ell^{(k)}}$ is a norm on $\mathbb{R}^{k}$ which is defined to be $\left\|\left(x_{1}, x_{2}, \cdots, x_{k}\right)\right\|_{\ell^{(k)}}=\left\|\left(x_{1}, x_{2}, \cdots, x_{k}, 0, \cdots, 0\right)\right\|_{\ell}$.

It has been shown in $\left[\mathrm{BBC}^{+} 17\right]$ that $\operatorname{mmc}(\ell)=\Theta\left(n^{1 / 2-1 / p}\right)$ for $\ell_{p}$ norms when $p>2$, $\operatorname{mmc}(\ell)=\Theta(1)$ for $\ell_{p}$ norms when $p \leq 2, \operatorname{mmc}(\ell)=\widetilde{\Theta}(\sqrt{n / k})$ for top- $k$ norms, and $\operatorname{mmc}(\ell)=O(\log n)$ for the $k$-support norm [AFS12] and the box-norm [MPS14]. We show that $\operatorname{mmc}(\ell)$ is upper bounded by $O(1)$ for max-mix of $\ell_{2}$ norm and $\ell_{1}$ norm and sum-mix of $\ell_{2}$ norm and $\ell_{1}$ norm.

Lemma 25.3.1. For a real number $c>0$, let $\|x\|_{\ell_{a}}=\|x\|_{2}+c\|x\|_{1}$ and $\|x\|_{\ell_{b}}=\max \left\{\|x\|_{2}, c\|x\|_{1}\right\}$. We have $\operatorname{mmc}\left(\ell_{a}\right)=O(1)$ and $\operatorname{mmc}\left(\ell_{b}\right)=O(1)$.

Moreover, we show that for an Orlicz norm $\|\cdot\|_{G}$ induced by a function $G$ which satisfies Assumption 25.1.2, $\mathrm{mmc}(\ell)$ is upper bounded by $O\left(\sqrt{C_{G}} \log n\right)$.

Lemma 25.3.2. For an Orlicz norm $\|\cdot\|_{G}$ on $\mathbb{R}^{n}$ induced by a function $G$ which satisfies Assumption 25.1.2, $\operatorname{mmc}(\ell)$ is upper bounded by $O\left(\sqrt{C_{G}} \log n\right)$.

Subspace Embedding. The following theorem shows that SymSketch is a subspace embedding.

Theorem 25.3.3. Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1. For a given matrix $A \in \mathbb{R}^{n \times d}$, with probability at least 0.9 , for all $x \in \mathbb{R}^{d}$,

$$
\Omega\left(\frac{1}{\sqrt{d} \log ^{3} n}\right) \cdot\|A x\|_{\ell} \leq\|S A x\|_{2} \leq O\left(d^{2} \operatorname{mmc}(\ell) \cdot \log ^{5 / 2} n\right) \cdot\|A x\|_{\ell}
$$

Furthermore, the running time of computing $S A$ is $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$.

Combine Theorem 25.3.3 with Lemma 25.3.2, we have the following corollary.

Corollary 25.3.4. Let $\|\cdot\|_{G}$ be an Orlicz norm induced by a function $G$ which satisfies Assumption 25.1.2. Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1. For a given matrix $A \in \mathbb{R}^{n \times d}$, with probability at least 0.9 , for all $x \in \mathbb{R}^{d}$,

$$
\Omega\left(\frac{1}{\sqrt{d} \log ^{3} n}\right) \cdot\|A x\|_{\ell} \leq\|S A x\|_{2} \leq O\left(\sqrt{C_{G}} d^{2} \log ^{7 / 2} n\right) \cdot\|A x\|_{\ell} .
$$

Furthermore, the running time of computing $S A$ is $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$.

### 25.4 Conclusion

In this paper, we give efficient algorithms for solving the overconstrained linear regression problem, when the loss function is a symmetric norm. For the special case when the loss function is an Orlicz norm, our algorithm produces a $(1+\epsilon)$-approximate solution in $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$ time. When the loss function is a general symmetric norm, our algorithm produces a $\sqrt{d} \cdot \operatorname{poly} \log n \cdot \operatorname{mmc}(\ell)$-approximate solution in $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$ time.

In light of Problem 25.1.1, there are a few interesting problems that remain open. Is that possible to design an algorithm that produces $(1+\epsilon)$-approximate solutions to the linear regression problem, when the loss function is a general symmetric norm? Furthermore, is that possible to use the technique of linear sketching to speed up the overconstrained linear regression problem, when the loss function is a general norm? Answering these problems could lead to a better understanding of Problem 25.1.1.

### 25.5 Preliminaries

Notations. For a matrix $A \in \mathbb{R}^{n \times d}$, we use $A_{i}$ to denote its $i$-th row, $A^{i}$ to denote its $i$-th column, $\|A\|_{F}$ to denote the Frobenius norm of $A$, and $\|A\|_{2}$ to denote the spectral norm of $A$. For any $n^{\prime} \leq n$, we define $\xi^{\left(n^{\prime}\right)} \in \mathbb{R}^{n}$ to be a vector $\xi^{\left(n^{\prime}\right)}=\frac{1}{\sqrt{n^{\prime}}}(1,1, \cdots, 1,0,0, \cdots, 0)$.
$\epsilon$-nets. We use the standard upper bound on size of $\epsilon$-nets.

Definition 25.5.1. For a given set $\mathcal{S}$ and a norm $\|\cdot\|$, we say $\mathcal{N} \subseteq \mathcal{S}$ is a $\epsilon$-net of $\mathcal{S}$ if for any $s \in \mathcal{S}$, there exists some $\bar{s} \in \mathcal{N}$ such that $\|s-\bar{s}\| \leq \epsilon$.

Lemma 25.5.1 ([Woj96, II.E, 10]). Given a matrix $A \in \mathbb{R}^{n \times d}$ and a norm $\|\cdot\|$, let $\mathcal{S}$ be the unit $\|\cdot\|$-norm ball in the column space of $A$, i.e., $\mathcal{S}=\{A x \mid\|A x\|=1\}$. For $\epsilon \in(0,1)$, there exists an $\epsilon$-net $\mathcal{N}$ of $\mathcal{S}$ with size $|\mathcal{N}| \leq(1+1 / \epsilon)^{d}$.

### 25.6 Missing Proofs in Section 25.2

In this section, we give missing proofs in Section 25.2.
We first show that if a function $G$ satisfies Assumption 25.1.2, then $G$ has at least linear growth. We will use this fact in later proofs.

Lemma 25.6.1. Given a function $G$ that satisfies property $\mathcal{P}$, then for any $0<x \leq y$, $y / x \leq G(y) / G(x)$.

Proof. Due to the convexity of $G$ and $G(0)=0$, for any $y>x>0$, we have

$$
G(x) \leq G(y) x / y+G(0)(1-x / y)=G(y) x / y
$$

### 25.6.1 Proof of Lemma 25.2.1

Proof. The first condition is clear from the definition of $\|x\|_{G, w}$.
Now we prove the second condition. When $\|x+y\|_{G, w}=0$, the triangle inequality clearly holds since $\|x\|_{G, w} \geq 0$ and $\|y\|_{G, w} \geq 0$. When $\|x\|_{G, w}=0$ and $\|x+y\|_{G, w} \neq 0$, for any $\alpha>0$, we have

$$
\sum_{i=1}^{n} w_{i} G\left(\left|x_{i}+y_{i}\right| / \alpha\right)=\sum_{i \mid w_{i}>0} w_{i} G\left(\left|x_{i}+y_{i}\right| / \alpha\right)=\sum_{i \mid w_{i}>0} w_{i} G\left(\left|y_{i}\right| / \alpha\right)=\sum_{i=1}^{n} w_{i} G\left(\left|y_{i}\right| / \alpha\right),
$$

which implies $\|x+y\|_{G, w}=\|y\|_{G, w}$. Similarly, the second condition also holds if $\|y\|_{G, w}=0$ and $\|x+y\|_{G, w} \neq 0$. If $\|x+y\|_{G, w} \neq 0,\|x\|_{G, w} \neq 0$ and $\|y\|_{G, w} \neq 0$, by definition of $\|\cdot\|_{G, w}$, we have

$$
\sum_{i=1}^{n} w_{i} G\left(x_{i} /\|x\|_{G, w}\right)=1
$$

and

$$
\sum_{i=1}^{n} w_{i} G\left(y_{i} /\|y\|_{G, w}\right)=1
$$

Thus,

$$
\begin{aligned}
& \sum_{i=1}^{n} w_{i} G\left(\frac{x_{i}+y_{i}}{\|x\|_{G, w}+\|y\|_{G, w}}\right) \\
\leq & \sum_{i=1}^{n} w_{i} G\left(\frac{\left|x_{i}\right|+\left|y_{i}\right|}{\|x\|_{G, w}+\|y\|_{G, w}}\right) \\
\leq & \sum_{i=1}^{n} w_{i}\left(\frac{\|x\|_{G, w}}{\|x\|_{G, w}+\|y\|_{G, w}} \cdot G\left(\left|x_{i}\right| /\|x\|_{G, w}\right)+\frac{\|y\|_{G, w}}{\|x\|_{G, w}+\|y\|_{G, w}} \cdot G\left(\left|y_{i}\right| /\|y\|_{G, w}\right)\right) \\
= & 1
\end{aligned} \quad(G \text { is increasing })
$$

which implies $\|x+y\|_{G, w} \leq\|x\|_{G, w}+\|y\|_{G, w}$.
For the third condition, for any $a \in \mathbb{R}$ and $x \in \mathbb{R}^{n}$, if $\|x\|_{G, w}=0$ then $\|a x\|_{G, w}=0$.
If $a=0$, we have $\|a x\|_{G, w}=0$. Otherwise, we have

$$
\sum_{i=1}^{n} w_{i} G\left(x_{i} /\|x\|_{G, w}\right)=1
$$

which implies

$$
\sum_{i=1}^{n} w_{i} G\left(\frac{a \cdot x_{i}}{|a|\|x\|_{G, w}}\right)=1
$$

and thus $\|a x\|_{G, w}=|a|\|x\|_{G, w}$.

### 25.6.2 Proof of Lemma 25.2.2

Proof. Let $g \in \mathbb{R}^{d}$ be a vector whose entries are i.i.d. Gaussian random variables with zero mean and standard deviation $10^{2}$. We show that with probability at least 0.8 ,

$$
\sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right) \leq O\left(\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right)\right) \leq O\left(\max \left\{1, C_{G}\|U g\|_{G}^{2}\right\}\right) \leq O\left(C_{G} d \kappa_{G}^{2}\right)
$$

We divide our proofs into three parts.

Part I We will show that with probability at least 0.9 ,

$$
\sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right) \leq O\left(\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right)\right)
$$

For each $i \in[n],\left\langle U_{i}, g\right\rangle$ has the same distribution as $10^{2} \cdot\left\|U_{i}\right\|_{2} \cdot \mathcal{N}(0,1)$. For each $i \in[n]$, we let $B_{i}$ be the random variable such that

$$
B_{i}= \begin{cases}1 & \left|\left\langle U_{i}, g\right\rangle\right| \leq\left\|U_{i}\right\|_{2} \\ 0 & \text { otherwise }\end{cases}
$$

By tail inequalities of standard Gaussian random variables, $\operatorname{Pr}\left[B_{i}=1\right] \leq 0.01$. Thus,

$$
\mathbb{E}\left[B_{i} \cdot G\left(\left\|U_{i}\right\|_{2}\right)\right] \leq 0.01 \cdot G\left(\left\|U_{i}\right\|_{2}\right)
$$

which implies

$$
\mathbb{E}\left[\sum_{i=1}^{n} B_{i} \cdot G\left(\left\|U_{i}\right\|_{2}\right)\right] \leq 0.01 \cdot \sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right)
$$

By the monotonicity of $G$, since

$$
G\left(\left\langle U_{i}, g\right)\right\rangle \geq\left(1-B_{i}\right) G\left(\left\|U_{i}\right\|_{2}\right)
$$

we have

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right) \geq \sum_{i=1}^{n}\left(1-B_{i}\right) G\left(\left\|U_{i}\right\|_{2}\right)
$$

By Markov's inequality, with probability at least 0.9 , we have

$$
\sum_{i=1}^{n} B_{i} \cdot G\left(\left\|U_{i}\right\|_{2}\right) \leq 0.1 \sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right)
$$

which implies

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right) \geq 0.9 \sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right)
$$

Part II We will show that

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right) \leq \max \left\{1, C_{G} \cdot\|U g\|_{G}^{2}\right\}
$$

When $\|U g\|_{G} \leq 1$, by monotonicity of $G$, we must have

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right) \leq 1
$$

When $\|U g\|_{G} \geq 1$, we have

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle /\|U g\|_{G}\right)=1
$$

Since

$$
G\left(\left\langle U_{i}, g\right\rangle\right) \leq G\left(\left\langle U_{i}, g\right\rangle /\|U g\|_{G}\right) \cdot C_{G}\|U g\|_{G}^{2}
$$

and

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle /\|U g\|_{G}\right)=1
$$

we must have

$$
\sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle\right) \leq \sum_{i=1}^{n} G\left(\left\langle U_{i}, g\right\rangle /\|U g\|_{G}\right) \cdot C_{G} \cdot\|U g\|_{G}^{2} \leq C_{G} \cdot\|U g\|_{G}^{2}
$$

Part III We will show that $\|U g\|_{G}^{2} \leq O\left(C_{G} d \kappa_{G}^{2}\right)$. By definition of a well-conditioned basis and tail inequalities of Gaussian random variables, with probability at least 0.9 , we have

$$
\|U g\|_{G} \leq \kappa_{G}\|g\|_{2} \leq O\left(\kappa_{G} \sqrt{d}\right)
$$

Thus, applying a union bound over three parts of the proof, we have with probability at least 0.8,

$$
\begin{equation*}
\sum_{i=1}^{n} G\left(\left\|U_{i}\right\|_{2}\right) \leq O\left(C_{G} d \kappa_{G}^{2}\right) \tag{25.9}
\end{equation*}
$$

However, the condition in (25.9) is deterministic. Thus, the condition in (25.9) always holds.

### 25.6.3 Proof of Lemma 25.2.3

Proof. Notice that for any $x \in \mathbb{R}^{d}$,

$$
\left\|A R^{-1} x\right\|_{G} \leq\left\|\Pi A R^{-1} x\right\|_{2}=\kappa\|Q x\|_{2}=\kappa\|x\|_{2}
$$

and

$$
\left\|A R^{-1} x\right\|_{G} \geq \frac{1}{\kappa}\left\|\Pi A R^{-1} x\right\|_{2}=\|Q x\|_{2}=\|x\|_{2} .
$$

### 25.6.4 Proof of Lemma 25.2.4

Proof. In Theorem 2.13 of [Woo14b], it has been shown how to calculate $\left\{l_{i}\right\}_{i=1}^{n}$ such that $l_{i}=\Theta\left(\left\|\left(A R^{-1}\right)_{i}\right\|_{2}\right)$ in $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$ time with probability at least 0.99 . We simply take $u_{i}=G\left(l_{i}\right)$. By Lemma 25.6.1 and the growth condition of $G$, we must have $u_{i}=$ $\Theta\left(G\left(\left\|\left(A R^{-1}\right)_{i}\right\|_{2}\right)\right)$.

### 25.6.5 Proof of Lemma 25.2.5

Proof. By homogeneity, we only need to prove that with probability $1-\delta$, for all $x$ which satisfies $\|U x\|_{G}=1$,

$$
(1-\epsilon)\|U x\|_{G} \leq\|U x\|_{G, w} \leq(1+\epsilon)\|U x\|_{G} .
$$

We first prove that for any fixed $x \in \mathbb{R}^{d}$ such that $\|U x\|_{G}=1$, with probability $1-\delta(1+4 / \epsilon)^{-d}$,

$$
(1-\epsilon / 4)\|U x\|_{G} \leq\|U x\|_{G, w} \leq(1+\epsilon / 4)\|U x\|_{G} .
$$

Let $x \in \mathbb{R}^{d}$ that satisfies $\|U x\|_{G}=1$ and $y=U x$. Let $Z_{i}$ be a random variable which denotes the value of $w_{i} G\left(y_{i}\right)$ and $Z=\sum_{i=1}^{n} Z_{i}$.

We will first show that if $Z \in[1-\epsilon / 4,1+\epsilon / 4]$, then $\|y\|_{G, w} \in[1-\epsilon / 4,1+\epsilon / 4]$. There are three cases:

1. If $\|y\|_{G, w}=1$, then $\|y\|_{G, w}$ is already in $[1-\epsilon / 4,1+\epsilon / 4]$.
2. If $\|y\|_{G, w}>1$, then by Lemma 25.6.1, we have

$$
\sum_{i=1}^{n} w_{i} G\left(y_{i}\right) \geq \sum_{i=1}^{n} w_{i}\|y\|_{G, w} \cdot G\left(y_{i} /\|y\|_{G, w}\right)
$$

Since

$$
\sum_{i=1}^{n} w_{i} \cdot G\left(y_{i} /\|y\|_{G, w}\right)=1
$$

we must have

$$
\|y\|_{G, w} \leq \sum_{i=1}^{n} w_{i} G\left(y_{i}\right)=Z \leq 1+\epsilon / 4
$$

3. If $\|y\|_{G, w}<1$, then by Lemma 25.6.1, we have

$$
1=\sum_{i=1}^{n} w_{i} G\left(y_{i} /\|y\|_{G, w}\right) \geq 1 /\|y\|_{G, w} \cdot \sum_{i=1}^{n} w_{i} G\left(y_{i}\right)
$$

which implies

$$
\|y\|_{G, w} \geq \sum_{i=1}^{n} w_{i} G\left(y_{i}\right)=Z \geq 1-\epsilon / 4
$$

Thus, it suffices to prove that

$$
\operatorname{Pr}[Z \in[1-\epsilon / 4,1+\epsilon / 4]] \geq 1-\delta(1+4 / \epsilon)^{-d}
$$

Consider the expectation of $Z$, we have

$$
\begin{aligned}
\mathbb{E}[Z] & =\sum_{i=1}^{n} \mathbb{E}\left[Z_{i}\right] \\
& =\sum_{i=1}^{n} \mathbb{E}\left[w_{i}\right] \cdot G\left((U x)_{i}\right) \\
& =\sum_{i=1}^{n} G\left((U x)_{i}\right) \\
& =1,
\end{aligned}
$$

where the last equality follows since $\|U x\|_{G}=1$.
Notice that $\left|Z_{i}-\mathbb{E}\left(Z_{i}\right)\right|$ is always upper bounded by

$$
\begin{aligned}
w_{i} G\left(y_{i}\right) & =w_{i} G\left((U x)_{i}\right) \\
& \leq w_{i} G\left(\left\|U_{i}\right\|_{2} \cdot\|x\|_{2}\right) \\
& \leq w_{i} G\left(\left\|U_{i}\right\|_{2}\right) \\
& \leq G\left(\left\|U_{i}\right\|_{2}\right) / p_{i} \\
& \leq \frac{\epsilon^{2}}{C(\log (1 / \delta)+d \log (1 / \epsilon))},
\end{aligned}
$$

where the first inequality follows from Cauchy-Schwarz inequality, the second inequality follows from the definition of well-conditioned basis in Definition 25.1.2 and monotonicity of $G$, the third inequality follows from definition of $w_{i}$ and the last inequality follows from the choice of $p_{i}$.

Consider the variance of $Z$, we have:

$$
\begin{aligned}
\mathbb{V}(Z) & =\sum_{i \mid p_{i}<1} \mathbb{V}\left(Z_{i}\right) \\
& \leq \sum_{i \mid p_{i}<1} \mathbb{E}\left(Z_{i}^{2}\right) \\
& =\sum_{i \mid p_{i}<1}\left(G\left((U x)_{i}\right)\right)^{2} / p_{i} \\
& \leq\left(\sum_{i \mid p_{i}<1} G\left((U x)_{i}\right)\right) \cdot \max _{i \mid p_{i}<1} G\left((U x)_{i}\right) / p_{i} \\
& \leq \frac{\epsilon^{2}}{C(\log (1 / \delta)+d \log (1 / \epsilon))},
\end{aligned}
$$

where the second inequality follows from Hölder's inequality and the last inequality follows from the upper bound of $G\left((U x)_{i}\right) / p_{i}$ and $\|U x\|_{G}=1$.

Thus, by Bernstein inequality, we have:

$$
\operatorname{Pr}(|Z-1|>\epsilon / 4) \leq(1+4 / \epsilon)^{-d} \delta .
$$

Thus, for a fixed $x$, with probability at least $1-(1+4 / \epsilon)^{-d} \delta$, we have

$$
(1-\epsilon / 4)\|U x\|_{G} \leq\|U x\|_{G, w} \leq(1+\epsilon / 4)\|U x\|_{G}
$$

Let $\mathcal{S}$ be the unit $\|\cdot\|_{G}$-norm ball in the column space of $U$, i.e., $\mathcal{S}=\left\{U x \mid\|U x\|_{G}=1\right\}$. According to Lemma 25.5.1, there exists an $\epsilon / 4$-net $\mathcal{N}$ of $\mathcal{S}$ with $|\mathcal{N}| \leq(1+4 / \epsilon)^{d}$. We use $\mathcal{E}$ to denote the event that for all $y \in \mathcal{N},\|y\|_{G, w} \in[1-\epsilon / 4,1+\epsilon / 4]$. By taking union bound over all vectors in $\mathcal{N}$, we have $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta$.

Conditioned on $\mathcal{E}$, now we show that for all $y \in \mathcal{S},\|y\|_{G, w} \in[1-\epsilon, 1+\epsilon]$. Consider a
fixed vector $y \in \mathcal{S}$, since $\mathcal{N}$ is an $\epsilon / 4$-net of $\mathcal{S}$, we can choose a vector $u^{(1)} \in \mathcal{N}$ such that

$$
\left\|y-u^{(1)}\right\|_{G} \leq \epsilon / 4
$$

Thus, we have that

$$
\begin{aligned}
\|y\|_{G, w} & \leq\left\|u^{(1)}\right\|_{G, w}+\left\|y-u^{(1)}\right\|_{G, w} \\
& \leq(1+\epsilon / 4)+\left\|y-u^{(1)}\right\|_{G, w} .
\end{aligned}
$$

Let $\alpha^{(1)}=1 /\left\|y-u^{(1)}\right\|_{G}$. Then we have $\alpha^{(1)}\left(y-u^{(1)}\right) \in \mathcal{S}$. Thus, there exist $u^{(2)} \in \mathcal{N}$ such that

$$
\left\|u^{(2)}-\alpha^{(1)}\left(y-u^{(1)}\right)\right\|_{G} \leq \epsilon / 4 .
$$

It implies that

$$
\begin{aligned}
\left\|\left(y-u^{(1)}\right)-u^{(2)} / \alpha^{(1)}\right\|_{G} & \leq \epsilon /\left(4 \alpha^{(1)}\right) \\
& \leq(\epsilon / 4)^{2} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left\|y-u^{(1)}\right\|_{G, w} & \leq\left\|u^{(2)}\right\|_{G, w} / \alpha^{(1)}+\left\|y-u^{(1)}-u^{(2)} / \alpha^{(1)}\right\|_{G, w} \\
& \leq(1+\epsilon / 4) \epsilon / 4+\left\|y-u^{(1)}-u^{(2)} / \alpha^{(1)}\right\|_{G, w} .
\end{aligned}
$$

Let $\alpha^{(2)}=1 /\left\|y-u^{(1)}-u^{(2)} / \alpha^{(1)}\right\|_{G}$. Then we can repeat the above argument and get

$$
\begin{aligned}
\|y\|_{G, w} & \leq(1+\epsilon / 4)+(1+\epsilon / 4) \epsilon / 4+(1+\epsilon / 4)(\epsilon / 4)^{2}+\cdots \\
& =(1+\epsilon / 4) /(1-\epsilon / 4) \\
& \leq 1+\epsilon
\end{aligned}
$$

By applying the above upper bound on $\left\|\alpha^{(1)}\left(u^{(1)}-y\right)\right\|_{G, w}$, we can get

$$
\begin{aligned}
\|y\|_{G, w} & \geq\left\|u^{(1)}\right\|_{G, w}-\left\|u^{(1)}-y\right\|_{G, w} \\
& \geq(1-\epsilon / 4)-\left\|u^{(1)}-y\right\|_{G, w} \\
& \geq(1-\epsilon / 4)-\frac{1+\epsilon}{\alpha^{(1)}} \\
& \geq 1-\epsilon / 2-\epsilon^{2} / 4 \\
& \geq 1-\epsilon
\end{aligned}
$$

Thus, conditioned on $\mathcal{E}$, which holds with probability $1-\delta$, we have $\|y\|_{G, w} \in[1-\epsilon, 1+\epsilon]$ for all $y=U x$ with $\|y\|_{G}=1$.

### 25.6.6 Proof of Theorem 25.2.6

Proof. We first analyze the running time of the algorithm. In Step 1, we calculate חAb and invoke QR-decomposition on ПAb. In Step 2, we apply the algorithm in Lemma 25.2.4, which runs in $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d))$ time. Obtaining the weight vector $w \in \mathbb{R}^{n}$ in Step 3 requires $O(n)$ time.

Since for all $x \in \mathbb{R}^{d}$,
$\|\mathbf{A b} x\|_{G} \leq\|\Pi \mathbf{A b} x\|_{2} \leq \kappa\|\mathbf{A b} x\|_{G}$.
we have

$$
\begin{align*}
\mathbb{E}\left[\|w\|_{0}\right] & =\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} O\left(d \log (1 / \epsilon) / \epsilon^{2} \cdot G\left(\left\|\left(\mathbf{A b} R^{-1}\right)_{i}\right\|_{2}\right)\right) \\
& \leq O\left(d \log (1 / \epsilon) / \epsilon^{2} \cdot C_{G} d\left(\kappa_{G}\left(\mathbf{A b} R^{-1}\right)\right)^{2}\right)  \tag{Lemma25.2.2}\\
& \leq O\left(C_{G} d^{2} \kappa^{2} \log (1 / \epsilon) / \epsilon^{2}\right) \tag{Lemma25.2.3}
\end{align*}
$$

By Markov's inequality, with constant probability we have $\|w\|_{0} \leq O\left(C_{G} d^{2} \kappa^{2} \log (1 / \epsilon) / \epsilon^{2}\right)$. Moreover, in order to solve $\min _{x}\|A x-b\|_{G, w}$, we can ignore all rows of $A$ with zero weights, and thus there are at most $O\left(C_{G} d^{2} \kappa^{2} \log (1 / \epsilon) / \epsilon^{2}\right)$ remaining rows in $A$. Furthermore, as we show in Lemma 25.2.1, $\|\cdot\|_{G, w}$ is a seminorm, which implies we can solve $\min _{x}\|A x-b\|_{G, w}$ in poly $\left(C_{G} d \kappa / \epsilon\right)$ time, by simply solve a convex program with size $O\left(C_{G} d^{2} \kappa^{2} \log (1 / \epsilon) / \epsilon^{2}\right)$.

Now we prove the correctness of the algorithm. The algorithm in Lemma 25.2.4 succeeds with constant probability. By Lemma 25.2.5, with constant probability, simultaneously for all $x \in \mathbb{R}^{d+1}$,

$$
(1-\epsilon / 3)\left\|\mathbf{A} \mathbf{b} R^{-1} x\right\|_{G} \leq\left\|\mathbf{A} \mathbf{b} R^{-1} x\right\|_{G, w} \leq(1+\epsilon / 3)\left\|\mathbf{A} \mathbf{b} R^{-1} x\right\|_{G} .
$$

Equivalently, with constant probability, simultaneously for all $x \in \mathbb{R}^{d+1}$,

$$
(1-\epsilon / 3)\|\mathbf{A} \mathbf{b} x\|_{G} \leq\|\mathbf{A} \mathbf{b} x\|_{G, w} \leq(1+\epsilon / 3)\|\mathbf{A} \mathbf{b} x\|_{G}
$$

Since $x^{*}=\operatorname{argmin}_{x}\|A x-b\|_{G, w}$, for all $x \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
\left\|A x^{*}-b\right\|_{G} & \leq 1 /(1-\epsilon / 3)\left\|A x^{*}-b\right\|_{G, w} \\
& \leq 1 /(1-\epsilon / 3)\|A x-b\|_{G, w} \\
& \leq(1+\epsilon / 3) /(1-\epsilon / 3)\|A x-b\|_{G} \\
& \leq(1+\epsilon)\|A x-b\|_{G}
\end{aligned}
$$

for sufficiently small $\epsilon$. Thus, $x^{*}$ is a $(1+\epsilon)$-approximate solution to $\min _{x}\|A x-b\|_{G}$.
Note that the failure probability of the algorithm can be reduced to an arbitrarily small constant by independent repetitions and taking the best solution found among all repetitions.

### 25.7 Missing Proofs in Section 25.3

In this section, we give missing proofs in Section 25.3.
Without loss of generality, throughout this section, for the symmetric norm $\|\cdot\|_{\ell}$ under consideration, we assume $\left\|\xi^{(1)}\right\|_{\ell}=1$.

### 25.7.1 Background

### 25.7.1.1 Known $\ell_{2}$ Oblivious Subspace Embeddings

In this section, we recall some known $\ell_{2}$ subspace embeddings.
Definition 25.7.1. We say $S \in \mathbb{R}^{t \times n}$ is an $\ell_{2}$ subspace embedding for the column space of $A \in \mathbb{R}^{n \times d}$, if for all $x \in \mathbb{R}^{d}$,

$$
(1-\epsilon)\|A x\|_{2} \leq\|S A x\|_{2} \leq(1+\epsilon)\|A x\|_{2}
$$

Definition 25.7.2. A CountSketch embedding is defined to be $\Pi=\Phi D \in \mathbb{R}^{m \times n}$ with $m=\Theta\left(d^{2} / \epsilon^{2}\right)$, where $D$ is an $n \times n$ random diagonal matrix with each diagonal entry independently chosen to be +1 or -1 with equal probability, and $\Phi \in\{0,1\}^{m \times n}$ is an $m \times n$ binary matrix with $\Phi_{h(i), i}=1$ and all remaining entries being 0 , where $h:[n] \rightarrow[m]$ is a random map such that for each $i \in[n], h(i)=j$ with probability $1 / m$ for each $j \in[m]$.

Theorem 25.7.1 ([CW13]). For a given matrix $A \in \mathbb{R}^{n \times d}$ and $\epsilon \in(0,1 / 2)$. Let $\Pi \in$ $\mathbb{R}^{\Theta\left(d^{2} / \epsilon^{2}\right) \times n}$ be a CountSketch embedding. With probability at least 0.9999 , $\Pi$ is an $\ell_{2}$ subspace embedding for the column space of $A$. Furthermore, $\Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time. Definition 25.7.3. A Gaussian embedding $S$ is defined to be $\frac{1}{\sqrt{m}} \cdot G \in \mathbb{R}^{m \times n}$ with $m=$ $\Theta\left(d / \epsilon^{2}\right)$, where each entry of $G \in \mathbb{R}^{m \times n}$ is chosen independently from the standard Gaussian distribution.

Theorem 25.7.2 ([Woo14b]). For a given matrix $A \in \mathbb{R}^{n \times d}$ and $\epsilon \in(0,1 / 2)$. Let $S \in$ $\mathbb{R}^{\Theta\left(d / \epsilon^{2}\right) \times n}$ be a Gaussian embedding. With probability at least 0.9999, $S$ is an $\ell_{2}$ subspace embedding for the column space of $A$.

Definition 25.7.4. A composition of Gaussian embedding and CountSketch embedding is defined to be $S^{\prime}=S \Pi$, where $\Pi \in \mathbb{R}^{\Theta\left(d^{2} / \epsilon^{2}\right) \times n}$ is a CountSketch embedding and $S \in$ $\mathbb{R}^{\Theta\left(d / \epsilon^{2}\right) \times \Theta\left(d^{2} / \epsilon^{2}\right)}$ is a Gaussian embedding.

The following corollary directly follows from the above two theorems.
Corollary 25.7.3. For a given matrix $A \in \mathbb{R}^{n \times d}$ and $\epsilon \in(0,1 / 2)$. Let $S^{\prime} \in \mathbb{R}^{\Theta\left(d / \epsilon^{2}\right) \times n}$ be a composition of Gaussian embedding and CountSketch embedding. With probability at least 0.9998, $S^{\prime}$ is an $\ell_{2}$ subspace embedding for the column space of $A$. Furthermore, $S^{\prime} A$ can be computed in $O\left(\operatorname{nnz}(A)+d^{4} / \epsilon^{4}\right)$ time.

We remark that all $\ell_{2}$ subspace embeddings introduced in this section are oblivious, meaning that the distribution of the embedding matrix does not depend on the matrix $A$.

### 25.7.1.2 Properties of Symmetric Norms

General Properties. We first introduce several general properties of symmetric norms.

Lemma 25.7.4 (Lemma 2.1 in $\left.\left[\mathrm{BBC}^{+} 17\right]\right)$. For any symmetric norm $\|\cdot\|_{\ell}$ and $x, y \in \mathbb{R}^{n}$ such that for all $i \in[n]$ we have $\left|x_{i}\right| \leq\left|y_{i}\right|$, then $\|x\|_{\ell} \leq\|y\|_{\ell}$.

Lemma 25.7.5 (Fact 2.2 in $\left.\left[\mathrm{BBC}^{+} 17\right]\right)$. Suppose $\left\|\xi^{(1)}\right\|_{\ell}=1$, for any vector $x \in \mathbb{R}^{n}$,

$$
\|x\|_{\infty} \leq\|x\|_{\ell} \leq\|x\|_{1} .
$$

Lemma 25.7.6 (Lemma 3.12 in $\left.\left[\mathrm{BBC}^{+} 17\right]\right)$. Let $\|\cdot\|_{\ell}$ be a symmetric norm. Then

$$
\Omega\left(M_{\ell} / \sqrt{\log n}\right) \leq\left\|\xi^{(n)}\right\|_{\ell} \leq O\left(M_{\ell}\right)
$$

where $M_{\ell}$ is as defined in Definition 25.3.2.

Modulus of Approximation. We need the following quantity of a symmetric norm.
Definition 25.7.5. The maximum modulus of approximation of a symmetric norm $\|\cdot\|_{\ell}$ is defined as

$$
\operatorname{mma}(\ell, r)=\max _{1 \leq a \leq b \leq a r \leq n} \frac{M_{\ell^{(a r)}}}{M_{\ell^{(b)}}}
$$

where $\|\cdot\|_{\ell^{(k)}}$ is a norm on $\mathbb{R}^{k}$ which is defined to be

$$
\left\|\left(x_{1}, x_{2}, \cdots, x_{k}\right)\right\|_{\ell(k)}=\left\|\left(x_{1}, x_{2}, \cdots, x_{k}, 0, \cdots, 0\right)\right\|_{\ell},
$$

and $M_{\ell^{(k)}}$ is as defined in Definition 25.3.2.

Intuitively, mma $(\ell, r)$ characterizes how well the original symmetric norm can be approximated by a lower dimensional induced norm. We show in the following lemma that $\operatorname{mma}(\ell, r) \leq O(\sqrt{r \log n})$ for any symmetric norm.

Lemma 25.7.7. For any symmetric norm $\|\cdot\|_{\ell}$ and $r \in[n]$, $\mathrm{mma}(\ell, r) \leq O(\sqrt{r \log n})$.

Proof. By Lemma 25.7.6, for any $i \in[n], \Omega\left(M_{\ell^{(i)}} / \sqrt{\log n}\right) \leq\left\|\xi^{(i)}\right\|_{\ell} \leq O\left(M_{\ell^{(i)}}\right)$. Let ar $=$ $c_{1} b+c_{2}$, where $c_{1}, c_{2}$ are non-negative integers with $c_{1} \leq a r / b$ and $c_{2} \leq b$. Observe that we can rewrite $\xi^{(a r)}$ as

$$
\xi^{(a r)}=[\frac{\sqrt{b}}{\sqrt{a r}} \cdot(\underbrace{\xi^{(b)}, \xi^{(b)}, \xi^{(b)}, \ldots, \xi^{(b)}}_{c_{1} \text { times }}), \frac{\sqrt{c_{2}}}{\sqrt{a r}} \xi^{\left(c_{2}\right)}, 0, \ldots, 0] .
$$

Therefore, by triangle inequality, we have

$$
\begin{array}{rlr}
\left\|\xi^{(a r)}\right\|_{\ell} & \leq \frac{\sqrt{b}}{\sqrt{a r}} \cdot c_{1} \cdot\left\|\xi^{(b)}\right\|_{\ell}+\frac{\sqrt{c_{2}}}{\sqrt{a r}} \cdot\left\|\xi^{\left(c_{2}\right)}\right\|_{\ell} & \\
& \leq \sqrt{\frac{b}{a r}} \cdot \frac{a r}{b} \cdot\left\|\xi^{(b)}\right\|_{\ell}+\frac{\sqrt{b}}{\sqrt{a r}} \cdot\left\|\xi^{(b)}\right\|_{\ell} & \left(c_{1} \leq a r / b \text { and } c_{2} \leq b\right) \\
& \leq \sqrt{r} \cdot\left\|\xi^{(b)}\right\|_{\ell}+\left\|\xi^{(b)}\right\|_{\ell} & (a \leq b \leq a r) \\
& \leq 2 \sqrt{r} \cdot\left\|\xi^{(b)}\right\|_{\ell} & (r \geq 1)
\end{array}
$$

Now we apply Lemma 25.7.6 on both sides, which implies

$$
\frac{M_{\ell^{(a r)}}}{\sqrt{\log n}} \leq O\left(\sqrt{r} \cdot M_{\left.\ell^{(b)}\right)}\right)
$$

as desired.

Properties of SymSketch. Now we introduce several properties of SymSketch.
The following lemma shows that for a data matrix $A \in \mathbb{R}^{d}$, calculating $S A$ requires $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d))$ time for a SymSketch $S$.

Lemma 25.7.8. For a given matrix $A \in \mathbb{R}^{n \times d}$, let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as in Definition 25.3.1. $S A$ can be computed in $O(\mathrm{nnz}(A))+\operatorname{poly}(d)$ time in expectation, and in $O(\operatorname{nnz}(A) \log n)+\operatorname{poly}(d)$ time in the worst case.

Proof. Since $S$ is a SymSketch, $S=\Pi \widetilde{D}=\Pi \cdot\left[\begin{array}{c}w_{0} D_{0} \\ w_{1} D_{1} \\ \vdots \\ w_{t} D_{t}\end{array}\right]$, where $\Pi \in \mathbb{R}^{O(d) \times O(n \log n)}$. Since $D_{i}$ is a diagonal matrix, $\mathrm{nnz}\left(D_{i} A\right) \leq \mathrm{nnz}(A)$, and thus $\mathrm{nnz}(\widetilde{D} A) \leq(t+1) \cdot \mathrm{nnz}(A)=$ $O(\operatorname{nnz}(A) \log n)$, which implies $\widetilde{D} A$ can be computed in $(t+1) \cdot \operatorname{nnz}(A)=O(\operatorname{nnz}(A) \log n)$ time.

On the other hand, the expected number of nonzero entries of $D_{i} A$ is $2^{-i} \mathrm{nnz}(A)$. Thus, $\widetilde{D} A$ has $O(\mathrm{nnz}(A))$ nonzero entries in expectation, which implies $\widetilde{D} A$ can be computed in $O(\mathrm{nnz}(A))$ time.

Finally, notice that $\Pi$ is a composition of Gaussian embedding and CountSketch embedding, which implies $\Pi \widetilde{D} A$ can be computed in $n n z(\widetilde{D} A)+\operatorname{poly}(d)$ time.

The following lemma shows that with constant probability, for all $x \in \mathbb{R}^{n},\|S x\|_{2} \leq$ $\operatorname{poly}(n)\|x\|_{2}$.

Lemma 25.7.9. Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1, then with probability at least $0.9999\|S\|_{2} \leq \operatorname{poly}(n)$.

Proof. Notice that $S=\Pi \widetilde{D}$, since $\|S\|_{2} \leq\|\Pi\|_{2} \cdot\|\widetilde{D}\|_{2}$, it suffices to bound $\|\Pi\|_{2}$ and $\|\widetilde{D}\|_{2}$. Since $\Pi$ is a composition of Gaussian embedding and CountSketch embedding (Definition 25.7.4), with probability at least $0.9999,\|\Pi\|_{2} \leq\|\Pi\|_{F} \leq \operatorname{poly}(n)$. Now consider $\widetilde{D}=\left[\begin{array}{c}w_{0} D_{0} \\ w_{1} D_{1} \\ \vdots \\ w_{t} D_{t}\end{array}\right]$. By Lemma 25.7.5, for all $j \in[t], w_{j} \leq \operatorname{poly}(n)$. Furthermore, $\left\|D_{j}\right\|_{2} \leq 1$ and $t=\Theta(\log n)$, which implies $\|\widetilde{D}\|_{2} \leq \operatorname{poly}(n)$.

Throughout this whole section we assume that for any non-zero vector $x \in \mathbb{R}^{n}$, we have $1 \leq\left|x_{j}\right| \leq \operatorname{poly}(n)$ for all $j \in[n]$. Notice that this assumption is without loss of generality, as shown in the following lemma.

Lemma 25.7.10. For any non-zero vector $x \in \mathbb{R}^{n}$, let $\bar{x} \in \mathbb{R}^{n}$ be a vector with $\bar{x}=\frac{\operatorname{poly}(n) \cdot x}{\|x\|_{\infty}}$, and $x^{\prime} \in \mathbb{R}^{n}$ where

$$
x_{i}^{\prime}=\left\{\begin{array}{ll}
\bar{x}_{i} & \text { if } \bar{x}_{i} \geq 1 \\
0 & \text { otherwise }
\end{array} .\right.
$$

For a symmetric norm $\|\cdot\|_{\ell}$, suppose $\|S\|_{2} \leq \operatorname{poly}(n)$ and

$$
\alpha\left\|x^{\prime}\right\|_{\ell} \leq\left\|S x^{\prime}\right\|_{2} \leq \beta\left\|x^{\prime}\right\|_{\ell}
$$

for some $\alpha, \beta \in[1 / \operatorname{poly}(n), \operatorname{poly}(n)]$, then

$$
\Omega(\alpha)\|x\|_{\ell} \leq\|S x\|_{2} \leq O(\beta)\|x\|_{\ell} .
$$

Proof. By triangle inequality and Lemma 25.7.4, we have

$$
\|\bar{x}\|_{\ell}-n \leq\left\|x^{\prime}\right\|_{\ell} \leq\|\bar{x}\|_{\ell} .
$$

By Lemma 25.7.5,

$$
\left\|x^{\prime}\right\|_{\ell} \geq\left\|x^{\prime}\right\|_{\infty}=\|\bar{x}\|_{\infty}=\operatorname{poly}(n)
$$

we have

$$
(1-1 / \operatorname{poly}(n))\|\bar{x}\|_{\ell} \leq\left\|x^{\prime}\right\|_{\ell} \leq\|\bar{x}\|_{\ell} .
$$

Notice that $\|S \bar{x}\|_{2}=\left\|S x^{\prime}+S\left(\bar{x}-x^{\prime}\right)\right\|_{2}$. By triangle inequality we have

$$
\left\|S x^{\prime}\right\|_{2}-\|S\|_{2}\left\|\bar{x}-x^{\prime}\right\|_{2} \leq\|S \bar{x}\|_{2} \leq\left\|S x^{\prime}\right\|_{2}+\|S\|_{2}\left\|\bar{x}-x^{\prime}\right\|_{2}
$$

By the given conditions, we have

$$
(1-1 / \operatorname{poly}(n))\left\|S x^{\prime}\right\|_{2} \leq\|S \bar{x}\|_{2} \leq(1+1 / \operatorname{poly}(n))\left\|S x^{\prime}\right\|_{2},
$$

which implies

$$
\Omega(\alpha)\|\bar{x}\|_{\ell} \leq\|S \bar{x}\|_{2} \leq O(\beta)\|\bar{x}\|_{\ell} .
$$

Since $\bar{x}=\frac{\operatorname{poly}(n) \cdot x}{\|x\|_{\infty}}$, we have

$$
\Omega(\alpha)\|x\|_{\ell} \leq\|S x\|_{2} \leq O(\beta)\|x\|_{\ell} .
$$

By Lemma 25.7.10, we can focus on those non-zero vectors $x \in \mathbb{R}^{n}$ such that $1 \leq$ $\left|x_{j}\right| \leq \operatorname{poly}(n)$ for all $j \in[n]$.

Definition 25.7.6. For a given vector $x \in \mathbb{R}^{n}$, suppose for all $j \in[n]$,

$$
1 \leq\left|x_{j}\right| \leq \operatorname{poly}(n)
$$

Let $g=\Theta(\log n)$. For each $i \in\{0,1, \ldots, g\}$, we define

$$
L_{i}(x)=\left\{j\left|2^{i} \leq\left|x_{j}\right|<2^{i+1}\right\} .\right.
$$

For each $i \in\{0,1, \ldots, g\}$, we define $V_{i}(x) \in \mathbb{R}^{n}$ to be the vector

$$
V_{i}(x)=(\underbrace{2^{i}, 2^{i}, \ldots, 2^{i}}_{\left|L_{i}(x)\right|}, 0, \ldots, 0)
$$

For each $i \in\{0,1, \ldots, g\}$, we say a level $i$ to be contributing if

$$
\left\|V_{i}(x)\right\|_{\ell} \geq \Omega(1 / g) \cdot\|x\|_{\ell}
$$

Lemma 25.7.11. Let $g=\Theta(\log n)$. For a given vector $x \in \mathbb{R}^{n}$ such that for all $j \in[n], 1 \leq$ $\left|x_{j}\right| \leq 2^{g}$, there exists at least one level $i \in\{0,1, \cdots, g\}$ which is contributing.

Proof. If none of $i \in\{0,1, \cdots, g\}$ is contributing, then $\|x\|_{\ell} \leq \sum_{i=0}^{g}\left\|V_{i}(x)\right\|_{\ell} \leq 1 /(2 g)$. $\sum_{i=0}^{g}\|x\|_{\ell} \leq \frac{1}{2}\|x\|_{\ell}$, which leads to a contradiction.

### 25.7.2 Proof of Lemma 25.3.1

Proof. Consider a fixed $n^{\prime} \in[n]$. By Lemma 25.7.6, we have

$$
M_{\ell_{a}^{\left(n^{\prime}\right)}}=\Omega\left(\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell_{a}^{\left(n^{\prime}\right)}}\right)=\Omega\left(1+c \sqrt{n^{\prime}}\right)
$$

and

$$
M_{\ell_{b}^{\left(n^{\prime}\right)}}=\Omega\left(\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell_{b}^{\left(n^{\prime}\right)}}\right)=\Omega\left(\max \left(1, c \sqrt{n^{\prime}}\right)\right) .
$$

It is also straightforward to verify that

$$
\max _{x \in \mathbb{S}^{\prime}-1}\|x\|_{\ell_{a}}=1+c \sqrt{n^{\prime}}
$$

and

$$
\max _{x \in \mathbb{S}^{\prime}-1}\|x\|_{\ell_{b}}=\max \left(1, c \sqrt{n^{\prime}}\right)
$$

Taking the ratio between $\max _{x \in \mathbb{S}^{n^{\prime}-1}}\|x\|_{\ell}$ and $M_{\ell\left(n^{\prime}\right)}$ for $\ell \in\left\{\ell_{a}, \ell_{b}\right\}$, we complete the proof.

### 25.7.3 Proof of Lemma 25.3.2

Proof. Let $\bar{G}(x)=\sqrt{x} \cdot G^{-1}(1 / x)$, where $G^{-1}(1 / x)$ is the unique value in $[0, \infty)$ such that $G\left(G^{-1}(1 / x)\right)=1 / x$. We first show that $\bar{G}(x)$ is an approximately decreasing function for $x \in(0, \infty)$. Let $m, n$ be two real numbers with $0<m \leq n$. We have $1 / n \leq 1 / m$, which implies $0<G^{-1}(1 / n) \leq G^{-1}(1 / m)$ by monotonicity of $G$. By the third condition in Assumption 25.1.2, we have

$$
\frac{G\left(G^{-1}(1 / m)\right)}{G\left(G^{-1}(1 / n)\right)} \leq C_{G} \cdot\left(\frac{G^{-1}(1 / m)}{G^{-1}(1 / n)}\right)^{2}
$$

which implies

$$
\sqrt{n} \cdot G^{-1}(1 / n) \leq \sqrt{C_{G}} \cdot \sqrt{m} \cdot G^{-1}(1 / m)
$$

Hence $\bar{G}(n) \leq \sqrt{C_{G}} \cdot \bar{G}(m)$.
We are now ready to prove the lemma. Recall that for the Orlicz norm $\|\cdot\|_{\ell}=\|\cdot\|_{G}$, we have

$$
\operatorname{mmc}(\ell)=\max _{n^{\prime} \in[n]} \operatorname{mc}\left(\ell^{\left(n^{\prime}\right)}\right)=\max _{n^{\prime} \in[n]} \frac{\max _{x \in \mathbb{S}^{n^{\prime}-1}}\|x\|_{\ell\left(n^{\prime}\right)}}{M_{\ell\left(n^{\prime}\right)}}
$$

By Lemma 25.7.6, we have,

$$
\Omega(1) \cdot\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell\left(n^{\prime}\right)} \leq M_{\ell\left(n^{\prime}\right)} \leq O(\sqrt{\log n}) \cdot\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell^{\left(n^{\prime}\right)}}
$$

Thus $\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell\left(n^{\prime}\right)}$ provides an approximation to $M_{\ell\left(n^{\prime}\right)}$. By definition of $\|\cdot\|_{G}$, we have

$$
\left\|\xi^{\left(n^{\prime}\right)}\right\|_{\ell\left(n^{\prime}\right)}=\frac{1}{\sqrt{n^{\prime}} \cdot G^{-1}\left(1 / n^{\prime}\right)}=\frac{1}{\bar{G}\left(n^{\prime}\right)} .
$$

Hence

$$
\Omega(1) \leq M_{\ell\left(n^{\prime}\right)} \cdot \bar{G}\left(n^{\prime}\right) \leq O(\sqrt{\log n})
$$

Next, we compute $\max _{x \in \mathbb{S}^{n^{\prime}-1}}\|x\|_{\ell\left(n^{\prime}\right)}$. For an arbitrary unit vector $x \in \mathbb{S}^{n^{\prime}-1}$, we denote

$$
B_{j}=\left\{i \in[n]:\left|x_{i}\right| \in\left[1 / 2^{j}, 1 / 2^{j-1}\right)\right\}
$$

and $b_{j}=\left|B_{j}\right|$. For each $j$, let $x^{B_{j}} \in \mathbb{R}^{n}$ be the vector such that

$$
x_{i}^{B_{j}}= \begin{cases}x_{i} & \text { if } j \in B_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Note that non-zero coordinates in $x^{B_{j}}$ have magnitude close to each other (within a factor
of 2 ), we thus have

$$
\begin{aligned}
\left\|x^{B_{j}}\right\|_{\ell} & =\left\|x^{B_{j}}\right\|_{2} \cdot\left\|\frac{x^{B_{j}}}{\left\|x^{B_{j}}\right\|_{2}}\right\|_{\ell} \\
& \leq \frac{\sqrt{b_{j}}}{2^{j-1}} \cdot\left\|\frac{x^{B_{j}}}{\left\|x^{B_{j}}\right\|_{2}}\right\|_{\ell} \\
& \leq \frac{\sqrt{b_{j}}}{2^{j-2}} \cdot\left\|\xi^{\left(b_{j}\right)}\right\|_{\ell^{\left(b_{j}\right)}} \\
& =\frac{\sqrt{b_{j}}}{2^{j-2}} \cdot \frac{1}{\bar{G}\left(b_{j}\right)} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\left\|x^{B_{j}}\right\|_{\ell} & \geq \frac{\sqrt{b_{j}}}{2^{j+2}} \cdot\left\|\xi^{\left(b_{j}\right)}\right\|_{\ell^{\left(b_{j}\right)}} \\
& =\frac{\sqrt{b_{j}}}{2^{j+2}} \cdot \frac{1}{\bar{G}\left(b_{j}\right)} \\
& \geq \frac{\sqrt{b_{j}}}{2^{j+2}} \cdot \frac{1}{\sqrt{C_{G}} \cdot \bar{G}(1)} .
\end{aligned}
$$

We claim there exists an constant $c>0$ such that

$$
\sum_{\substack{j>c \log n \\ b_{j}>0}}\left\|x^{B_{j}}\right\|_{\ell} \leq \sum_{j^{\prime} \leq c \log n}\left\|x^{B^{j^{\prime}}}\right\|_{\ell} .
$$

To show this, by Lemma 25.6.1, for any $b \geq 1$,

$$
b=\frac{G\left(G^{-1}(1)\right)}{G\left(G^{-1}(1 / b)\right)} \geq \frac{G^{-1}(1)}{G^{-1}(1 / b)}
$$

which implies

$$
G^{-1}(1 / b) \geq \frac{G^{-1}(1)}{b}
$$

Next, since $\|x\|_{2}=1$, there exists an $0 \leq \widetilde{j} \leq 4 \log n$ such that $b_{j} \geq 1$. Therefore,

$$
\left\|x^{B_{\tilde{j}}}\right\|_{\ell} \geq \frac{1}{2^{\tilde{j}+2}} \cdot \frac{1}{\sqrt{C_{G}} \cdot \bar{G}(1)}
$$

Thus, we have

$$
\begin{aligned}
\sum_{\substack{j>c \log n \\
b_{j}>0}}\left\|x^{B_{j}}\right\|_{\ell} & =\sum_{\substack{j>c \log n \\
b_{j}>0}}\left\|x^{B_{j}}\right\|_{2} \cdot\left\|\frac{x^{B_{j}}}{\left\|x^{B_{j}}\right\|_{2}}\right\|_{\ell} \\
& \leq \sum_{\substack{j>c \log n \\
b_{j}>0}} \frac{\sqrt{n}}{2^{j-2}} \cdot\left\|\xi^{\left(b_{j}\right)}\right\|_{\ell^{\left(b_{j}\right)}} \\
& \leq \sum_{\substack{j>c \log n \\
b_{j}>0}} \frac{\sqrt{n}}{2^{j-2}} \cdot \frac{1}{\sqrt{b_{j}} G^{-1}\left(1 / b_{j}\right)} \\
& \leq n \cdot \frac{\sqrt{n}}{2^{c \log n-2}} \cdot \frac{b_{j}}{\sqrt{b_{j}} G^{-1}(1)} \\
& \leq n \cdot 2^{\tilde{j}+2} \cdot \frac{\sqrt{n}}{2^{c \log n-2}} \cdot \sqrt{C_{G} n} \cdot\left\|x^{B_{\tilde{j}}}\right\|_{\ell} \\
& \leq\left\|x^{B_{\tilde{j}}}\right\|_{\ell} \\
& \leq \sum_{j^{\prime} \leq c \log n}\left\|x^{B^{j^{\prime}}}\right\|_{\ell}
\end{aligned}
$$

for some sufficiently large constant $c$.
Let

$$
j^{*}=\operatorname{argmax}_{j \leq c \log n}\left\|x^{B_{j}}\right\|_{\ell},
$$

we have

$$
\begin{aligned}
\left\|x^{B_{j^{*}}}\right\|_{\ell} \leq\|x\|_{\ell} & \leq \sum_{j \leq c \log n}\left\|x^{B_{j}}\right\|_{\ell}+\sum_{\substack{j>c \log n \\
b_{j}>0}}\left\|x^{B_{j}}\right\|_{\ell} \\
& \leq 2 \sum_{j \leq c \log n}\left\|x^{B_{j}}\right\|_{\ell} \\
& \leq O(\log n) \cdot\left\|x^{B_{j^{*}}}\right\|_{\ell} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\max _{x \in \mathbb{S}^{\prime}-1}\|x\|_{\ell\left(n^{\prime}\right)} & \leq O\left(\log n^{\prime}\right) \max _{x \in \mathbb{S}^{\prime}-1}\left\|x^{B_{j^{*}}}\right\|_{\ell} \\
& \leq O\left(\log n^{\prime}\right) \max _{x \in \mathbb{S}^{\prime}-1}\left\|x^{B_{j^{*}}}\right\|_{2} \cdot\left\|\frac{x^{B_{j^{*}}}}{\left\|x^{B_{j^{*}}}\right\|_{2}}\right\|_{\ell} \\
& \leq O\left(\log n^{\prime}\right) \max _{x \in \mathbb{S}^{\prime}-1}\left\|\frac{x^{B_{j}}}{\left\|x^{B_{j}}\right\|_{2}}\right\|_{\ell} \\
& \leq O\left(\log n^{\prime}\right) \max _{b_{j *} \leq n^{\prime}}\left\|\xi^{\left.b_{j}\right)}\right\|_{\ell^{\left(b_{j}\right)}} \\
& \leq O\left(\log n^{\prime}\right) \max _{b_{j *} \leq n^{\prime}} \frac{1}{\bar{G}\left(b_{j^{*}}\right)} \\
& \leq \frac{O\left(\sqrt{C_{G}} \log n^{\prime}\right)}{\bar{G}\left(n^{\prime}\right)} .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
\operatorname{mmc}(\ell) & =\max _{n^{\prime} \in[n]} \frac{\max _{x \in \mathbb{S}^{n^{\prime}-1}}\|x\|_{\ell\left(n^{\prime}\right)}}{M_{\ell\left(n^{\prime}\right)}} \\
& \leq O\left(\sqrt{C_{G}} \log n\right) .
\end{aligned}
$$

### 25.7.4 Contraction Bound of SymSketch

In this section we give the contraction bound of SymSketch. We first show that for a fixed vector $x \in \mathbb{R}^{n},\|\widetilde{D} x\|_{2} \geq 1 / \operatorname{poly}(d \log n) \cdot\|x\|_{\ell}$ with probability $1-2^{-\Theta(d \log n)}$.

Lemma 25.7.12. Let $\widetilde{D}$ be the matrix defined in Definition 25.3.1. For any fixed $x \in \mathbb{R}^{n}$, with probability $1-2^{-\Theta(d \log n)}$,

$$
\|\widetilde{D} x\|_{2} \geq 1 / \alpha_{0} \cdot\|x\|_{\ell}
$$

where $\alpha_{0}=O\left(\operatorname{mma}(\ell, d) \cdot \log ^{5 / 2} n\right)=O\left(\sqrt{d} \log ^{3} n\right)$.

Proof. The lemma follows from the following two claims. Recall that $t=\Theta(\log n)$.
Claim 25.7.13. For any fixed $x \in \mathbb{R}^{n}$. If there is a contributing level $i^{*} \in\{0,1,2, \ldots, g\}$ such that $\left|L_{i^{*}}(x)\right|=\Theta(d \log n) \cdot 2^{j}$ for some $j \in[t]$, then with probability at least $1-2^{-\Theta(d \log n)}$,

$$
\left\|w_{j} D_{j} x\right\|_{2} \geq \Omega\left(\frac{1}{\operatorname{mma}(\ell, d) \cdot \log ^{5 / 2} n}\right)\|x\|_{\ell}
$$

Proof. Let $y_{h}$ be a random variable such that

$$
y_{h}= \begin{cases}1 & \text { if the } h \text {-th diagonal entry of } D_{j} \text { is } 1 \\ 0 & \text { otherwise }\end{cases}
$$

Let $Y=\sum_{h \in L_{i^{*}}(x)} y_{h}$. By Chernoff bound, we have

$$
\operatorname{Pr}[Y \geq \Omega(d \log n)] \geq 1-2^{-\Theta(d \log n)}
$$

Conditioned on $Y \geq \Omega(d \log n)$, we have

$$
\begin{aligned}
\frac{\left\|w_{j} D_{j} x\right\|_{2}}{\|x\|_{\ell}} & =\frac{w_{j}\left\|D_{j} x\right\|_{2}}{\|x\|_{\ell}} \\
& \geq \frac{2^{i^{*}} w_{j} \sqrt{d \log n}}{\|x\|_{\ell}} \\
& \geq \frac{2^{i^{*}} \sqrt{2^{j}} M_{\ell^{\left(2^{j}\right)}} \sqrt{d \log n}}{2^{i^{*}+1} g M_{\ell^{\left(\left|L_{i^{*}}(x)\right|\right)} \sqrt{\log n} \sqrt{\left|L_{i^{*}}(x)\right|}}} \\
& \geq \Omega\left(1 / \log ^{3 / 2} n\right) \cdot \frac{M_{\left.\ell^{(2}\right)}}{M_{\ell^{\left(\left|L_{i^{*}}(x)\right|\right)}}} \\
& =\Omega\left(1 / \log ^{3 / 2} n\right) \cdot \frac{M_{\ell^{\left(2^{j}\right)}}}{M_{\ell^{\left(\left|L_{i^{*}}(x)\right| / \log n\right)}}} \cdot \frac{M_{\ell^{\left(\left|L_{i^{*}}(x)\right| \log n\right)}}}{M_{\ell^{\left(\left|L L_{i}(x)\right|\right)}}} \\
& \geq \Omega\left(\frac{1}{\operatorname{mma}(\ell, d) \cdot \operatorname{mma}(\ell, \log n) \cdot \log ^{3 / 2} n}\right) \\
& \geq \Omega\left(\frac{1}{\operatorname{mma}(\ell, d) \cdot \log ^{5 / 2} n}\right) .
\end{aligned}
$$

Here the first inequality follows from the fact that there are at least $\Omega(d \log n)$ coordinates sampled from $L_{i^{*}}(x)$. The second inequality follows from Lemma 25.7.6 and the fact that level $i^{*}$ is a contributing level. The third inequality follows from $\left|L_{i^{*}}(x)\right|=\Theta(d \log n) \cdot 2^{j}$ and $g=\Theta(\log n)$. The forth inequality follows from Definition 25.7.5. The last inequality follows from Lemma 25.7.7.

Claim 25.7.14. For any fixed $x \in \mathbb{R}^{n}$. If there is a contributing level $i^{*} \in\{0,1,2, \ldots, g\}$ such that $\left|L_{i^{*}}(x)\right|=O(d \log n)$, then we have

$$
\left\|w_{0} D_{0} x\right\|_{2} \geq \Omega\left(\frac{1}{\operatorname{mma}(\ell, d) \cdot \log ^{5 / 2} n}\right)\|x\|_{\ell}
$$

Proof.

$$
\begin{aligned}
\frac{\left\|w_{0} D_{0} x\right\|_{2}}{\|x\|_{\ell}} & =\frac{w_{0}\|x\|_{2}}{\|x\|_{\ell}} \\
& \geq \frac{2^{i^{*}} w_{0} \sqrt{\left|L_{i^{*}}(x)\right|}}{\|x\|_{\ell}} \\
& \geq \frac{2^{i^{*}} M_{\ell^{(1)}} \sqrt{\left|L_{i^{*}}(x)\right|}}{2^{i^{*}+1} g M_{\ell^{\left(\mid L_{i^{*}(x)| |}\right.} \sqrt{\log n} \sqrt{\left|L_{i^{*}}(x)\right|}}} \\
& \geq \Omega\left(1 / \log ^{3 / 2} n\right) \cdot \frac{M_{\ell^{(1)}}}{M_{\ell^{\left(\left|L_{i^{*}}(x)\right| / \log n\right)}}} \cdot \frac{M_{\ell^{\left(\mid L_{\left.L^{*}(x) \mid / \log n\right)}\right.}}}{M_{\ell^{\left(\left|L_{i^{*}}(x)\right|\right)}}} \\
& \geq \Omega\left(\frac{1}{\mathrm{mma}(\ell, d) \cdot \log ^{5 / 2} n}\right)
\end{aligned}
$$

The first inequality follows from the fact that we only consider the contribution of the coordinates in $L_{i^{*}}(x)$. The second inequality follows from Lemma 25.7.6 and the fact that level $i^{*}$ is a contributing level. The third inequality follows from $g=\Theta(\log n)$. The last inequality follows from Definition 25.7.5 and Lemma 25.7.7.

By Claim 25.7.13 and Claim 25.7.14, since any vector $x \in \mathbb{R}^{n}$ contains at least one contributing level, with probability at least $1-2^{-\Theta(d \log n)}$ we have $\|\widetilde{D} x\|_{2} \geq \Omega(1 /(\operatorname{mma}(\ell, d)$. $\left.\left.\log ^{5 / 2} n\right)\right) \cdot\|x\|_{\ell}$. We complete the proof by combining this with Lemma 25.7.7.

Now we show how to combine the contraction bound in Lemma 25.7.12 with a net argument to give a contraction bound for all vectors in a subspace.

Lemma 25.7.15. Let $S \in \mathbb{R}^{O(d) \times n}$ be a random matrix. For any $\alpha_{0}=\operatorname{poly}(n)$ and $A \in$ $\mathbb{R}^{n \times d}$, if

1. $\|S\|_{2} \leq \operatorname{poly}(n)$ holds with probability at least 0.999 ;
2. for any fixed $x \in \mathbb{R}^{n},\|S x\|_{2} \geq 1 / \alpha_{0} \cdot\|x\|_{\ell}$ holds with probability $1-e^{-C d \log n}$ for a sufficiently large constant $C$,
then with probability at least 0.998 , for all $y \in \mathbb{R}^{n}$ in the column space of $A$,

$$
\|S y\|_{2} \geq \Omega\left(1 / \alpha_{0}\right)\|y\|_{\ell}
$$

Proof. For the matrix $A \in \mathbb{R}^{n \times d}$, we define the set $\mathcal{B}=\left\{y \mid y=A x,\|y\|_{2}=1\right\}$. We define $\mathcal{N} \subset \mathbb{R}^{n}$ to be an $\epsilon$-net of $\mathcal{B}$ as in Definition 25.5.1. By Lemma 25.5.1, we have $|\mathcal{N}| \leq(1+1 / \epsilon)^{d}$, and for all $y \in \mathcal{B}$, there exists $z \in \mathcal{N}$ such that $\|y-z\|_{2} \leq \epsilon$. We take $\epsilon=1 / \operatorname{poly}(n)$ here .

Due to the second condition, since $|\mathcal{N}| \leq e^{O(d \log n)}$, by taking union bound over all vectors in $\mathcal{N}$, we know that with probability $1-e^{-\Theta(d \log n)}$, for all $z \in \mathcal{N},\|S z\|_{2} \geq 1 / \alpha_{0} \cdot\|z\|_{\ell}$.

Now, for any vector $y \in \mathcal{B}$, there exists $z \in \mathcal{N}$ such that $\|y-z\|_{2} \leq 1 / \operatorname{poly}(n)$, and we define $w=y-z$.

$$
\begin{array}{rlr}
\|S y\|_{2} & =\|S(z+w)\|_{2} & \\
& \geq\|S z\|_{2}-\|S w\|_{2} & \text { (triangle inequality) } \\
& \geq 1 / \alpha_{0} \cdot\|z\|_{\ell}-\|S w\|_{2} & \text { (by the second condition) } \\
& \geq 1 / \alpha_{0} \cdot\|z\|_{\ell}-\|S\|_{2}\|w\|_{2} & \left(\|S w\|_{2} \leq\|S\|_{2} \cdot\|w\|_{2}\right) \\
& \geq 1 / \alpha_{0} \cdot\|z\|_{\ell}-\operatorname{poly}(n) \cdot\|w\|_{2} & (y=z+w) \\
& \geq 1 / \alpha_{0} \cdot\|y-w\|_{\ell}-\operatorname{poly}(n) \cdot\|w\|_{2} & \text { (by the first condition) } \\
& \geq 1 / \alpha_{0} \cdot\|y\|_{\ell}-1 / \alpha_{0} \cdot\|w\|_{\ell}-\operatorname{poly}(n) \cdot\|w\|_{2} & \left(\|w\|_{2} \leq \epsilon\right) \\
& \geq 1 / \alpha_{0} \cdot\|y\|_{\ell}-1 / \alpha_{0} \cdot \sqrt{n}\|w\|_{2}-\operatorname{poly}(n) \cdot\|w\|_{2} & \\
& \geq 1 / \alpha_{0} \cdot\|y\|_{\ell}-\left(1 / \alpha_{0} \cdot \sqrt{n}+\operatorname{poly}(n)\right) \epsilon & \text { (Lemma 25.7.5) } \\
& \geq 0.5 / \alpha_{0} \cdot\|y\|_{\ell} . &
\end{array}
$$

Lemma 25.7.16. For a given matrix $A \in \mathbb{R}^{n \times d}$. Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1. With probability at least 0.995, for all $x \in \mathbb{R}^{d},\|S A x\|_{2} \geq 1 / \alpha_{0} \cdot\|A x\|_{\ell}$ where $\alpha_{0}=O\left(\sqrt{d} \log ^{3} n\right)$.

Proof. By Lemma 25.7.12 and Lemma 25.7.9, the two conditions in Lemma 25.7.15 are satisfied. By Lemma 25.7.15, with probability at least 0.998 , for all $x \in \mathbb{R}^{d},\|\widetilde{D} A x\|_{2} \geq$ $\Omega\left(1 / \alpha_{0}\right)\|A x\|_{\ell}$. Since $\Pi \in \mathbb{R}^{O(d) \times n(t+1)}$ is a composition of Gaussian embedding and CountSketch embedding with $\epsilon=0.1$, by Corollary 25.7.3, with probability at least 0.999 , for all
$x \in \mathbb{R}^{d},\|\Pi \widetilde{D} A x\|_{2} \geq \Omega\left(\|\widetilde{D} A x\|_{2}\right)$. By a union bound, we know that with probability at least 0.995 , for all $x \in \mathbb{R}^{d},\|S A x\|_{2} \geq \Omega\left(1 / \alpha_{0}\right)\|A x\|_{\ell}$.

### 25.7.5 Dilation Bound of SymSketch

In this section we give the dilation bound of SymSketch. We first show that for any fixed $x \in \mathbb{R}^{n}$, with high probability, $\|\widetilde{D} x\|_{2} \leq \operatorname{poly}(d \log n) \cdot \operatorname{mac}(\ell) \cdot\|x\|_{\ell}$.

Lemma 25.7.17. Let $\widetilde{D}$ be the matrix defined in Definition 25.3.1. For any fixed vector $x \in \mathbb{R}^{n}$, with probability $1-\delta,\|\widetilde{D} x\|_{2} \leq \alpha_{1} / \delta \cdot\|x\|_{\ell}$, where $\alpha_{1}=O\left(\operatorname{mmc}(\ell) \log ^{5 / 2} n\right)$.

Proof. Consider a fixed vector $x \in \mathbb{R}^{n}$. Recall that $t=\Theta(\log n)$. Let $c>0$ be a fixed constant. We define the $j$-heavy level set $H_{j}$ as

$$
H_{j}=\left\{i| | L_{i}(x) \left\lvert\, \geq c \frac{\delta 2^{j}}{\log ^{2} n}\right., 0 \leq i \leq g\right\}
$$

Let $\bar{H}_{j}$ be the $j$-light level set, i.e., $\bar{H}_{j}=\{0,1, \ldots, g\} \backslash H_{j}$. Notice that

$$
\sum_{i \in \bar{H}_{j}}\left|L_{i}(x)\right| \cdot 2^{-j} \leq g \cdot c \delta 2^{j} / \log ^{2} n \cdot 2^{-j} \leq O(\delta / \log n)
$$

By Markov's inequality, with probability at least $1-\delta /(2 t)$, no element from a $j$-light level is sampled by $D_{j}$, i.e., for all $i \in \bar{H}_{j}, k \in L_{i}(x)$, the $k$-th diagonal entry of $D_{j}$ is 0 . By taking union bound over all $j \in[t]$, with probability at least $1-\delta / 2$, for all $j \in[t]$, no element from a $j$-light level is sampled by $D_{j}$. Let $\zeta$ denote this event. We condition on this event in the remaining part of the proof. In the following analysis, we show an upper bound of $\left\|w_{j} D_{j} x\right\|_{2}^{2}$ for each $j \in[t]$. Let $H_{j}$ be the set of $j$-heavy levels.

Consider a fixed $j \in[t]$, we have

$$
\begin{aligned}
\underset{D_{j}}{\mathbb{E}}\left[\left\|w_{j} D_{j} x\right\|_{2}^{2} \mid \zeta\right] & =w_{j}^{2} \underset{D_{j}}{\mathbb{E}}\left[\left\|D_{j} x\right\|_{2}^{2} \mid \zeta\right] \\
& =w_{j}^{2} \underset{D_{j}}{\mathbb{E}}\left[\sum_{h=1}^{n}\left(D_{j}(h, h)\right)^{2} x_{h}^{2} \mid \zeta\right] \\
& =w_{j}^{2} \underset{D_{j}}{\mathbb{E}}\left[\sum_{i=0}^{g} \sum_{h \in L_{i}(x)}\left(D_{j}(h, h)\right)^{2} x_{h}^{2} \mid \zeta\right] \\
& =w_{j}^{2} \frac{1}{2^{j}} \sum_{i \in H_{j}} \sum_{h \in L_{i}(x)} x_{h}^{2} \\
& \leq w_{j}^{2} \frac{1}{2^{j}} \sum_{i \in H_{j}}\left|L_{i}(x)\right| \cdot\left(2^{i+1}\right)^{2} .
\end{aligned}
$$

Claim 25.7.18. $w_{j}^{2} 2^{-j} \leq O\left(\left(M_{\left.\ell^{(2 j}\right)}\right)^{2}\right)$.

Proof.

$$
\begin{aligned}
w_{j}^{2} 2^{-j} & =\left(\|(1,1, \ldots, 1,0, \ldots, 0)\|_{\ell}\right)^{2} \cdot 2^{-j} \\
& =\left(\left\|\frac{1}{\sqrt{2^{j}}}(1,1, \ldots, 1,0, \ldots, 0)\right\|_{\ell} \sqrt{2^{j}}\right)^{2} \cdot 2^{-j} \\
& =\left(\left\|\xi^{\left(2^{j}\right)}\right\|_{\ell}\right)^{2} \cdot 2^{j} \cdot 2^{-j} \\
& =\left(\left\|\xi^{\left(2^{j}\right)}\right\|_{\ell}\right)^{2} \\
& \leq O\left(M_{\ell^{\left(2^{j}\right)}}\right)
\end{aligned}
$$

where the third step follows from the definition of $\xi^{\left(2^{j}\right)}$, and the last step follows from Lemma 25.7.6.

Using the above claim, we have

$$
\begin{aligned}
& w_{j}^{2} \sum_{i \in H_{j}}\left|L_{i}(x)\right| \cdot 2^{2 i-j} \\
& =\sum_{i \in H_{j}} \frac{w_{j}^{2} 2^{-j}}{\left(M_{\ell\left(\left|L_{i}(x)\right|\right)}\right)^{2}} \cdot\left|L_{i}(x)\right| \cdot\left(M_{\ell^{\left(\left|L_{i}(x)\right|\right)}}\right)^{2} \cdot 2^{2 i} \\
& \leq O\left(\sum_{i \in H_{j}}\left(\frac{M_{\ell(2 j)}}{M_{\ell\left(\left|L_{i}(x)\right|\right)}}\right)^{2} \cdot\left|L_{i}(x)\right| \cdot\left(M_{\ell\left(\left|L_{i}(x)\right| \mid\right.}\right)^{2} \cdot 2^{2 i}\right) \\
& \leq O\left(\sum_{i \in H_{j}}\left(\frac{M_{\ell^{\left(2^{j}\right)}}}{M_{\ell^{\left(\left|L_{i}(x)\right|\right)}}}\right)^{2} w_{\log \left|L_{i}(x)\right|}^{2} \log n \cdot 2^{2 i}\right) \\
& =\log n \cdot \underbrace{\sum_{i \in H_{j},\left|L_{i}(x)\right| \leq 2^{j}}\left(\frac{M_{\ell^{\left(2^{j}\right)}}}{M_{\ell\left(\left|L_{i}(x)\right|\right)}}\right)^{2} \cdot w_{\log \left|L_{i}(x)\right|}^{2} \cdot 2^{2 i}}_{\diamond} \\
& +\log n \cdot \underbrace{\sum_{i \in H_{j},\left|L_{i}(x)\right|>2^{j}}\left(\frac{M_{\ell\left(2^{j}\right)}}{M_{\ell\left(\left|L_{i}(x)\right|\right)}}\right)^{2} \cdot w_{\log \left|L_{i}(x)\right|}^{2} \cdot 2^{2 i}}_{0},
\end{aligned}
$$

where the second step follows from $w_{j}^{2} 2^{-j} \leq O\left(\left(M_{\ell^{\left(2^{j}\right)}}\right)^{2}\right)$ (Claim 25.7.18), and the third step follows from $\left|L_{i}(x)\right| \cdot\left(M_{\ell\left(\left|L_{i}(x)\right|\right)}\right)^{2} \leq O\left(w_{\log \left|L_{i}(x)\right|}^{2} \log n\right)$ (Lemma 25.7.6). It remains to upper bound $\diamond$ and $\odot$.

To given an upper bound for $\diamond$, we have

$$
\begin{aligned}
\diamond & \leq O\left(\sum_{i \in H_{j},\left|L_{i}(x)\right| \leq 2^{j}} \mathrm{mma}^{2}\left(\ell, \log ^{2} n / \delta\right) \cdot w_{\log \left|L_{i}(x)\right|}^{2} \cdot 2^{2 i}\right) \\
& \leq O\left(\mathrm{mma}^{2}\left(\ell, \log ^{2} n / \delta\right)\left(\sum_{i=0}^{g} w_{\log \left|L_{i}(x)\right|} \cdot 2^{i}\right)^{2}\right) \\
& \leq O\left(\mathrm{mma}^{2}\left(\ell, \log ^{2} n / \delta\right)\right)\|x\|_{\ell}^{2} \\
& \leq O\left(\log ^{3} n / \delta\right)\|x\|_{\ell}^{2},
\end{aligned}
$$

where the first step follows from the definition of mma, the second step follows from Minkowski inequality, the third step follows from the definition of $L_{i}(x), w_{\log \left|L_{i}(x)\right|}$ and triangle inequality, the last step follows from Lemma 25.7.7.

To give an upper bound for $\odot$, we have

$$
\begin{aligned}
\bigcirc & \leq O\left(\log n \cdot \sum_{i \in H_{j},\left|L_{i}(x)\right|>2^{j}} \operatorname{mmc}^{2}(\ell) w_{\log \left|L_{i}(x)\right|}^{2} \cdot 2^{2 i}\right) \\
& \leq O\left(\log n \cdot \mathrm{mmc}^{2}(\ell) \cdot\left(\sum_{i=0}^{g} w_{\log \left|L_{i}(x)\right|} \cdot 2^{i}\right)^{2}\right) \\
& \leq O\left(\log n \cdot \mathrm{mmc}^{2}(\ell) \cdot\|x\|_{\ell}^{2}\right),
\end{aligned}
$$

where the first step follows from $\left(M_{\left.\ell^{(2}\right)} / M_{\ell^{\left(\left|L_{i}(x)\right|\right)}}\right)^{2} \leq O\left(\log n \cdot \operatorname{mmc}^{2}(\ell)\right)$ (Lemma 3.14 in $\left.\left[\mathrm{BBC}^{+} 17\right]\right)$.

Putting it all together, we have

$$
\underset{D_{j}}{\mathbb{E}}\left[\left\|w_{j} D_{j} x\right\|_{2}^{2} \mid \zeta\right] \leq \log n \cdot(\diamond+\diamond) \leq O\left(\log ^{4} n / \delta+\log ^{2} n \cdot \operatorname{mmc}^{2}(\ell)\right)\|x\|_{\ell}^{2}
$$

Thus,

$$
\underset{\widetilde{D}}{\mathbb{E}}\left[\|\widetilde{D} x\|_{2}^{2} \mid \zeta\right] \leq \sum_{j=0}^{t} \underset{D_{j}}{\mathbb{E}}\left[\left\|w_{j} D_{j} x\right\|_{2}^{2} \mid \zeta\right] \leq O\left(\log ^{5} n / \delta+\log ^{3} n \cdot \operatorname{mmc}^{2}(\ell)\right)\|x\|_{\ell}^{2}
$$

By Markov's inequality, conditioned on $\zeta$, with probability at least $1-\delta / 2$,

$$
\|\widetilde{D} x\|_{2}^{2} \leq O\left(\log ^{5} n / \delta+\log ^{3} n \cdot \operatorname{mmc}^{2}(\ell)\right)\|x\|_{\ell}^{2} / \delta
$$

Since $\zeta$ holds with probability at least $1-\delta / 2$, with probability at least $1-\delta$, we have

$$
\|\widetilde{D} x\|_{2} \leq O\left(\log ^{5 / 2} n / \delta \cdot \operatorname{mmc}(\ell)\right) \cdot\|x\|_{\ell}
$$

Now we show how to use the dilation bound for a fixed vector in Lemma 25.7.17 to prove a dilation bound for all vectors in a subspace. We need the following existential result in our proof.

Lemma 25.7.19 ([Aue30]). Given a matrix $A \in \mathbb{R}^{n \times m}$ and a norm $\|\cdot\|$, there exists a basis matrix $U \in \mathbb{R}^{n \times d}$ of the column space of $A$, such that

$$
\sum_{i=1}^{d}\left\|U^{i}\right\| \leq d
$$

and for all $x \in \mathbb{R}^{d}$,

$$
\|x\|_{\infty} \leq\|U x\| .
$$

Lemma 25.7.20. Given a matrix $A \in \mathbb{R}^{n \times d}$. Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1. With probability at least 0.99 , for all $x \in \mathbb{R}^{d}$,

$$
\|S A x\|_{2} \leq O\left(\alpha_{1} d^{2}\right)\|A x\|_{\ell}
$$

where $\alpha_{1}=O\left(\operatorname{mmc}(\ell) \cdot \log ^{5 / 2} n\right)$.

Proof. Recall that $S=\Pi \widetilde{D}$. Let $U$ be a basis matrix of the column space of $A$ as in Lemma 25.7.19. By Lemma 25.7.17, for a fixed $i \in[d]$, with probability at least $1-1 /(100 d)$, $\left\|\widetilde{D} U^{i}\right\|_{2} \leq O\left(\alpha_{1} d\right)\left\|U^{i}\right\|_{\ell}$. By taking a union bound over $i \in[d]$, with probability at least 0.999 , for all $i \in[d],\left\|\widetilde{D} U^{i}\right\|_{2} \leq \alpha_{1} d\left\|U^{i}\right\|_{\ell}$. Thus, for any $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\|\widetilde{D} U x\|_{2} & \leq \sum_{i=1}^{d}\left|x_{i}\right| \cdot\left\|\widetilde{D} U^{i}\right\|_{2} \\
& \leq\|x\|_{\infty} \cdot \sum_{i=1}^{d}\left\|\widetilde{D} U^{i}\right\|_{2} \\
& \leq\|U x\|_{\ell} \cdot \sum_{i=1}^{d}\left\|\widetilde{D} U^{i}\right\|_{2} \\
& \leq O\left(\alpha_{1} d\right) \cdot\|U x\|_{\ell} \cdot \sum_{i=1}^{d}\left\|U^{i}\right\|_{\ell} \\
& \leq O\left(\alpha_{1} d^{2}\right) \cdot\|U x\|_{\ell}
\end{aligned}
$$

where the first step follows from triangle inequality, the second step follows from $\left|x_{i}\right| \leq\|x\|_{\infty}$ for all $i \in[d]$, the third step follows from $\|x\|_{\infty} \leq\|U x\|_{\ell}$, the fourth step follows from $\left\|\widetilde{D} U^{i}\right\|_{2} \leq O\left(\alpha_{1} d\right)\left\|U^{i}\right\|_{\ell}$, the last step follows from $\sum_{i=1}^{d}\left\|U^{i}\right\|_{\ell} \leq d$.

By Corollary 25.7.3, with probability at least $0.999, \Pi$ is an $\ell_{2}$ subspace embedding with $\epsilon=0.1$ for the column space of $\widetilde{D} U$. Thus, with probability at least 0.99 , for all $x \in \mathbb{R}^{d}$, $\|S A x\|_{2} \leq O\left(\alpha_{1} d^{2}\right)\|A x\|_{\ell}$.

### 25.7.6 Proof of Theorem 25.3.3

Proof. It directly follows from Lemma 25.7.16, Lemma 25.7.20 and Lemma 25.7.8.

### 25.8 Missing Proofs of Main Theorems

### 25.8.1 Proof of Theorem 25.1.3

Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1, and $\Pi=O\left(\sqrt{d} \log ^{3} n\right)$. $S$. By Corollary 25.3.4, for a given matrix $A \in \mathbb{R}^{n \times d}$, with probability at least 0.9 , for all $x \in \mathbb{R}^{d}$,

$$
\|A x\|_{G} \leq\|\Pi A x\|_{2} \leq \kappa\|A x\|_{G},
$$

where $\kappa=O\left(\sqrt{C_{G}} d^{5 / 2} \log ^{13 / 2} n\right)$. We prove Theorem 25.1.3 by combining Theorem 25.2.6 with the embedding matrix $\Pi$ constructed above.

### 25.8.2 Proof of Theorem 25.1.4

Let $S \in \mathbb{R}^{O(d) \times n}$ be a SymSketch as defined in Definition 25.3.1. For a given data matrix $A \in \mathbb{R}^{n \times d}$ and response vector $b \in \mathbb{R}^{n}$, we calculate $x^{*}=\operatorname{argmin}_{x}\|S A x-S b\|_{2}$ and return $x^{*}$. The algorithm runs in $O(\operatorname{nnz}(A)+\operatorname{poly}(d))$ time, since by Lemma 25.7.8, the expected running time for calculating $S A$ is $O(\operatorname{nnz}(A)+\operatorname{poly}(d))$, and $x^{*}=(S A)^{+} S b$ can be calculated in poly $(d)$ time.

To see the correctness, let $\bar{x}=\operatorname{argmin}_{x}\|A x-b\|_{\ell}$. With probability at least 0.99 , we have

$$
\begin{aligned}
\left\|A x^{*}-b\right\|_{\ell} & \leq O\left(\sqrt{d} \log ^{3} n\right)\left\|S A x^{*}-S b\right\|_{2} \\
& \leq O\left(\sqrt{d} \log ^{3} n\right)\|S A \bar{x}-S b\|_{2} \\
& \leq O\left(\sqrt{d} \log ^{3} n\right)\|\widetilde{D} A \bar{x}-\widetilde{D} b\|_{\ell} \\
& =O\left(\sqrt{d} \log ^{11 / 2} n\right) \cdot \operatorname{mmc}(\ell) \cdot\|A \bar{x}-b\|_{\ell} .
\end{aligned}
$$

The first step follows by applying Lemma 25.7 .16 on $\mathbf{A b}$, where we use $\mathbf{A b} \in \mathbb{R}^{n \times(d+1)}$ to denote a matrix whose first $d$ columns are $A$ and the last column is $b$. The second step follows from the fact that $x^{*}=\operatorname{argmin}_{x}\|S A x-S b\|_{2}$. The third step follows by Definition 25.3.1 and Corollary 25.7.3. The last step follows by applying Lemma 25.7.17 on $A \bar{x}-b$.

## Chapter 26

## Kronecker Product Regression

We study Kronecker product regression, in which the design matrix to a regression problem is a Kronecker product of two or more matrices. Formally, given $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$ for $i=1,2, \ldots, q$ where $n_{i} \gg d_{i}$ for each $i$, and $b \in \mathbb{R}^{n_{1} n_{2} \cdots n_{q}}$, let $\mathcal{A}=A_{i} \otimes A_{2} \otimes \cdots \otimes A_{q}$. Then for $p \in[1,2]$, the goal is to find $x \in \mathbb{R}^{d_{1} \cdots d_{q}}$ that approximately minimizes $\|\mathcal{A} x-b\|_{p}$. Recently, Diao, Song, Sun, and Woodruff (AISTATS, 2018) gave an algorithm which is faster than forming the Kronecker product $\mathcal{A} \in \mathbb{R}^{n_{1} \cdots n_{q} \times d_{1} \cdots d_{q}}$. Specifically, for $p=2$ they achieve a running time of $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)\right)$, where $\mathrm{nnz}\left(A_{i}\right)$ is the number of non-zero entries in $A_{i}$. Note that $n n z(b)$ can be as large as $\Theta\left(n_{1} \cdots n_{q}\right)$. For $p=1, q=2$ and $n_{1}=n_{2}$, they achieve a worse bound of $O\left(n_{1}^{3 / 2} \operatorname{poly}\left(d_{1} d_{2}\right)+\mathrm{nnz}(b)\right)$. In this work, we provide significantly faster algorithms. For $p=2$, our running time is $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)\right)$, which has no dependence on $\mathrm{nnz}(b)$. For $p<2$, our running time is $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)\right)$, which matches the prior best running time for $p=2$. We also consider the related all-pairs regression problem, where given $A \in \mathbb{R}^{n \times d}, b \in \mathbb{R}^{n}$, we want to solve $\min _{x \in \mathbb{R}^{d}}\|\bar{A} x-\bar{b}\|_{p}$, where $\bar{A} \in \mathbb{R}^{n^{2} \times d}, \bar{b} \in \mathbb{R}^{n^{2}}$ consist of all pairwise differences of the rows of $A, b$. We give an $O(\mathrm{nnz}(A))$ time algorithm for $p \in[1,2]$, improving the $\Omega\left(n^{2}\right)$ time required to form $\bar{A}$. Finally, we initiate the study of Kronecker product low rank approximation and low-trank approximation. For input $\mathcal{A}$ as above, we give an $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)\right)$ time algorithm, which is much faster than computing $\mathcal{A}$.

This part is based upon the following previous publication

- Huaian Diao, Rajesh Jayaram, Zhao Song, Wen Sun, David P. Woodruff Optimal Sketching for Kronecker Product Regression and Low Rank Approximation. Manuscript 2019 [DJS ${ }^{+}$19]


### 26.1 Introduction

In the $q$-th order Kronecker product regression problem, one is given $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$ for each $i \in\{1,2, \ldots, q\}$, together with $b \in \mathbb{R}^{n_{1} n_{2} \cdots n_{q}}$, and the goal is to obtain a solution to the optimization problem:

$$
\min _{x \in \mathbb{R}^{d_{1} d_{2} \cdots d_{q}}}\left\|\left(A_{1} \otimes A_{2} \cdots \otimes A_{q}\right) x-b\right\|_{p}
$$

where $p \in[1,2]$, and for a vector $x \in \mathbb{R}^{n}$ the $\ell_{p}$ norm is defined by $\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$. For $p=2$, this is least squares regression, and for $p=1$ this is least absolute deviation regression.

Kronecker product regression is a special case of ordinary regression, in which the design matrix is highly structured. Namely, it is the Kronecker product of two or more matrices. Kronecker product matrices naturally arise in applications such as spline regression, signal processing, and multivariate data fitting. We refer the reader to [VL92, VLP93, GVL13] for further background and applications of Kronecker product regression. As discussed in [DSSW18], Kronecker product regression also arises in structured blind deconvolution problems [OY05], and the bivariate problem of surface fitting and multidimensional density smoothing [EM06].

A recent work of Diao, Song, Sun, and Woodruff [DSSW18] utilizes sketching techniques to output an $x \in \mathbb{R}^{d_{1} d_{2} \cdots d_{q}}$ with objective function at most $(1+\epsilon)$-times larger than optimal, for both least squares and least absolute deviation Kronecker product regression. Importantly, their time complexity is faster than the time needed to explicitly compute $A_{1} \otimes \cdots \otimes A_{q}$. We note that sketching itself is a powerful tool for compressing extremely high dimensional data, and has been used in a number of tensor related problems, e.g., [SWZ16, LHW17, DSSW18, SWZ19b].

For least squares regression, [DSSW18] achieve $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)+\operatorname{poly}(d / \epsilon)\right)$ time, where $\mathrm{nnz}(C)$ for a matrix $C$ denotes the number of non-zero entries of $C$. Note that the focus is on the over-constrained regression setting, when $n_{i} \gg d_{i}$ for each $i$, and so the goal is to have a small running time dependence on the $n_{i}$. We remark that over-constrained regression has been the focus of a large body of work over the past decade, which primarily attempts to design fast regression algorithms in the big data (large sample size) regime, see, e.g., [Mah11b, Woo14b] for surveys.

Observe that explicitly computing $A_{1} \otimes \cdots \otimes A_{q}$ would take $\prod_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)$ time, which can be as large as $\prod_{i=1}^{q} n_{i} d_{i}$, and so the results of [DSSW18] offer a large computational advantage. Unfortunately, since $b \in \mathbb{R}^{n_{1} n_{2} \cdots n_{q}}$, we can have $\operatorname{nnz}(b)=\prod_{i=1}^{q} n_{i}$, and therefore $n n z(b)$ is likely to be the dominant term in the running time. This leaves open the question of whether it is possible to solve this problem in time sub-linear in nnz(b), with a dominant term of $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)\right)$.

For least absolute deviation regression, the bounds of [DSSW18] achieved are still an improvement over computing $A_{1} \otimes \cdots \otimes A_{q}$, though worse than the bounds for least squares regression. The authors focus on $q=2$ and the special case $n=n_{1}=n_{2}$. Here, they obtain
a running time of $O\left(n^{3 / 2} \operatorname{poly}\left(d_{1} d_{2} / \epsilon\right)+\mathrm{nnz}(b)\right)^{1}$. This leaves open the question of whether an input-sparsity $O\left(\mathrm{nnz}\left(A_{1}\right)+\mathrm{nnz}\left(A_{2}\right)+\mathrm{nnz}(b)+\operatorname{poly}\left(d_{1} d_{2} / \epsilon\right)\right)$ time algorithm exists.

In this work, we also study the related all-pairs regression problem. Given $A \in$ $\mathbb{R}^{n \times d}, b \in \mathbb{R}^{n}$, the goal is to approximately solve the $\ell_{p}$ regression problem $\min _{x}\|\bar{A} x-\bar{b}\|_{p}$, where $\bar{A} \in \mathbb{R}^{n^{2} \times d}$ is the matrix formed by taking all pairwise differences of the rows of $A$ (and $\bar{b}$ is defined similarly). For $p=1$, this is known as the rank regression estimator, which has a long history in statistics. It is closely related to the renowned Wilconxon rank test [WL09], and enjoys the desirable property of being robust with substantial efficiency gain with respect to heavy-tailed random errors, while maintaining high efficiency for Gaussian errors [WKL09, WL09, WPB+ ${ }^{+}$18, Wan19a]. In many ways, it has properties more desirable in practice than that of the Huber M-estimator [WPB ${ }^{+} 18$, Wan19b]. Recently, the all-pairs loss function was also used by $\left[\mathrm{WPB}^{+} 18\right]$ as an alternative approach to overcoming the challenges of tuning parameter selection for the Lasso algorithm. However, the rank regression estimator is computationally intensive to compute, even for moderately sized data, since the standard procedure (for $p=1$ ) is to solve a linear program with $O\left(n^{2}\right)$ constraints. In this work, we demonstrate the first highly efficient algorithm for this estimator.

Finally, in addition to regression, we extend our techniques to the Low Rank Approximation (LRA) problem. Here, given a large data matrix $A$, the goal is to find a low rank matrix $B$ which well-approximates $A$. LRA is useful in numerous applications, such as

[^88]compressing massive datasets to their primary components for storage, denoising, and fast matrix-vector products. Thus, designing fast algorithms for approximate LRA has become a large and highly active area of research; see [Woo14b] for a survey. For an incomplete list of recent work using sketching techniques for LRA, see [CW13, MM13, NN13a, BW14, CW15b, CW15a, RSW16, BWZ16, SWZ17, MW17, CGK+17c, LHW17, SWZ18, BW18, SWZ19b, $\mathrm{BBB}^{+} 19 \mathrm{~b}$, IVWW19] and the references therein.

Motivated by the importance of LRA, we initiate the study of low-rank approximation of Kronecker product matrices. Given $q$ matrices $A_{1}, \cdots A_{q}$ where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}, n_{i} \gg d_{i}, A=$ $\otimes_{i=1}^{q} A_{i}$, the goal is to output a rank- $k$ matrix $B \in \mathbb{R}^{n \times d}$ such that $\|B-A\|_{F}^{2} \leq(1+\epsilon) \mathrm{OPT}_{k}$, where $\mathrm{OPT}_{k}$ is the cost of the best rank- $k$ approximation, $n=n_{1} \cdots n_{q}$, and $d=d_{1} \cdots d_{q}$. Here $\|A\|_{F}^{2}=\sum_{i, j} A_{i, j}^{2}$. The fastest general purpose algorithms for this problem run in time $O(\operatorname{nnz}(A)+\operatorname{poly}(d k / \epsilon))$ [CW13]. However, as in regression, if $A=\otimes_{i=1}^{q} A_{i}$, we have $\mathrm{nnz}(A)=\prod_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)$, which grows very quickly. Instead, one might also hope to obtain a running time of $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\operatorname{poly}(d k / \epsilon)\right)$.

### 26.1.1 Our Contributions

Our main contribution is an input sparsity time $(1+\epsilon)$-approximation algorithm to Kronecker product regression for every $p \in[1,2]$, and $q \geq 2$. Given $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}, i=1, \ldots, q$, and $b \in \mathbb{R}^{n}$ where $n=\prod_{i=1}^{q} n_{i}$, together with accuracy parameter $\epsilon \in(0,1 / 2)$ and failure probability $\delta>0$, the goal is to output a vector $x^{\prime} \in \mathbb{R}^{d}$ where $d=\prod_{i=1}^{q} d_{i}$ such that $\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b\right\|_{p} \leq(1+\epsilon) \min _{x}\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-b\right\|_{p}$ holds with probability at least $1-\delta$. For $p=2$, our algorithm runs in $\left.\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)\right)+\operatorname{poly}\left(d \delta^{-1} / \epsilon\right)\right)$ time $^{2}$. Notice

[^89]that this is sub-linear in the input size, since it does not depend on nnz(b). For $p<2$, the running time is $\widetilde{O}\left(\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)+\operatorname{poly}(d / \epsilon)\right) \log (1 / \delta)\right)$.

Observe that in both cases, this running time is significantly faster than the time to write down $A_{1} \otimes \cdots \otimes A_{q}$. For $p=2$, up to logarithmic factors, the running time is the same as the time required to simply read each of the $A_{i}$. Moreover, in the setting $p<2, q=2$ and $n_{1}=n_{2}$ considered in [DSSW18], our algorithm offers a substantial improvement over their running time of $O\left(n^{3 / 2} \operatorname{poly}\left(d_{1} d_{2} / \epsilon\right)\right)$.

We empirically evaluate our Kronecker product regression algorithm on exactly the same datasets as those used in [DSSW18]. For $p \in\{1,2\}$, the accuracy of our algorithm is nearly the same as that of [DSSW18] while the running time is significantly faster.

For the all-pairs (or rank) regression problem, we first note that for $A \in \mathbb{R}^{n \times d}$, one can rewrite $\bar{A} \in \mathbb{R}^{n^{2} \times d}$ as the difference of Kronecker products $\bar{A}=A \otimes \mathbf{1}^{n}-\mathbf{1}^{n} \otimes A$ where $\mathbf{1}^{n} \in \mathbb{R}^{n}$ is the all ones vector. Since $\bar{A}$ is not a Kronecker product itself, our earlier techniques for Kronecker product regression are not directly applicable. Therefore, we utilize new ideas, in addition to careful sketching techniques, to obtain an $\widetilde{O}(\operatorname{nnz}(A)+\operatorname{poly}(d / \epsilon))$ time algorithm for $p \in[1,2]$, which improves substantially on the $O\left(n^{2} d\right)$ time required to even compute $\bar{A}$, by a factor of at least $n$.

Our main technical contribution for both our $\ell_{p}$ regression algorithm and the rank regression problem is a novel and highly efficient $\ell_{p}$ sampling algorithm. Specifically, for the rank-regression problem we demonstrate, for a given $x \in \mathbb{R}^{d}$, how to independently sample $s$ entries of a vector $\bar{A} x=y \in \mathbb{R}^{n^{2}}$ from the $\ell_{p}$ distribution $\left(\left|y_{1}\right|^{p} /\|y\|_{p}^{p}, \ldots,\left|y_{n^{2}}\right|^{p} /\|y\|_{p}^{p}\right)$ in $\widetilde{O}(n d+\operatorname{poly}(d s))$ time. For the $\ell_{p}$ regression problem, we demonstrate the same result when
$y=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-b \in \mathbb{R}^{n_{1} \cdots n_{q}}$, and in time $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)+\operatorname{poly}(d s)\right)$. This result allows us to sample a small number of rows of the input to use in our sketch. Our algorithm draws from a large number of disparate sketching techniques, such as the dyadic trick for quickly finding heavy hitters [CM04, KNPW11, LNNT16, NS19], and the precision sampling framework from the streaming literature [AKO10].

For the Kronecker Product Low-Rank Approximation (LRA) problem, we give an input sparsity $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\right.$ poly $\left.(d k / \epsilon)\right)$-time algorithm which computes a rank- $k$ matrix $B$ such that $\left\|B-\otimes_{i=1}^{q} A_{i}\right\|_{F}^{2} \leq(1+\epsilon) \min _{\text {rank }-k B^{\prime}}\left\|B^{\prime}-\otimes_{i=1}^{q} A_{i}\right\|_{F}^{2}$. Note again that the dominant term $\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)$ is substantially smaller than the $\mathrm{nnz}(A)=\prod_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)$ time required to write down the Kronecker Product $A$, which is also the running time of state-of-the-art general purpose LRA algorithms [CW13, MM13, NN13a]. Thus, our results demonstrate that substantially faster algorithms for approximate LRA are possible for inputs with a Kronecker product structure. Our technical contributions involve demonstrating that useful properties of known sketching matrices hold also for the Kronecker product of these matrices.

In addition, motivated by [VL00], we use our techniques to solve the low-trank approximation problem, where we are given an arbitrary matrix $A \in \mathbb{R}^{n^{q} \times n^{q}}$, and the goal is to output a trank- $k$ matrix $B \in \mathbb{R}^{n^{q} \times n^{q}}$ such that $\|B-A\|_{F}$ is minimized. Here, the trank of a matrix $B$ is the smallest integer $k$ such that $B$ can be written as a summation of $k$ matrices, where each matrix is the Kronecker product of $q$ matrices with dimensions $n \times n$. Compressing a matrix $A$ to a low-trank approximation yields many of the same benefits as LRA, such as compact representation, fast matrix-vector product, and fast matrix multiplication, and thus is applicable in many of the settings where LRA is used. Using similar
sketching ideas, we provide an $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\operatorname{poly}\left(d_{1} \cdots d_{q} / \epsilon\right)\right)$ time algorithm for this problem under various loss functions. Our results for low-trank approximation can be found in Section 26.11.

### 26.2 Preliminaries

Notation. For a tensor $A \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, we use $\|A\|_{p}$ to denote the entry-wise $\ell_{p}$ norm of $A$, i.e., $\|A\|_{p}=\left(\sum_{i_{1}} \sum_{i_{2}} \sum_{i_{3}}\left|A_{i_{1}, i_{2}, i_{3}}\right|^{p}\right)^{1 / p}$. For $n \in \mathbb{N}$, let $[n]=\{1,2, \ldots, n\}$. For a matrix $A$, let $A_{i, *}$ denote the $i$-th row of $A$, and $A_{*, j}$ the $j$-th column. For $a, b \in \mathbb{R}$ and $\epsilon \in(0,1)$, we write $a=(1 \pm \epsilon) b$ to denote $(1-\epsilon) b \leq a \leq(1+\epsilon) b$. We now define various sketching matrices used by our algorithms.
$p$-stable Transforms. We will utilize the well-known $p$-stable distribution, $\mathcal{D}_{p}$ (see [Nol07, Ind06] for further discussion), which exist for $p \in(0,2]$. For $p \in(0,2), X \sim \mathcal{D}_{p}$ is defined by its characteristic function $\mathbb{E}_{X}[\exp (\sqrt{-1} t X)]=\exp \left(-|t|^{p}\right)$, and can be efficiently generated to a fixed precision [Nol07, KNW10b]. For $p=2, \mathcal{D}_{2}$ is just the standard Gaussian distribution, and for $p=1, \mathcal{D}_{1}$ is the Cauchy distribution. The distribution $\mathcal{D}_{p}$ has the property that if $z_{1}, \ldots, z_{n} \sim D_{p}$ are i.i.d., and $a \in \mathbb{R}^{n}$, then $\sum_{i=1}^{n} z_{i} a_{i} \sim z\|a\|_{p}$ where $\|a\|_{p}=\left(\sum_{i=1}^{n}\left|a_{i}\right|^{p}\right)^{1 / p}$, and $z \sim \mathcal{D}_{p}$. This property will allow us to utilize sketches with entries independently drawn from $\mathcal{D}_{p}$ to preserve the $\ell_{p}$ norm.

Definition 26.2.1 (Dense $p$-stable Transform, [CDMI $\left.{ }^{+} 13\right]$ ). Let $p \in[1,2]$. Let $S=\sigma \cdot C \in$ $\mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, and each entry of $C \in \mathbb{R}^{m \times n}$ is chosen independently from $\mathcal{D}_{p}$.

We will also need a sparse version of the above.
Definition 26.2.2 (Sparse $p$-Stable Transform, [MM13, CDMI $\left.{ }^{+} 13\right]$ ). Let $p \in[1,2]$. Let $\Pi=\sigma \cdot S C \in \mathbb{R}^{m \times n}$, where $\sigma$ is a scalar, $S \in \mathbb{R}^{m \times n}$ has each column chosen independently
and uniformly from the $m$ standard basis vectors of $\mathbb{R}^{m}$, and $C \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonals chosen independently from the standard $p$-stable distribution. For any matrix $A \in \mathbb{R}^{n \times d}, \Pi A$ can be computed in $O(\mathrm{nnz}(A))$ time.

One nice property of $p$-stable transformations is that they provide low-distortion $\ell_{p}$ embeddings.

Lemma 26.2.1 (Theorem 1.4 of [WW19]; see also Theorem 2 and 4 of [MM13] for earlier work ${ }^{3}$ ). Fix $A \in \mathbb{R}^{n \times d}$, and let $S \in \mathbb{R}^{k \times n}$ be a sparse or dense $p$-stable transform for $p \in[1,2)$, with $k=\Theta\left(d^{2} / \delta\right)$. Then with probability $1-\delta$, for all $x \in \mathbb{R}^{d}$ :

$$
\|A x\|_{p} \leq\|S A x\|_{p} \leq O(d \log d)\|A x\|_{p}
$$

We simply call a matrix $S \in \mathbb{R}^{k \times n}$ a low distortion $\ell_{p}$ embedding for $A \in \mathbb{R}^{n \times d}$ if it satisfies the above inequality for all $x \in \mathbb{R}^{d}$.

Leverage Scores \& Well Condition Bases. We now introduce the notions of $\ell_{2}$ leverage scores and well-conditioned bases for a matrix $A \in \mathbb{R}^{n \times d}$.

Definition 26.2.3 ( $\ell_{2}$-Leverage Scores, [Woo14b, BSS12]). Given a matrix $A \in \mathbb{R}^{n \times d}$, let $A=Q \cdot R$ denote the QR factorization of matrix $A$. For each $i \in[n]$, we define $\sigma_{i}=\frac{\left\|\left(A R^{-1}\right)_{i}\right\|_{2}^{2}}{\left\|A R^{-1}\right\|_{F}^{2}}$, where $\left(A R^{-1}\right)_{i} \in \mathbb{R}^{d}$ is the $i$-th row of matrix $\left(A R^{-1}\right) \in \mathbb{R}^{n \times d}$. We say that $\sigma \in \mathbb{R}^{n}$ is the $\ell_{2}$ leverage score vector of $A$.

[^90]```
Algorithm 26.1 Our \(\ell_{2}\) Kronecker Product Regression Algorithm
    procedure \(\ell_{2} \operatorname{Kronecker} \operatorname{Regression}\left(\left(\left\{A_{i}, n_{i}, d_{i}\right\}_{i \in[q]}, b\right)\right) \quad \triangleright\) Theorem 26.3.1
        \(d \leftarrow \prod_{i=1}^{q} d_{i}, n \leftarrow \prod_{i=1}^{q} n_{i}, m \leftarrow \Theta\left(d /\left(\delta \epsilon^{2}\right)\right)\).
        Compute approximate leverage scores \(\widetilde{\sigma}_{i}\left(A_{j}\right)\) for all \(j \in[q], i \in\left[n_{j}\right]\). \(\triangleright\) Lemma 26.7.3
        Construct diagonal leverage score sampling matrix \(D \in \mathbb{R}^{n \times n}\), with \(m\) non-zero entries
    \(\triangleright\) Proposition 26.7.4
        Compute (via the psuedo-inverse)
                                    \(\widehat{x}=\arg \min _{x \in \mathbb{R}^{d}}\left\|D\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x-D b\right\|_{2}\)
        return \(\widehat{x}\)
    end procedure
```

Definition 26.2.4 ( $\left(\ell_{p}, \alpha, \beta\right)$ Well-Conditioned Basis, [Cla05]). Given a matrix $A \in \mathbb{R}^{n \times d}$, we say $U \in \mathbb{R}^{n \times d}$ is an $\left(\ell_{p}, \alpha, \beta\right)$ well-conditioned basis for the column span of $A$ if the columns of $U$ span the columns of $A$, and if for any $x \in \mathbb{R}^{d}$, we have $\alpha\|x\|_{p} \leq\|U x\|_{p} \leq \beta\|x\|_{p}$, where $\alpha \leq 1 \leq \beta$. If $\beta / \alpha=d^{O(1)}$, then we simply say that $U$ is an $\ell_{p}$ well conditioned basis for $A$.

Fact 26.2.2 ([WW19, MM13]). Let $A \in \mathbb{R}^{n \times d}$, and let $S A \in \mathbb{R}^{k \times d}$ be a low distortion $\ell_{p}$ embedding for $A$ (see Lemma 26.2.1), where $k=O\left(d^{2} / \delta\right)$. Let $S A=Q R$ be the $Q R$ decomposition of $S A$. Then $A R^{-1}$ is an $\ell_{p}$ well-conditioned basis with probability $1-\delta$.

### 26.3 Kronecker Product Regression

We first introduce our algorithm for $p=2$. Our algorithm for $1 \leq p<2$ is given in Section 26.3.1. Our regression algorithm for $p=2$ is formally stated in Algorithm 26.1. Recall that our input design matrix is $A=\otimes_{i=1}^{q} A_{i}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, and we are also given $b \in \mathbb{R}^{n_{1} \cdots n_{q}}$. Let $n=\prod_{i=1}^{q} n_{i}$ and $d=\prod_{i=1}^{q} d_{i}$. The crucial insight of the algorithm is that one can approximately compute the leverage scores of $A$ given only good approximations to the leverage scores of each $A_{i}$. Applying this fact gives a efficent algorithm for sampling rows of $A$ with probability proportional to the leverage scores. Following standard arguments, we

```
Algorithm 26.2 Our \(\ell_{p}\) Kronecker Product Regression Algorithm, \(1 \leq p<2\)
    procedure \(O(1)\)-approximate \(\ell_{p}\) Regression \(\left(\left\{A_{i}, n_{i}, d_{i}\right\}_{i \in[q]}\right) \quad \triangleright\) Theorem 26.3.2
        \(d \leftarrow \prod_{i=1}^{q} d_{i}, n \leftarrow \prod_{i=1}^{q} n_{i}\).
        for \(i=1, \ldots, q\) do
            \(s_{i} \leftarrow O\left(q d_{i}^{2}\right)\)
            Generate sparse \(p\)-stable transform \(S_{i} \in \mathbb{R}^{s_{i} \times n}\) (def 26.2.2) \(\quad \triangleright\) Lemma 26.2.1
            Take the QR factorization of \(S_{i} A_{i}=Q_{i} R_{i}\) to obtain \(R_{i} \in \mathbb{R}^{d_{i} \times d_{i}} \quad \triangleright\) Fact 26.2.2
            Let \(Z \in \mathbb{R}^{d \times \tau}\) be a dense \(p\)-stable transform for \(\tau=\Theta(\log (n)) \triangleright\) Definition 26.2.1
            for \(j=1, \ldots, n_{i}\) do
                \(a_{i, j} \leftarrow \operatorname{median}_{\eta \in[\tau]}\left\{\left(\left|\left(A_{i} R_{i}^{-1} Z\right)_{j, \eta}\right| / \theta_{p}\right)^{p}\right\}\), where \(\theta_{p}\) is the median of \(\mathcal{D}_{p}\).
            end for
        end for
        Define a distribution \(\mathcal{D}=\left\{q_{1}^{\prime}, q_{1}^{\prime}, \ldots, q_{n}^{\prime}\right\}\) by \(q_{\sum_{i=1}^{q} j_{i} \prod_{l=1}^{j-1} n_{l}}^{\prime}=\prod_{i=1}^{q} a_{i, j_{i}}\).
        Let \(\Pi \in \mathbb{R}^{n \times n}\) denote a diagonal sampling matrix, where \(\Pi_{i, i}=1 / q_{i}^{1 / p}\) with probability
    \(q_{i}=\min \left\{1, r_{1} q_{i}^{\prime}\right\}\) and 0 otherwise, where \(r_{1}=\Theta\left(d^{3} / \epsilon^{2}\right) . \quad \triangleright\left[\mathrm{DDH}^{+} 09\right]\)
        Let \(x^{\prime} \in \mathbb{R}^{d}\) denote the solution of
                \(\min _{x \in \mathbb{R}^{d}}\left\|\Pi\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x-\Pi b\right\|_{p}\)
        return \(x^{\prime} \quad \triangleright x^{\prime}\) is an \(O(1)\) approx: Lemma 26.8.4
    end procedure
    procedure \((1+\epsilon)\)-Approximate \(\ell_{p}\) REGRESSION \(\left(x^{\prime} \in \mathbb{R}^{d}\right)\)
        Implicitly define \(\rho=\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b \in \mathbb{R}^{n}\)
        Via Lemma 26.8.7, compute a diagonal sampling matrix \(\Sigma \in \mathbb{R}^{n \times n}\) such that \(\Sigma_{i, i}=\)
    \(1 / \alpha_{i}^{1 / p}\) with probability \(\alpha_{i}=\min \left\{1, \max \left\{q_{i}, r_{2}\left|\rho_{i}\right|^{p} /\|\rho\|_{p}^{p}\right\}\right\}\) where \(r_{2}=\Theta\left(d^{3} / \epsilon^{3}\right)\).
        Compute \(\widehat{x}=\arg \min _{x \in \mathbb{R}^{d}}\left\|\Sigma\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right)-\Sigma b\right\|_{p}\) (via convex optimization
    methods, e.g., [BCLL18])
        return \(\widehat{x}\)
    end procedure
```

will show that by restricting the regression problem to the sampled rows, we can obtain our desired ( $1 \pm \epsilon$ )-approximate solution efficiently.

Our main theorem for this section is stated below. A full proof of the theorem can be found in the supplementary, namely, Section 26.7.

Theorem 26.3.1 (Kronecker product $\ell_{2}$ regression). Let $D \in \mathbb{R}^{n \times n}$ be the diagonal row sampling matrix generated via Proposition 26.7.4, with $m=\Theta\left(1 /\left(\delta \epsilon^{2}\right)\right)$ non-zero entries, and let $A=\otimes_{i=1}^{q} A_{i}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, and $b \in \mathbb{R}^{n}$, where $n=\prod_{i=1}^{q} n_{i}$ and $d=\prod_{i=1}^{q} d_{i}$. Then let $\widehat{x}=\arg \min _{x \in \mathbb{R}^{d}}\|D A x-D b\|_{2}$, and let $x^{*}=\arg \min _{x^{\prime} \in \mathbb{R}^{d}}\|A x-b\|_{2}$. Then with probability $1-\delta$, we have

$$
\|A \widehat{x}-b\|_{2} \leq(1+\epsilon)\left\|A x^{*}-b\right\|_{2}
$$

Moreover, the total running time required to compute $\widehat{x}$ is $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+(d q /(\delta \epsilon))^{O(1)}\right)$.

### 26.3.1 Kronecker Product $\ell_{p}$ Regression

We now consider $\ell_{p}$ regression for $1 \leq p<2$. Our algorithm is stated formally in Algorithm 26.2. Below is our main theorem, which demonstrates that Algorithm 26.2 approximately solves the Kronecker $\ell_{p}$ regression problem with input sparsity running time.

Theorem 26.3.2 (Main result, $\ell_{p}(1+\epsilon)$-approximate regression). Fix $1 \leq p<2$. Then for any constant $q=O(1)$, given matrices $A_{1}, A_{2}, \cdots, A_{q}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, let $n=\prod_{i=1}^{q} n_{i}$, $d=\prod_{i=1}^{q} d_{i}$. Let $\widehat{x} \in \mathbb{R}^{d}$ be the output of Algorithm 26.2. Then

$$
\left\|\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) \widehat{x}-b\right\|_{p} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{n}}\left\|\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x-b\right\|_{p}
$$

holds with probability at least $1-\delta$. In addition, our algorithm takes $\widetilde{O}\left(\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)+(d / \epsilon)^{O(1)}\right)\right.$ time to output $\widehat{x} \in \mathbb{R}^{d}$.

We give a complete proof of the above theorem in the supplementary material, namely, in Section 26.8. Our high level approach follows that of [ $\left.\mathrm{DDH}^{+} 09\right]$. Namely, we first obtain
a vector $x^{\prime}$ which is an $O(1)$-approximate solution to the optimal solution. This is done by first constructing (implicitly) a matrix $U \in \mathbb{R}^{n \times d}$ that is a well-conditioned basis for the design matrix $A_{1} \otimes \cdots \otimes A_{q}$. We then efficiently sample rows of $U$ with probability proportional to their $\ell_{p}$ norm (which must be done without even explicitly computing most of $U)$. We then use the results of $\left[\mathrm{DDH}^{+} 09\right]$ to demonstrate that solving the regression problem constrained to these sampled rows gives a solution $x^{\prime} \in \mathbb{R}^{d}$ such that $\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b\right\|_{p} \leq$ $8 \min _{x \in \mathbb{R}^{d}}\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b\right\|_{p}$.

We define the residual error $\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b \in \mathbb{R}^{n}$ of $x^{\prime}$. Our goal is to sample additional rows $i \in[n]$ with probability proportional to their residual error $\left|\rho_{i}\right|^{p} /\|\rho\|_{p}^{p}$, and solve the regression problem restricted to the sampled rows. However, we cannot afford to compute even a small fraction of the entries in $\rho$ (even when $b$ is dense, and certainly not when $b$ is sparse). So to carry out this sampling efficiently, we design an involved, multi-part sketching and sampling routine (described in Section 26.8). This sampling technique is the main technical contribution of this section, and relies on a number of techniques, such as the Dyadic trick for quickly finding heavy hitters in the streaming literature, and a careful pre-processing step to avoid a poly $(d)$-blow up in the runtime. Given these samples, we can obtain the solution $\widehat{x}$ after solving the regression problem on the sampled rows, and the fact that this gives a $(1+\epsilon)$ approximate solution will follow from Theorem 6 of [ $\mathrm{DDH}^{+} 09$ ].

### 26.4 All-Pairs Regression

Given a matrix $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, let $\bar{A} \in \mathbb{R}^{n^{2} \times d}$ be the matrix such that $\bar{A}_{i+(j-1) n, *}=A_{i, *}-A_{j, *}$, and let $\bar{b} \in \mathbb{R}^{n^{2}}$ be defined by $\bar{b}_{i+(j-1) n}=b_{i}-b_{j}$. Thus, $\bar{A}$ consists of all pairwise differences of rows of $A$, and $\bar{b}$ consists of all pairwise differences of rows of $b$,

The $\ell_{p}$ all pairs regression problem on the inputs $A, b$ is to solve $\min _{x \in \mathbb{R}^{d}}\|\bar{A} x-\bar{b}\|_{p}$.
First note that this problem has a close connection to Kronecker product regression. Namely, the matrix $\bar{A}$ can be written $\bar{A}=A \otimes \mathbf{1}^{n}-\mathbf{1}^{n} \otimes A$, where $\mathbf{1}^{n} \in \mathbb{R}^{n}$ is the all 1 's vector. Similarly, $\bar{b}=b \otimes \mathbf{1}^{n}-\mathbf{1}^{n} \otimes b$. For simplicity, we now drop the superscript and write $1=1^{n}$.

Our algorithm is given formally in Figure 26.3. We generate sparse $p$-stable sketches $S_{1}, S_{2} \in \mathbb{R}^{k \times n}$, where $k=(d /(\epsilon \delta))^{O(1)}$. We compute $M=\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F)=$ $S_{1} F \otimes S_{2} \mathbf{1}-S_{1} \mathbf{1} \otimes S_{2} F$, where $F=[A, b]$. We then take the $Q R$ decomposition $M=Q R$. Finally, we sample rows of $(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}$ with probability proportional to their $\ell_{p}$ norms. This is done by an involved sampling procedure described in Lemma 26.4.2, which is similar to the sampling procedure used in the proof of Theorem 26.3.2. Finally, we solve the regression problem $\min _{x}\|\Pi(\bar{A} x-\bar{b})\|_{p}$, where $\Pi$ is the diagonal row-sampling matrix constructed by the sampling procedure. We summarize the guarantee of our algorithm in the following theorem.

Theorem 26.4.1. Given $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, for $p \in[1,2]$, let $\bar{A}=A \otimes \mathbf{1}-\mathbf{1} \otimes A \in \mathbb{R}^{n^{2} \times d}$ and $\bar{b}=b \otimes \mathbf{1}-\mathbf{1} \otimes b \in \mathbb{R}^{n^{2}}$. Then there is an algorithm for that outputs $\widehat{x} \in \mathbb{R}^{d}$ such that with probability $1-\delta$ we have $\|\bar{A} \widehat{x}-\bar{b}\|_{p} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{d}}\|\bar{A} x-\bar{b}\|_{p}$. The running time is $\widetilde{O}\left(\mathrm{nnz}(A)+(d /(\epsilon \delta))^{O(1)}\right)$.

The theorem crucially utilizes our fast $\ell_{p}$ sampling routine, which is described in Figure 26.5 in the supplementary. A full discussion and proof of the lemma can be found in the supplementary material 26.9.1.

```
Algorithm 26.3 Our All-Pairs Regression Algorithm
    procedure All-Pairs Regression \((A, b)\)
        \(F=[A, b] \in \mathbb{R}^{n \times d+1} . r \leftarrow \operatorname{poly}(d / \epsilon)\)
        Generate \(S_{1}, S_{2} \in \mathbb{R}^{k \times n}\) sparse \(p\)-stable transforms for \(k=\operatorname{poly}(d /(\epsilon \delta))\).
        Sketch \(\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F)\).
        Compute \(Q R\) decomposition: \(\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F)=Q R\).
        Let \(M=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}\), and \(\sigma_{i}=\left\|M_{i, *}\right\|_{p}^{p} /\|M\|_{p}^{p}\).
        Obtain row sampling diagonal matrix \(\Pi \in \mathbb{R}^{n \times n}\) such that \(\Pi_{i, i}=1 / \widetilde{q}_{i}^{1 / p}\) indepen-
    dently with probability \(q_{i} \geq \min \left\{1, r \sigma_{i}\right\}\), where \(\widetilde{q}_{i}=\left(1 \pm \epsilon^{2}\right) q_{i}\). \(\quad\) Lemma
    26.4.2
        return \(\widehat{x}\), where \(\widehat{x}=\arg \min _{x \in \mathbb{R}^{d}}\|\Pi(\bar{A} x-\bar{b})\|_{p}\).
    end procedure
```

Lemma 26.4.2 (Fast $\ell_{p}$ sampling). Given $R \in \mathbb{R}^{d+1 \times d+1}$ and $F=[A, b] \in \mathbb{R}^{n \times d+1}$, there is an algorithm that, with probability $1-n^{-c}$ for any constant $c$, produces a diagonal matrix $\Pi \in \mathbb{R}^{n^{2} \times n^{2}}$ such that $\Pi_{i, i}=1 / \widetilde{q}_{i}^{1 / p}$ with probability $q_{i} \geq \min \left\{1, r\left\|M_{i, *}\right\|_{p}^{p} /\|M\|_{p}^{p}\right\}$ and $\Pi_{i, i}=0$ otherwise, where $r=\operatorname{poly}(d / \epsilon)$ and $M=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}$, and $\widetilde{q}_{i}=\left(1 \pm \epsilon^{2}\right) q_{i}$ for all $i \in\left[n^{2}\right]$. The total time required is $\widetilde{O}(\mathrm{nnz} A+\operatorname{poly}(d / \epsilon))$.

### 26.5 Low Rank Approximation of Kronecker Product Matrices

We now consider low rank approximation of Kronecker product matrices. Given $q$ matrices $A_{1}, A_{2}, \ldots, A_{q}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, the goal is to output a rank- $k$ matrix $B \in$ $\mathbb{R}^{n \times d}$, where $n=\prod_{i=1}^{q} n_{i}$ and $d=\prod_{i=1}^{q} d_{i}$, such that $\|B-A\|_{F} \leq(1+\epsilon) \mathrm{OPT}_{k}$, where $\mathrm{OPT}_{k}=\min _{\text {rank }-k} A^{\prime}\left\|A^{\prime}-A\right\|_{F}$, and $A=\otimes_{i=1}^{q} A_{i}$. Our approach employs the Count-Sketch distribution of matrices [CW13, Woo14b]. A count-sketch matrix $S$ is generated as follows. Each column of $S$ contains exactly one non-zero entry. The non-zero entry is placed in a uniformly random row, and the value of the non-zero entry is either 1 or -1 chosen uniformly
at random.

Our algorithm is as follows. We sample $q$ independent Count-Sketch matrices $S_{1}, \ldots S_{q}$, with $S_{i} \in \mathbb{R}^{k_{i} \times n_{i}}$, where $k_{1}=\cdots=k_{q}=\Theta\left(q k^{2} / \epsilon^{2}\right)$. We then compute $M=\left(\otimes_{i=1}^{q} S_{i}\right) A$, and let $U \in \mathbb{R}^{k \times d}$ be the top $k$ right singular vectors of $M$. Finally, we output $B=A U^{\top} U$ in factored form (as $q+1$ separate matrices, $A_{1}, A_{2}, \ldots, A_{q}, U$ ), as the desired rank- $k$ approximation to $A$. The following theorem demosntrates the correctness of this algorithm. A full proof can be found in Section 26.10.

Theorem 26.5.1. For any constant $q \geq 2$, there is an algorithm which runs in time $O\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+d \operatorname{poly}(k / \epsilon)\right)$ and outputs a rank $k$-matrix $B$ in factored form such that $\|B-A\|_{F} \leq(1+\epsilon) \mathrm{OPT}_{k}$ with probability $9 / 10 .{ }^{4}$

### 26.6 Numerical Simulations

In our numerical simulations, we compare our algorithms to two baselines: (1) brute force, i.e., directly solving regression without sketching, and (2) the methods based sketching developed in [DSSW18]. All methods were implemented in Matlab on a Linux machine. We remark that in our implementation, we simplified some of the steps of our theoretical algorithm, such as the residual sampling algorithm (Alg. 26.4). We found that in practice, even with these simplifications, our algorithms already demonstrated substantial improvements over prior work.

Following the experimental setup in [DSSW18], we generate matrices $A_{1} \in \mathbb{R}^{300 \times 15}$,

[^91]$A_{2} \in \mathbb{R}^{300 \times 15}$, and $b \in \mathbb{R}^{300^{2}}$, such that all entries of $A_{1}, A_{2}, b$ are sampled i.i.d. from a normal distribution. Note that $A_{1} \otimes A_{2} \in \mathbb{R}^{90000 \times 225}$. We define $T_{\mathrm{bf}}$ to be the time of the brute force algorithm, $T_{\text {old }}$ to be the time of the algorithms from [DSSW18], and $T_{\text {ours }}$ to be the time of our algorithms. We are interested in the time ratio with respect to the brute force algorithm and the algorithms from [DSSW18], defined as, $r_{t}=T_{\text {ours }} / T_{\text {bf }}$, and $r_{t}^{\prime}=T_{\text {ours }} / T_{\text {old }}$. The goal is to show that our methods are significantly faster than both baselines, i.e., both $r_{t}$ and $r_{t}^{\prime}$ are significantly less than 1 .

We are also interested in the quality of the solutions computed from our algorithms, compared to the brute force method and the method from [DSSW18]. Denote the solution from our method as $x_{\text {our }}$, the solution from the brute force method as $x_{\mathrm{bf}}$, and the solution from the method in [DSSW18] as $x_{\text {old }}$. We define the relative residual percentage $r_{e}$ and $r_{e}^{\prime}$ to be:

$$
r_{e}=100 \frac{\mid\left\|\mathcal{A} x_{\mathrm{ours}}-b\right\|-\left\|\mathcal{A} x_{\mathrm{bf}}-b\right\| \|}{\left\|\mathcal{A} x_{\mathrm{bf}}-b\right\|}, \quad r_{e}^{\prime}=100 \frac{\left|\left\|\mathcal{A} x_{\mathrm{old}}-b\right\|-\left\|\mathcal{A} x_{\mathrm{bf}}-b\right\|\right|}{\left\|\mathcal{A} x_{\mathrm{bf}}-b\right\|}
$$

Where $\mathcal{A}=A_{1} \otimes A_{2}$. The goal is to show that $r_{e}$ is close zero, i.e., our approximate solution is comparable to the optimal solution in terms of minimizing the error $\|\mathcal{A} x-b\|$.

Throughout the simulations, we use a moderate input matrix size so that we can accommodate the brute force algorithm and to compare to the exact solution. We consider varying values of $m$, where $M$ denotes the size of the sketch (number of rows) used in either the algorithms of [DSSW18] or the algorithms in this paper. We also include a column $m / n$ in the table, which is the ratio between the size of the sketch and the original matrix $A_{1} \otimes A_{2}$. Note in this case that $n=90000$.

Table 26.1: Results for $\ell_{2}$ and $\ell_{1}$-regression with respect to different sketch sizes $m$.

|  | $m$ | $m / n$ | $r_{e}$ | $r_{e}^{\prime}$ | $r_{t}$ | $r_{t}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell_{2}$ | 8100 | .09 | $2.48 \%$ | $1.51 \%$ | 0.05 | 0.22 |
|  | 12100 | .13 | $1.55 \%$ | $0.98 \%$ | 0.06 | 0.24 |
|  | 16129 | .18 | $1.20 \%$ | $0.71 \%$ | 0.07 | 0.08 |
|  | 2000 | .02 | $7.72 \%$ | $9.10 \%$ | 0.02 | 0.59 |
|  | 4000 | .04 | $4.26 \%$ | $4.00 \%$ | 0.03 | 0.75 |
|  | 8000 | .09 | $1.85 \%$ | $1.6 \%$ | 0.07 | 0.83 |
|  | 12000 | .13 | $1.29 \%$ | $0.99 \%$ | 0.09 | 0.79 |
|  | 16000 | .18 | $1.01 \%$ | $0.70 \%$ | 0.14 | 0.90 |

Simulation Results for $\ell_{2}$ We first compare our algorithm, Alg. 26.1, to baselines under the $\ell_{2}$ norm. In our implementation, $\min _{x}\|A x-b\|_{2}$ is solved by Matlab backslash $A \backslash b$. Table 26.1 summarizes the comparison between our approach and the two baselines. The numbers are averaged over 5 random trials. First of all, we notice that our method in general provides slightly less accurate solutions than the method in [DSSW18], i.e., $r_{e}>r_{e}^{\prime}$ in this case. However, comparing to the brute force algorithm, our method still generates relatively accurate solutions, especially when $m$ is large, e.g., the relative residual percentage w.r.t. the optimal solution is around $1 \%$ when $m \approx 16000$. On the other hand, as suggested by our theoretical improvements for $\ell_{2}$, our method is significantly faster than the method from [DSSW18], consistently across all sketch sizes $m$. Note that when $m \approx 16000$, our method is around 10 times faster than the method in [DSSW18]. For small $m$, our approach is around 5 times faster than the method in [DSSW18].

Simulation Results for $\ell_{1}$ We compare our algorithm, Alg. 26.2, to two baselines under the $\ell_{1}$-norm. The first is a brute-force solution, and the second is the algorithm for [DSSW18].

For $\min _{x}\|A x-b\|_{1}$, the brute for solution is obtained via a Linear Programming solver in Gurobi [GO16]. Table 26.1 summarizes the comparison of our approach to the two baselines under the $\ell_{1}$-norm. The statistics are averaged over 5 random trials. Compared to the Brute Force algorithm, our method is consistently around 10 times faster, while in general we have relative residual percentage around $1 \%$. Compared to the method from [DSSW18], our approach is consistently faster (around 1.3 times faster). Note our method has slightly higher accuracy than the one from [DSSW18] when the sketch size is small, but slightly worse accuracy when the sketch size increases.

### 26.7 Missing Proofs from Section 26.3

In this section, we prove correctness of our $\ell_{2}$ Kronecker product regression algorithm. Specifically, we prove Theorem 26.3.1. To prove correctness, we need to establish several facts about the leverage scores of a Kronecker product.

Proposition 26.7.1. Let $U_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$ be an orthonormal basis for $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$. Then $U=\otimes_{i=1}^{q} U_{i}$ is an orthonormal basis for $A=\otimes_{i=1}^{q} A_{i}$.

Proof. Note that the column norm of each column of $U$ is the product of column norms of the $U_{i}$ 's, which are all 1 . Thus $U$ has unit norm columns. It suffices then to show that all the singular values of $U$ are 1 or -1 , but this follows from the fact that the singular values of $U$ are the product of singular values of the $U_{i}{ }^{\prime}$ 's, which completes the proof.

Corollary 26.7.2. Let $A=\otimes_{i=1}^{q} A_{i}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$. Fix any $\vec{i}=\left(i_{1}, \ldots, i_{q}\right) \in\left[n_{1}\right] \times$ $\left[n_{2}\right] \times \cdots \times\left[n_{q}\right]$, and let $\vec{i}$ index into a row of $A$ in the natural way. Then the $\vec{i}$-th leverage score of $A$ is equal to $\prod_{j=1}^{q} \sigma_{i_{j}}\left(A_{j}\right)$, where $\sigma_{t}(B)$ is the $t$-th leverage score of a matrix $B$.

Proof. Note $U=\otimes_{i=1}^{q} U_{i}$ is an orthonormal basis for $A=\otimes_{i=1}^{q} A_{i}$ by the prior Proposition. Now if $U_{\vec{i}, *}$ is the $\vec{i}$-th row of $U$, then by fundamental properties of Kronecker products [VL00], we have $\left\|U_{\vec{i}, *}\right\|_{2}=\prod_{j=1}^{q}\left\|\left(U_{j}\right)_{i_{j}, *}\right\|_{2}$, which completes the proof. Note here that we used the fact that leverage scores are independent of the choice of orthonormal basis [Woo14b].

Proposition 26.7.3 (Theorem 29 of [CW13]). Given a matrix $A \in \mathbb{R}^{n \times d}$, let $\sigma \in \mathbb{R}^{n}$ be the $\ell_{2}$ leverage scores of $A$ (see definition 26.2.3). Then there is an algorithm which computes values $\widetilde{\sigma}_{1}, \widetilde{\sigma}_{2}, \ldots, \widetilde{\sigma}_{n}$ such that $\widetilde{\sigma}_{i}=(1 \pm \epsilon) \sigma_{i}$ simultaneously for all $i \in[n]$ with probability $1-1 / n^{c}$ for any constant $c \geq 1$. The runtime is $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$.

Proposition 26.7.4. Given $A=\otimes_{i=1}^{q} A_{i}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, there is an algorithm which, with probability $1-1 / n^{c}$ for any constant $c \geq 1$, outputs a diagonal matrix $D \in \mathbb{R}^{n \times n}$ with $m$ non-zeros entries, such that $D_{i, i}=1 /\left(m \widetilde{\sigma}_{i}\right)$ is non-zero with probability $\widetilde{\sigma}_{i} \in(1 \pm 1 / 10) \sigma_{i}(A)$. The time required is $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\operatorname{poly}(d q / \epsilon)+m q\right)$.

Proof. By Proposition 26.7.3, we can compute approximate leverage scores of each $A_{i}$ up to error $\Theta(1 / q)$ in time $\widetilde{O}\left(\operatorname{nnz}\left(A_{i}\right)+\operatorname{poly}(d / \epsilon)\right)$ with high probability. To sample a leverage score from $A$, it suffices to sample one leverage score from each of the $A_{i}$ 's by Corollary 26.7.2. The probability that a given row $\vec{i}=\left(i_{1}, \ldots, i_{q}\right) \in\left[n_{1}\right] \times\left[n_{2}\right] \times \cdots \times\left[n_{q}\right]$ of $A$ is chosen is $\prod_{j=1}^{q} \widetilde{\sigma}\left(A_{j}\right)_{i_{j}}=(1 \pm \Theta(1 / q))^{q} \sigma_{\vec{i}}(A)=(1 \pm 1 / 10) \sigma_{\vec{i}}(A)$ as needed. Obtaining a sample takes $\widetilde{O}(1)$ time per $A_{i}$ (since a random number needs to be generated to $O(\log (n))$ bits of precision in expectation and with high probability to obtain this sample), thus $O(q)$ time overall, so repeating the sampling $M$ times gives the desired additive $m q$ runtime.

The $q=1$ version of the following result can be found in [CW13, SWZ19b].

Proposition 26.7.5. Let $D \in \mathbb{R}^{n \times n}$ be the diagonal row sampling matrix generated via Proposition 26.7.4, with $m=\Theta\left(1 /\left(\delta \epsilon^{2}\right)\right)$ non-zero entries. Let $A=\otimes_{i=1}^{q} A_{i}$ as above, and let $U \in \mathbb{R}^{n \times r}$ be an orthonormal basis for the column span of $A$, where $r=\operatorname{rank}(A)$. Then for any matrix $B$ with $n$ rows, we have

$$
\operatorname{Pr}\left[\left\|U^{\top} D^{\top} D B-U^{\top} B\right\|_{F} \leq \epsilon\|U\|_{F}\|B\|_{F}\right] \geq 1-\delta
$$

Proof. By definition of leverage scores and Proposition 26.7.4, $D$ is a matrix which sample each row $U_{i, *}$ of $U$ with probability at least $(9 / 10)\left\|U_{i, *}\right\|_{2} /\|U\|_{F}$. Taking the average of $m$ such rows, we obtain the approximate matrix product result with error $O(1 / \sqrt{\delta m})$ with probability $1-\delta$ by Theorem 2.1 of [KV17].

We our now ready to prove the main theorem of this section, Theorem 26.3.1
Theorem 26.3.1(Kronecker product $\ell_{2}$ regression) Let $D \in \mathbb{R}^{n \times n}$ be the diagonal row sampling matrix generated via Proposition 26.7.4, with $m=\Theta\left(1 /\left(\delta \epsilon^{2}\right)\right)$ non-zero entries, and let $A=\otimes_{i=1}^{q} A_{i}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, and $b \in \mathbb{R}^{n}$, where $n=\prod_{i=1}^{q} n_{i}$ and $d=\prod_{i=1}^{q} d_{i}$. Then we have let $\widehat{x}=\arg \min _{x \in \mathbb{R}^{d}}\|D A x-D b\|_{2}$, and let $x^{*}=\arg \min _{x^{\prime} \in \mathbb{R}^{d}}\|A x-b\|_{2}$. Then with probability $1-\delta$, we have

$$
\|A \widehat{x}-b\|_{2} \leq(1+\epsilon)\left\|A x^{*}-b\right\|_{2}
$$

Moreover, the total runtime requires to compute $\widehat{x}$ is

$$
\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+(d q /(\delta \epsilon))^{O(1)}\right) .
$$

Proof. Let $U$ be an orthonormal basis for the column span of $A$. By Lemma 3.3 of [CW09], we have $\left\|A\left(\widehat{x}-x^{*}\right)\right\|_{2} \leq 2 \sqrt{\epsilon}\left\|A x^{*}-b\right\|_{2}$. Note that while Lemma 3.3 of [CW09] uses a different sketching matrix $D$ than us, the only property required for the proof of Lemma 3.3 is that $\mid U^{\top} D^{\top} D B-U^{\top} B\left\|_{F} \leq \sqrt{\epsilon / d}\right\| A\left\|_{F}\right\| B \|_{F}$ with probability at least $1-\delta$ for any fixed matrix $B$, which we obtain by Proposition 26.7 .5 by having $O\left(d /\left(\delta \epsilon^{2}\right)\right)$ non-zeros on the diagonal of $D)$. By the normal equations, we have $A^{\top}\left(A x^{*}-b\right)=0$, thus $\left\langle A\left(\widehat{x}-x^{*}\right),\left(A x^{*}-b\right)\right\rangle=0$, and so by the Pythagorean theorem we have

$$
\|A \widehat{x}-b\|_{2}^{2}=\left\|A x^{*}-b\right\|_{2}^{2}+\left\|A\left(\widehat{x}-x^{*}\right)\right\|_{2}^{2} \leq(1+4 \epsilon)\left\|A x^{*}-b\right\|_{2}^{2}
$$

Which completes the proof after rescaling of $\epsilon$. The runtime required to obtain the matrix $D$ is $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\operatorname{poly}(d q / \epsilon)\right)$ by Proposition 26.7.4, where we set $D$ to have $m=$ $\Theta\left(d /\left(\delta \epsilon^{2}\right)\right)$ non-zero entries on the diagonal. Once $D$ is obtained, one can compute $D(A+b)$ in time $O(m d)$, thus the required time is $O\left(\delta^{-1}(d / \epsilon)^{2}\right)$. Finally, computing $\widehat{x}$ once $D A, D b$ are computed requires a single pseudo-inverse computation, which can be carried out in $O\left(\delta^{-1} d^{3} / \epsilon^{2}\right)$ time (since $D A$ now has only $O\left(\delta^{-1}(d / \epsilon)^{2}\right)$ rows).

### 26.8 Missing Proofs from Section 26.3.1

We now give a complete proof of Theorem 26.3.2. Our high level approach follows that of [ $\left.\mathrm{DDH}^{+} 09\right]$. Namely, we first obtain a vector $x^{\prime}$ which is a $O(1)$ approximate solution to the optimal, and then use the residual error $\rho \in \mathbb{R}^{d}$ of $x^{\prime}$ to refine $x^{\prime}$ to a ( $1 \pm \epsilon$ ) approximation $\widehat{x}$. The fact that $x^{\prime}$ is a constant factor approximation follows from our Lemma 26.8.4. Given $x^{\prime}$, by Lemma 26.8.7 we can efficiently compute the matrix $\Sigma$ which samples from
the coordinates of the residual error $\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b$ in the desired runtime. The sampling lemma is the main technical lemma, and requires a careful multi-part sketching and sampling routine. Given this $\Sigma$, the fact that $\widehat{x}$ is a $(1+\epsilon)$ approximate solution follows directly from Theorem 6 of $\left[\mathrm{DDH}^{+} 09\right]$. Our main theorem and its proof is stated below. The proof will utilize the lemmas and sampling algorithm developed in the secitons which follow.

Theorem 26.3.2 (Main result, $\ell_{p}, 1+\epsilon$-approximation). Fix $1 \leq p<2$. Then for any constant $q=O(1)$, given matrices $A_{1}, A_{2}, \cdots, A_{q}$, where $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$, let $n=\prod_{i=1}^{q} n_{i}$, $d=\prod_{i=1}^{q} d_{i}$. Let $\widehat{x} \in \mathbb{R}^{d}$ be the output of Algorithm 26.2. Then

$$
\left\|\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) \widehat{x}-b\right\|_{p} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{n}}\left\|\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x-b\right\|_{p}
$$

holds with probability at least $1-\delta$. In addition, our algorithm takes

$$
\widetilde{O}\left(\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+\mathrm{nnz}(b)+(d / \epsilon)^{O(1)}\right) \log (1 / \delta)\right)
$$

time to output $\widehat{x} \in \mathbb{R}^{d}$.

Proof. By Lemma 26.8.4, the output $x^{\prime}$ in line 16 of algorithm 26.3 .1 is an 8 approximation of the optimal solution, and $x^{\prime}$ is obtained in time $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+(d q / \epsilon)^{O(1)}\right)$. We then obtain the residual error $\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b$ (implicitly). By Theorem 6 of [ $\left.\mathrm{DDH}^{+} 09\right]$, if we let $\Sigma \in \mathbb{R}^{n \times n}$ be a row sampling matrix where $\Sigma_{i, i}=1 / \alpha_{i}^{1 / p}$ with probability $\alpha_{i}=$ $\min \left\{1, \max \left\{q_{i}, r_{2} \frac{\left|\rho_{i}\right|^{p}}{\|\rho\|_{p}^{p}}\right\}\right.$, where $q_{i}$ is the row sampling probability used in the sketch $\Pi$ from which $x^{\prime}$ was obtained, and $r_{2}=O\left(d^{3} / \epsilon^{2} \log (1 / \epsilon)\right)$, then the solution to $\min _{x} \| \Sigma\left(A_{1} \otimes \cdots \otimes\right.$ $\left.A_{q}\right) x-\Sigma b \|_{p}$ will be a $(1+\epsilon)$ approximately optimal solution. By Lemma 26.8.7, we can obtain such a matrix $\Sigma$ in time $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+q \mathrm{nnz}(b)+\left(d \log (n) /(\epsilon \delta)^{O\left(q^{2}\right)}\right)\right.$, which completes the proof of correctness. Finally, note that we can solve the sketched regression problem
$\min _{x}\left\|\Sigma\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-\Sigma b\right\|_{p}$ which has $O\left((d \log (n) / \epsilon)^{O\left(q^{2}\right)}(1 / \delta)\right)$ constraints and $d$ variables in time $O\left((d \log (n) / \epsilon)^{O\left(q^{2}\right)}(1 / \delta)\right)$ using linear programming for $p=1$ (see [CLS19] for the state of the art linear program solver), or more generally interior point methods for convex programming for $p>1$ (see [BCLL18] for the state of the art $\ell_{p}$ solver).

Now to boost the failure probability from a $O(1 / \delta)$ to $\log (1 / \delta)$ dependency, we do the following. We run the above algorithm with $\delta=1 / 10$, so that our output $\widehat{x} \in \mathbb{R}^{d}$ is a $(1+\epsilon)$ approximation with probability $9 / 10$. Now note that we actually have an $(1+\epsilon)$ estimate of the cost $\left\|\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) \widehat{x}-b\right\|_{p}$ of the solution $\widehat{x}$, which is simply given by $\left\|\Sigma\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) \widehat{x}-\Sigma b\right\|_{p}$ where $\Sigma$ is the sampling matrix used to compute $\widehat{x}$. Thus we can simply repeat the above process $O(\log (1 / \delta))$ times, and take the solution with the minimal cost overall.

We start by defining a tensor operation which will be useful for our analysis.

Definition 26.8.1 $(((\cdot, \ldots, \cdot), \cdot)$ operator for tensors and matrices). Given tensor $A \in$ $\mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{q}}$ and matrices $B_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$ for $i \in[q]$, we define the tensor $\left(\left(B_{1}, B_{2}, \ldots, B_{q}\right), A\right) \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{q}}:$

$$
\left(\left(B_{1}, B_{2}, \ldots, B_{q}\right), A\right)_{i_{1}, \ldots, i_{q}}=\sum_{i_{1}^{\prime}=1}^{d_{1}} \sum_{i_{2}^{\prime}=1}^{d_{2}} \cdots \sum_{i_{q}^{\prime}=1}^{d_{q}} A_{i_{1}^{\prime}, i_{2}^{\prime}, \ldots, i_{q}^{\prime}} \prod_{\ell=1}^{q}\left(B_{\ell}\right)_{i_{\ell}, i_{\ell}^{\prime}}
$$

Observe for the case of $q=2$, we just have $\left(\left(B_{1}, B_{2}\right), A\right)=B_{1} A B_{2}^{\top} \in \mathbb{R}^{n_{1} \times n_{2}}$.

Using the above notation, we first prove a result about reshaping tensors.
Lemma 26.8.1 (Reshaping). Given matrices $A_{1}, A_{2}, \cdots, A_{q} \in \mathbb{R}^{n_{i} \times d_{i}}$ and a tensor $B \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{q}}$, let $n=\prod_{i=1}^{q} n_{i}$ and let $d=\prod_{i=1}^{d} d_{i}$. Let $b$ denote the vectorization of $B$.

For any tensor $X \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{q}}$, we have $\left\|\left(\left(A_{1}, A_{2}, \cdots, A_{q}\right), X\right)-B\right\|_{\xi}$ is equal to $\|\left(A_{1} \otimes\right.$ $\left.A_{2} \otimes \cdots \otimes A_{q}\right) x-b \|_{\xi}$ where $\xi$ is any entry-wise norm (such as an $\ell_{p}$-norm) and $x$ is the vectorization of $X$. See Definition 26.8.1 of the $((\cdot, \ldots, \cdot), \cdot)$ tensor operator.

Observe, for the case of $q=2$, this is equivalent to the statement that $\| A_{1} X A_{2}^{\top}-$ $B\left\|_{\xi}=\right\|\left(A_{1} \otimes A_{2}\right) x-b \|_{\xi}$.

Proof. For the pair $x \in \mathbb{R}^{d}, X \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{q}}$, the connection is the following: $\forall i_{1} \in$ $\left[d_{1}\right], \ldots, i_{q} \in\left[d_{q}\right]$,

$$
x_{i_{1}+\sum_{l=2}^{q}\left(i_{l}-1\right) \cdot \prod_{t=1}^{l-1} d_{t}}=X_{i_{1}, \cdots, i_{q}} .
$$

Similarly, for $b \in \mathbb{R}^{n}, B \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{q}}$, for any $j_{1}, \in\left[n_{1}\right], \ldots, j_{q} \in\left[n_{q}\right]$,

$$
b_{j_{1}+\sum_{l=2}^{q}\left(j_{l}-1\right) \cdot \prod_{t=1}^{l-1} n_{t}}=B_{j_{1}, j_{2}, \cdots, j_{q}} .
$$

For simplicity, for any $\left(i_{1}, \ldots, i_{q}\right) \in\left[d_{1}\right] \times \cdots \times\left[d_{q}\right]$ and $\left(j_{1}, \ldots, j_{q}\right) \in\left[n_{1}\right] \times \cdots \times\left[n_{q}\right]$ we define $\vec{i}=i_{1}+\sum_{l=2}^{q}\left(i_{l}-1\right) \cdot \prod_{t=1}^{l-1} d_{t}$ and similarly $\vec{j}=j_{1}+\sum_{l=2}^{q}\left(j_{l}-1\right) \cdot \prod_{t=1}^{l-1} n_{t}$. Then we can simplify the above relation and write $x_{\vec{i}}=X_{i_{1}, i_{2}, \cdots, i_{q}}$, and $b_{\vec{j}}=B_{j_{1}, j_{2}, \cdots, j_{q}}$.

For a matrix $Z$, let $Z_{i, *}$ denote the $i$-th row of $Z$. We consider the $\vec{j}$-th entry of $\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x$,

$$
\begin{aligned}
\left(\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right) x\right)_{\vec{j}} & =\left\langle\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right)_{\vec{j}, *} \cdot x\right\rangle \\
& =\sum_{i_{1}=1}^{d_{1}} \sum_{i_{2}=1}^{d_{2}} \cdots \sum_{i_{q}=1}^{d_{q}}\left(\prod_{l=1}^{q}\left(A_{l}\right)_{j_{l}, i_{l}}\right) \cdot x_{\vec{i}} \\
& =\sum_{i_{1}=1}^{d_{1}} \sum_{i_{2}=1}^{d_{2}} \cdots \sum_{i_{q}=1}^{d_{q}}\left(\prod_{l=1}^{q}\left(A_{l}\right)_{j_{l}, i_{l}}\right) \cdot X_{i_{1}, i_{2}, \cdots, i_{q}} \\
& =\left(\left(A_{1}, A_{2}, \cdots, A_{q}\right), X\right)_{j_{1}, \ldots, j_{q}} .
\end{aligned}
$$

Where the last equality is by Definition (26.8.1). Since we also have $b_{\vec{j}}=B_{j_{1}, \ldots, j_{q}}$, this completes the proof of the Lemma.

### 26.8.1 Sampling from an $\ell_{p}$-Well-Conditioned Base

In this Section, we discuss the first half of Algorithm 26.2 which computes $x^{\prime} \in \mathbb{R}^{d}$, which we will show is a $O(1)$-approximate solution to the optimal. First note that by Lemma 26.2.1 together with fact 26.2.2, we know that $A_{i} R_{i}^{-1}$ is an $\ell_{p}$ well conditioned basis for $A_{i}$ (recall this means that $A_{i} R_{i}^{-1}$ is a $(\alpha, \beta, p)$ well conditioned basis for $A$, and $\beta / \alpha=d_{i}^{O(1)}$ ) with probability $1-O(1 / q)$, and we can then union bound over this occurring for all $i \in[q]$. Given this, we now prove that $\left(A_{1} R_{1}^{-1} \otimes A_{2} R_{2}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right)$ is a well conditioned basis for $\left(A_{1} \otimes A_{2} \otimes \cdots \otimes A_{q}\right)$.

Lemma 26.8.2. Let $A_{i} \in \mathbb{R}^{n_{i} \times d_{i}}$ and $R_{i} \in \mathbb{R}^{d_{i} \times d_{i}}$. Then if $A_{i} R_{i}^{-1}$ is a $\left(\alpha_{i}, \beta_{i}, p\right)$ wellconditioned basis for $A_{i}$ for $i=1,2, \ldots, q$, we have for all $x \in \mathbb{R}^{d_{1} \cdots d_{q}}$ :

$$
\prod_{i=1}^{q} \alpha_{i}\|x\|_{p} \leq\left\|\left(A_{1} R_{1}^{-1} \otimes A_{2} R_{2}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right) x\right\|_{p} \leq \prod_{i=1}^{q} \beta_{i}\|x\|_{p}
$$

Proof. We first consider the case of $q=2$. We would like to prove

$$
\alpha_{1} \alpha_{2}\|x\|_{p} \leq\left\|\left(A_{1} R_{1}^{-1} \otimes A_{2} R_{2}^{-1}\right) x\right\|_{p} \leq \beta_{1} \beta_{2}\|x\|_{p}
$$

First note, by the reshaping Lemma 26.8.1, this is equivalent to

$$
\alpha_{1} \alpha_{2}\|X\|_{p} \leq\left\|A_{1} R_{1}^{-1} X\left(R_{2}^{-1} A_{2}\right)^{\top}\right\|_{p} \leq \beta_{1} \beta_{2}\|X\|_{p} .
$$

Where $X \in \mathbb{R}^{d_{1} \times d_{2}}$ is the tensorization of $x$. We first prove one direction. Let $U_{1}=A_{1} R_{1}^{-1}$
and $U_{2}=A_{2} R_{2}^{-1}$. We have

$$
\begin{aligned}
\left\|U_{1} X U_{2}^{\top}\right\|_{p}^{p} & =\sum_{i_{2}=1}^{n_{2}}\left\|U_{1}\left(X U_{2}^{\top}\right)_{i_{2}}\right\|_{p}^{p} \\
& \leq \sum_{i_{2}=1}^{n_{2}} \beta_{1}^{p}\left\|\left(X U_{2}^{\top}\right)_{i_{2}}\right\|_{p}^{p} \\
& =\beta_{1}^{p}\left\|X U_{2}^{\top}\right\|_{p}^{p} \\
& \leq \beta_{1}^{p} \beta_{2}^{p}\|X\|_{p}^{p}
\end{aligned}
$$

where the first step follows from rearranging, the second step follows from the well-conditioned property of $U_{1}$, the third step follows from rearranging again, the last step follows from the well-conditioned property of $U_{2}$. Similarly, we have

$$
\begin{aligned}
\left\|U_{1} X U_{2}^{\top}\right\|_{p}^{p} & =\sum_{i_{2}=1}^{n_{2}}\left\|U_{1}\left(X U_{2}^{\top}\right)_{i_{2}}\right\|_{p}^{p} \\
& \geq \sum_{i_{2}=1}^{n_{2}} \alpha_{1}^{p}\left\|\left(X U_{2}^{\top}\right)_{i_{2}}\right\|_{p}^{p} \\
& =\alpha_{1}^{p}\left\|X U_{2}^{\top}\right\|_{p}^{p} \\
& \geq \alpha_{1}^{p} \alpha_{2}^{p}\|X\|_{p}^{p}
\end{aligned}
$$

where again the first step follows from rearranging, the second step follows from the wellconditioned property of $U_{1}$, the third step follows from rearranging again, the last step follows from the well-conditioned property of $U_{2}$.

In general, for arbitrary $q \geq 2$, similarly using our reshaping lemma, we have

$$
\begin{aligned}
& \left\|\left(\otimes_{i=1}^{q}\left(A_{i} R_{i}^{-1}\right)\right) x\right\|_{p} \geq \prod_{i=1}^{q} \alpha_{i}\|x\|_{p} \\
& \left\|\left(\otimes_{i=1}^{q}\left(A_{i} R_{i}^{-1}\right)\right) x\right\|_{p} \leq \prod_{i=1}^{q} \beta_{i}\|x\|_{p}
\end{aligned}
$$

Putting this together with fact 26.2.2, and noting $d=d_{1} \cdots d_{q}$, we have

Corollary 26.8.3. Let $A_{i} R_{i}^{-1}$ be as in algorithm 26.2. Then we have for all $x \in \mathbb{R}^{d_{1} \cdots d_{q}}$ :

$$
(1 / d)^{O(1)}\|x\|_{p} \leq\left\|\left(A_{1} R_{1}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right) x\right\|_{p} \leq d^{O(1)}\|x\|_{p}
$$

In other words, $\left(A_{1} R_{1}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right)$ is a well conditioned $\ell_{p}$ basis for $\left(A_{1} \otimes \cdots \otimes A_{q}\right)$

From this, we can obtain the following result.
Lemma 26.8.4. Let $x^{\prime} \in \mathbb{R}^{d}$ be the output of the $O(1)$-Approximate $\ell_{p}$ Regression Procedure in Algorithm 26.2. Then with probability 99/100 we have

$$
\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b\right\|_{p} \leq 8 \min _{x}\left\|\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-b\right\|_{p}
$$

Moreover, the time required to compute $x^{\prime}$ is $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+(d q / \epsilon)^{O(1)}\right)$.

Proof. By Theorem 6 of [ $\left.\mathrm{DDH}^{+} 09\right]$, if we let $\Pi$ be a diagonal row sampling matrix such that $\Pi_{i, i}=1 / q_{i}^{1 / p}$ with probability $q_{i} \geq \min \left\{1, r_{1} \frac{\left\|U_{i, *}\right\|_{p}^{p}}{\|U\|_{p}^{p}}\right\}$, where $U$ is a $\ell_{p}$ well-conditioned basis for $\left(A_{1} \otimes \cdots \otimes A_{q}\right)$ and $r_{1}=O\left(d^{3}\right)$, then the solution $x^{\prime}$ to

$$
\min _{x} \| \Pi\left(\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-b \|\right.
$$

will be a 8-approximation. Note that we can solve the sketched regression problem $\min _{x} \| \Pi\left(\left(A_{1} \otimes\right.\right.$ $\left.\cdots \otimes A_{q}\right) x^{\prime}-b \|$ which has $O(\operatorname{poly}(d / \epsilon))$ constraints and $d$ variables in time poly $(d / \epsilon)$ using linear programming for $p=1$ (see [CLS19] for the state of the art linear program solver), or
more generally interior point methods for convex programming for $p>1$ (see [BCLL18] for the state of the art $\ell_{p}$ solver).

Then by Corollary 26.8.3, we know that setting $U=\left(A_{1} R_{1}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right)$ suffices, so now we must sample rows of $U$. To do this, we must approximately compute the norms of the rows of $U$. Here, we use the fact that $\|\cdot\|_{p}^{p}$ norm of a row of $\left(A_{1} R_{1}^{-1} \otimes \cdots \otimes A_{q} R_{q}^{-1}\right)$ is the product of the row norms of the $A_{i} R_{i}^{-1}$ that correspond to that row. Thus it suffices to sample a row $j_{i}$ from each of the $A_{i} R_{i}^{-1}$ 's with probability at least $\min \left\{1, r_{1}\left\|\left(A_{i} R_{i}^{-1}\right)_{j_{i}, *}\right\|_{p}^{p} /\left\|A_{i} R_{i}^{-1}\right\|_{p}^{p}\right\}$ for each $i \in[q]$.

To do this, we must estimate all the row norms $\left\|\left(A_{i} R_{i}^{-1}\right)_{j_{i}, *}\right\|_{p}^{p}$ to $(1 \pm 1 / 10)$ error. This is done in steps $7-10$ of Algorithm 26.2, which uses dense $p$-stable sketches $Z \in \mathbb{R}^{d \times \tau}$, and computes $\left(A_{i} R_{i}^{-1} Z\right)$, where $\tau=\Theta(\log (n))$. Note that computing $R_{i}^{-1} Z \in \mathbb{R}^{d \times \tau}$ requires $\widetilde{O}\left(d^{2}\right)$. Once computed, $A_{i}\left(R_{i}^{-1} Z\right)$ can be computed in $\widetilde{O}\left(\mathrm{nnz}\left(A_{i}\right)\right)$ time. We then take the median of the coordinates of $\left(A_{i} R_{i}^{-1} Z\right)$ (normalized by the median of the $p$-stable distribution $\mathcal{D}_{p}$, which can be efficiently approximated to $(1 \pm \epsilon)$ in $O(\operatorname{poly}(1 / \epsilon))$ time, see Appendix A. 2 of [KNW10b] for details) as our estimates for the row norms. This is simply the Indyk median estimator [Ind06], and gives a $(1 \pm 1 / 10)$ estimate $a_{i, j}$ of all the row norms $\left\|\left(A_{i} R_{i}^{-1}\right)_{j, *}\right\|_{p}^{p}$ with probability $1-1 / \operatorname{poly}(n)$. Then it follows by Theorem 6 of $\left[\mathrm{DDH}^{+} 09\right]$ that $x^{\prime}$ is a 8-approximation of the optimal solution with probability $99 / 100$ (note that we amplified the probability by increasing the sketch sizes $S_{i}$ by a constant factor), which completes the proof.

### 26.8.2 $\quad \ell_{p}$ Sampling From the residual of a $O(1)$-factor approximation

By Lemma 26.8.4 in the prior section, we know that the $x^{\prime}$ first returned by the in algorithm 26.2 is a 8 -approximation. We now demonstrate how we can use this $O(1)$ approximation to obtain a $(1+\epsilon)$ approximation. The approach is again to sample rows of $\left(A_{1} \otimes \cdots \otimes A_{q}\right)$. But instead of sampling rows with the well-conditioned leverage scores $q_{i}$, we now sample the $i$-th row with probability $\alpha_{i}=\min \left\{1, \max \left\{q_{i}, r_{2}\left|\rho_{i}\right|^{p} /\|\rho\|_{p}^{p}\right\}\right\}$, where $\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b \in \mathbb{R}^{n}$ is the residual error of the $O(1)$-approximation $x^{\prime}$. Thus we must now determine how to sample quickly from the residuals $\left|\rho_{i}\right|^{p} /\|\rho\|_{p}^{p}$. Our sampling algorithm will need a tool originally developed in the streaming literature.

Count-sketch for heavy hitters with the Dyadic Trick. We now introduce a sketch $S$ which finds the $\ell_{2}$ heavy hitters in a vector $x$ efficently. This sketch $S$ is known as countsketch for heavy hitters with the Dyadic Trick. To build $S$ we first stack $\Theta(\log (n))$ copies of the count sketch matrix $S^{i} \in \mathbb{R}^{k^{\prime} \times n}$ [CW13]. The matrix $S^{i}$ is constructed as follows. $S^{i}$ has exactly one non-zero entry per column, which is placed in a uniformly random row, and given the value 1 or -1 uniformly at random. For $S^{i}$, let $h_{i}:[n] \rightarrow\left[k^{\prime}\right]$ be such that $h_{i}(t)$ is the row with the non-zero entry in the $t$-th column of $S^{i}$, and let $g_{i}:[n] \rightarrow\{1,-1\}$ be such that the value of that non-zero entry is $g_{i}(t)$. Note that the $h_{i}, g_{i}$ can be implemented as 4 -wise independent hash functions. Fix any $x \in \mathbb{R}^{n}$. Then given $S^{1} x, S^{2} x, \cdots, S^{\Theta(\log (n))} x$, we can estimate the value of any coordinate $x_{j}$ by $\operatorname{median}_{i \in \Theta \log (n)}\left\{g_{i}(j)\left(S^{i} x\right)_{h_{i}(j)}\right\}$.

It is well-known that this gives an estimate of $x_{j}$ with additive error $\Theta\left(1 / \sqrt{k^{\prime}}\right)\|x\|_{2}$ with probability $1-1 / \operatorname{poly}(n)$ for all $j \in[n][C C F C 04]$. However, naively, to find the heaviest coordinates in $x$, that is all coordinates $x_{j}$ with $\left|x_{j}\right| \geq \Theta\left(1 / \sqrt{k^{\prime}}\right)\|x\|_{2}$, one would
need to query $O(n)$ estimates. This is where the Dyadic trick comes in [CM04]. We repeat the above process $\Theta(\log (n))$ times, with matrices $S^{(i, j)}$, for $i, j \in \Theta(\log (n))$. Importantly, however, in $S^{(i, j)}$, for all $t, t^{\prime} \in[n]$ such that the first $j$ most significant bits in their binary identity representation are the same, we set $h_{(i, j)}(t)=h_{(i, j)}\left(t^{\prime}\right)$, effectively collapsing these identities to one. To find a heavy item, we can then query the values of the *two* identities from $S^{(1,1)}, S^{(2,1)}, \cdots, S^{(\Theta(\log (n)), 1)}$, and recurse into all the portions which have size at least $\Theta\left(1 / \sqrt{k^{\prime}}\right)\|x\|_{2}$. It is easy to see that we recurse into at most $O\left(k^{\prime}\right)$ such pieces in each of the $\Theta(\log (n))$ levels, and it takes $O(\log (n))$ time to query a single estimate, from which the desired runtime of $O\left(k^{\prime} \log ^{2}(n)\right)$ is obtained. For a further improvement on size $k$ of the overall sketched required to quickly compute $Q$, see [LNNT16]. We summarize this construction below in definition 26.8.2.

Definition 26.8.2 (Count-sketch for heavy hitters with Dyadic Trick [CCFC04, LNNT16]). There is a randomized sketch $S \in \mathbb{R}^{k \times n}$ with $k=O\left(\log ^{2}(n) / \epsilon^{2}\right)$ such that, for a fixed vector $x \in \mathbb{R}^{n}$, given $S x \in \mathbb{R}^{k}$, one can compute a set $Q \subset[n]$ with $|Q|=O\left(1 / \epsilon^{2}\right)$ such that $\left\{i \in[n]\left|\left|x_{i}\right| \geq \epsilon\|x\|_{2}\right\} \subseteq Q\right.$ with probability $1-1 / \operatorname{poly}(n)$. Moreover, $S x$ can be computed in $O\left(\log ^{2}(n) \mathrm{nnz}(x)\right)$ time. Given $S x$, the set $Q$ can be computed in time $O(k)$.

We begin with some notation. For a vector $y \in \mathbb{R}^{n}$, where $n=n_{1} \cdots n_{q}$, one can index any entry of $y_{i}$ via $\vec{i}=\left(i_{1}, i_{2}, \cdots, i_{q}\right) \in\left[n_{1}\right] \times \cdots \times\left[n_{q}\right]$ via $i=i_{1}+\sum_{j=2}^{q}\left(i_{j}-1\right) \prod_{l=1}^{i_{j}-1} n_{l}$. It will useful to index into such a vector $y$ interchangably via a vector $y_{\vec{i}}$ and an index $y_{j}$ with $j \in[n]$. For any set of subsets $T_{i} \subset\left[n_{i}\right]$, we can define $y_{T_{1} \times \cdots T_{q}} \in \mathbb{R}^{n}$ as $y$ restricted to the $\vec{i} \in T_{1} \times \cdots \times T_{q}$. Here, by restricted, we mean the coordinates in $y$ that are not in this set are set equal to 0 . Similarly, for a $y \in \mathbb{R}^{n_{i}}$ and $S \subset\left[n_{i}\right]$, we can define $y_{S}$ as $y$ restricted
to the coordinates in $S$. Note that in Algorithm 26.4, $\mathbb{I}_{n}$ denotes the $n \times n$ identity matrix for any integer $n$. We first prove a proposition on the behavior of Kronecker products of $p$-stable vectors, which we will need in our analysis.

Proposition 26.8.5. Let $Z_{1}, Z_{2}, \cdots, Z_{q}$ be independent vectors with entries drawn i.i.d. from the $p$-stable distribution, with $Z_{i} \in \mathbb{R}^{n_{i}}$. Now fix any $i \in[q]$, and any $x \in \mathbb{R}^{n}$, where $n=n_{1} n_{2} \cdots n_{q}$. Let $e_{j} \in \mathbb{R}^{n_{i}}$ be the $j$-th standard basis column vector for any $j \in\left[n_{i}\right]$. Let $\Gamma(i, j)=\left[n_{1}\right] \times\left[n_{2}\right] \times \cdots \times\left[n_{i-1}\right] \times\{j\} \times\left[n_{i+1}\right] \times \cdots \times\left[n_{q}\right]$. Define the random variable

$$
X_{i, j}(x)=\left|\left(Z_{1} \otimes Z_{1} \otimes \cdots \otimes Z_{i-1} \otimes e_{j}^{\top} \otimes Z_{i+1} \otimes \cdots \otimes Z_{q}\right) x\right|^{p} .
$$

Then for any $\lambda>1$, with probability at least $1-O(q / \lambda)$ we have

$$
\left\|x_{\Gamma(i, j)}\right\|_{p}^{p} / \lambda^{q} \leq X_{i, j}(x) \leq(\lambda \log (n))^{q}\left\|x_{\Gamma(i, j)}\right\|_{p}^{p}
$$

Proof. First observe that we can reshape $y=x_{\Gamma} \in \mathbb{R}^{m}$ where $m=n / n_{i}$, and re-write this random variable as $X_{i, j}(x)=\left|\left(Z_{1} \otimes Z_{2} \otimes \cdots \otimes Z_{q-1}\right) y\right|^{p}$. By reshaping Lemma 26.8.1, we can write this as $\left|\left(Z_{1} \otimes Z_{2} \otimes \cdots \otimes Z_{q-2}\right) Y Z_{q-1}^{\top}\right|^{p}$, where $Y \in \mathbb{R}^{m / n_{q-1} \times n_{q-1}}$. We first prove a claim. In the following, for a matrix $A$, let $\|A\|_{p}^{p}=\sum_{i, j}\left|A_{i, j}\right|^{p}$.

Claim 26.8.6. Let $Z$ be any $p$-stable vector and $X$ a matrix. Then for any $\lambda>1$, with probability $1-O(1 / \lambda)$, we have

$$
\lambda^{-1}\|X\|_{p}^{p} \leq\|X Z\|_{p}^{p} \leq \log (n) \lambda\|X\|_{p}^{p} .
$$

Proof. By $p$-stability, each entry of $\left|(X Z)_{i}\right|^{p}$ is distributed as $\left|z_{i}\right|^{p}\left\|X_{i, *}\right\|_{p}^{p}$, where $z_{i}$ is again $p$-stable (but the $z_{i}^{\prime} s$ are not independent). Now $p$-stables have tails that decay at the rate $\Theta\left(1 / x^{p}\right)$ (see Chapter 1.5 of [Nol07]), thus $\operatorname{Pr}\left[\left|z_{i}\right|^{p}>x\right]=O(1 / x)$ for any $x>0$. We
can condition on the fact that $z_{i}<\lambda \cdot n^{10}$ for all $i$, which occurs with probability at least $1-n^{-9} / \lambda$ by a union bound. Conditioned on this, we have $\mathbb{E}\left[\left|z_{i}\right|^{p}\right]=O(\log (n))$ (this can be seen by integrating over the truncated tail $O(1 / x)$ ), and the upper bound then follows from a application of Markov's inequality.

For the lower bound Let $Y_{i}$ be an indicator random variable indicating the event that $\left|z_{i}\right|^{p}<2 / \lambda$. Now $p$-stables are anti-concentrated, namely, their pdf is upper bounded by a constant everywhere. It follows that $\operatorname{Pr}\left[Y_{i}\right]<c / \lambda$ for some constant $c$. By Markov's inequality $\operatorname{Pr}\left[\sum_{i} Y_{i}\left\|X_{i, *}\right\|_{p}^{p}>\|X\|_{p}^{p} / 2\right]<O(1 / \lambda)$. Conditioned on this, the remaining $\|X\|_{p}^{p} / 2$ of the $\ell_{p}$ mass shrinks by less than a $2 / \lambda$ factor, thus $\|X Z\|_{p}^{p}>\left(\|X\|_{p}^{p} / 2\right)(2 / \lambda)=\|X\|_{p}^{p} / \lambda$ as needed.

By the above claim, we have $\|Y\|_{p} / \lambda^{1 / p} \leq\left\|Y Z_{q-1}^{\top}\right\|_{p} \leq(\log (n) \lambda)^{1 / p}\|Y\|_{p}$ with probability $1-O(1 / \lambda)$. Given this, we have $X_{i, j}(x)=\left|\left(Z_{1} \otimes Z_{2} \otimes \cdots \otimes Z_{q-2}\right) y^{\prime}\right|^{p}$, where $\|Y\|_{p} / \lambda^{1 / p} \leq\left\|y^{\prime}\right\|_{p} \leq(\log (n) \lambda)^{1 / p}\|Y\|_{p}$. We can inductively apply the above argument, each time getting a blow up of $(\log (n) \lambda)^{1 / p}$ in the upper bound and $(1 / \lambda)^{p}$ in the lower bound, and a failure probability of $(1 / \lambda)$. Union bounding over all $q$ steps of the induction, the proposition follows.

Lemma 26.8.7. Fix any $r_{2} \geq 1$, and suppose that $x^{\prime}=\min _{x}\left\|\Pi\left(A_{1} \otimes \cdots \otimes A_{q}\right) x-\Pi b\right\|_{p}$ and $\Pi \in \mathbb{R}^{n \times n}$ is a row sampling matrix such that $\Pi_{i, i}=1 / q_{i}^{1 / p}$ with probability $q_{i}$. Define the residual error $\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b \in \mathbb{R}^{n}$. Then Algorithm 26.4, with probability $1-\delta$, succeeds in outputting a row sampling matrix $\Sigma \in \mathbb{R}^{n \times n}$ such that $\Sigma_{i, i}=1 / \alpha_{i}^{1 / p}$ with probability $\alpha_{i}=\min \left\{1, \max \left\{q_{i}, r_{3}\left|\rho_{i}\right|^{p} /\|\rho\|_{p}^{p}\right\}\right\}$ for some $r_{3} \geq r_{2}$, and otherwise $\Sigma_{i, i}=0$. The
algorithm runs in time

$$
\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+q \mathrm{nnz}(b)+\left(r_{2} \log (n) / \delta\right)^{O\left(q^{2}\right)}\right) .
$$

Proof. The algorithm is given formally in figure 26.4. We analyze the runtime and correctness here.

Proof of Correctness. The approach of the sampling algorithm is as follows. Recall that we can index into the coordinates of $\rho \in \mathbb{R}^{n}$ via $\vec{a}=\left(a_{1}, \ldots, a_{q}\right)$ where $a_{i} \in\left[n_{i}\right]$. We build the coordinates of $\vec{a}$ one by one. To sample a $\vec{a} \in \prod_{i=1}^{q}\left[n_{i}\right]$, we can first sample $a_{1} \in\left[n_{1}\right]$ from the distribution $\operatorname{Pr}\left[a_{1}=j\right]=\sum_{\vec{u}: u_{1}=j}\left|\rho_{\vec{u}}\right|^{p} /\left(\sum_{\vec{u}}\left|\rho_{\vec{u}}\right|^{p}\right)$. Once we fix $a_{1}$, we can sample $a_{2}$ from the conditional distribution distribution $\operatorname{Pr}\left[a_{2}=j\right]=\sum_{\vec{u}: u_{2}=j, u_{1}=a_{1}}\left|\rho_{\vec{u}}\right|^{p} /\left(\sum_{\vec{u}: u_{1}=a_{1}}\left|\rho_{\vec{u}}\right|^{p}\right)$, and so on. For notation, given a vector $\vec{a}=\left(a_{1}, \ldots, a_{i-1}\right)$, let $\Delta(\vec{a})=\left\{\vec{u} \in\left[n_{1}\right] \times \cdots \times\left[n_{q}\right] \mid a_{j}=\right.$ $y_{j}$ for all $\left.j=1,2, \ldots, i-1\right\}$. Then in general, when we have sampled $\vec{a}=\left(a_{1}, \ldots, a_{i-1}\right)$ for some $i \leq q$, we need to sample $a_{i} \leftarrow j \in\left[n_{k}\right]$ with probability

$$
\operatorname{Pr}\left[a_{i}=j\right]=\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p} /\left(\sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}\right) .
$$

We repeat this process to obtain the desired samples. Note that to sample efficiently, we will have to compute these aforementioned sampling probabilities approximately. Because of the error in approximating, instead of returning $r_{2}$ samples, we over-sample and return $r_{3}=\Theta\left(r_{2} \log ^{q^{2}}(n)\right)$ samples.

The first step is of the algorithm is to generate the $p$-stable vectors $Z^{i, j} \in \mathbb{R}^{n_{i}}$ for $i \in[q]$ and $j=1,2, \ldots, \Theta(\log (n))$. We can pre-compute and store $Z^{i, j} A_{i}$ for $i \in[q]$, which takes $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)\right)$ time. We set $w^{j} \leftarrow\left(\left(\mathbb{I}_{n_{1}}\right) \otimes\left(\bigotimes_{k=2}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}^{n_{1}}$ and define $w \in \mathbb{R}^{n_{1}}$
by $w_{l}=\operatorname{median}_{j \in[\tau]}\left\{\left|w_{l}^{j}\right|\right\}$ for $l \in\left[n_{1}\right]$. Observe that $w_{l}^{j}$ is an estimate of $\sum_{\vec{u}: u_{1}=l}\left|\rho_{\vec{u}}\right|^{p}$. By Proposition 26.8.5, it is a $(c \log (n))^{q}$ approximation with probability at least $3 / 4$ for some constant $c$. Taking the median of $\Theta(\log (n))$ repetitions, we have that

$$
c^{-q} \cdot \sum_{\vec{u}: u_{1}=l}\left|\rho_{\vec{u}}\right|^{p} \leq\left|w_{l}\right|^{p} \leq(c \log (n))^{q} \cdot \sum_{\vec{u}: u_{1}=l}\left|\rho_{\vec{u}}\right|^{p}
$$

with probability $1-1 / \operatorname{poly}(n)$, and we can then union bound over all such estimates every conducted over the course of the algorithm. We call the above estimate $\left|w_{l}\right|^{p}$ a $O\left((c \log (n))^{q}\right)-$ error estimate of $\sum_{\vec{u}: u_{1}=l}\left|\rho_{\vec{u}}\right|^{p}$. Given this, we can correctly and independently sample the first coordinate of each of the $\Theta\left(r_{3}\right)$ samples. We now describe how to sample the $i$-th coordinate. So in general, suppose we have sampled $\left(a_{1}, \ldots, a_{i-1}\right)$ so far, and we need to now sample $a_{i} \in\left[n_{i}\right]$ conditioned on $\left(a_{1}, \ldots, a_{i-1}\right)$. We first consider

$$
W^{i, k}=\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\mathbb{I}_{n_{i}}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}^{n_{i}}
$$

Note that the $j$-th coordinate $W_{j}^{i, k}$ for $W^{i, k}$ is an estimate of $\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}$. Again by By Proposition 26.8.5, with probability $1-1 / \operatorname{poly}(n)$, we will have $\left|W_{j}^{i, k}\right|^{p}$ is a $O\left((c \log (n))^{q}\right)$-error estimate of $\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}$ or at least one $k \in[\tau]$. Our goal will now be to find all $j \in\left[n_{i}\right]$ such that $\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p} \geq \Theta\left((c \log (n))^{q} / r_{3}^{8}\right) \sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}$. We call such a $j$ a heavy hitter.

Let $Q_{i} \subset\left[n_{i}\right]$ be the set of heavy hitters. To find all the heavy hitters, we use the count-sketch for heavy hitters with the Dyadic trick of definition 26.8.2. We construct this count-sketch of $\operatorname{def} 26.8 .2 S^{i} \in \mathbb{R}^{k^{\prime} \times n_{i}}$ where $k^{\prime}=O\left(\log ^{2}(n) r_{3}^{16}\right)$. We then compute $S^{i} W^{i, k}$, for $k=1,2, \ldots, \tau$, and obtain the set of heavy hitters $h \in H_{i, k} \subset\left[n_{i}\right]$ which satisfy $\left|W_{j}^{i, k}\right|^{p} \geq \Theta\left(1 / r_{3}^{8}\right)\left\|W^{i, k}\right\|_{p}^{p}$. By the above discussion, we know that for each $j \in Q_{i}$, we
will have $\left|W_{j}^{i, k}\right|^{p} \geq \Theta\left(1 / r_{3}^{16}\right)\left\|W^{i, k}\right\|_{p}^{p}$ for at least one $k \in[\tau]$ with high probability. Thus $H_{i}=\cup_{k=1}^{\tau} H_{i, k} \supseteq Q_{i}$.

We now will decide to either sample a heavy hitter $\xi \in H_{i}$, or a non-heavy hitter $\xi \in\left[n_{i}\right] \backslash H_{i}$. By Proposition 26.8.5, we can compute a $O\left((c \log (n))^{-q}\right)$-error estimate $\beta_{i}=\operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\bigotimes_{k=i}^{q} Z^{k, j}\right) \rho\right)\right|^{p}$ of $\sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}$, meaning:

$$
O\left(c^{-q}\right) \sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p} \leq \beta_{i} \leq O\left((c \log n)^{q}\right) \sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p} .
$$

Again, by Proposition 26.8.5, we can compute a $O\left((c \log (n))^{-q}\right)$-error estimate $\gamma_{i} \leftarrow \operatorname{median}_{j \in[\tau]}\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right)\right.$, of $\sum_{h \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}$. It follows that

$$
O\left(c^{-2 q}\right) \frac{\sum_{h \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}}{\sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}} \leq \frac{\gamma_{i}}{\beta_{i}} \leq O\left((c \log n)^{2 q}\right) \frac{\sum_{h \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}}{\sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}}
$$

In other words, $\gamma_{i} / \beta_{i}$ is a $O\left((c \log (n))^{2 q}\right)$-error approximation of the true probability that we should sample a non-heavy item. Thus with probability $1-\gamma_{i} / \beta_{i}$, we choose to sample a heavy item.

To sample a heavy item, for each $\xi \in H_{i}$, by Proposition 26.8.5, we can compute an $O\left((c \log (n))^{-q}\right)$-error estimate $\operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}$ of $\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=\xi}\left|\rho_{\vec{u}}\right|^{p}$, meaning

$$
\begin{aligned}
\left(O\left(c^{-q}\right) \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=\xi}\left|\rho_{\vec{u}}\right|^{p}\right) & \leq \operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p} \\
& \leq\left(O\left((c \log n)^{q}\right) \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=\xi}\left|\rho_{\vec{u}}\right|^{p}\right)
\end{aligned}
$$

Thus we can choose to sample a heavy item $\xi \in H_{i}$ from the distribution given by

$$
\operatorname{Pr}\left[\text { sample } a_{i} \leftarrow \xi\right]=\frac{\operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}{\sum_{\xi^{\prime} \in H_{i}} \operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi^{\prime}}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}
$$

Which gives a $O\left((c \log (n))^{2 q}\right)$-error approximation to the correct sampling probability for a heavy item.

In the second case, with probability $\gamma_{i} / \beta_{i}$, we choose to not sample a heavy item. In this case, we must now sample a item from $\left[n_{i}\right] \backslash H_{i}$. To do this, we partition $\left[n_{i}\right]$ randomly into $\Omega_{1}, \ldots, \Omega_{\eta}$ for $\eta=1 / r_{3}^{2}$. Now there are two cases. First suppose that we have

$$
\frac{\sum_{j \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}}{\sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}} \leq \Theta\left(1 / r_{3}^{3}\right)
$$

Now recall that $\gamma_{i} / \beta_{i}$ was a $O\left((c \log (n))^{2 q}\right)$-error estimate of the ratio on the left hand side of the above equation, and $\gamma_{i} / \beta_{i}$ was the probability with which we choose to sample a non-heavy hitter. Since we only repeat the sampling process $r_{3}$ times, the probability that we ever sample a non-heavy item in this case is at most $\Theta\left(q(c \log (n))^{2 q} / r_{3}^{2}\right)<\Theta\left(q / r_{3}\right)$, taken over all possible repetitions of this sampling in the algorithm. Thus we can safely ignore this case, and condition on the fact that we never sample a non-heavy item in this
case. Otherwise, $\sum_{j \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}>\Theta\left(1 / r_{3}^{3}\right) \sum_{\vec{u} \in \Delta(\vec{a})}\left|\rho_{\vec{u}}\right|^{p}$, and it follows that $\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j^{\prime}}\left|\rho_{\vec{u}}\right|^{p} \leq \Theta\left(1 / r_{3}^{5} \sum_{j \in\left[n_{i}\right] \backslash H_{i}}\right) \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}$ for all $j^{\prime} \in\left[n_{i}\right] \backslash H_{i}$, since we removed all $\Theta\left(1 / r_{3}^{8}\right)$ heavy hitters from $\left[n_{i}\right]$ originally. Thus by Chernoff bounds, with high probability we have that $\sum_{j \in \Omega_{i} \backslash H_{i}}\left(\sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}\right)=\Theta\left(1 / \eta \sum_{j \in\left[n_{i}\right] \backslash H_{i}} \sum_{\vec{u} \in \Delta(\vec{a}): u_{i}=j}\left|\rho_{\vec{u}}\right|^{p}\right)$, which we can union bound over all repetitions.

Given this, by choosing $t \sim[\eta]$ uniformly at random, and then choosing $j \in \Omega_{t} \backslash H_{i}$ with probability proportional to its mass in $\Omega_{t} \backslash H_{i}$, we get a $\Theta(1)$ approximation of the true sampling probability. Since we do not know its exact mass, we instead sample from the distribution $\left\{\frac{\theta_{j}}{\sum_{j^{\prime} \in \Omega_{t} \backslash H_{i}} \theta_{j^{\prime}}}\right\}_{j \in \Omega_{t} \backslash H_{i}}$, where

$$
\theta_{j}=\underset{l \in[\tau]}{\operatorname{median}}\left(\left|\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{j}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, l}\right) \rho\right|^{p}\right)
$$

Again by Proposition 26.8.5, this gives a $O\left((c \log (n))^{2 q}\right)$-error approximation to the correct sampling probability. Note that at each step of sampling a coorindate of $\vec{a}$ we obtained at most $O\left((c \log (n))^{2 q}\right)$-error in the sampling probability. Thus, by oversampling by a $O\left((c \log (n))^{2 q^{2}}\right)$ factor, we can obtain the desired sampling probabilities. This completes the proof of correctness. Note that to improve the failure probability to $1-\delta$, we can simply scale $r_{3}$ by a factor of $1 / \delta$.

Proof of Runtime. We now analyze the runtime. At every step $i=1,2, \ldots, q$ of the sampling, we compute $v_{i}^{j} \leftarrow S^{i}\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\mathbb{I}_{n_{i}}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}^{n_{i}}$ for $j=$ $1,2, \ldots \Theta(\log (n))$. This is equal to

$$
S^{i}\left(\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}\right) \otimes\left(A_{i}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j} A_{k}\right) x^{\prime}-\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\mathbb{I}_{n_{i}}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) b\right)
$$

We first consider the term inside of the parenthesis (excluding $S^{i}$ ). Note that the term $\left(\bigotimes_{k=i+1}^{q} Z^{k, j} A_{k}\right)$ was already pre-computed, and is a vector of length at most $d$, this this requires a total of $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+d\right)$ time. Note that these same values are used for every sample. Given this pre-computation, we can rearrage the first term to write $\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}\right) \otimes$ $\left(A_{i}\right) X^{\prime}\left(\bigotimes_{k=i+1}^{q} Z^{k, j} A_{k}\right)^{\top}$ where $X^{\prime}$ is a matrix formed from $x^{\prime}$ so that $x^{\prime}$ is the vectorization of $X^{\prime}$ (this is done via reshaping Lemma 26.8.1). The term $y=X^{\prime}\left(\bigotimes_{k=i+1}^{q} Z^{k, j} A_{k}\right)^{\top}$ can now be computed in $O(d)$ time, and then we reshape again to write this as $\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}\right) Y A_{i}^{\top}$ where $Y$ again is a matrix formed from $y$. Observe that $\zeta=\operatorname{vec}\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *} Y\right) \in \mathbb{R}^{d_{i}}$ can be computed in time $O(q d)$, since each entry is a dot product of a column $Y_{*, j} \in$ $\mathbb{R}^{d_{1} \cdot d_{2} \cdots d_{i-1}}$ of $Y$ with the $d_{1} \cdot d_{2} \cdots d_{i-1}$ dimensional vector $\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}$, which can be formed in $O\left(d_{1} \cdot d_{2} \cdots d_{i-1} q\right)$ time, and there are a total of $d_{i}$ columns of $Y$.

Given this, The first entire term $S^{i}\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}\right) \otimes\left(A_{i}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j} A_{k}\right) x^{\prime}$ can be rewritten as $S^{i} A_{i} \zeta$, where $\zeta=\zeta_{\vec{a}} \in \mathbb{R}^{d_{i}}$ can be computed in $O(d q)$ time for each sample $\vec{a}$. Thus if we recompute the value $S_{i} A_{i} \in \mathbb{R}^{k \times n}$, where $k=\widetilde{O}\left(r_{3}^{16}\right)$, which can be done in time $\widetilde{O}\left(\operatorname{nnz} A_{i}\right)$, then every time we are sampling the $i$-th coordinate of some $\vec{a}$, computing the value of $S^{i} A_{i} \zeta_{\vec{a}}$ can be done in time $O\left(k d_{i}^{2}\right)=r_{3}^{O(1)}$.

We now consider the second term. We do a similar trick, reshaping $b \in \mathbb{R}^{n}$ into $B \in \mathbb{R}^{\left(n_{1} \cdots n_{i}\right) \times\left(n_{i} \cdots n_{q}\right)}$ and writing this term as $\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\mathbb{I}_{n_{i}}\right)\right) B\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right)^{\top}$ and computing $b^{\prime}=B\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right)^{\top} \in \mathbb{R}^{\left(n_{1} \cdots n_{i}\right)}$ in $n n z(B)=n n z(b)$ time. Let $B^{\prime} \in \mathbb{R}^{\left(n_{1} \cdots n_{i-1}\right) \times n_{i}}$ be such that $\operatorname{vec}\left(B^{\prime}\right)=b^{\prime}$, and we reshape again to obtain $\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) B^{\prime}\left(\mathbb{I}_{n_{i}}\right)=\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) B^{\prime}$ Now note that so far, the value $B^{\prime}$ did not depend on the sample $\vec{a}$ at all. Thus for each $i=1,2, \ldots, q, B^{\prime}$ (which depends only on $i$ ) can be pre-computed in nnz $(b)$ time. Given this, the value $\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) B^{\prime}$ is just a row $B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}$ of $B^{\prime}$ (or a column of $\left.\left(B^{\prime}\right)^{\top}\right)$. We
first claim that $n n z\left(B^{\prime}\right) \leq n n z(b)=n n z(B)$. To see this, note that each entry of $B^{\prime}$ is a dot product $B_{j, *}\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right)^{\top}$ for some row $B_{j, *}$ of $B$, and moreover there is a bijection between these dot products and entries of $B^{\prime}$. Thus for every non-zero entry of $B^{\prime}$, there must be a unique non-zero row (and thus non-zero entry) of $B$. This gives a bijection from the support of $B^{\prime}$ to the support of $B$ (and thus $b$ ) which completes the claim. Since $S^{i}\left(B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}\right)^{\top}$ can be computed in $\widetilde{O}\left(\operatorname{nnz}\left(B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}\right)\right)$ time, it follows that $S^{i}\left(B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}\right)^{\top}$ can be computed for all rows $\left(B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}\right)$ of $B$ in $\widetilde{O}(\mathrm{nnz}(b))$ time. Given this precomputation, we note that $\left(\mathbb{I}_{n_{i}}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) b$ is just $S^{i}\left(B_{\left(a_{1}, \ldots, a_{k}\right), *}^{\prime}\right)^{\top}$ for some $\left(a_{1}, \ldots, a_{k}\right)$, which has already been pre-computed, and thus requires no addition time per sample. Thus, given a total of $\widetilde{O}\left(\sum_{i=1}^{q} \mathrm{nnz}\left(A_{i}\right)+q \mathrm{nnz}(b)+r_{3}^{O(1)}\right)$ pre-processing time, for each sample we can compute $v_{i}^{j}$ for all $i \in[q]$ and $j \in[\tau]$ in $\widetilde{O}\left(r_{3}^{O(1)}\right)$ time, and thus $\widetilde{O}\left(r_{3}^{O(1)}\right)$ time over all $r_{3}$ samples.

Given this, the procedure to compute the heavy hitters $H_{i, j}$ takes $\widetilde{O}\left(r_{3}^{16}\right)$ time by Definition 26.8.2 for each sample and $i \in[q], j \in[\tau]$. By a identical pre-computation and rearrangement argument as above, each $\beta_{i}^{j}$ (and thus $\beta_{i}$ ) can be computed in $\widetilde{O}\left(r_{3}^{O(1)}\right)$ time per sample after pre-computation. Now note that $\gamma_{i}$ is simply equal to median $j \in[\tau]\left(\beta_{i}^{j}-\right.$ $\left.\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(Z_{H_{i}}^{k, j}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)$. Since $\left(Z_{H_{i}}^{k, j}\right)$ is sparse, the above can similar be computed in $O\left(d\left|H_{i}\right|\right)=\widetilde{O}\left(r_{3}^{O(1)}\right)$ time per sample after pre-computation. To see this, note that the $b$ term of $\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(Z_{H_{i}}^{k, j}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho$ can be written as $\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) B^{\prime \prime \prime}\left(Z_{H_{i}}^{k, j}\right)^{\top}$, where $B^{\prime \prime \prime} \in \mathbb{R}^{n_{1} \cdots n_{i-1} \times n_{i}}$ is a matrix that has already been pre-computed and does not depend on the given sample. Then this quantity is just the dot product of a row of $B^{\prime \prime \prime}$ with $\left(Z_{H_{i}}^{k, j}\right)^{\top}$, but since $\left(Z_{H_{i}}^{k, j}\right)$ is $\left|H_{i}\right|$-sparse, so the claim for the $b$ term follows. For the $\left(A_{1} \otimes \cdots \otimes A_{q}\right)$ term, just as we demonstrated in the discussion of computing $v_{i}^{j}$, note that
this can be written as $\left(\bigotimes_{k=1}^{i-1}\left(A_{k}\right)_{a_{k}, *}\right) Y\left(\left(A_{i}\right)_{H_{i}, *}\right)^{\top}$ for some matrix $Y \in \mathbb{R}^{d_{1} \cdots d_{i} \times d_{i-1}}$ that has already been precomputed. Since $\left(A_{i}\right)_{H_{i}, *}$ only has $O\left(\left|H_{i}\right|\right)$ non-zero rows, this whole product can be computed in time $O\left(d\left|H_{i}\right|\right)$ as needed.

Similarly, we can compute the sampling probabilities

$$
\operatorname{Pr}\left[\text { sample } a_{i} \leftarrow j\right]=\frac{\operatorname{median}_{j \in \tau}\left|\left(\left(\otimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}{\sum_{\xi^{\prime} \in H_{i}} \operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi^{\prime}}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}
$$

for each every item $\zeta \in H_{i}$ in $\widetilde{O}\left(r_{3}^{O(1)}\right)$ time after pre-computation, and note $\left|H_{i}\right|=\widetilde{O}\left(r_{3}^{O(1)}\right)$ by definition 26.8.2. Thus the total time to sample a heavy hitter in a given coordinate $i \in[q]$ for each sample $\widetilde{O}\left(r_{3}^{O(1)}\right)$ per sample, for an overall time of $\widetilde{O}\left(q r_{3}^{O(1)}\right)$ over all samples and $i \in[q]$.

Finally, we consider the runtime for sampling a non-heavy item. Note that $\left|\Omega_{t}\right|=$ $O\left(n_{i} / \eta\right)$ with high probability for all $t \in[\eta]$ by chernoff bounds. Computing each

$$
\theta_{j}=\underset{l \in[\tau]}{\operatorname{median}}\left(\left|\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{j}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, l}\right) \rho\right|^{p}\right)
$$

takes $O(q d)$ time after pre-computation, and so we spend a total of $O\left(q d n_{i} / \eta\right)$ time sampling an item from $\Omega_{t} \backslash H_{i}$. Since we only ever sample a total of $r_{3}$ samples, and $\eta=\Theta\left(r_{3}^{2}\right)$, the total time for sampling non-heavy hitters over the course of the algorithm in coordinate $i$ is $o\left(n_{i}\right)=o\left(\mathrm{nnz}\left(A_{i}\right)\right)$ as needed, which completes the proof of the runtime.

Computing the Sampling Probabilities $\alpha_{i}$ The above arguments demonstrate how to sample efficiently from the desired distribution. We now must describe how the sampling probabilities $\alpha_{i}$ can be computed. First note, for each sample that is sampled in the above
way, at every step we compute exactly the probability with which we decide to sample a coordinate to that sample. Thus we know exactly the probability that we choose a sample, and moreover we can compute each $q_{i}$ in $O(d)$ time as in Lemma 26.8.4. Thus we can compute the maximum of $q_{i}$ and this probability exactly. For each item sampled as a result of the leverage score sampling probabilities $q_{i}$ as in Lemma 26.8.4, we can also compute the probability that this item was sampled in the above procedure, by using the same sketching vectors $Z^{i, k}$ and count-sketches $S^{i}$. This completes the proof of the Lemma.

### 26.9 Missing Proofs from Section 26.4

In this section, we prove the correctness of our all-pairs regression algorithm 26.3. Our main theorem, Theorem 26.4.1, relies crucially on the sample routine developed in Section 26.9.1. We first prove the theorem which utilizes this routine, and defer the description and proof of the routine to Section 26.9.1.

Recall first the high level description of our algorithm (given formally in Figure 26.3). We pick $S_{1}, S_{2} \in \mathbb{R}^{k \times n}$ and $S$ are sparse $p$-stable sketches. We then compute $M=\left(S_{1} \otimes\right.$ $\left.S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F)=S_{1} F \otimes S_{2} \mathbf{1}-S_{1} \mathbf{1} \otimes S_{2} F$, where $F=[A, b]$. We then take the $Q R$ decomposition $M=Q R$. Finally, we sample rows of $(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}$ with probability proportional to their $\ell_{p}$ norms. This is done by the sampling procedure described in Section 26.9.1. Finally, we solve the regression problem $\min _{x}\|\Pi(\bar{A} x-\bar{b})\|_{p}$, where $\Pi$ is the diagonal row-sampling matrix constructed by the sampling procedure.

We begin by demonstrating that $S_{1} \otimes S_{2}$ is a poly $(d)$ distortion embedding for the
column span of $[\bar{A}, \bar{b}]$.

Lemma 26.9.1. Let $S_{1}, S_{2} \in \mathbb{R}^{k \times n}$ be sparse $p$-stable transforms, where $k=\operatorname{poly}(d /(\epsilon \delta))$.
Then for all $x \in \mathbb{R}^{d+1}$, with probability $1-\delta$ we have

$$
1 / O\left(d^{4} \log ^{4} d\right)\|[\bar{A}, \bar{b}] x\|_{p} \leq\left\|\left(S_{1} \otimes S_{2}\right)[\bar{A}, \bar{b}] x\right\|_{p} \leq O\left(d^{2} \log ^{2} d\right)\|[\bar{A}, \bar{b}] x\|_{p}
$$

Proof. Let $F=[A, b]$. Then a basis for the columns of $[\bar{A}, \bar{b}]$ is given by $F \otimes \mathbf{1}-\mathbf{1} \otimes F$. We first condition on both $S_{1}, S_{2}$ being a low-distortion embedding for the $d+2$ dimensional column-span of $[F, \mathbf{1}]$. Note that this holds with large constant probability by 26.2.1.

So for any $x \in \mathbb{R}^{d+1}$, we first show the upper bound

$$
\begin{aligned}
\left\|\left(S_{\mathbf{1}} \otimes S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F) x\right\|_{p} & =\left\|\left(S_{1} F \otimes S_{2} \mathbf{1}\right) x-\left(S_{1} \mathbf{1} \otimes S_{2} F\right)\right\|_{p} \\
& =\left\|S_{1} F x \mathbf{1}^{\top} S_{2}^{\top}-S_{1} \mathbf{1} x^{\top} F^{\top} S_{2}^{\top}\right\|_{p} \\
& =\left\|S_{1}\left(F x \mathbf{1}^{\top}-\mathbf{1} x^{\top} F^{\top}\right) S_{2}^{\top}\right\|_{p} \\
& \leq O(d \log d)\left\|\left(F x \mathbf{1}^{\top}-\mathbf{1} x^{\top} F^{\top}\right) S_{2}^{\top}\right\|_{p} \\
& \leq O\left(d^{2} \log ^{2} d\right)\left\|F x \mathbf{1}^{\top}-\mathbf{1} x^{\top} F^{\top}\right\|_{p} \\
& =O\left(d^{2} \log ^{2} d\right)\|(F \otimes \mathbf{1}-\mathbf{1} \otimes F) x\|_{p}
\end{aligned}
$$

Where the first equality follows by properties of the Kronecker product [VL00], the second by reshaping Lemma 26.8.1. The first inequality follows from the fact that each column of $\left(F x \mathbf{1}^{\top}-\mathbf{1} x^{\top} F^{\top}\right) S_{2}^{\top}$ is a vector in the column span of $[F, \mathbf{1}]$, and then using that $S_{1}$ is a low distortion embedding. The second inequality follows from the fact that each row of $\left(F x \mathbf{1}^{\top}-\mathbf{1} x^{\top} F^{\top}\right)$ is a vector in the column span of $[F, \mathbf{1}]$, and similarly using that $S_{2}$ is a low
distortion embedding. The final inequality follows from reshaping. Using a similar sequence of inequalities, we get the matching lower bound as desired.

We now prove our main theorem.

Theorem 26.4.1 Given $A \in \mathbb{R}^{n \times d}$ and $b \in \mathbb{R}^{n}$, for $p \in[1,2]$ there is an algorithm for the All-Pairs Regression problem that outputs $\widehat{x} \in \mathbb{R}^{d}$ such that with probability $1-\delta$ we have

$$
\|\bar{A} \widehat{x}-\bar{b}\|_{p} \leq(1+\epsilon) \min _{x \in \mathbb{R}^{d}}\|\bar{A} x-\bar{b}\|_{p}
$$

Where $\bar{A}=A \otimes \mathbf{1}-\mathbf{1} \otimes A \in \mathbb{R}^{n^{2} \times d}$ and $\bar{b}=b \otimes \mathbf{1}-\mathbf{1} \otimes b \in \mathbb{R}^{n^{2}}$. For $p<2$, the running time is $\widetilde{O}\left(n d+(d /(\epsilon \delta))^{O(1)}\right)$, and for $p=2$ the running time is $O\left(\mathrm{nnz}(A)+(d /(\epsilon \delta))^{O(1)}\right)$.

Proof. We first consider the case of $p=2$. Here, we can use the fact that the TensorSketch random matirx $S \in \mathbb{R}^{k \times n}$ is a subspace embedding for the column span of $[\bar{A}, \bar{b}]$ when $k=\Theta\left(d / \epsilon^{2}\right)$ [DSSW18], meaning that $\|S[\bar{A}, \bar{b}]\|_{2}=(1 \pm \epsilon)\|[\bar{A}, \bar{b}] x\|_{2}$ for all $x \in \mathbb{R}^{d+1}$ with probability $9 / 10$. Moreover, $S \bar{A}$ and $S \bar{b}$ can be computed in $O(\mathrm{nnz}(A)+\mathrm{nnz}(b))=O(\mathrm{nnz}(A))$ by [DSSW18] since they are the difference of Kronecker products. As a result, we can simply solve the regression problem $\widehat{x}=\arg \min _{x}\|S \bar{A} x-S \bar{b}\|_{2}$ in poly $(k d)$ time to obtain the desired $\widehat{x}$.

For $p<2$, we use the algorithm in Figure 26.3, where the crucial leverage score sampling procedure to obtain $\Pi$ in step 7 of Figure 26.3 is described in Lemma 26.4.2. Our high level approach follows the general $\ell_{p}$ sub-space embedding approach of [ $\left.\mathrm{DDH}^{+} 09\right]$. Namely, we first compute a low-distortion embedding $\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1}-\mathbf{1} \otimes F)$. By Lemma 26.9.1, using sparse-p stable transformations $S_{1}, S_{2}$, we obtain the desired poly ( $d$ ) distortion
embedding into $\mathbb{R}^{k^{2}}$, where $k=\operatorname{poly}(d / \epsilon)$. Note that computing $\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1} \mathbf{- 1} \otimes F)$ can be done in $O(\mathrm{nnz}(A)+\mathrm{nnz}(b)+n)$ time using the fact that $\left(S_{1} \otimes S_{2}\right)(F \otimes \mathbf{1})=S_{1} F \otimes S_{2} \mathbf{1}$. As shown in $\left[\mathrm{DDH}^{+} 09\right]$, it follows that $M=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}$ is an $\ell_{p}$ well-conditioned basis for the column span of $(F \otimes \mathbf{1}-\mathbf{1} \otimes F)$ (see definition 26.2.4). Then by Theorem 5 of [ $\left.\mathrm{DDH}^{+} 09\right]$, if we let $\widehat{\Pi}$ be the diagonal row sampling matrix such that $\widehat{\Pi}_{i, i}=1 / q_{i}^{1 / p}$ for each $i$ with probability $q_{i} \geq \min \left\{1, r\left\|M_{i, *}\right\|_{p}^{p} /\|M\|_{p}^{p}\right\}$ (and $\widehat{\Pi}_{i, i}=0$ otherwise) for $r=\operatorname{poly}(d \log (1 / \delta) / \epsilon)$, then with probability $1-\delta$ we have $\|\widehat{\Pi}(F \otimes \mathbf{1}-\mathbf{1} \otimes F) x\|_{p}=(1 \pm \epsilon)\|(F \otimes \mathbf{1}-\mathbf{1} \otimes F) x\|_{p}$ for all $x \in \mathbb{R}^{d+1}$. First assume that we had such a matrix.

Since $(\bar{A} x-\bar{b})$ is in the column span of $(F \otimes \mathbf{1}-\mathbf{1} \otimes F)$ for any $x \in \mathbb{R}^{d+1}$, it follows that $\|\widehat{\Pi}(\bar{A} x-\bar{b})\|_{p}=(1 \pm \epsilon)\|(\bar{A} x-\bar{b})\|_{p}$ for all $x \in \mathbb{R}^{d}$, which completes the proof of correctness. By Lemma 26.4.2, we can obtain a row sampling matrix $\Pi$ in time $\widetilde{O}(n d+\operatorname{poly}(d / \epsilon))$, except that the entries of $\Pi$ are instead equal to either 0 or $1 / \widetilde{q}_{i}^{1 / p}$ where $\widetilde{q}_{i}=\left(1 \pm \epsilon^{2}\right) q_{i}$. Now let $\widehat{\Pi}$ be the idealized row sampling matrices from above, with entries either 0 or $1 / q_{i}^{1 / p}$ as needed for Theorem 5 of $\left[\mathrm{DDH}^{+} 09\right]$. Note that for any matrix $Z$ each row of $\widehat{\Pi} Z x$ is equal to $\Pi Z x$ times some constant $1-\epsilon^{2}<c<1+\epsilon^{2}$. It follows that $\|\Pi(\bar{A} x-\bar{b})\|_{p}=\left(1 \pm \epsilon^{2}\right)\|\widehat{\Pi}(\bar{A} x-\bar{b})\|_{p}$ for all $x \in \mathbb{R}^{d}$, and thus the objective function is changed by at most a $\left(1 \pm \epsilon^{2}\right)$ term, which is simply handled by a constant factor rescaling of $\epsilon$.

Finally, we can solve the sketched regression problem $\|\Pi(\bar{A} x-\bar{b})\|_{p}$ which has poly $(d / \epsilon)$ constraints and $d$ variables in time poly $(d / \epsilon)$ using linear programming for $p=1$ (see [CLS19] for the state of the art linear program sovler), or more generally interior point methods for convex programming for $p>1$ (see [BCLL18] for the state of the art $\ell_{p}$ solver. Finally, the failure probability bound holds by union bounding over all the aforementioned results, and noting that the lowest probability event was the even that $S_{1} \otimes S_{2}$ was a low distortion
embedding via Lemma 26.9.1. This completes the proof of the theorem.

### 26.9.1 Proof of Fast Sampling Lemma 26.4.2

We now provide a full proof of the main technical lemma of Section 26.4. The sampling algorithm is given formally in Algorithm 26.5. The following proof of Lemma 26.4.2 analyzes each step in the process, demonstrating both correctness and the desired runtime bounds.

Lemma 26.4.2 Given $R \in \mathbb{R}^{(d+1) \times(d+1)}$ and $F=[A, b] \in \mathbb{R}^{n \times(d+1)}$, there is an algorithm that, with probability $1-\delta$ for any $\delta>n^{-c}$ for any constant $c$, produces a diagonal matrix $\Pi \in \mathbb{R}^{n^{2} \times n^{2}}$ such that $\Pi_{i, i}=1 / \widetilde{q}_{i}^{1 / p}$ with probability $q_{i} \geq \min \left\{1, r\left\|M_{i, *}\right\|_{p}^{p} /\|M\|_{p}^{p}\right\}$ and $\Pi_{i, i}=0$ otherwise, where $r=\operatorname{poly}(d / \epsilon)$ and $M=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}$, and $\widetilde{q}_{i}=\left(1 \pm \epsilon^{2}\right) q_{i}$ for all $i \in\left[n^{2}\right]$. The total time required is $\widetilde{O}(\mathrm{nnz} A+\operatorname{poly}(d / \epsilon))$.

Proof. Our proof proceeds in several steps. We analyze the runtime concurrently with out analysis of correctness.

Reducing the number of Columns of $R^{-1}$ We begin by generating a matrix $G \in$ $\mathbb{R}^{(d+1) \times \xi}$ of i.i.d. $\mathcal{N}(0,1 / \sqrt{\xi})$ Gaussian random variables. We then compute $Y \leftarrow R^{-1} G$ in $\widetilde{O}\left(d^{2}\right)$ time. We first claim that it suffices to instead $\ell_{p}$ sample rows of $C=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) Y=$ $M G$. Note that each entry $\left|C_{i, j}\right|^{p}$ is distributed as $g^{p}\left\|M_{i, *}\right\|_{2}^{p}$ where $G \mathcal{N}(0,1 / \sqrt{\xi})$ Gaussian, which holds by the 2-stability of Gaussian random variables. Note that $\mathbb{E}\left[|g|^{p}\right]=\Theta(1 / \xi)$, so $\mathbb{E}\left[\left\|C_{i, *}\right\|_{p}^{p}\right]=\left\|M_{i, *}\right\|_{2}^{p}$, and by sub-exponential concentration (see Chapter 2 of [Wai19]), we have that $\left\|C_{i, *}\right\|_{p}^{p}=(1 \pm 1 / 10)\left\|M_{i, *}\right\|_{2}^{p}$ with probability $1-1 / \operatorname{poly}(n)$, and we can union
bound over this holding for all $i \in\left[n^{2}\right]$. By relationships between the $p$ norms, we have $\left\|M_{i, *}\right\|_{p}^{p} / d<\left\|M_{i, *}\right\|_{2}^{p}<\left\|M_{i, *}\right\|_{p}^{p}$, thus this changes the overall sampling probabilities by a factor between $\Theta\left(1 / d^{2}\right)$ and $\Theta\left(d^{2}\right)$. Thus, we can safely oversample by this factor (absorbing it into the value of $r$ ) to compensate for this change in sampling probabilities.

Sampling a row from $C$. To sample a row from $C$, the approach will be to sample an entry $C_{i, j}$ of $C$ with probability proportional to $\left\|C_{i, j}\right\|_{p}^{p} /\|C\|_{p}^{p}$. For every $(i, j)$ sampled, we sample the entire $i$-th row of $j$, so that the $j$-th row is indeed sampled with probability proportional to its norm. Thus, it suffices to sample entries of $C$ such that each $C_{i, j}$ is chosen with probability at least $\min \left\{1, r\left\|C_{i, j}\right\|_{p}^{p} /\|C\|_{p}^{p}\right\}$. First note that the $i$-th column of $C=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) Y$ can be rearranged into a $n \times n$ matrix via Lemma 26.8.1, given by $\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right)$. To $\ell_{p}$ sample a coordinate from $C$, it suffices to first $\ell_{p}$ sample a column of one of the above matrices, and then $\ell_{p}$ sample an entry from that column.

To do this, we first compute $F Y \in \mathbb{R}^{n \times \xi}$, which can be done in time $\widetilde{O}(\mathrm{nnz} A)$ because $Y$ only has $\xi=\Theta(\log (n))$ columns. We then compute $Z\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right) \in \mathbb{R}^{1 \times n}$ for all $i \in[d]$, where $Z \in \mathbb{R}^{1 \times n}$ is a fixed vector of i.i.d. $p$-stable random variables. Once $F Y$ has been computed, for each $i \in[\xi]$ it takes $O(n)$ time to compute this $n$-dimensional vector, thus the total time required to compute all $\xi$ vectors is $\widetilde{O}(n)$. We repeat this process $t=O(\log (n))$ times with different $p$-stable vectors $Z^{1}, \ldots, Z^{\top}$, and take the median of each coordinate of $Z^{j}\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right) \in \mathbb{R}^{n}, j \in[t]$, divided by the median of the $p$-stable distribution (which can be approximated to ( $1 \pm \epsilon$ ) error in poly $(1 / \epsilon)$ time, see Appendix A. 2 of [KNW10b] for details of this). This is done in Step 7 of Algorithm 26.5. It is standard this this gives a $(1 \pm 1 / 10)$ approximation the the norm $\left\|\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right)_{*, l}\right\|_{p}$ for each
$i \in[d], l \in[n]$ with probability $1-1 / \operatorname{poly}(n)$ (See the Indyk median estimator [Ind06]).
Now let $\sigma_{i, l}$ be our estimate of the norm $\left\|\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right)_{*, l}\right\|_{p}$, for all $i \in[\xi]$ and $l \in[n]$. We now sample a columns $(i, l) \in[\xi] \times[n]$, where each $(i, l)$ is chosen with probability $\sigma_{i, l} /\left(\sum_{i^{\prime}, l^{\prime}} \sigma_{i^{\prime}, l^{\prime}}\right)$. We repeat this process $\Theta(r)$ times, to obtain a multi-set $T \subset[\xi] \times[n]$ of sampled columns $(i, l)$. We stress that $T$ is a multi-set, because the same column $(i, l)$ may have been chosen for multiple samples, and each time it is chosen we must independently sample one of the entries of that column. For any $(i, l) \in T$, we define $W^{(i, l)}=\left(F Y_{*, i} \mathbf{1}^{\top}-\right.$ $\left.\mathbf{1} Y_{*, i}^{\top} F^{\top}\right)_{*, l}=\left(F Y_{*, i}-\mathbf{1}(F Y)_{l, i}\right)$.
$\ell_{p}$ Sampling an entry from $W^{(i, l)}$. Now fix any $(i, l) \in T$. We show how to $\ell_{p}$ sample an entry from the vector $W^{(i, l)} \in \mathbb{R}^{n}$. In other words, for a given $j \in[n]$, we want to sample $W_{j}^{(i, l)} \in[n]$ with probability at least $r\left|W_{j}^{(i, l)}\right|^{p} /\left\|W^{(i, l)}\right\|_{p}^{p}$. We do this in two steps. First, let $S_{0} \in \mathbb{R}^{k \times n}$ be the count-sketch for heavy hitters of definition 26.8.2, where $k=\operatorname{poly}(r)$. Note that we can compute $S_{0} F Y$ and $S_{0} \mathbf{1}$ in time $\widetilde{O}(n)$, since $F Y \in \mathbb{R}^{n \times \xi}$. Once this is done, for each $(i, l) \in T$ we can compute $S_{0} W^{(i, l)}$ in $O(k)$ time by computing $\left(S_{0} \mathbf{1}(F Y)_{l, i}\right)$ (note that $F Y$ and $S_{0} \mathbf{1}$ are already computed), and subtracting it off from the $i$-th column of $S_{0} F Y$, so the total time is $\widetilde{O}(n+\operatorname{poly}(d / \epsilon))$ to compute $S_{0} W^{(i, l)}$ for all $(i, l) \in|T|$. Now we can obtain the set $Q_{0}^{(i, l)} \subset[n]$ containing all the $\widetilde{\Omega}(1 / \sqrt{k})$ heavy hitters in $W^{(i, l)}$ with high probability. We can then explicitly compute the value of $W_{j}^{(i, l)}$ for all $j \in Q_{0}^{(i, l)}$, and exactly compute the set

$$
H^{(i, l)}=\left\{\left.j \in[n]| | W_{j}^{(i, l)}\right|^{p}>\beta / r^{16}\left\|W^{(i, l)}\right\|_{p}^{p}\right\}
$$

all in $\widetilde{O}(k)$ time via definition 26.8.2, where $\beta>0$ is a sufficiently small constant (here we use the fact that $|x|_{p} \geq|x|_{2}$ for $p \leq 2$ ). Note that we use the same sketch $S_{0}$ to compute all
sets $Q_{0}^{(i, l)}$, and union bound the event that we get the heavy hitters over all poly $(d / \epsilon)$ trails.
We are now ready to show how we sample an index from $W^{(i, l)}$. First, we estimate the total $\ell_{p}$ norm of the items in $\left[n_{i}\right] \backslash H^{(i, l)}$ (again with the Indyk median estimator), and call this $\alpha_{(i, l)}$ as in Algorithm 26.5, which can be computed in $O\left(\left|H^{(i, l)}\right|\right)$ additional time (by subtracting off the $\left|H^{(i, l)}\right|$ coordinates $Z W_{\zeta}^{(i, l)}$ for all heavy hitters $\zeta \in H^{(i, l)}$ from our estimate $\left.\sigma_{(i, l)}\right)$, and with probability $\alpha_{(i, l)} / \sigma_{(i, l)}$, we choose to sample one of the items of $H^{(i, l)}$, which we can then sample from the distribution $\left|W_{j}^{(i, l)}\right|^{p} /\left(\sum_{j \in H^{(i, l)}}\left|W_{j}^{(i, l)}\right|^{p}\right)$. Since all the $\sigma_{(i, l)}, \alpha_{(i, l)}$ 's were constant factor approximations, it follows that we sampled such an item with probability $\Omega\left(r\left|W_{j^{\prime}}^{(i, l)}\right|^{p} /\|C\|_{p}^{p}\right)$ as needed. Otherwise, we must sample an entry from $[n] \backslash H^{(i, l)}$. To do this, we first randomly partition $[n]$ into $\eta=\Theta\left(r^{4} / \epsilon^{4}\right)$ subsets $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{\eta}$.

We now make the same argument made in the proof of Lemma 26.8.7, considering two cases. In the first case, the $\ell_{p}$ mass of $[n] \backslash H^{(i, l)}$ drops by a $1 / r^{2}$ factor after removing the heavy hitters. In this case, $\alpha_{(i, l)} / \sigma_{(i, l)}=O\left(1 / r^{2}\right)$, thus we will never not sample a heavy hitter with probability $1-O(1 / r)$, which we can safely ignore. Otherwise, the $\ell_{p}$ drops by less than a $1 / r^{2}$ factor, and it follows that all remaining items must be at most a $\beta / r^{14}$ heavy hitter over the remaining coordinates $[n] \backslash H^{(i, l)}$ (since if they were any larger, they would be $\beta / r^{16}$ heavy hitters in $[n]$, and would have been removed in $H^{(i, l)}$. Thus we can assume we are in the second case. So by Chernoff bounds, we have $\sum_{j \in \Omega_{t}}\left|W_{j}^{(i, l)}\right|_{p}=\Theta\left(\frac{1}{\eta} \sum_{j \in[n] \backslash H^{(i, l)}}\left|W_{j}^{(i, l)}\right|_{p}\right)$ with probability greater than $1-\exp (-\Omega(r))$. We can then union bound over this event occurring for all $t \in[\eta]$ and all $(i, l) \in T$. Given this, if we uniformly sample a $t \sim[\eta]$, and then $\ell_{p}$ sample a coordinate $j \in \Omega_{t}$, we will have sampled this coordinate with the correct probability up to a constant factor. We now sample such a $t$ uniformly from $\eta$.

To do this, we generate a diagonal matrix $D \in \mathbb{R}^{n \times n}$, where $D_{i, i}=1 / u_{i}^{1 / p}$, where $u_{1}, \ldots, u_{n}$ are i.i.d. exponential random variables. For any set $\Gamma \subset[n]$, let $D_{\Gamma}$ be $D$ with all diagonal entries $(j, j)$ such that $j \notin \Gamma$ set equal to 0 . Now let $S \in \mathbb{R}^{k^{\prime} \times n}$ be a second instance of count-sketch for heavy hitters of definition 26.8.2, where we set $k^{\prime}=\operatorname{poly}(k)$ from above. It is known that returning $j^{*}=\arg \max _{j \in \Omega_{t} \backslash H^{(i, l)}}\left|\left(D W^{(i, l)}\right)_{j}\right|$ is a perfect $\ell_{p}$ sample from $\Omega_{t} \backslash H^{(i, l)}[J W 18]$. Namely, $\operatorname{Pr}\left[j^{*}=j\right]=\left|W_{j}^{(i, l)}\right|^{p} /\left\|W_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{p}^{p}$ for any $j \in \Omega_{t} \backslash H^{(i, \ell)}$ . Thus it will suffice to find this $j^{*}$. To find $j^{*}$, we compute $S(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}$. Note that since $F Y$ has already been computed, to do this we need only compute $S D_{\Omega_{t} \backslash H^{(i, \ell)}} F Y_{*, i}$ and $S D_{\Omega_{t} \backslash H^{(i, \ell)}} \mathbf{1}(F Y)_{\ell, i}$, which takes total time $\widetilde{O}\left(\left|\Omega_{t} \backslash H^{(i, \ell)}\right|\right)=\widetilde{O}(n / \eta)$. We then obtain a set $Q^{(i, l)} \subset \Omega_{t} \backslash H^{(i, \ell)}$ which contains all $j$ with $\left|\left(D W^{(i, l)}\right)_{j}\right| \geq \widetilde{\Omega}\left(1 / \sqrt{k^{\prime}}\right)\left\|(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{2}$.

As noted in [JW18], the value $\max _{j \in \Omega_{t} \backslash H^{(i, l)}}\left|\left(D W^{(i, l)}\right)_{j}\right|$ is distributed identically to $\left\|W_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{p} / u^{1 / p}$ where $u$ is again an exponential random variable. Since exponential random variables have tails that decay like $e^{-\Omega(x)}$, it follows that with probability $1-\exp (-\Omega(r))$ that we have $\max _{j \in \Omega_{t} \backslash H^{(i, l)}}\left|\left(D W^{(i, l)}\right)_{j}\right|=\Omega\left(\left\|W_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{p} / r\right)$, and we can then union bound over the event that this occurs for all $(i, l) \in T$ and $\Omega_{t}$. Given this it follows that $\left(D W^{(i, l)}\right)_{j^{*}}=\Omega\left(\left\|W_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{p} / r\right)$. Next, for any constant $c \geq 2$, by Proposition 1 of [JW18], we have $\left\|\left((D W)_{\Omega_{t} \backslash H^{(i, \ell)}}\right)_{\operatorname{tail}(c \log (n))}\right\|_{2}=\widetilde{O}\left(\left\|W_{\Omega_{t} \backslash H^{(i, \ell)}}^{(i, l)}\right\|_{p}\right)$ with probability $1-n^{-c}$, where for a vector $x, x_{(\overline{[t]})}$ is $x$ but with the top $t$ largest (in absolute value) entries set equal to 0 . Since there are at most $c \log (n)$ coordinates in $(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}$ not counted in $\left((D W)_{\Omega_{t} \backslash H^{(i, \ell)}}\right)_{\operatorname{tail}(\operatorname{clog}(n))}$, and since $(D W)_{j^{*}}$ is the largest coordinate in all of $(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}$, by putting together all of the above it follows that $(D W)_{j^{*}}$ is a $\widetilde{\Omega}(1 / r)$-heavy hitter in $(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}$. Namely, that $\left|(D W)_{j^{*}}\right| \geq \widetilde{\Omega}\left(\left\|(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}\right\|_{2} / r\right)$. Thus, we conclude that $j^{*} \in Q^{(i, l)}$.

Given that $j^{*} \in Q^{(i, l)}$, we can then compute the value $\left(D W^{(i, l)}\right)_{j}=D_{j, j}\left(F Y_{j, i}-F Y_{l, i}\right)$ in $O(1)$ time to find the maximum coordinate $j^{*}$. Since $\left|Q^{(i, l)}\right|=O\left(k^{\prime}\right)=O(\operatorname{poly}(d / \epsilon))$, it follows that the total time required to do this is $\widetilde{O}(n / \eta+\operatorname{poly}(d / \epsilon))$. Since we repeat this process for each $(i, l) \in T$, and $|T|=\Theta(r)$ whereas $\eta=\Theta\left(r^{4}\right)$, it follows that the total runtime for this step is $\widetilde{O}\left(n / r^{3}+\operatorname{poly}(d / \epsilon)\right)$. By [JW18], the result is a perfect $\ell_{p}$ sample from $(D W)_{\Omega_{t} \backslash H^{(i, \ell)}}$, which is the desired result. To complete the proof, we note that the only complication that remains is that we utilize the same scaling matrix $D$ to compute the sampled used in each of the columns $W^{(i, l)}$ for each $(i, l) \in T$. However, note that for $t \neq t^{\prime}$, we have that $D_{\Omega_{t}}$ and $D_{\Omega_{t}}$ are independent random variables. Thus it suffices to condition on the fact that the $t \in[\eta]$ that is sampled for each of the $|T|$ repetitions of sampling a $\Omega_{t}$ are distinct. But this occurs with probability at least $1 / r$, since $|T|=\Theta(r)$ and $\eta=\Theta\left(r^{4}\right)$. Conditioned on this, all $|T|$ samples are independent, and each sample is an entry $C_{i, j}$ of $C$ such that the probability that a given $(i, j)$ is chosen is $\left|C_{i, j}\right|^{p} /\|C\|_{p}^{p}$. Repeating this sampling $\Theta(r)$ times, we get that each $C_{i, j}$ is sampled with probability at least $\min \left\{1, r\left|C_{i, j}\right|^{p} /\|C\|_{p}^{p}\right\}$, which completes the proof of correctness. Note that the dominant runtime of the entire procedure was $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$ as stated, and the probability of success was $1-\exp (-r)+1 / \operatorname{poly}(n)$, which we can be amplified to any $1-\delta$ for $\delta>1 / n^{c}$ for some constant $c$ by increasing the value of $r$ by $\log (1 / \delta)$ and the number of columns of the sketch $G$ to $\log (1 / \delta)$, which does not effect the $\widetilde{O}(\mathrm{nnz}(A)+\operatorname{poly}(d / \epsilon))$ runtime.

Computing approximations $\widetilde{q}_{i}$ for $q_{i}$. It remains now how to compute the approximate sampling probabilities $\widetilde{q}_{i}$ for $\Theta(r)$ rows of $C$ that were sampled. Note that to sample an entry, in $C$, we first sampled the $n \times 1$ submatrix $W^{(i, l)}$ of $C$ which contained it, where the
probability that we sample this submatrix is known to us. Next, if the entry of $C$ was a heavy hitter in $W^{(i, l)}$, we exactly compute the probability that we sample this entry, and sample it with this probability. If the entry $j$ of $W^{(i, l)}$ is not a heavy hitter, we first sample an $\Omega_{t}$ uniformly with probability exactly $1 / \eta$. The last step is sampling a coordinate from $W_{\Omega_{t} \backslash H^{(i, l)}}^{(i, l)}$ via exponential scaling. However, we do not know the exact probability of this sampling, since this will be equal to $\left|W_{j}^{(i, l)}\right|^{p} /\left\|W_{\Omega_{t} \backslash H^{(i, l)}}^{(i, l)}\right\|_{p}^{p}$, and we do not know $\left\|W_{\Omega_{t} \backslash H^{(i, l)}}^{(i, l)}\right\|_{p}^{p}$ exactly. Instead, we compute it approximately to error $\left(1 \pm \epsilon^{2}\right)$ as follows. For each $(i, l) \in T$ and $\alpha=1,2, \ldots, \Theta\left(\log (n) / \epsilon^{4}\right)$, we compute $Z^{(\alpha)} W_{\Omega_{t} \backslash H^{(i, l)}}^{(i, l)}$, where $Z \in \mathbb{R}^{1 \times\left|\Omega_{t} \backslash H^{(i, l)}\right|}$ is a vector of $p$-stable random variables. Again, we use the Indyk median estimator [Ind06], taking the median of these $\Theta\left(\log (n) / \epsilon^{4}\right)$ repetitions, to obtain an estimate of $\left\|W_{\Omega_{t} \backslash H^{(i, l)}}^{(i, l)}\right\|_{p}^{p}$ with high probability to $\left(1 \pm \epsilon^{2}\right)$ relative error. Each repetition requires $O\left(\left|\Omega_{t} \backslash H^{(i, l)}\right|\right)$ additional time, and since $\left|\Omega_{t} \backslash H^{(i, l)}\right||T|=o\left(\epsilon^{4} n / r^{3}\right)$, it follows that the total computational time is at most an additive $o(n)$, thus computing the $\widetilde{q}_{i}$ 's to error $\left(1 \pm \epsilon^{2}\right)$ does not effect the overall runtime.

### 26.10 Missing Proofs from Section 26.5

We first give the proof of the main theorem. The proof relies on Lemma 26.10.2, which the rest of this section will be devoted to proving.

Theorem 26.5.1 For any constant $q \geq 2$, there is an algorithm which runs in time $O\left(\sum_{i=1}^{q} \operatorname{nnz}\left(A_{i}\right)+d \operatorname{poly}(k / \epsilon)\right)$ and outputs a rank $k$-matrix $B$ in factored form such that $\|B-A\|_{F} \leq(1+\epsilon) \mathrm{OPT}_{k}$ with probability 9/10.

Proof. By Lemma 26.10.2, we have $(1-\epsilon)\|A-A P\|_{F}^{2} \leq\|M-M P\|_{F}^{2}+c \leq(1+\epsilon)\|A-A P\|_{F}^{2}$ for all rank $k$ projection matrices $P$. In particular, we have

$$
\min _{P}(1+\epsilon)\|A-A P\|_{F}^{2}+c=(1+\epsilon) \mathrm{OPT}_{k}^{2}
$$

where the minimum is taken over all rank $k$ projection matrices. The minimizer $P$ on the LHS is given by the projection onto the top $k$ singular space of $M$. Namely, $M P=M U^{\top} U$ where $U$ is the top $k$ singular row vectors of $M$. Thus $\left\|M-M U^{\top} U\right\|_{F}^{2}+c \leq(1+\epsilon) \mathrm{OPT}_{k}^{2}$. Moreover, we have $\left\|A-A U^{\top} U\right\|_{F}^{2} \leq(1+2 \epsilon)\left(\left\|M-M U^{\top} U\right\|_{F}^{2}+c\right) \leq(1+4 \epsilon) \mathrm{OPT}_{k}^{2}$. Thus $\left\|A-A U^{\top} U\right\|_{F} \leq(1+O(\epsilon)) \mathrm{OPT}_{k}$ as needed.

For runtime, note that we first must compute $M=\left(\otimes_{i=1}^{q} S_{i}\right)\left(A_{1} \otimes A_{2}\right)=S_{1} A_{1} \otimes \cdots \otimes$ $S_{q} A_{q}$. Now $S_{i} A_{i}$ can be computed in $O\left(\mathrm{nnz}\left(A_{i}\right)\right)$ time for each $i$ [CW13]. One all $S_{i} A_{i}$ are computed, their Kronecker product can be computed in time $O\left(q k_{1} k_{2} \cdots k_{q} d\right)=\operatorname{poly}(k d / \epsilon)$. Given $M \in \mathbb{R}^{k_{1} \cdots k_{q} \times d}$, the top $k$ singular vectors $U$ can be computed by computing the SVD of $M$, which is also done in time poly $(k d / \epsilon)$. Once $U$ is obtained, the algorithm can terminate, which yields the desired runtime.

To complete the proof of the main theorem, we will need to prove Lemma 26.10.2. To do this, we begin by introducing two definitions.

Definition 26.10.1. A random matrix $S$ is called a $\epsilon$-subspace embedding for a rank $k$ subspace $\mathcal{V}$ we have simultaneously for all $x \in \mathcal{V}$ that $\|S x\|_{2}=(1 \pm \epsilon)\|x\|_{2}$.

Definition 26.10.2. A random matrix $S$ satisfies the $\epsilon$-approximate matrix product property if, for any fixed matrices $A, B$, of the appropriate dimensions, we have $\operatorname{Pr}\left[\| A^{\top} S^{\top} S B-\right.$ $\left.A^{\top} B\left\|_{F} \leq \epsilon\right\| A\left\|_{F}\right\| B \|_{F}\right] \geq 9 / 10$.

We now show that $S$ is both a subspace embedding and satisfies approximate matrix product, where $S=\otimes_{i=1}^{q} S_{i}$ and $S_{i} \in \mathbb{R}^{k_{i} \times n_{i}}$ are count-sketch matrices.

Lemma 26.10.1. If $S=\left(\otimes_{i=1}^{q} S_{i}\right)$ with $S_{i} \in \mathbb{R}^{k_{i} \times n_{i}}, k_{1}=k_{2}=\cdots=k_{q}=\Theta\left(q k^{2} / \epsilon^{2}\right)$, then $S$ is an $\epsilon$-subspace embedding for any fixed $k$ dimensional subspace $\mathcal{V} \subset \mathbb{R}^{n}$ with probability $9 / 10$, and also satisfies the ( $\epsilon / k$ )-approximate matrix product property.

Proof. We first show that $S$ satisfies the $O(\epsilon / k, 1 / 10,2)$-JL moment property. Here, the $(\epsilon, \delta, \ell)$-JL moment property means that for any fixed $x \in \mathbb{R}^{n}$ with $\|x\|_{2}=1$, we have $\mathbb{E}\left[\left(\|S x\|_{2}^{2}-1\right)^{2}\right] \leq \epsilon^{\ell} \delta$, which will imply approximate matrix product by the results of [KN14].

We prove this by induction on $q$. Let $\bar{k}=k_{1}$. First suppose $S=(Q \otimes T)$, where $Q \in$ $\mathbb{R}^{k_{1} \times n_{1}}$ is a count-sketch, and $T \in \mathbb{R}^{k^{\prime} \times n^{\prime}}$ is any random matrix which satisfies $\mathbb{E}\left[\|T x\|_{2}^{2}\right]=$ $\|x\|_{2}^{2}\left(T \in \mathbb{R}^{k^{\prime} \times n^{\prime}}\right.$ is unbiased), and $\mathbb{E}\left[\left(\|T x\|_{2}-1\right)^{2}\right] \leq 1+c / \bar{k}$ for some value $c<\bar{k}$. Note that both of these properties are satisfied with $c=4$ if $T \in \mathbb{R}^{k_{2} \times n_{2}}$ is itself a count-sketch matrix [CW13]. Moreover, these are the only properties we will need about $T$, so we will. We now prove that $\mathbb{E}\left[\|(S \otimes T) x\|_{2}^{2}\right]=1$ and $\mathbb{E}\left[\|(S \otimes T) x\|_{2}^{4}\right] \leq 1+(c+4) / \bar{k}$ for any unit vector $x$.

Fix any unit $x \in \mathbb{R}^{n}$ now (here $n=n_{1} n^{\prime}$ ), and let $x^{j} \in \mathbb{R}^{n^{\prime}}$ be the vector obtained by restricted $x$ to the coordinates $j n_{1}+1$ to $(j+1) n_{1}$. For any $i \in\left[k_{1}\right], j \in\left[k^{\prime}\right]$, let $i_{j}=(i-1) k^{\prime}+j$. Let $h_{Q}(i) \in\left[k_{1}\right]$ denote the row where the non-zero entry in the $i$-th column is placed in $Q$. Let $\sigma_{Q}(i) \in\{1,-1\}$ denote the sign of the entry $Q_{h_{Q}(i), i}$. Let $\delta_{Q}(i, j)$
indicate the event that $h_{Q}(i)=j$. First note that

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i, j}((Q \otimes T) x)_{i_{j}}^{2}\right] & =\mathbb{E}\left[\sum_{i=1}^{k_{1}} \sum_{j=1}^{k^{\prime}}\left(\sum_{\tau=1}^{n_{1}} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j}\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{i=1}^{k_{1}} \sum_{j=1}^{k^{\prime}} \sum_{\tau=1}^{n_{1}} \delta_{Q}(\tau, i)\left(T x^{\tau}\right)_{j}^{2}\right] \\
& =\mathbb{E}\left[\sum_{\tau=1}^{n_{1}} \sum_{i=1}^{k_{1}} \sum_{j=1}^{k^{\prime}} \delta_{Q}(\tau, i)\left(T x^{\tau}\right)_{j}^{2}\right] \\
& =\mathbb{E}\left[\sum_{\tau=1}^{n_{1}}\left\|T x^{\tau}\right\|_{2}^{2}\right] \\
& =\|x\|_{2}^{2}
\end{aligned}
$$

Where the last equality follows because count-sketch $T$ is unbiased for the base case, namely that $\mathbb{E}\left[\|T x\|_{2}^{2}\right]=\|x\|_{2}^{2}$ for any $x$ [Woo14b], or by induction. We now compute the second moment,

$$
\begin{aligned}
\mathbb{E}\left[\left(\sum_{i, j}((Q \otimes T) x)_{i_{j}}^{2}\right)^{2}\right] & =\mathbb{E}\left[\left(\sum_{i, j}\left(\sum_{\tau=1}^{n_{1}} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j}\right)^{2}\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\sum_{i, j} \sum_{\tau_{1}, \tau_{2}}^{n_{1}} \delta_{Q}\left(\tau_{1}, i\right) \sigma_{Q}\left(\tau_{1}\right)\left(T x^{\tau_{1}}\right)_{j} \delta_{Q}\left(\tau_{2}, i\right) \sigma_{Q}\left(\tau_{2}\right)\left(T x^{\tau_{2}}\right)_{j}\right)^{2}\right] \\
& =\sum_{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}}^{n_{1}} \mathbb{E}\left[\left(\sum_{i, j} \delta_{Q}\left(\tau_{1}, i\right) \sigma_{Q}\left(\tau_{1}\right)\left(T x^{\tau_{1}}\right)_{j} \delta_{Q}\left(\tau_{2}, i\right) \sigma_{Q}\left(\tau_{2}\right)\left(T x^{\tau_{2}}\right)_{j}\right)\right. \\
& \left.\cdot\left(\sum_{i, j} \delta_{Q}\left(\tau_{3}, i\right) \sigma_{Q}\left(\tau_{3}\right)\left(T x^{\tau_{3}}\right)_{j} \delta_{Q}\left(\tau_{4}, i\right) \sigma_{Q}\left(\tau_{4}\right)\left(T x^{\tau_{4}}\right)_{j}\right)\right] .
\end{aligned}
$$

We now analyze the above expectation. There are several cases for the expectation of each
term. First, we bound the sum of the expectations when $t_{1}=t_{2}=t_{3}=t_{4}$ by

$$
\begin{aligned}
& \sum_{\tau=1}^{n_{1}} \mathbb{E}\left[\left(\sum_{i, j} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j}\right)\right. \\
& \left.\cdot\left(\sum_{i, j} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j} \delta_{Q}(\tau, i) \sigma_{Q}(\tau)\left(T x^{\tau}\right)_{j}\right)\right] \\
\leq & \sum_{\tau=1}^{n_{1}} \mathbb{E}\left[\left\|T x^{\tau}\right\|_{2}^{4}\right]=1+c / \bar{k}
\end{aligned}
$$

Where the last equation follows from the variance of count-sketch [CW13] for the base case, or by induction for $q \geq 3$. We now bound the sum of the expectations when $t_{1}=t_{2} \neq t_{3}=t_{4}$ by

$$
\begin{aligned}
& \sum_{\tau_{1} \neq \tau_{2}} \mathbb{E}\left[\left(\sum_{i, j} \delta_{Q}\left(\tau_{1}, i\right) \sigma_{Q}\left(\tau_{1}\right)\left(T x^{\tau_{1}}\right)_{j} \delta_{Q}\left(\tau_{1}, i\right) \sigma_{Q}\left(\tau_{1}\right)\left(T x^{\tau_{1}}\right)_{j}\right)\right. \\
& \left.\cdot\left(\sum_{i, j} \delta_{Q}\left(\tau_{2}, i\right) \sigma_{Q}\left(\tau_{2}\right)\left(T x^{\tau_{2}}\right)_{j} \delta_{Q}\left(\tau_{2}, i\right) \sigma_{Q}\left(\tau_{2}\right)\left(T x^{\tau_{2}}\right)_{j}\right)\right] \\
& \leq \sum_{\tau_{1} \neq \tau_{2}} \mathbb{E}\left[\left\|T x^{\tau_{1}}\right\|_{2}^{2}\left\|T x^{\tau_{2}}\right\|_{2}^{2} / k_{1}\right] \\
& \leq \mathbb{E}\left[\|T x\|_{2}^{4} / k_{1}\right] \leq(1+c / \bar{k}) / k_{1} .
\end{aligned}
$$

We can similarly bound the sum of the terms with $t_{1}=t_{3} \neq t_{2}=t_{4}$ and $t_{1}=t_{4} \neq t_{3}=t_{2}$ by $(1+c / \bar{k}) / k_{1}$, giving a total bound on the second moment of

$$
\left.\mathbb{E}\left[\|(Q \otimes T) x\|_{2}^{4}\right] \leq 1+c / \bar{k}+3(1+c / \bar{k}) / k_{1}\right) \leq 1+(4+c) / \bar{k}
$$

since any term with a $t_{i} \notin\left\{t_{1}, t_{2}, t_{3}, t_{4}\right\} \backslash\left\{t_{i}\right\}$ immediately has expectation 0 . By induction, it follows that $\mathbb{E}\left[\left(\otimes_{i=1}^{q} S_{i}\right) x \|_{2}^{2}\right]=1$ for any unit $x$, and $\mathbb{E}\left[\left(\otimes_{i=1}^{q} S_{i}\right) x \|_{2}^{4}\right] \leq 1+(4 q+c) / \bar{k}$, where $c$ is the constant from the original variance of count-sketch. Setting $\bar{k}=k_{1}=\cdots=$ $k_{q}=\Theta\left(q k^{2} / \epsilon^{2}\right)$ with a large enough constant, this completes the proof that $S=\left(\otimes_{i=1}^{q} S_{i}\right)$
has the $O(\epsilon / k, 1 / 10,2)$-JL moment property. Then by Theorem 21 of [KN14], we obtain the approximate matrix product property:

$$
\operatorname{Pr}\left[\left\|A^{\top} S^{\top} S B-A^{\top} B\right\|_{F} \leq O(\epsilon / k)\|A\|_{F}\|B\|_{F}\right] \geq 9 / 10
$$

for any two matrices $A, B$. Letting $A=B^{\top}=U$ where $U \in \mathbb{R}^{n \times k}$ is a orthogonal basis for any $k$-dimensional subspace $\mathcal{V} \subset \mathbb{R}^{n}$, it follows that

$$
\left\|U^{\top} S^{\top} S U-I_{k}\right\|_{F} \leq O(\epsilon / k)\|U\|_{F}^{2} \leq O(\epsilon)
$$

where the last step follows because $U$ is orthonormal, so $\|U\|_{F}^{2}=k$. Since the Frobenius norm upper bounds the spectral norm $\|\cdot\|_{2}$, we have $\left\|U^{\top} S^{\top} S U-I_{k}\right\|_{2} \leq O(\epsilon)$, from which it follows that all the eigenvalues of $U^{\top} S^{\top} S U$ are in $(1-O(\epsilon), 1+O(\epsilon)$ ), which implies $\|S U x\|_{2}=(1 \pm O(\epsilon))\|x\|_{2}$ for all $x \in \mathbb{R}^{n}$, so for any $y \in \mathcal{V}$, let $x_{y}$ be such that $y=U x_{y}$, and then $\|S y\|_{2}=\left\|S U x_{y}\right\|_{2}=(1 \pm O(\epsilon))\left\|x_{y}\right\|_{2}=(1 \pm O(\epsilon))\left\|U x_{y}\right\|_{2}=(1 \pm O(\epsilon))\|y\|_{2}$, which proves that $S$ is a subspace embedding for $\mathcal{V}$ (not the second to last inequality holds because $U$ is orthonormal).

Finally, we are ready to prove Lemma 26.10.2.

Lemma 26.10.2. Let $S=\left(\otimes_{i=1}^{q} S_{i}\right)$ with $S_{i} \in \mathbb{R}^{k_{i} \times n_{i}}, k_{1}=k_{2}=\cdots=k_{q}=\Theta\left(q k^{2} / \epsilon^{2}\right)$. Then with probability 9/10 SA is a Projection Cost Preserving Sketch (PCP) for A, namely for all rank $k$ orthogonal projection matrix $P \in \mathbb{R}^{d \times d}$,

$$
(1-\epsilon)\|A-A P\|_{F}^{2} \leq\|S A-S A P\|_{F}^{2}+c \leq(1+\epsilon)\|A-A P\|_{F}^{2}
$$

where $c \geq 0$ is some fixed constant independent of $P$ (but may depend on $A$ and $S A$ ).

Proof. To demonstrate that $S A$ is a PCP, we show that the conditions of Lemma 10 of $\left[\mathrm{CEM}^{+} 15\right]$ hold, which imply this result. Our result follows directly from Theorem 12 of $\left[\mathrm{CEM}^{+} 15\right]$. Note that all that is needed (as discussed below the theorem) for the proof is that $S$ is an $\epsilon$-subspace embedding for a fixed $k$-dimensional subspaces, and that $S$ satisfies the $(\epsilon / \sqrt{k})$ approximate matrix product property. By Lemma 26.10.1, we have both $\epsilon$ subspace embedding for $S$ as well as a stronger $(\epsilon / k)$ approximate matrix product property. Thus Theorem 12 holds for the random matrix $S$ when $k_{1}=k_{2}=\cdots=k_{q}=\Theta\left(q k^{2} / \epsilon^{2}\right)$, which completes the proof.

### 26.11 Entry-wise Norm Low T-rank Approximation

We now demonstrate our results for low trank approximation of arbitrary input matrices. Specifically, we study the following problem, defined in [VL00]: given $A \in \mathbb{R}^{n^{2} \times n^{2}}$, the goal is to output a trank- $k$ matrix $B \in \mathbb{R}^{n^{2} \times n^{2}}$ such that

$$
\begin{equation*}
\|B-A\|_{\xi} \leq \alpha \cdot \mathrm{OPT} \tag{26.1}
\end{equation*}
$$

for some $\alpha \geq 1$, where $\mathrm{OPT}=\min _{\text {trank }-k A^{\prime}}\left\|A^{\prime}-A\right\|_{\xi}$, where the trank of a matrix $B$ is defined as the smallest integer $k$ such that $B$ can be written as a summation of $k$ matrices, where each matrix is the Kronecker product of $q$ matrices with dimensions $n \times n$ : $B=$ $\sum_{i=1}^{k} U_{i} \otimes V_{i}$, where $U_{i}, V_{i} \in \mathbb{R}^{n \times n}$.

Using Lemma 26.8.1, we can rearrange the entries in $A \in \mathbb{R}^{n^{2} \times n^{2}}$ to obtain $\bar{A} \in \mathbb{R}^{n^{2} \times n^{2}}$, where the $(i+n(j-1))^{\prime}$ 'th row of $\bar{A}$ is equal to $\operatorname{vec}\left(\left(A_{1}\right)_{i, j} A_{2}\right)$, and also vectorize the matrix $U_{i} \in \mathbb{R}^{n \times n}$ and $V_{i} \in \mathbb{R}^{n \times n}$ to obtain vectors $u_{i} \in \mathbb{R}^{n^{2}}, v_{i} \in \mathbb{R}^{n^{2}}$. Therefore, for any entry-wise
norm $\xi$ we have

$$
\left\|\sum_{i=1}^{k} U_{i} \otimes V_{i}-A\right\|_{\xi}=\left\|\sum_{i=1}^{k} u_{i} v_{i}^{\top}-\bar{A}\right\|_{\xi}
$$

Lemma 26.11.1 (Reshaping for Low Rank Approximation). There is a one-to-one mapping $\pi:[n] \times[n] \times[n] \times[n] \rightarrow\left[n^{2}\right] \times\left[n^{2}\right]$ such that for any pairs $(U, u) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n^{2}}$ and $(V, v) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n^{2}}$, if $U_{i_{1}, j_{1}}=u_{i_{1}+n\left(j_{1}-1\right)}$ and $V_{i_{1}, j_{1}}=v_{i_{1}+n\left(j_{1}-1\right)}$, then we have for $i_{1}, i_{2}, j_{1}, j_{2}$

$$
(U \otimes V)_{i_{1}+n\left(i_{2}-1\right), j_{1}+n\left(j_{2}-1\right)}=\left(u \cdot v^{\top}\right)_{\pi\left(i_{1}, i_{2}, j_{1}, j_{2}\right)}
$$

where $U \otimes V \in \mathbb{R}^{n^{2} \times n^{2}}$ and $u v^{\top} \in \mathbb{R}^{n^{2} \times n^{2}}$.
Proof. We have

$$
\begin{aligned}
(U \otimes V)_{i_{1}+n\left(i_{2}-1\right), j_{1}+n\left(j_{2}-1\right)} & =U_{i_{1}, j_{1}} V_{i_{2}, j_{2}} \\
& =u_{i_{1}+n\left(j_{1}-1\right)} \cdot v_{i_{2}+n\left(j_{2}-1\right)} \\
& =\left(u v^{\top}\right)_{i_{1}+n\left(j_{1}-1\right), i_{2}+n\left(j_{2}-1\right)}
\end{aligned}
$$

where the first step follows from the definition of $\otimes$ product, the second step follows from the connection between $U, V$ and $u, v$, the last step follows from the outer product.

Therefore, instead of using trank to define low-rank approximation of the $\otimes$ product of two matrices, we can just use the standard notion of rank to define it since both $B$ and $A^{\prime}$ can be rearranged to have rank $k$.

Definition 26.11.1 (Based on Standard Notion of Rank). Given two matrices $A_{1}, A_{2} \times \mathbb{R}^{n \times n}$, let $\bar{A} \in \mathbb{R}^{n^{2} \times n^{2}}$ denote the re-shaping of $A_{1} \otimes A_{2}$. The goal is to output a rank- $k$ matrix $\bar{B}$ such that

$$
\|\bar{B}-\bar{A}\|_{\xi} \leq \alpha \mathrm{OPT}_{\xi, k}
$$

where $\mathrm{OPT}_{\xi, k}=\min _{\text {rank }-k} \bar{A}^{\prime}\left\|\bar{A}^{\prime}-\bar{A}\right\|_{\xi}$.

In other words, $\bar{B}$ can be written as $\bar{B}=\sum_{i=1}^{k} u_{i} v_{i}^{\top}$ where $u_{i}, v_{i}$ are length $n^{2}$ vectors.
Combining the low-rank reshaping Lemma 26.11.1 with the main input-sparsity lowrank approximation of [CW13], we obtain our Frobenius norm low rank approximation result.

Theorem 26.11.2 (Frobenius norm low rank approximation, $p=2$ ). For any $\epsilon \in(0,1 / 2)$, there is an algorithm that runs in $n^{2}$ poly $(k / \epsilon)$ and outputs a rank-k matrix $\bar{B}$ such that $\|\bar{B}-\bar{A}\|_{F} \leq(1+\epsilon) \mathrm{OPT}_{F, k}$ holds with probability at least $9 / 10$, where $\mathrm{OPT}_{p}$ is cost achieved by best rank-k solution under the $\ell_{p}$-norm.

Similarly, using the main $\ell_{p}$ low rank approximation algorithm of [SWZ17], we have

Theorem 26.11.3 (Entry-wise $\ell_{p}$-norm low rank approximation, $1 \leq p \leq 2$ ). There is an algorithm that runs in $n^{2} \operatorname{poly}(k)$ and outputs a rank- $k$ matrix $\bar{B}$ such that $\|\bar{B}-\bar{A}\|_{p} \leq$ $\operatorname{poly}(k \log n) \mathrm{OPT}_{p, k}$ holds with probability at least $9 / 10$, where $\mathrm{OPT}_{p}$ is cost achieved by best rank-k solution under the $\ell_{p}$-norm.

Applying the bi-criteria algorithm of [CGK $\left.{ }^{+} 17 \mathrm{c}\right]$ gives us:

Theorem 26.11.4 (General $p>1$, bicriteria algorithm). There is an algorithm that runs in $\operatorname{poly}(n, k)$ and outputs a rank-poly $(k \log n)$ matrix $\bar{B}$ such that $\|\bar{B}-\bar{A}\|_{p} \leq \operatorname{poly}(k \log n) \operatorname{OPT}_{p}$ holds with probability at least $9 / 10$, where $\mathrm{OPT}_{p, k}$ is cost achieved by best rank-k solution under the $\ell_{p}$-norm.

Finally using the low-rank approximation algorithm for general loss functions given in [SWZ18], we obtain a very general result. The parameters for the loss function described in the following theorem are discussed in Section 26.12.

Theorem 26.11.5 (General loss function $g$ ). For any function $g$ that satisfies Definition 26.12.1, 26.12.2, 26.12.3, there is an algorithm that runs in $O\left(n^{2} \cdot T_{\text {reg }, g, n^{2}, k, n^{2}}\right)$ time and outputs a rank- $O(k \log n)$ matrix $\bar{B} \in \mathbb{R}^{n^{2} \times n^{2}}$ such that

$$
\|\bar{B}-\bar{A}\|_{g} \leq \operatorname{ati}_{g, k} \cdot \operatorname{mon}_{g} \cdot \operatorname{reg}_{g, k} \cdot O(k \log k) \cdot \mathrm{OPT}_{g, k},
$$

holds with probability $1-1 / \operatorname{poly}(n)$.

Hence, overall, the strategy is to first reshape $A=A_{1} \otimes A_{2}$ into $\bar{A}$, then compute $\bar{B}=\sum_{i=1}^{k} u_{i} v_{i}^{\top}$ using any of the above three theorems depending on the desired norm, and finally reshape $u_{i}$ and $v_{i}$ back to $U_{i} \in \mathbb{R}^{n \times n}$ and $V_{i} \in \mathbb{R}^{n \times n}$. It is easy to verify that the guarantees from Theorems 26.11.5, 26.11.3, 26.11.2 are directly transferable to the guarantee of the trank - $k$ approximation shown in Eq 26.1.

### 26.12 Properties for General Loss Functions for Low trank Approximation

We re-state three general properties (defined in [SWZ18]), the first two of which are structural properties and are necessary and sufficient for obtaining a good approximation from a small subset of columns. The third property is needed for efficient running time.

Definition 26.12.1 (Approximate triangle inequality). For any positive integer $n$, we say a function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ satisfies the $\operatorname{ati}_{g, n}$-approximate triangle inequality if for any $x_{1}, x_{2}, \cdots, x_{n} \in \mathbb{R}$ we have

$$
g\left(\sum_{i=1}^{n} x_{i}\right) \leq \operatorname{ati}_{g, n} \cdot \sum_{i=1}^{n} g\left(x_{i}\right) .
$$

Definition 26.12.2 (Monotone property). For any parameter $\operatorname{mon}_{g} \geq 1$, we say function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is mon $_{g}$-monotone if for any $x, y \in \mathbb{R}$ with $0 \leq|x| \leq|y|$, we have $g(x) \leq$ $\operatorname{mon}_{g} \cdot g(y)$.

Definition 26.12.3 (Regression property). We say function $g(x): \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ has the $\left(\operatorname{reg}_{g, d}, T_{\text {reg }, g, n, d, m}\right)$-regression property if the following holds: given two matrices $A \in \mathbb{R}^{n \times d}$ and $B \in \mathbb{R}^{n \times m}$, for each $i \in[m]$, let $\mathrm{OPT}_{i}$ denote $\min _{x \in \mathbb{R}^{d}}\left\|A x-B_{i}\right\|_{g}$. There is an algorithm that runs in $T_{\text {reg }, g, n, d, m}$ time and outputs a matrix $X^{\prime} \in \mathbb{R}^{d \times m}$ such that

$$
\left\|A X_{i}^{\prime}-B\right\|_{g} \leq \operatorname{reg}_{g, d} \cdot \mathrm{OPT}_{i}, \forall i \in[m]
$$

and outputs a vector $v \in \mathbb{R}^{d}$ such that

$$
\mathrm{OPT}_{i} \leq v_{i} \leq \operatorname{reg}_{g, d} \cdot \mathrm{OPT}_{i}, \forall i \in[m]
$$

The success probability is at least $1-1 / \operatorname{poly}(n m)$.

```
Algorithm 26.4 Algorithm to \(\ell_{p}\) sample \(\Theta\left(r_{2}\right)\) entires of \(\rho=\left(A_{1} \otimes \cdots \otimes A_{q}\right) x^{\prime}-b\)
    procedure Residual \(\ell_{p} \operatorname{SAMPLE}\left(\rho, r_{2}\right)\)
        \(r_{3} \leftarrow \Theta\left(r_{2} \log ^{q^{2}}(n) / \delta\right)\).
        Generate i.i.d. \(p\)-stable vectors \(Z^{1, j}, Z^{2, j}, \ldots, Z^{q, j} \in \mathbb{R}^{n}\) for \(j \in[\tau]\) for \(\tau=\Theta(\log (n))\)
        \(T \leftarrow \emptyset \quad \triangleright\) sample set to return
        Pre-compute and store \(Z^{i, j} A_{i} \in \mathbb{R}^{1 \times d_{i}}\) for all \(i \in[q]\) and \(j \in[\tau]\)
        Generate count-sketches for heavy hitters \(S^{i} \in \mathbb{R}^{k \times n_{i}}\) of Definition 26.8.2 for all
    \(i \in[q]\), where \(k=O\left(\log ^{2}(n) r_{3}^{O(1)}\right)\).
            for \(t=1,2, \ldots, r_{3}\) do
                \(s=\left(s_{1}, \ldots, s_{q}\right) \leftarrow(\emptyset, \ldots, \emptyset) \quad \triangleright\) next sample to return
            \(w^{j} \leftarrow\left(\left(\mathbb{I}_{n_{1}}\right) \otimes\left(\bigotimes_{k=2}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}^{n_{1}} \quad \triangleright \mathbb{I}_{n} \in \mathbb{R}^{n \times n}\) is identity
            Define \(w \in \mathbb{R}^{n_{1}}\) by \(w_{l}=\operatorname{median}_{j \in[\tau]}\left\{\left|w_{l}^{j}\right|\right\}\) for \(l \in\left[n_{1}\right]\)
            Sample \(j^{*} \in\left[n_{1}\right]\) from the distribution \(\left(\frac{\left|w_{1}\right|^{p}}{\|w\|_{p}^{p}}, \frac{\left|w_{2}\right|^{p}}{\|w\|_{p}^{p}}, \ldots, \frac{\left|w_{n_{1}}\right|^{p}}{\|w\|_{p}^{p}}\right)\)
            \(s_{1} \leftarrow j^{*}\)
            for \(i=2, \ldots, q\) do
                for \(j \in[\tau]\) do
                    Write \(e_{a_{k}}^{\top} \in \mathbb{R}^{1 \times n_{k}}\) as the standard basis vector
                    \(v_{i}^{j} \leftarrow S^{i}\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\mathbb{I}_{n_{i}}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}^{k}\)
                    Compute heavy hitters \(H_{i, j} \subset\left[n_{i}\right]\) from \(v_{i}^{j} \triangleright\) Definition 26.8.2
                    \(\beta_{i}^{j} \leftarrow\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(\bigotimes_{k=i}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}\)
                end for
                Define \(\beta_{i} \in \mathbb{R}^{k^{\prime}}\) by \(\beta_{i}=\operatorname{median}_{j \in[\tau]}\left\{\left|\beta_{i}^{j}\right|^{p}\right\}\)
                \(H_{i}=\cup_{j=1}^{\tau} H_{i, j}\)
                \(\gamma_{i} \leftarrow \operatorname{median}_{j \in[\tau]}\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes Z_{\left[n_{i} \backslash H_{i}\right.}^{i, j} \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right) \in \mathbb{R}\)
                if with probability \(1-\gamma_{i} / \beta_{i}\) then
                    Draw \(\xi \in H_{i}\) with probability
                    \(\frac{\operatorname{median}_{j \in \tau}\left|\left(\left(\bigotimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}{\sum_{\xi^{\prime} \in H_{i}} \operatorname{median}_{j \in \tau}\left|\left(\left(\otimes_{k=1}^{i-1} e_{a_{k}}^{\top}\right) \otimes\left(e_{\xi^{\prime}}^{\top}\right) \otimes\left(\bigotimes_{k=i+1}^{q} Z^{k, j}\right) \rho\right)\right|^{p}}\)
                            \(s_{i} \leftarrow \xi\)
                else \(\triangleright s_{i}\) was not sampled as a heavy hitter
            Randomly partition \(\left[n_{i}\right]\) into \(\Omega_{1}^{i}, \Omega_{2}^{i}, \ldots, \Omega_{\eta}^{i}\) with \(\eta=\Theta\left(r_{3}^{2}\right)\)
            Sample \(t \sim[\eta]\) uniformly at random
            for \(j \in \Omega_{t} \backslash H_{i}\) do
```



```
                end for
            Sample \(s_{i} \leftarrow j^{*}\) from the distribution \(\left\{\frac{\theta_{j}}{\sum_{j^{\prime} \in \Omega_{t} \backslash H_{i}} \theta_{j^{\prime}}}\right\}_{j \in \Omega_{t} \backslash H_{i}}\)
                end if
            end for
            \(T \leftarrow S \cup s\) where \(s=\left(s_{1}, \ldots, s_{q}\right)\)
        end for
```

```
Algorithm 26.5 Algorithm to \(\ell_{p}\) sample \(\Theta(r)\) rows of \(M=(F \otimes \mathbf{1}-\mathbf{1} \otimes F) R^{-1}\)
    procedure \(\ell_{p} \operatorname{SAMPLE}\left(F=[A, b] \in \mathbb{R}^{n \times d}, R^{-1} \in \mathbb{R}^{d+1 \times d+1}, r\right)\)
        Generate a matrix \(G \in \mathbb{R}^{d+1 \times \xi}\) of i.i.d. \(\mathcal{N}(0,1 / \sqrt{\xi})\) Gaussian random variables, with
    \(\xi=\Theta(\log (n))\)
        \(Y \leftarrow R^{-1} G \in \mathbb{R}^{d+1 \times \xi}\)
        \(C \leftarrow(F \otimes \mathbf{1}-\mathbf{1} \otimes F) Y\)
        Reshape i-th column \(C_{*, i}\) into \(\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1}\left(Y_{*, i}\right)^{\top} F^{\top}\right) \in \mathbb{R}^{n \times n}\)
        Generate \(Z \in \mathbb{R}^{t \times n}\) i.i.d. \(p\)-stable for \(t=\Theta(\log (n)) \quad \triangleright\) Definition 26.2.1
        For all \((i, l) \in[\xi] \times[n]\), set
            \(\sigma_{i, l} \leftarrow \underset{\tau \in[t]}{\operatorname{median}}\left(\frac{\mid\left(\left.Z\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1}\left(Y_{*, i}\right)^{\top} F^{\top}\right)_{\tau, l}\right|^{p}\right.}{\left(\operatorname{median}\left(\mathcal{D}_{p}\right)\right)^{p}}\right)\)
                                    \(\triangleright\) Indyk Estimator [Ind06]
            Set \(W^{(i, l)} \leftarrow\left(F Y_{*, i} \mathbf{1}^{\top}-\mathbf{1} Y_{*, i}^{\top} F^{\top}\right)_{*, l}=F Y_{*, i}-\mathbf{1}(F Y)_{l, i} \in \mathbb{R}^{n}\)
            for \(j=1, \ldots, \Theta(r)\) do
            Sample \((i, l)\) from distribution \(\sigma_{i, l} /\left(\sum_{i^{\prime}, l^{\prime}} \sigma_{i^{\prime}, l^{\prime}}\right)\).
        end for
            \(T \leftarrow\) multi-set of samples \((i, l)\)
            Generate \(S_{0} \in \mathbb{R}^{k \times n} S \in \mathbb{R}^{k^{\prime} \times n}\) count-sketches for heavy hitters with \(k=r^{O(1)}, k^{\prime}=\)
    \(k^{O(1)}\).
                                    \(\triangleright\) Definition 26.8.2
            Generate \(u_{1}, \ldots, u_{n}\) i.i.d. exponential variables.
            \(D \leftarrow \operatorname{Diag}\left(1 / u_{1}^{1 / p}, \ldots, 1 / u_{n}^{1 / p}\right) \in \mathbb{R}^{n \times n}\).
            for each sample \((i, l) \in T\) do
            Compute \(S_{0} W^{(i, l)}\) and obtain set of heavy hitters \(Q_{0}^{(i, l)} \subset[n]\)
            Compute \(W_{j}^{(i, l)}\) exactly for all \(j \in Q_{0}^{(i, l)}\), to obtain true heavy hitters \(H^{(i, l)}\).
            Compute
\[
\alpha_{i, l} \leftarrow \underset{\tau \in[t]}{\operatorname{median}}\left(\frac{\left|Z_{\tau, *} W^{(i, l)}-\sum_{\zeta \in H^{(i, l)}} Z_{\tau, \zeta} W_{\zeta}^{(i, l)}\right|^{p}}{\left(\operatorname{median}\left(\mathcal{D}_{p}\right)\right)^{p}}\right)
\]
if With prob \(1-\alpha_{(i, l)} / \sigma_{(i, l)}\), sample a heavy item \(j^{*} \leftarrow j\) then
Sample a heavy item \(j^{*} \leftarrow j\) from the distribution \(\left|W_{j}^{(i, l)}\right|^{p} / \sum_{j \in H_{(i, l)}}\left|W_{j}^{(i, l)}\right|^{p}\).
return The row \(\left((l-1) n+j^{*}\right) \quad\) Note that \(C_{(l-1) n+j^{*}, *}\) contains \(W_{j^{*}}^{(i, l)}\) else
Randomly partition [ \(n\) ] into \(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{\eta}\) with \(\eta=\Theta\left(r^{4} / \epsilon^{4}\right)\).
Sample \(t \sim[\eta]\) uniformly at random.
Compute \(S\left(D W^{(i, l)}\right)_{\Omega_{t} \backslash H^{(i, l)}}\), an\& set \(Q^{(i, l)} \subset \Omega_{t} \backslash H^{(i, l)}\) of heavy hitters.
\(j^{*} \leftarrow \arg \max _{j \in Q^{(i, l)}}\left(D W^{(i, l)}\right)_{j}\)
return The row \(\left((l-1) n+j^{*}\right) \quad\) Note that \(C_{(l-1) n+j^{*}, *}\) contains \(W_{j^{*}}^{(i, l)}\) end if
end for
end procedure
```


## Chapter 27

## Dynamic $k$-means Clustering

We consider the $k$-means clustering problem in the dynamic streaming setting, where points from a discrete Euclidean space $\{1,2, \ldots, \Delta\}^{d}$ can be dynamically inserted to or deleted from the dataset. For this problem, we provide a one-pass coreset construction algorithm using space $\widetilde{O}(k \cdot \operatorname{poly}(d, \log \Delta))$, where $k$ is the target number of centers. To our knowledge, this is the first dynamic geometric data stream algorithm for $k$-means using space polynomial in dimension and nearly optimal (linear) in $k$.

This part is based upon the following previous publication

- Wei Hu, Zhao Song, Lin F. Yang, Peilin Zhong

Nearly Optimal Dynamic $k$-Means Clustering for High-Dimensional Data.
Manuscript 2018 [HSYZ18]

### 27.1 Introduction

Clustering is one of the central problems in unsupervised learning. The idea is to partition data points into clusters in the hope that points in the same cluster are similar to each other and points in different clusters are dissimilar. One of the most important approaches to clustering is $k$-means, which has been extensively studied for more than 60 years and has a wide range of applications (see e.g. [Jai10] for a survey). Given a set of points $Q \subset \mathbb{R}^{d}$, the $k$-means problem asks for a set of $k$ centers $Z \subset \mathbb{R}^{d}$ such that the sum of squares of distances between data points to their closest centers is minimized, i.e., it tries to solve $\min _{Z \subset \mathbb{R}^{d},|Z|=k} \operatorname{cost}(Q, Z)$, where $\operatorname{cost}(Q, Z)$ is a cost function defined as:

$$
\operatorname{cost}(Q, Z):=\sum_{q \in Q} \min _{z \in Z} \operatorname{dist}^{2}(q, z)
$$

Here $\operatorname{dist}(\cdot, \cdot)$ stands for the Euclidean distance.
A major challenge in dealing with massive datasets is that the entire input data can be too large to be stored. A standard model of study in such settings is the streaming model, where data points arrive and are processed one at a time, and only a small amount of useful information (i.e., a sketch) about the data is maintained. See e.g. [Mut05b] for an introduction to the streaming model.

In this paper we study the $k$-means problem over dynamic data streams [Ind04], where data points from a discrete space $\{1,2, \ldots, \Delta\}^{d}$ can be either inserted to or deleted from the dataset. A standard approach to solving $k$-clustering problems like $k$-means and $k$-median in the streaming setting is to maintain an $\epsilon$-coreset, which is a small number of (weighted) points whose cost with respect to any $k$ centers is a $(1+\epsilon)$-approximation to the cost of the entire dataset on the same $k$ centers. As a consequence, at the end of the stream, we
only need to find an approximate $k$-means solution on the coreset, which is automatically an approximate solution on the entire dataset. Hence our goal is to design an efficient method to maintain an $\epsilon$-coreset over a dynamic data stream using as small space as possible.

### 27.1.1 Our Result

Theorem 27.1.1 (Main theorem, restatement of Theorem 27.6.22 in Section 27.6). Let $\epsilon \in(0,1 / 2), k, \Delta \in \mathbb{N}_{+}$, and $L=\log \Delta$. For dynamic data stream consisting of insertions and deletions of points in $[\Delta]^{d}$, there is an algorithm which uses a single pass over the stream and on termination outputs a weighted set $S$ with a positive weight for each point therein, such that with probability at least $0.9, S$ is an $\epsilon$-coreset for $k$-means of size $O\left(k \epsilon^{-2} d^{4} L^{2} \log (k d L)\right)$. The algorithm uses $\widetilde{O}(k) \cdot \operatorname{poly}\left(d, L, \epsilon^{-1}\right)$ bits in the worst case.

To our knowledge, this is the first algorithm for $k$-means in dynamic data streams that uses space polynomial in data dimension $d$ and nearly optimal (linear) ${ }^{1}$ in the number of clusters $k$. Previous algorithms for streaming $k$-means either require space exponential in $d$ or only work for insertion-only streams. ${ }^{2}$ See Section 27.1.3 and Section 27.7 for detailed discussions of previous results.

### 27.1.2 Our Techniques

At a high level our algorithm is based on a framework called sensitivity sampling, which was proposed by [FL11]. For a set $Q \subseteq[\Delta]^{d}$, the sensitivity of every point $q \in Q$ is

[^92]defined as
$$
s(q):=\max _{Z \subset \mathbb{R}^{d},|Z|=k} \frac{\operatorname{dist}^{2}(q, Z)}{\sum_{p \in Q} \operatorname{dist}^{2}(p, Z)}
$$

Namely, $s(q)$ represents how "sensitive" the cost can be to the removal of point $q$. A crucial result shown by [FL11, BFL16] is that once we know a good upper bound on each point's sensitivity, there is a sampling method to construct an $\epsilon$-coreset. Specifically, if we know an upper bound $s^{\prime}(q) \geq s(q)$ for each $q \in Q$, we can sample $q$ with probability $s^{\prime}(q) /\left(\sum_{p \in Q} s^{\prime}(p)\right)$. Let $R$ be a set of i.i.d. samples from this procedure with $|R| \geq \widetilde{\Omega}\left(\sum_{q \in Q} s^{\prime}(q) / \epsilon^{2}\right)$, and each sample $q$ is assigned a weight $\frac{\sum_{p \in Q} s^{\prime}(p)}{|R| s^{\prime}(q)}$. Then with high probability $R$ is an $\epsilon$-coreset for $Q$. Note that if $\sum_{q \in Q} s^{\prime}(q)=\widetilde{O}(k \cdot \operatorname{poly}(d))$, then an $\widetilde{O}(k \cdot \operatorname{poly}(d))$-size $\epsilon$-coreset can be constructed in this way. The formal description of this result is given in Theorem 27.2.1.

We give an efficient method to obtain sensitivity upper bounds $s^{\prime}(\cdot)$ such that: (i) $\sum_{q \in Q} s^{\prime}(q)$ is small, (ii) we can implement the sensitivity sampling procedure in the dynamic streaming setting. Then we are able to construct a coreset according to the previous paragraph.

The key intuition in our sensitivity estimation is the following. Imagine that there is a small region that is very dense, i.e., it contains a lot of points. Then the sensitivity of every point in that region must be low, because that point can be well represented by other points in the same small region. Therefore, the problem of finding sensitivity upper bound for a point boils down to figuring out the "right" region this point belongs to that can be considered "dense." Intuitively the sensitivity of this point depends on the size of this dense region - the smaller the size, the smaller the sensitivity.

We make this intuition formal by using a hierarchical grid structure similar to [FS05, $\left.B F L^{+} 17\right]$. This structure is illustrated in Figure 27.1. The top-level (level 0) grid consists of


Figure 27.1: The grid structure over the point set. From top to bottom, three levels of grids are shown. Each cell splits into $2^{d}$ cells in the next level.
cells that are $d$-dimensional cubes of side-length $\Delta$, and each cell in level $i-1$ splits into $2^{d}$ cells in level $i$. Each cell in level $i$ has side-length $\Delta / 2^{i}$. For a cell in level $i$, we say that it is heavy if it contains at least $T_{i}=\Theta\left(\frac{d^{2}}{k} \cdot \frac{\mathrm{OPT}}{\left(\Delta / 2^{2}\right)^{2}}\right)$ points in $Q$, where OPT is the optimal cost of the $k$-means problem. ${ }^{3}$ Since $T_{i}>T_{i-1}$, we know that if a cell in level $i$ is heavy, then its parent cell in level $i-1$ is heavy as well. Therefore the set of all heavy cells in all levels form a tree. Now for a point $p \in Q$, denote by $c_{i}(p)$ the cell in level $i$ that contains $p$, and then define $j$ to be the smallest level index such that $c_{j}(p)$ is not heavy; then we show an upper bound on the sensitivity $s(p)$ solely based on this index number $j$, namely $s(p) \leq s^{\prime}(p)=\Theta\left(d^{3} / T_{j}\right)$. Furthermore, we prove that the sum of our sensitivity upper bounds is small: $\sum_{p \in Q} s^{\prime}(p)=O\left(k d^{3} \log \Delta\right)$, which satisfies our requirement. To establish these bounds we need the total number of heavy cells to be small, for which we apply a random shift of grid at the beginning, as illustrated in Figure 27.2.

To implement the above sensitivity sampling method in the dynamic streaming setting when the dataset is updated by insertions and deletions of points, the key difficulties are: 1) we do not know the value of OPT, and it changes when the underlying dataset is updated; 2) we need to compute the sensitivity upper bounds and to sample points at the same time using limited space.

Let us first assume OPT is known and give an algorithm to implement our sensitivity sampling procedure in the dynamic streaming setting. Our algorithm makes crucial use of the $k$-set data structure in [Gan05] for counting distinct elements in a dynamic stream. The $k$-set data structure ensures that if the number of distinct elements is at most some

[^93]predetermined parameter, it will return all distinct elements and their frequencies; otherwise it will return FAIL. We summarize its guarantee in Lemma 27.6.1. Note that in order to implement sensitivity sampling, we need to know which cells are heavy. Our algorithm dynamically tracks all heavy cells, using the $k$-set structure as a building block. Then the sensitivity sampling method has two stages: first sample a level $i$ (with an appropriate probability for each level), and then uniformly sample a point from all points associated with level $i$, i.e., all points $p$ such that $c_{i}(p)$ is not heavy and $c_{i-1}(p)$ is heavy. (Note that for all points associated with level $i$, they have the same sensitivity upper bounds, which means uniformly sampling a point from them is enough.) In order to do uniform sampling, we also maintain for each level $i$ a uniformly random subset of points associated with $i$. Therefore it suffices to choose a point uniformly at random from this subset once $i$ is chosen.

For the issue of not knowing OPT, we run in parallel multiple copies of our sampling algorithm for different guesses of OPT: $1,2,4 \ldots, \Delta^{d} \cdot d \Delta$. Our sampling algorithm ensures that when the guessed value is less than OPT but not too far away, the required space is small. For other guesses, the required space might be a lot, but since we have a space budget, our algorithm can return FAIL when the space runs out. Since at least one guess is accurate, at least one copy of the algorithm will succeed and output a small $\epsilon$-coreset.

### 27.1.3 Related Work

It is well known that exactly solving $k$-means is NP-hard even for $k=2$ or $d=2$ [ADHP09, MNV09]. The most successful algorithm used in practice is Lloyd's algorithm, which is also known as "the $k$-means method" [Llo82]. Because of the NP-hardness, various attempts were made on approximation algorithms. $\left[\mathrm{KMN}^{+} 02\right]$ proved that a very simple


Figure 27.2: Random shift of grid brings down the number of heavy cells. In the left panel, we have a bad alignment of points and grids such that many cells contain lots of points. In the right panel, after the random shift, only two cells contain many points.
local search heuristic achieves $(9+\epsilon)$-approximation in polynomial time for any fixed $\epsilon>0$. When $d$ is a constant [FRS16, CAKM16] or $k$ is a constant [FMS07, KSS10, FL11], $(1+\epsilon)-$ approximation can be achieved in polynomial time.

There is a line of work studying $k$-means and $k$-median in insertion-only streams, e.g., [BS80a, GMMO00, COP03, BDMO03, AHPV04, HPM04, HPK05, Che09, FL11, FS12, $\mathrm{AMR}^{+} 12$, BFL16]. There also have been a lot of interests in dynamic streaming algorithms for other problems, e.g. $\left[\mathrm{BYJK}^{+} 02, \mathrm{FKM}^{+} 05\right.$, Bas08, KL11, AGM12a, AGM12b, GKP12, GKK12, AGM12b, BKS12a, CMS13, AGM13, Moi14a, BGS15, BHNT15, BS16, ACD ${ }^{+} 16$, $\mathrm{ADK}^{+} 16, \mathrm{BWZ16}, \mathrm{KLM}^{+} 17$, SWZ17, SWZ19b]. In addition, $k$-means and $k$-median were studied in various different settings, e.g., [CCGG98, IP11, BIRW16, BCMN14, SW18].

The most relevant papers are [FS05, FL11, BFL16, BFL+17]. [FS05] designed an algorithm to maintain an $\epsilon$-coreset of size $k \epsilon^{-O(d)}$ for $k$-means and $k$-median. [FL11] introduced the sensitivity sampling framework for coreset construction, and their approach was further improved by [BFL16], but both of them only work for insertion-only streams and do
not apply to dynamic streams. $\left[\mathrm{BFL}^{+} 17\right]$ focused on the $k$-median problem and constructed a coreset of size $O(k \cdot \operatorname{poly}(d, \log \Delta))$ in the dynamic streaming setting, but their technique heavily relies on $k$-median and cannot be extended to $k$-means. In Section 27.7 we explain in detail the limitations of previous approaches.

### 27.1.4 Roadmap

In Section 27.2, we introduce necessary notation and preliminaries. In Section 27.3, we give the offline version of our algorithm. Due to the page limit, missing proofs in Section 27.3 are given in Section 27.5, and we present our dynamic streaming algorithm and its analysis in Section 27.6.

### 27.2 Preliminaries

Notation. For $n \in \mathbb{N}_{+}$, let $[n]:=\{1,2, \ldots, n\}$. We define $\widetilde{O}(f)$ to be $O\left(f \cdot \log ^{O(1)}(f)\right)$. For any $x \in \mathbb{R}_{\geq 0}, \epsilon \in(0,1)$, we use $(1 \pm \epsilon) \cdot x$ to denote the interval $((1-\epsilon) \cdot x,(1+\epsilon) \cdot x)$. For any $x \in \mathbb{R}$ and $a \in \mathbb{R}_{>0}, x \pm a$ denotes the interval $(x-a, x+a)$.

We denote by $\operatorname{dist}(\cdot, \cdot)$ the Euclidean distance in $\mathbb{R}^{d}$, i.e., for $p, q \in \mathbb{R}^{d}$, $\operatorname{dist}(p, q):=$ $\|p-q\|_{2}$. For sets $P, Q \subseteq \mathbb{R}^{d}$ and a point $p \in \mathbb{R}^{d}$, we define $\operatorname{dist}(p, Q)=\operatorname{dist}(Q, p):=$ $\min _{q \in Q} \operatorname{dist}(p, q)$ and $\operatorname{dist}(P, Q):=\min _{p \in P, q \in Q} \operatorname{dist}(p, q)$. For any two sets $Q, Z \subseteq \mathbb{R}^{d}$, we define $\operatorname{cost}(Q, Z):=\sum_{q \in Q} \operatorname{dist}^{2}(q, Z)$. We define $\operatorname{diam}(Q)$ to be $Q$ 's diameter, i.e., $\operatorname{diam}(Q):=$ $\max _{p, q \in Q} \operatorname{dist}(p, q)$.

The dynamic streaming model. We consider the dynamic streaming model, defined below.

Definition 27.2.1 (Dynamic streaming model). Let $Q \subseteq[\Delta]^{d}$ initially be an empty set. In the dynamic streaming model, there is a stream of update operations such that the $t^{\text {th }}$ operation has the form $\left(p_{t}, \pm\right)$ which indicates that a point $p_{t} \in[\Delta]^{d}$ is inserted to or deleted from the set $Q$, where + denotes insertion and - denotes deletion. There is no invalid deletion during the stream. ${ }^{4}$ An algorithm is allowed a single pass over the stream. At the end of the stream, the algorithm stores some information regarding $Q$. The space complexity of an algorithm in this model is defined as the total number of bits used by the algorithm during the stream.

[^94]The goal of an algorithm in this model is to store some information which can be used for a certain computation task, while using as small space as possible. Although optimizing the running time is not required in this model, the algorithm in the current paper is actually efficient for each update.

In this paper we suppose that any two points in $Q$ have different locations ${ }^{5}$, i.e., $Q$ is not a multiset. Our algorithm can be easily extended to allow multiple copies of a point by blowing up the total space by an $O(\log M)$ factor, where $M$ is an upper bound on the number of copies.
$k$-means clustering. Now we introduce the $k$-means clustering problem and the notion of coreset.

Definition 27.2.2 ( $k$-means clustering). Given a point set $Q \subseteq[\Delta]^{d}$ and a parameter $k \in \mathbb{N}_{+}$ for the target number of centers, the goal of $k$-means clustering is to find a set of $k$ points $Z \subseteq \mathbb{R}^{d}$ such that the objective function, $\operatorname{cost}(Q, Z):=\sum_{q \in Q} \operatorname{dist}^{2}(q, Z)$, is minimized. Each point in $Z$ is called a center. OPT is defined to be the optimal cost of the $k$-means clustering problem.

However, solving the $k$-means problem exactly is NP-hard [ADHP09]. Oftentimes, we only need a good approximation. For the purpose of finding an approximate solution, an important concept is coreset, which is a small subset of (weighted) points whose $k$-means solution is a good approximate solution for the entire dataset. The formal definition is the following:

[^95]Definition 27.2.3 (Coreset for $k$-means). Given $Q \subseteq[\Delta]^{d}, k \in \mathbb{N}_{+}$and $\epsilon>0$, a set of point-weight pairs $S=\left\{\left(s_{1}, w_{1}\right),\left(s_{2}, w_{2}\right), \ldots,\left(s_{m}, w_{m}\right)\right\} \subset[\Delta]^{d} \times \mathbb{R}_{>0}$ is an $\epsilon$-coreset for $Q$, where $w_{i}$ is the weight of $s_{i}$, if $S$ satisfies

$$
\forall Z \subset \mathbb{R}^{d},|Z|=k:|\operatorname{cost}(S, Z)-\operatorname{cost}(Q, Z)| \leq \epsilon \cdot \operatorname{cost}(Q, Z)
$$

where $\operatorname{cost}(S, Z):=\sum_{i=1}^{m} w_{i} \operatorname{dist}^{2}\left(s_{i}, Z\right)$. The size of the coreset is $|S|$.

The main problem studied in this paper is how to construct a small coreset for $k$ means over a dynamic data stream. The formal description is the following.

Definition 27.2.4 (Coreset for $k$-means over a dynamic stream). Given a point set $Q \subseteq[\Delta]^{d}$ described by a dynamic stream of operations (Definition 27.2.1), a parameter $k \in \mathbb{N}_{+}$for the target number of centers, and an error parameter $\epsilon \in(0,0.5)$. The goal is to design an algorithm in the dynamic streaming model which can with probability at least 0.9 output a small size $k$-means $\epsilon$-coreset (Definition 27.2.3) for $Q$ using as small space as possible.

Sensitivity sampling based coreset construction. Let us briefly review the coreset construction framework proposed by [FL11, BFL16]. Given $Q \subseteq[\Delta]^{d}$ and $k \in \mathbb{N}_{+}$, the sensitivity of a point $p \in Q$ is defined as:

$$
s(p)=\max _{Z \in \mathbb{R}^{d},|Z|=k} \frac{\operatorname{dist}^{2}(p, Z)}{\sum_{q \in Q} \operatorname{dist}^{2}(q, Z)}
$$

The following theorem gives guarantee of a sensitivity sampling based coreset construction.
Theorem 27.2.1 ([FL11, BFL16]). Given a set of points $Q \subseteq[\Delta]^{d}$ and a parameter $k$, let $s(p)$ denote the sensitivity of each point $p \in Q$. For each $p \in Q$, let $s^{\prime}(p)$ be an upper
bound on the sensitivity of $p$, i.e., $s^{\prime}(p) \geq s(p)$, and let $t^{\prime}=\sum_{p \in Q} s^{\prime}(p)$. Consider a multiset $S$ of $m$ i.i.d. samples from $Q$, where each sample chooses $p \in Q$ with probability $s^{\prime}(p) / t^{\prime}$. For each sampled point $p$, a weight $w(p) \in(1 \pm \epsilon / 2) \cdot t^{\prime} /\left(m s^{\prime}(p)\right)$ is associated with $p$. If $m \geq \Omega\left(t^{\prime} \epsilon^{-2}\left(\log |Q| \log t^{\prime}+\log (1 / \delta)\right)\right)$, then with probability at least $1-\delta,\{(p, w(p)) \mid p \in S\}$ is an $\epsilon$-coreset (Definition 27.2.3) for $Q$.

According to the above theorem, if we can find a good sensitivity upper bound $s^{\prime}(p)$ for each point $p$, then we are able to construct a coreset with size nearly linear in $t^{\prime}=\sum_{p} s^{\prime}(p)$. In section 27.3, we give an offline algorithm which can estimate a good sensitivity upper bound for each point, which readily implies an efficient offline coreset construction algorithm. In Section 27.6, we show how to implement this sensitivity sampling procedure over a dynamic stream. Notice that [BFL16] gave a sensitivity sampling framework that works for clustering with general loss functions, and our method can be extended to those problems as well.

### 27.3 An Offline Sensitivity Sampling Procedure

In this section, we consider the offline setting in which all the data points are given. In this setting, we design a coreset construction algorithm based on sensitivity sampling. In Section 27.6, we will show how to implement this algorithm in the dynamic streaming setting.

### 27.3.1 Randomly Shifted Grids

We consider data points from $[\Delta]^{d}$ and assume without loss of generality that $\Delta=2^{L}$ for some positive integer $L$. The space $[\Delta]^{d}$ is partitioned by a hierarchical grid structure as follows. The first level (level 0) of the grid contains cells with side-length $\Delta$ such that all the data points are contained in a single cell. For each higher level, we refine the grid by splitting each cell into $2^{d}$ equal sized sub-cells. In the finest level, i.e., the $L$-th level, each cell contains a single point. We further randomly shift the boundary of the grids to achieve certain properties, which we will show later. Formally, our grid structure is defined as the following.

Definition 27.3.1 (Grids and cells). Let $g_{0}=\Delta$. Choose a vector $v$ uniformly at random from $[0, \Delta]^{d}$. Partition the space $\mathbb{R}^{d}$ into a regular Cartesian grid $G_{0}$ with side-length $g_{0}$ and translate $G_{0}$ such that a vertex of this grid falls on $v$. The grid $G_{0}$ can be regarded as an infinite set of disjoint cells, where each cell $C \in G_{0}$ can be expressed as

$$
\left[v_{1}+n_{1} g_{0}, v_{1}+\left(n_{1}+1\right) g_{0}\right) \times \cdots \times\left[v_{d}+n_{d} g_{0}, v_{d}+\left(n_{d}+1\right) g_{0}\right) \subset \mathbb{R}^{d}
$$

for some $\left(n_{1}, n_{2}, \ldots, n_{d}\right) \in \mathbb{Z}^{d}$. (Note that each cell is a Cartesian product of intervals.)

For $i \geq 1$, we define the regular grid $G_{i}$ as the grid with side-length $g_{i}=g_{0} / 2^{i}$ aligned such that each cell in $G_{i-1}$ contains $2^{d}$ cells in $G_{i}$. The finest grid is $G_{L}$ where $L=\log _{2} \Delta$. A cell of $G_{L}$ has side-length 1 and thus contains at most one data point.

For convenience, we also define $G_{-1}$ to be the regular grid with side-length $g_{-1}=2 \Delta$, and each cell in $G_{-1}$ is a union of $2^{d}$ cells in $G_{0}$. Since the data points are in $[\Delta]^{d}$, there must be a single cell in $G_{-1}$ which contains all the data points. Consider two cells $C \in G_{i}$ and $C^{\prime} \in G_{j}$ for some $i, j \in\{-1,0,1, \ldots, L\}$. If $C^{\prime} \subset C$, then $C$ is an ancestor of $C^{\prime}$. Furthermore, if $i=j-1$, then $C$ is the parent of $C^{\prime}$ and $C^{\prime}$ is a child of $C$. Thus every cell which is not from $G_{L}$ has exactly $2^{d}$ children cells. For a point $p$ (or a set $P$ of points), $c_{i}(p)$ (or $c_{i}(P)$ ) denotes the cell $C$ in grid $G_{i}$ which contains $p$ (or $P$ ). If $i$ is clear from the context, we will just use $c(p)$ (or $c(P)$ ) for short.

### 27.3.2 Sensitivity Estimation and Coreset Construction

In Algorithm 27.1 we describe how to assign a sensitivity upper bound for every point. It needs an estimate $o$ of the optimal $k$-means cost OPT. We will show how to enumerate the guesses $o$ later. According to Theorem 27.2.1, it directly gives an offline coreset construction algorithm.

We also give an alternative sampling procedure in Algorithm 27.2 which is useful for the dynamic streaming model.

Theorem 27.3.1. Suppose that for any $i \in\{0,1, \ldots, L\}$ and for any cell $C \in G_{i}$ with $C \cap Q \neq \emptyset$, the estimated value $z$ in line 27.1 of Algorithm 27.1 satisfies either $z \in \mid C \cap$ $Q \mid \pm 0.1 T_{i}(o)$ or $z \in(1 \pm 0.01) \cdot|C \cap Q|$, and for any $Q_{i}$, the estimated value $\widehat{q}_{i}$ in line 27.2

```
Algorithm 27.1 Sensitivity Estimation
    predetermined: a guess \(o \in\left[1, \Delta^{d} \cdot d \Delta\right]\) of the optimal \(k\)-means cost OPT
    input: a point set \(Q \subseteq[\Delta]^{d}\), a parameter \(k \in \mathbb{N}_{+}\)
    Impose randomly shifted grids \(G_{-1}, G_{0}, G_{1}, \ldots, G_{L}\) (Definition 27.3.1).
    Let \(C \in G_{-1}\) be the cell which contains \(Q\), i.e., \(C=c(Q)\). Mark \(C\) as heavy.
    for \(i:=0 \rightarrow L-1\) do
        Set the threshold value \(T_{i}(o)=\left(d / g_{i}\right)^{2} \cdot o / k \cdot 1 / 100\).
        for \(C \in G_{i}\) with \(C \cap Q \neq \emptyset\) do
            Let \(z\) be an estimated value of \(|C \cap Q|\) up to some precision.
            If \(z \geq T_{i}(o)\), mark \(C\) as heavy.
            Otherwise, if all the ancestors of \(C\) are marked as heavy, mark \(C\) as crucial.
            end for
    end for
    For \(C \in G_{L}\), if all the ancestors of \(C\) are marked as heavy, mark \(C\) as crucial.
    Initialize \(Q_{0}=Q_{1}=\cdots=Q_{L}=\emptyset\).
    For \(p \in Q\), if \(c_{i}(p)\) is marked as crucial, add \(p\) into set \(Q_{i}\) and set \(s^{\prime}(p)=10 d^{3} / T_{i}(o)\).
    output: \(Q_{0}, Q_{1}, \ldots, Q_{L}\) and \(s^{\prime}(\cdot)\)
```

of Algorithm 27.2 satisfies either $\widehat{q}_{i} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm 0.01 \epsilon) \cdot\left|Q_{i}\right|$. Suppose $o \in(0, \mathrm{OPT}]$. Then the set $S$ output by Algorithm 27.2 is an $\epsilon$-coreset (Definition 27.2.3) for $Q$. Furthermore, with probability at least $0.93,|S|$ is at most

$$
O\left(k \epsilon^{-2} d^{4} L^{2} \log (k d L) \cdot(\mathrm{OPT} / o+1)\right)
$$

### 27.3.3 Analysis

Now we give the proof of Theorem 27.3.1. All the missing proofs in this section are given in Section 27.5. Let us first state some simple facts.

Fact 27.3.2. The point sets $Q_{0}, Q_{1}, \ldots, Q_{L}$ obtained by Algorithm 27.1 form a partition of $Q$, i.e., for all $p \in Q$, there is exactly one $i \in\{0,1, \ldots, L\}$ such that $p \in Q_{i}$.

```
Algorithm 27.2 Sensitivity Sampling Based Coreset Construction
    predetermined: a guess \(o\) of the optimal \(k\)-means cost OPT, an error parameter \(\epsilon \in\)
    (0, 0.5)
    input: a point set \(Q \subset[\Delta]^{d}\), a parameter \(k \in \mathbb{N}_{+}\)
    Let \(Q_{0}, Q_{1}, \ldots, Q_{L}\) and \(s^{\prime}(\cdot)\) be the output of Algorithm 27.1.
    Let \(\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}\) be the estimated values of \(\left|Q_{0}\right|,\left|Q_{1}\right|, \ldots,\left|Q_{L}\right|\) respectively.
    For \(i \in\{0,1, \ldots, L\}\), set \(T_{i}(o)=\left(d / g_{i}\right)^{2} \cdot o / k \cdot 1 / 100\) (same as in Algorithm 27.1).
    Set \(\gamma=\epsilon /\left(40^{2} L d^{3}\right)\).
    Let \(I=\left\{i \mid 0 \leq i \leq L, \widehat{q}_{i} \geq \gamma T_{i}(o)\right\}\).
    Let \(Q^{I}=\bigcup_{i \in I} Q_{i} . \quad \triangleright\) Only consider the levels with sufficient number of points.
    Set \(t^{\prime}=\sum_{i \in I} \widehat{q}_{i} \cdot 10 d^{3} / T_{i}(o)\). \(\triangleright\) Total estimated sensitivities.
    Set \(m=\Theta\left(t^{\prime} \epsilon^{-2} L d \log t^{\prime}\right)\) and initialize \(S=\emptyset . \quad \triangleright m\) is the total number of samples.
    for \(j=1 \rightarrow m\) do
        Choose a random level \(i \in I\) with probability \(\left(\widehat{q}_{i} \cdot 10 d^{3} / T_{i}(o)\right) / t^{\prime}\).
        Uniformly sample a point \(p\) from \(Q_{i}\).
        Add \(\left(p, t^{\prime} /\left(m s^{\prime}(p)\right)\right)\) to set \(S\).
    end for
    output: the set \(S\)
```

Fact 27.3.3. For $C \in G_{i}$, if $C$ is marked as heavy, then $|C \cap Q| \geq 0.9 T_{i}(o)$; otherwise $|C \cap Q| \leq 1.1 T_{i}(o)$. Similarly, if $i \in I$, then $\left|Q_{i}\right| \geq 0.9 \gamma T_{i}(o)$; otherwise $\left|Q_{i}\right| \leq 1.1 \gamma T_{i}(o)$.

Fact 27.3.4. For $Q_{i}$ output by Algorithm 27.1, every point $p \in Q_{i}$ is assigned the same sensitivity upper bound $s^{\prime}(p)=10 d^{3} / T_{i}(o)$.

In line 27.2 of Algorithm 27.2, we set $I$ to be the set of levels such that there are sufficient number of points in the crucial cells in those levels. The following lemma shows that the point set $Q^{I}$ (line 27.2 of Algorithm 27.2) is a good representative of the point set $Q$, i.e., for any set of $k$ centers $Z$, the $k$-means $\operatorname{cost} \operatorname{cost}(Q, Z)$ is close to the $\operatorname{cost}\left(Q^{I}, Z\right)$.

Lemma 27.3.5. Let $Q^{I}$ and $\epsilon$ be the same as in Algorithm 27.2. If $o \in(0, \mathrm{OPT}]$, then for
any $Z \subseteq \mathbb{R}^{d}$ with $|Z|=k$, we have:

$$
\operatorname{cost}\left(Q^{I}, Z\right) \leq \operatorname{cost}(Q, Z) \leq(1+\epsilon / 10) \operatorname{cost}\left(Q^{I}, Z\right)
$$

Next, instead of showing $s^{\prime}(p)$ (output by Algorithm 27.1) is a sensitivity upper bound with respect ot $Q$, we show that $s^{\prime}(p)$ is also an sensitivity upper bound with respect to $Q^{I}$. This is even stronger since $Q^{I}$ is a subset of $Q$ and we have:

$$
\forall Z \subseteq \mathbb{R}^{d}:|Z|=k, \frac{\operatorname{dist}^{2}(p, Z)}{\sum_{q \in Q} \operatorname{dist}^{2}(q, Z)} \leq \frac{\operatorname{dist}^{2}(p, Z)}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)}
$$

Lemma 27.3.6. Let $Q^{I}$ be the same as in Algorithm 27.2. If $o \in(0, \mathrm{OPT}]$, then for all $i \in\{0,1,2, \ldots, L\}$ and $p \in Q_{i}$, we have:

$$
\max _{Z \subseteq \mathbb{R}^{d}:|Z|=k} \frac{\operatorname{dist}^{2}(p, Z)}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} \leq 10 \frac{d^{3}}{T_{i}(o)}=s^{\prime}(p)
$$

Now, we explain the reason of imposing randomly shifted grids. We fix an optimal set $Z^{*}=\left\{z_{1}^{*}, z_{2}^{*}, \ldots, z_{k}^{*}\right\} \subset \mathbb{R}^{d}$ of $k$ centers for the point set $Q$, i.e., $\operatorname{cost}\left(Q, Z^{*}\right)=$ OPT. We call a cell $C \in G_{i}$ a center cell if it is close to a center in $Z^{*}$, namely $\operatorname{dist}\left(C, Z^{*}\right) \leq g_{i} /(2 d)$. We claim that there will not be too many center cells since we randomly shift the grids. In other words, each center of $Z^{*}$ is far from the boundary of every gird.

Lemma 27.3.7. With probability at least 0.94, the total number of center cells is at most $100 k L$.

This lemma is similar to Lemma 2.2 in $\left[\mathrm{BFL}^{+} 17\right]$. For completeness, we also provide a proof in Section 27.5.

Consider the total estimated sensitivities, i.e., the sum of the sensitivity upper bounds over all the points. Due to Theorem 27.2.1, this sum determines the size of the coreset. We show that if the estimate $o$ of the optimal $k$-means cost is close to OPT, then the total estimated sensitivities can not be too large.

Lemma 27.3.8. Suppose the number of center cells is at most $100 k L$. Let $Q_{0}, Q_{1}, \ldots, Q_{L}, s^{\prime}(\cdot)$ be the output of Algorithm 27.1. Then the total estimated sensitivities satisfies

$$
\sum_{p \in Q} s^{\prime}(p) \leq 4000 k L d^{3} \cdot(\mathrm{OPT} / o+1)
$$

Since $Q^{I}$ is a subset of $Q$, according to the above lemma, we also have $\sum_{p \in Q^{I}} S^{\prime}(p) \leq$ $4000 d^{3} L k \cdot(\mathrm{OPT} / o+1)$. Now, we are ready to prove Theorem 27.3.1.

Proof of Theorem 27.3.1. By Lemma 27.3.7, with probability at least 0.94, the number of center cells is at most 100 kL . In the following, we condition on this event.

Algorithm 27.2 draws $m$ i.i.d. samples. For each sample, a point $p \in Q_{i} \subseteq Q^{I}$ is chosen with probability

$$
\frac{\widehat{q}_{i} / T_{i}(o)}{\sum_{j \in I} \widehat{q}_{j} / T_{j}(o)} \cdot \frac{1}{\left|Q_{i}\right|}=\frac{\frac{\widehat{q}_{i}}{\left|Q_{i}\right|} \cdot 20 \frac{d^{3}}{T_{i}(o)}}{\sum_{j \in I} \sum_{p^{\prime} \in Q_{j}} \frac{\widehat{q}_{j}}{\left|Q_{j}\right|} \cdot 20 \frac{d^{3}}{T_{j}(o)}}
$$

Each sample $p$ is given a weight

Let $s^{\prime \prime}(p)=\frac{\widehat{q_{i}}}{\left|Q_{i}\right|} \cdot 20 \frac{d^{3}}{T_{i}(o)}$. Since $\widehat{q_{i}} /\left|Q_{i}\right| \geq 1 / 2$, we know that $s^{\prime \prime}(p)$ is still a sensitivity upper bound of $p$ with respect to $Q^{I}$ by Lemma 27.3.6. According to Algorithm 27.2, we have $t^{\prime}=\frac{1}{2} \sum_{p \in Q^{I}} s^{\prime \prime}(p)$. Therefore, if we set $m$ to be a sufficiently large $\Omega\left(t^{\prime} \epsilon^{-2} L d \log t^{\prime}\right)=$ $\Omega\left(t^{\prime} \epsilon^{-2}\left(\log \left(\Delta^{d}\right) \log t^{\prime}+\log (1 / 0.01)\right)\right)$, then according to Theorem 27.2.1, $S$ output by Algorithm 27.2 is an $\epsilon / 2$-coreset for $Q^{I}$ with probability at least 0.99 . By Lemma 27.3.5, if $S$ is an $\epsilon / 2$-coreset for $Q^{I}$, then $S$ is also an $\epsilon$-coreset for $Q$. Thus, the correctness is proved, and the overall success probability is at least 0.93 obtained by a simple union bound. Now let us analyze the size of the coreset $S$. Since $\forall j \in I, \widehat{q}_{j} /\left|Q_{j}\right| \leq 2$, we have $\sum_{j \in I} \sum_{p^{\prime} \in Q_{j}} s^{\prime \prime}\left(p^{\prime}\right) \leq 2 t^{\prime} \leq 4 \cdot 4000 d^{3} L k \cdot(\mathrm{OPT} / o+1)$ by Lemma 27.3.8. Thus, the size of $S$ is $m=O\left(k \epsilon^{-2} d^{4} L^{2} \log (k d L) \cdot(\mathrm{OPT} / o+1)\right)$.

### 27.4 Conclusion

This paper gives the first $k$-means coreset construction in the dynamic streaming model using space polynomial in the dimension $d$ and nearly optimal (linear) in $k$. The algorithm is based on sensitivity sampling, which we believe is a powerful tool and can have broader applications.

### 27.5 Missing Details in Section 27.3

Proof of Fact 27.3.2. Consider an arbitrary point $p \in Q$. Let $C_{-1}, C_{0}, \ldots, C_{L}$ be the cells which contain $p$, where $\forall i \in\{-1,0,1, \ldots, L\}$, the cell $C_{i}$ is from the grid $G_{i}$. According to Algorithm 27.1, $C_{-1}$ is marked as heavy and $C_{L}$ cannot be marked as heavy. Let $l$ be the largest integer such that all the cells $C_{-1}, C_{0}, \ldots, C_{l-1}$ are marked as heavy. Then the cell $C_{l}$ must be marked as crucial, and all the cells $C_{l+1}, C_{l+2}, \ldots, C_{L}$ can not be crucial. Thus, we have $p \in Q_{l}$ and $\forall i \in\{0,1, \ldots, L\} \backslash\{l\}, p \notin Q_{i}$.

Facts 27.3.3 and 27.3.4 are obvious from the algorithms, so we omit the proofs.
The following claim is useful in the proofs.

Claim 27.5.1. Let $Q^{I}$ and $\gamma$ be the same as mentioned in Algorithm 27.2. For $i \in$ $\{0,1, \ldots, L\}$ and any heavy cell $C \in G_{i-1}$, if all the ancestors of $C$ are marked as heavy, then we have $\left|C \cap Q^{I}\right| \geq(1-5(L-i) \gamma) \cdot|C \cap Q|$.

Proof. The proof is by induction. When $i=L$, consider a heavy cell $C \in G_{L-1}$ whose ancestors are also heavy. If there is no such cell $C$, then the claim holds directly for $i=L$. Otherwise, according to the construction of $Q_{0}, Q_{1}, \ldots, Q_{L}, \forall j \in\{0,1, \ldots, L-1\}$, we have $Q_{j} \cap C=\emptyset$ and $(Q \cap C) \subseteq Q_{L}$. Since $C$ is marked as heavy, we know that $\left|Q_{L} \cap C\right|=|Q \cap C| \geq$ $0.9 T_{L-1}(o) \geq 0.9 T_{L}(o) / 4$. It implies that $\widehat{q}_{L} \geq \min \left(\left|Q_{L}\right|-0.1 \epsilon \gamma T_{L}(o),(1-0.01 \epsilon)\left|Q_{L}\right|\right) \geq$ $\min \left(|Q \cap C|-0.1 \epsilon \gamma T_{L}(o),(1-0.01 \epsilon)|Q \cap C|\right) \geq \gamma T_{L}(o)$. Thus, we have $Q_{L} \subseteq Q^{I}$ which implies that $\left|C \cap Q^{I}\right|=\left|C \cap Q_{L}\right|=|C \cap Q|$.

Now assume the claim is true for $i+1, i+2, \ldots, L$. Consider a heavy cell $C \in G_{i-1}$ whose ancestors are also marked as heavy. If there is no such cell $C$, the claim holds directly
for $i$. Now consider the case when $C$ exists. If level $i \in I$, i.e., $Q_{i} \subseteq Q^{I}$, we have

$$
\begin{aligned}
\left|C \cap Q^{I}\right| & =\sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q^{I}\right|+\sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a crucial child of } C}\left|C^{\prime} \cap Q^{I}\right| \\
& =\sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q^{I}\right|+\left|C \cap Q_{i}\right| \\
& \geq(1-5(L-i-1) \gamma) \sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q\right|+\left|C \cap Q_{i}\right| \\
& \geq(1-5(L-i-1) \gamma)|C \cap Q| \\
& \geq(1-5(L-i) \gamma)|C \cap Q| .
\end{aligned}
$$

If level $i \notin I$, i.e., $Q_{i} \nsubseteq Q^{I}$, we have

$$
\begin{aligned}
\sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q\right| & \geq|C \cap Q|-\left|Q_{i}\right| \\
& \geq|C \cap Q|-1.1 \gamma T_{i}(o) \\
& \geq(1-5 \gamma)|C \cap Q|
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left|C \cap Q^{I}\right| & \geq \sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q^{I}\right| \\
& \geq(1-5(L-i-1) \gamma) \cdot \sum_{C^{\prime} \in G_{i}: C^{\prime} \text { is a heavy child of } C}\left|C^{\prime} \cap Q\right| \\
& \geq(1-5(L-i-1) \gamma)(1-5 \gamma)|C \cap Q| \\
& \geq(1-5(L-i) \gamma)|C \cap Q| .
\end{aligned}
$$

Proof of Lemma 27.3.5. Since $Q^{I}$ is a subset of $Q, \operatorname{cost}\left(Q^{I}, Z\right) \leq \operatorname{cost}(Q, Z)$ is trivial. In the following, we are trying to prove $\operatorname{cost}(Q, Z) \leq(1+\epsilon / 10) \operatorname{cost}\left(Q^{I}, Z\right)$.

We consider an level $i \notin I$, i.e., $Q_{i} \nsubseteq Q^{I}$. For a point $p \in Q_{i}$, all the ancestors of $c_{i}(p)$ must be heavy. By averaging argument, there must exist a point $q \in c_{i-1}(p) \cap Q^{I}$ such that

$$
\begin{align*}
\operatorname{dist}^{2}(p, Z) & \leq 2 \operatorname{dist}^{2}(p, q)+2 \operatorname{dist}^{2}(q, Z) \\
& \leq 2 d g_{i-1}^{2}+2 \operatorname{dist}^{2}(q, Z) \\
& \leq 2 d g_{i-1}^{2}+2 \frac{1}{\left|c_{i-1}(p) \cap Q^{I}\right|} \sum_{q \in c_{i-1}(p) \cap Q^{I}} \operatorname{dist}^{2}(q, Z) \tag{27.1}
\end{align*}
$$

where the first step follows from triangle inequality, the second step follows from definition of the grids, the last step follows from an averaging argument.

According to Claim 27.5.1, we have

$$
\left|c_{i-1}(p) \cap Q^{I}\right| \geq \frac{1}{2} T_{i-1}(o)
$$

Let $Q^{N}=Q \backslash Q^{I}$. We can lower bound $\operatorname{cost}(Q, Z)$ in the following sense,

$$
\begin{aligned}
& \operatorname{cost}(Q, Z)=\operatorname{cost}\left(Q^{I}, Z\right)+\operatorname{cost}\left(Q^{N}, Z\right) \\
&=\operatorname{cost}\left(Q^{I}, Z\right)+\sum_{i \notin I} \sum_{p \in Q_{i}} \operatorname{dist}^{2}(p, z) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+2 \sum_{i \notin I} \sum_{p \in Q_{i}}\left(d g_{i-1}^{2}+\frac{1}{\left|c_{i-1}(p) \cap Q^{I}\right|} \sum_{q \in c_{i-1}(p) \cap Q^{I}} \operatorname{dist}^{2}(q, Z)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+2 \sum_{i \notin I} \sum_{p \in Q_{i}}\left(d g_{i-1}^{2}+\frac{2}{T_{i-1}(o)} \sum_{q \in c_{i-1}(p) \cap Q^{I}} \operatorname{dist}^{2}(q, Z)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+2 \sum_{i \notin I} \sum_{p \in Q_{i}}\left(d g_{i-1}^{2}+\frac{2}{T_{i-1}(o)} \sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+2 \sum_{i \notin I} 1.1 \gamma T_{i}(o) \cdot\left(d g_{i-1}^{2}+\frac{2}{T_{i-1}(o)} \sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+5 L \gamma T_{i}(o) \cdot\left(d g_{i-1}^{2}+\frac{2}{T_{i-1}(o)} \sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)\right) \\
&=\operatorname{cost}\left(Q^{I}, Z\right)+5 L \gamma T_{i}(o) \cdot\left(d g_{i-1}^{2}+\frac{2}{T_{i-1}(o)} \operatorname{cost}\left(Q^{I}, Z\right)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+5 L \gamma\left(d^{3} o /(25 k)+8 \operatorname{cost}\left(Q^{I}, Z\right)\right) \\
& \leq \operatorname{cost}\left(Q^{I}, Z\right)+5 L \gamma\left(d^{3} \operatorname{cost}(Q, Z) /(25 k)+8 \operatorname{cost}\left(Q^{I}, Z\right)\right) .
\end{aligned}
$$

where the second step follows from the definition of the cost, the third step follows from Eq. (27.1), the fourth step follows from $\left|c_{i-1}(p) \cap Q^{I}\right| \geq T_{i-1}(o) / 2$, the fifth step follows from $\left(c_{i-1}(p) \cap Q^{I}\right) \subset Q^{I}$, the sixth step follows from $\left|Q_{i}\right| \leq 1.1 \gamma T_{i}(o)$, the seventh step follows from $L+1-|I| \leq L+1 \leq 2 L$ and $2 \cdot 2 \cdot 1.1 \leq 5$, the ninth step follows from $T_{i}(o)=4 T_{i-1}(o)$ and $T_{i}(o)=\left(d / g_{i}\right)^{2} \cdot o / k \cdot 1 / 100$, and the last step follows from $o \leq \mathrm{OPT} \leq \operatorname{cost}(Q, Z)$.

It implies that

$$
\begin{aligned}
\frac{\operatorname{cost}(Q, Z)}{\operatorname{cost}\left(Q^{I}, Z\right)} & \leq \frac{1+40 L \gamma}{1-5 L \gamma d^{3} /(25 k)} \\
& \leq \frac{1+\epsilon / 40}{1-\epsilon / 40} \\
& \leq 1+\epsilon / 10
\end{aligned}
$$

where the second step follows from $\gamma \leq \epsilon /\left(40^{2} L d^{3}\right)$, and the last step follows from $\epsilon<1$.

Proof of Lemma 27.3.6. Let $Z \subseteq \mathbb{R}^{d}$ be an arbitrary set of $k$ centers. Fix a point $p \in Q$. Suppose $p$ is in $Q_{i}$, i.e., $p$ is in a crucial cell of $G_{i}$. Let $C=c_{i-1}(p)$, i.e., $C$ is the parent cell of the crucial cell that contains $p$. By Algorithm 27.1, $C$ and all of its ancestors must be heavy. By Claim 27.5.1, $C \cap Q^{I}$ cannot be empty. Thus, by an averaging argument, there is a point $p^{\prime} \in C$ such that

$$
\begin{equation*}
\operatorname{dist}^{2}\left(p^{\prime}, Z\right) \leq \frac{1}{\left|C \cap Q^{I}\right|} \sum_{q \in C \cap Q^{I}} \operatorname{dist}^{2}(q, Z) \tag{27.2}
\end{equation*}
$$

We have

$$
\begin{aligned}
\frac{\operatorname{dist}^{2}(p, Z)}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} & \leq 2 \frac{\operatorname{dist}^{2}\left(p^{\prime}, Z\right)}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)}+2 \frac{\operatorname{dist}^{2}\left(p, p^{\prime}\right)}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} \\
& \leq 2 \frac{\sum_{q \in C \cap Q^{I}} \operatorname{dist}^{2}(q, Z)}{\left|C \cap Q^{I}\right| \sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)}+2 \frac{d g_{i-1}^{2}}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} \\
& \leq 2 \frac{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)}{\left|C \cap Q^{I}\right| \sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)}+2 \frac{d g_{i-1}^{2}}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} \\
& =2 \frac{1}{\left|C \cap Q^{I}\right|}+2 \frac{d g_{i-1}^{2}}{\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z)} \\
& \leq 2 \frac{1}{\left|C \cap Q^{I}\right|}+4 \frac{d g_{i-1}^{2}}{\mathrm{OPT}} \\
& \leq 2 \frac{1}{\left|C \cap Q^{I}\right|}+16 \frac{d g_{i}^{2}}{\mathrm{OPT}} \\
& \leq 2 \frac{1}{\left|C \cap Q^{I}\right|}+\frac{d^{3} o}{T_{i}(o) k \mathrm{OPT}} \\
& \leq 9 \frac{1}{T_{i}(o)}+\frac{d^{3} o}{T_{i}(o) k \mathrm{OPT}} \\
& \leq 9 \frac{1}{T_{i}(o)}+\frac{d^{3}}{T_{i}(o)} \\
& \leq 10 \frac{d^{3}}{T_{i}(o)}
\end{aligned}
$$

where the first step follows from triangle inequality, the second step follows from Eq. (27.2) and $p^{\prime} \in c_{i-1}(p)$, the fifth step follows from $\sum_{q \in Q^{I}} \operatorname{dist}^{2}(q, Z) \geq(1-\epsilon) \operatorname{cost}(Q, Z) \geq$ OPT $/ 2$ (Lemma 27.3.5), the sixth step follows from $g_{i-1}^{2} \leq 4 g_{i}^{2}$, the seventh step follows from $T_{i}(o)=$ $\frac{d^{2}}{g_{i}^{2}} \frac{o}{100 k}$, the eighth step follows from $T_{i}(o)=4 T_{i-1}(o) \leq 4.5\left|C \cap Q^{I}\right|$ (Claim 27.5.1 and $\left.|C \cap Q| \geq 0.9 T_{i-1}(o)\right)$, the ninth step follows from $1 / k \leq 1, o \leq \mathrm{OPT}$.

Proof of Lemma 27.3.7. Fix an $i \in\{0,1, \ldots, L\}$ and consider the grid $G_{i}$. For each optimal center $z_{j}^{*}$, we use $X_{j, \alpha}$ to denote the indicator random variable for the event that the distance
from $z_{j}^{*}$ to the boundary in dimension $\alpha$ of the grid $G_{i}$ is at most $g_{i} /(2 d)$. Since in each dimension, if the center is close to a boundary, it contributes a factor at most 2 to the total number of center cells. It follows that the number of cells that have distance at most $g_{i} /(2 d)$ to $z_{j}^{*}$ is at most

$$
N=2^{\sum_{\alpha=1}^{d} X_{j, \alpha}} .
$$

We denote $Y_{j, \alpha}$ to be $2^{X_{j, \alpha}}$, then

$$
\mathbb{E}[N]=\mathbb{E}\left[\prod_{\alpha=1}^{d} Y_{j, \alpha}\right]=\prod_{\alpha=1}^{d} \mathbb{E}\left[Y_{j, \alpha}\right] .
$$

By using $\operatorname{Pr}\left[X_{j, \alpha}=1\right] \leq\left(2 g_{i} /(2 d)\right) / g_{i}=1 / d$, we obtain

$$
\mathbb{E}\left[Y_{j, \alpha}\right] \leq \mathbb{E}\left[1+X_{j, \alpha}\right]=1+\mathbb{E}\left[X_{j, \alpha}\right] \leq 1+1 / d
$$

Thus $\mathbb{E}[N]=\prod_{\alpha=1}^{d} \mathbb{E}\left[Y_{j, \alpha}\right] \leq(1+1 / d)^{d} \leq e$. The expected number of center cells in a single grid is at most $(1+1 / d)^{d} k \leq e k \leq 3 k$. By linearity of expectation, the expected number of center cells in all grids is at most $e k(L+1) \leq 6 k L$. By Markov's inequality, the probability that we have more than $100 k L$ center cells in all grids is at most 0.06 .

Proof of Lemma 27.3.8. We have

$$
\begin{aligned}
\sum_{p \in Q} s^{\prime}(p) & =\sum_{i=0}^{L} \sum_{p \in Q_{i}} 10 \frac{d^{3}}{T_{i}(o)} \\
& =10 d^{3} \sum_{i=0}^{L} \frac{1}{T_{i}(o)}\left(\sum_{\text {center cell }} \mid C \in G_{i}\right. \\
& \leq 10 d^{3} \sum_{i=0}^{L} \frac{1}{T_{i}(o)}\left(\sum_{\text {center cell }} 1.1 T_{i}(o)+\frac{\mathrm{OPT}}{g_{i}^{2} /(2 d)^{2}}\right) \\
& \leq 11 d^{3} \cdot(\# \text { of center cells })+4000 d^{3} L k \cdot \frac{\mathrm{OPT}}{o} \\
& \leq 1100 d^{3} L k+4000 d^{3} L k \cdot \frac{\mathrm{OPT}}{o} \\
& \leq 4000 d^{3} L k \cdot\left(\frac{\mathrm{OPT}}{o}+1\right)
\end{aligned}
$$

where the first step follows from the definition of $s^{\prime}(p)$, the third step follows from

1. if $C \in G_{i}$ and $C \cap Q_{i} \neq \emptyset$, then $\left|C \cap Q_{i}\right|=|C \cap Q| \leq 1.1 T_{i}(o)$;
2. if $p$ is in a non-center cell $C \in G_{i}$, then $\operatorname{dist}^{2}\left(p, Z^{*}\right) \geq g_{i}^{2} /(2 d)^{2}$,
the forth step follows from $g_{i}^{2} / d^{2}=o /\left(100 k T_{i}(o)\right)$, the fifth step follows from that the total number of center cells is bounded by $100 k L$.

### 27.6 Coreset Construction over a Dynamic Stream

In this section, we show how to implement Algorithms 27.1 and 27.2 in the dynamic streaming setting.

First, we introduce a dynamic storage structure that allows us to insert and delete points or cells. We then use this data structure combined with hash functions to estimate the number of points falling into each cell. Lastly, we combine them with the sensitivity sampling procedure to obtain our final algorithm.

```
Algorithm 27.3 Point-cell storing procedure
    \(\operatorname{Storing}\left(G_{i}, \alpha, \beta, \delta\right)\) :
    Input: \(\left\{\left(\left(p_{1}, l_{1}\right), \pm\right),\left(\left(p_{2}, l_{2}\right), \pm\right), \ldots\right\} \triangleright l_{t} \in[\widehat{m}]\). Only Algorithm 27.5 uses the case for
    \(\widehat{m}>1\).
    Run Distinct \((\alpha, \delta / 4)\) on \(\left\{\left(c_{i}\left(p_{1}\right), \pm\right),\left(c_{i}\left(p_{2}\right), \pm\right), \ldots\right\}\) in parallel.
    Set \(r=\lceil\log (4 \alpha / \delta)\rceil\) and \(h_{1}, h_{2}, \ldots, h_{r}, \forall j \in[r], h_{j}: G_{i} \rightarrow[2 \alpha] . \quad \triangleright h_{j}\) is pairwise
    independent.
    Run \(r \cdot 2 \alpha\) copies of \(\operatorname{Distinct}(\beta, \delta /(2 \alpha))\) in parallel.
            \(\triangleright\) Each copy is indexed by a pair \((j, b) \in[r] \times[2 \alpha]\). The \((j, b)\)-th copy is run on the
    sub-stream \(\left\{\left(\left(p_{1}^{\prime}, l_{1}^{\prime}\right), \pm\right),\left(\left(p_{2}^{\prime}, l_{2}^{\prime}\right), \pm\right), \ldots\right\}\), where each \(\left(\left(p_{t}^{\prime}, l_{t}^{\prime}\right), \pm\right)\) satisfies \(h_{j}\left(c_{i}\left(p_{t}^{\prime}\right)\right)=b\).
    If line 27.3 returns FAIL, output FAIL; otherwise, let \(\mathcal{C}, f: \mathcal{C} \rightarrow \mathbb{N}_{+}\)be the output of
    line 27.3.
            \(\triangleright \mathcal{C} \subset G_{i}\) contains all the cells found, and \(f(C)\) denotes the number of points in \(C\).
    Initialize \(S \leftarrow \emptyset\).
    for \(C \in \mathcal{C}\) with \(f(C) \leq \beta\) do
            Find \(j \in[r]\) s.t. \(\forall C^{\prime} \in \mathcal{C}, h_{j}(C) \neq h_{j}\left(C^{\prime}\right)\) and the \(\left(j, h_{j}(C)\right)\)-th copy in line 27.3 does
    not FAIL.
            If such \(j\) does not exist, output FAIL; otherwise \(S \leftarrow S \cup S_{j, h_{j}(C)}\).
        \(\triangleright\) Here \(S_{j, h_{j}(C)}\) is the set of distinct points found by the \(\left(j, h_{j}(C)\right)\)-th copy in line 27.3.
    end for
    Output: \(\mathcal{C} \subset G_{i}, f: \mathcal{C} \rightarrow \mathbb{N}_{+}, S=\left\{\left(\widetilde{p}_{1}, \widetilde{l}_{1}\right),\left(\widetilde{p}_{2}, \widetilde{l}_{2}\right), \ldots\right\}\)
```


### 27.6.1 The Dynamic Point-Cell Storing Data Structure

We introduce an algorithm that maintains a set of points and cells in a dynamic data stream. Before that, let us recall [Gan05]'s result for finding distinct elements, which we use as a subroutine in our algorithm.

Lemma 27.6.1 (Distinct elements [Gan05]). Given parameters $M \geq 1, N \geq 1, s \geq 1, \delta \in$ $(0,1 / 2)$, there is an algorithm Distinct $(s, \delta)$ that requires $O(s(\log M+\log N) \log (s / \delta))$ bits to process a stream of insertion/deletion of data items. For each operation $(i, \pm)(i \in[N])$, the algorithm takes $O(\log (s / \delta))$ time. $M$ is an upper bound of the total frequency of all items during the stream. At the end of the stream, if the number of distinct elements is at most $s$, with probability at least $1-\delta$ it returns all the distinct elements and their frequencies. It returns FAIL otherwise.

We use Distinct as our sub-routine. We set the parameter $M$ and $N$ to be sufficiently large in our case, i.e., $M=N=\Delta^{2 d}$. In Algorithm 27.3, we describe a method which can with probability at least $1-\delta$ output all the non-empty cells in grid $G_{i}$ when the total number of non-empty cells is not too large (at most $\alpha$ ). Furthermore, if the number of points in a particular cell is not too large (at most $\beta$ ), the algorithm can output all the points in that cell. Notice that Algorithm 27.3 is only a subroutine of our final algorithm and will only work on some sub-stream of the entire data stream.

The following lemma shows the guarantee of Algorithm 27.3.
Lemma 27.6.2. Given parameters $i \in[L], \alpha, \beta \in \mathbb{N}_{+}, \delta \in(0,0.5), \operatorname{Storing}\left(G_{i}, \alpha, \beta, \delta\right)(A l-$ gorithm 27.3) uses $O\left(\alpha \beta d L \cdot \log ^{2}(\alpha \beta / \delta)\right)$ bits to process a stream $\left\{\left(\left(p_{1}, l_{1}\right), \pm\right),\left(\left(p_{2}, l_{2}\right), \pm\right), \ldots\right\}$ of insertion/deletion operations of data points. At the end of the stream, if the number of
non-empty cells in $G_{i}$ is at most $\alpha$, then with probability at least $1-\delta$ it returns the set $\mathcal{C}$ of all the non-empty cells, the number of points $f(C)$ in each cell $C \in \mathcal{C}$, and the set $S$ of points in all the non-empty cells that contain at most $\beta$ points. It returns FAIL otherwise.

Proof. If the number of non-empty cells of $G_{i}$ at the end of the stream is more than $\alpha$, then according to line 27.3 of Algorithm 27.3 and Lemma 27.6.1, Algorithm 27.3 must output FAIL.

Now consider the case when the total number of non-empty cells is at most $\alpha$. According to Lemma 27.6.1, with probability at least $1-\delta / 4$, line 27.3 of Algorithm 27.3 will return the set $\mathcal{C}$ of all the non-empty cells of $G_{i}$ and the number of points $f(C)$ for each cell $C \in \mathcal{C}$. For each $C \in \mathcal{C}$ with $|C| \leq \beta$, since $|\mathcal{C}| \leq \alpha$, the probability that $\exists j \in[r]$ such that $\forall C^{\prime} \in \mathcal{C}, h_{j}\left(C^{\prime}\right) \neq h_{j}(C)$ is at least $1-1 / 2^{r} \geq 1-\delta /(4 \alpha)$ and furthermore the probability that the $\left(j, h_{j}(C)\right)$-th copy of $\operatorname{Distinct}(\beta, \delta /(2 \alpha))$ in line 27.3 of Algorithm 27.3 will output all the points in $C$ is at least $1-\delta /(2 \alpha)$. By taking union bound, the overall probability that Algorithm 27.3 does not output FAIL is at most $1-\delta / 4-(\delta /(2 \alpha)+\delta /(4 \alpha)) \cdot \alpha=1-\delta$.

According to Lemma 27.6.1, the space needed by line 27.3 of Algorithm 27.3 is $O(\alpha d L$. $\log (\alpha / \delta))$ bits and the space needed of each copy in line 27.3 of Algorithm 27.3 is $O(\beta d L$. $\log (\alpha \beta / \delta))$ bits. Thus, the total space needed is at most $O\left(\alpha \beta d L \cdot \log ^{2}(\alpha \beta / \delta)\right)$.

### 27.6.2 Estimating the Number of Points in Each Cell

We use Algorithm 27.3 as a subroutine and design a dynamic streaming algorithm (Algorithm 27.4) that can estimate the number of points in each cell up to some precision. Furthermore, it also estimates the number of points $\left|Q_{i}\right|$ in crucial cells of each level $i$.

```
Algorithm 27.4 Estimating the number of points in each cell and in each level
    PointsEstimation \((o, \epsilon, \delta)\) :
    Input: a point set \(Q \subseteq[\Delta]^{d}\) described by a stream \(\left\{\left(p_{1}, \pm\right),\left(p_{2}, \pm\right), \ldots\right\}\)
    for \(i \in\{0,1, \ldots, L\}\), in parallel, do
        \(T_{i}(o) \leftarrow\left(d / g_{i}\right)^{2} \cdot o /(100 k), \alpha \leftarrow 10^{11} k L d \log (1 / \delta), \alpha^{\prime} \leftarrow 10^{16} \epsilon^{-3} k L^{2} d^{4}\).
        \(\triangleright T_{i}(o)\) : threshold for heaviness (Algortihm 27.1); \(\quad \alpha, \alpha^{\prime}\) : parameters for Storing.
        Let \(h_{i}:[\Delta]^{d} \rightarrow\{0,1\}\) be a \(\lambda\)-wise independent hash function.
                \(\triangleright \lambda=10\lceil(d L+\log (1 / \delta)+1)\rceil ; \quad \forall p \in[\Delta]^{d}, h_{i}(p)=1\) w.p. \(\min \left(4 \cdot 10^{4} \lambda / T_{i}(o), 1\right)\).
            Run \(\operatorname{Storing}\left(G_{i}, \alpha, 1,0.1 \delta / L\right)\) on a sub-stream \(\left\{\left(\left(p_{1}^{\prime}, 1\right), \pm\right),\left(\left(p_{2}^{\prime}, 1\right), \pm\right), \ldots\right\}\) in par-
    allel.
                            \(\triangleright\) Storing is defined in Algorithm 27.3. Here \(p_{j}^{\prime}\) satisfies \(h_{i}\left(p_{j}^{\prime}\right)=1\).
    If Storing returns FAIL, output FAIL.
            Let \(\gamma \leftarrow \epsilon /\left(40^{2} L d^{3}\right)\). \(\triangleright\) Threshold for discarding levels
            Let \(h_{i}^{\prime}:[\Delta]^{d} \rightarrow\{0,1\}\) be a \(\lambda\)-wise independent hash function.
                                    \(\triangleright \forall p \in[\Delta]^{d}, h_{i}^{\prime}(p)=1\) w.p. \(\min \left(4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda / T_{i}(o), 1\right)\).
            Run \(\operatorname{Storing}\left(G_{i}, \alpha^{\prime}, 1,0.1 \delta / L\right)\) on sub-stream \(\left\{\left(\left(p_{1}^{\prime \prime}, 1\right), \pm\right),\left(\left(p_{2}^{\prime \prime}, 1\right), \pm\right), \ldots\right\}\) in par-
    allel.
                        \(\triangleright\) Storing is defined in Algorithm 27.3. Here \(p_{j}^{\prime \prime}\) satisfies \(h_{i}^{\prime}\left(p_{j}^{\prime \prime}\right)=1\).
    If Storing returns FAIL, output FAIL.
            Let \(\mathcal{C}_{i}, f_{i}, S_{i} \leftarrow \operatorname{Storing}\left(G_{i}, \alpha, 1,0.1 \delta / L\right)\) in line 27.4. Let \(\widehat{f}(C)=f_{i}(C)\).
    \(\min \left\{T_{i}(o) /\left(4 \cdot 10^{4} \lambda\right), 1\right\}\).
    :
    \(|C \cap Q|\) and follow Algorithm 27.1 to determine whether \(C\) is marked as heavy, crucial
    or nothing. (And conceptually compute \(Q_{0}, \ldots, Q_{L}\) for analysis.)
            Let \(\mathcal{C}_{i}^{\prime}, f_{i}^{\prime}, S_{i}^{\prime} \leftarrow \operatorname{Storing}\left(G_{i}, \alpha^{\prime}, 1,0.1 \delta / L\right)\) in line 27.4.
            Let \(\widehat{q}_{i}=\min \left\{\epsilon^{2} \gamma T_{i}(o) /\left(4 \cdot 10^{4} \lambda\right) \cdot \sum_{C \in \mathcal{C}_{i}^{\prime}: C \text { is crucial }} f_{i}^{\prime}(C), 1\right\}\).
    end for
    Output: \(\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}\) and \(\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}\)
```

Now let us analyze Algorithm 27.4. We need the following high concentration bound in our analysis.

Theorem 27.6.3 ([BR94]). Let $\lambda$ be an even integer, and let $X$ be the sum of $n \lambda$-wise
independent random variables taking values in $[0,1]$. Let $\mu=\mathbb{E}[X]$ and $a>0$. Then we have

$$
\operatorname{Pr}[|X-\mu|>a] \leq 8 \cdot\left(\frac{\lambda \mu+\lambda^{2}}{a^{2}}\right)^{\lambda / 2}
$$

Lemma 27.6.4 (Samples from each cell). In PointsEstimation $(o, \epsilon, \delta)$ (Algorithm 27.4), with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$ with $T_{i}(o) \geq 4 \cdot 10^{4} \lambda, \forall C \in G_{i}$, we have either

$$
\sum_{p \in C \cap Q} h_{i}(p) \in|C \cap Q| \cdot \frac{4 \cdot 10^{4} \lambda}{T_{i}(o)} \pm 4 \cdot 10^{3} \lambda
$$

or

$$
\sum_{p \in C \cap Q} h_{i}(p) \in|C \cap Q| \cdot \frac{4 \cdot 10^{4} \lambda}{T_{i}(o)} \cdot(1 \pm 0.01)
$$

Proof. Consider a cell $C \in G_{i}$. If $|C \cap Q| \leq T_{i}(o)$, then $\mu=\mathbb{E}\left[\sum_{p \in C \cap Q} h_{i}(p)\right]=4 \cdot 10^{4} \lambda \mid C \cap$ $Q \mid / T_{i}(o) \leq 4 \cdot 10^{4} \lambda$. According to Theorem 27.6.3, we have

$$
\operatorname{Pr}\left[\left|\sum_{p \in C \cap Q} h_{i}(p)-\mu\right|>4 \cdot 10^{3} \lambda\right] \leq 8 \cdot\left(\frac{4 \cdot 10^{4} \lambda^{2}+\lambda^{2}}{\left(4 \cdot 10^{3} \lambda\right)^{2}}\right)^{\lambda / 2} \leq 8 \cdot(1 / 2)^{\lambda / 2} \leq\left(\delta / \Delta^{d}\right)^{5}
$$

If $|C \cap Q|>T_{i}(o)$, then $\mu=\mathbb{E}\left[\sum_{p \in C \cap Q} h_{i}(p)\right]=4 \cdot 10^{4} \lambda|C \cap Q| / T_{i}(o)>4 \cdot 10^{4} \lambda$. According to Theorem 27.6.3, we have

$$
\operatorname{Pr}\left[\left|\sum_{p \in C \cap Q} h_{i}(p)-\mu\right|>0.01 \mu\right] \leq 8 \cdot\left(\frac{\lambda \mu+\lambda^{2}}{(0.01 \mu)^{2}}\right)^{\lambda / 2} \leq 8 \cdot(1 / 2)^{\lambda / 2} \leq\left(\delta / \Delta^{d}\right)^{5} .
$$

By taking union bound over all $i \in\{0,1, \ldots, L\}$ and all the cells in $G_{i}$, the claim is proved.

Lemma 27.6.5 (Estimating the number of points in each cell). If PointsEstimation $(o, \epsilon, \delta)$ (Algorithm 27.4) does not output FAIL, then with probability at least $1-\delta / 10$, $\forall i \in$ $\{0,1, \ldots, L\}, C \in G_{i}$, either $\widehat{f}(C) \in|C \cap Q| \pm 0.1 T_{i}(o)$ or $\widehat{f}(C) \in(1 \pm 0.01)|C \cap Q|$.

Proof. Suppose PointsEstimation $(o, \epsilon, \delta)$ does not output FAIL. According to Lemma 27.6.2, $\forall i \in\{0,1, \ldots, L\}$ and $\forall C \in G_{i}, f_{i}(C)=\sum_{p \in C \cap Q} h_{i}(p)$. If $T_{i}(o) \leq 4 \cdot 10^{4} \lambda$, then $\widehat{f}(C)=$ $f_{i}(C)=\sum_{p \in C \cap Q} h_{i}(p)=|C \cap Q|$.

Due to Lemma 27.6.4, with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$ with $T_{i}(o)>4 \cdot 10^{4} \lambda$ and $\forall C \in G_{i}$, either $f_{i}(C) \in|C \cap Q| \cdot \frac{4 \cdot 10^{4} \lambda}{T_{i}(o)} \pm 4 \cdot 10^{3} \lambda$ or $f_{i}(C) \in|C \cap Q|$. $\frac{4 \cdot 10^{4} \lambda}{T_{i}(o)} \cdot(1 \pm 0.01)$. Thus, either $\widehat{f}(C) \in|C \cap Q| \pm 0.1 T_{i}(o)$ or $\widehat{f}(C) \in(1 \pm 0.01)|C \cap Q|$.

Lemma 27.6.6 (Samples from each $Q_{i}$ ). In PointsEstimation $(o, \epsilon, \delta)$ (Algorithm 27.4), with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$ with $T_{i}(o) \geq 4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda, \forall C \in G_{i}$, either

$$
\sum_{p \in Q_{i}} h_{i}^{\prime}(p) \in\left|Q_{i}\right| \cdot \frac{4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda}{T_{i}(o)} \pm 4 \cdot 10^{3} \epsilon^{-1} \lambda
$$

or

$$
\sum_{p \in Q_{i}} h_{i}^{\prime}(p) \in\left|Q_{i}\right| \cdot \frac{4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda}{T_{i}(o)} \cdot(1 \pm 0.01 \epsilon)
$$

Proof. If $\left|Q_{i}\right| \leq \gamma T_{i}(o)$, then $\mu=\mathbb{E}\left[\sum_{p \in Q_{i}} h_{i}^{\prime}(p)\right]=4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda\left|Q_{i}\right| / T_{i}(o) \leq 4 \cdot 10^{4} \epsilon^{-2} \lambda$. According to Theorem 27.6.3, we have

$$
\operatorname{Pr}\left[\left|\sum_{p \in Q_{i}} h_{i}^{\prime}(p)-\mu\right|>4 \cdot 10^{3} \epsilon^{-1} \lambda\right] \leq 8 \cdot\left(\frac{4 \cdot 10^{4} \epsilon^{-2} \lambda^{2}+\lambda^{2}}{\left(4 \cdot 10^{3} \epsilon^{-1} \lambda\right)^{2}}\right)^{\lambda / 2} \leq 8 \cdot(1 / 2)^{\lambda / 2} \leq\left(\delta / \Delta^{d}\right)^{5}
$$

If $\left|Q_{i}\right|>\gamma T_{i}(o)$, then $\mu=\mathbb{E}\left[\sum_{p \in Q_{i}} h_{i}^{\prime}(p)\right]=4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda\left|Q_{i}\right| / T_{i}(o)>4 \cdot 10^{4} \epsilon^{-2} \lambda$. According to Theorem 27.6.3, we have

$$
\operatorname{Pr}\left[\left|\sum_{p \in Q_{i}} h_{i}^{\prime}(p)-\mu\right|>0.01 \epsilon \mu\right] \leq 8 \cdot\left(\frac{\lambda \mu+\lambda^{2}}{(0.01 \epsilon \mu)^{2}}\right)^{\lambda / 2} \leq 8 \cdot(1 / 2)^{\lambda / 2} \leq\left(\delta / \Delta^{d}\right)^{5} .
$$

By taking union bound over all $i \in\{0,1, \ldots, L\}$, the claim is proved.

Lemma 27.6.7 ( $\widehat{q}_{i}$ can estimate $\left|Q_{i}\right|$ well). If $\operatorname{PointsEsitmation~}(o, \epsilon, \delta)$ (Algorithm 27.4) does not output $\boldsymbol{F A I L}$, then with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$, either $\widehat{q_{i}} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm 0.01 \epsilon)\left|Q_{i}\right|$.

Proof. Suppose PointsEstimation $(o, \epsilon, \delta)$ does not output FAIL. According to Lemma 27.6.2,
$\forall i \in\{0,1, \ldots, L\}, f_{i}^{\prime}(C)=\sum_{p \in Q_{i}} h_{i}^{\prime}(p)$. If $T_{i}(o) \leq 4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda$, then $\widehat{q}_{i}=\sum_{C \in G_{i}: C \text { is crucial }} f_{i}^{\prime}(C)=$ $\sum_{p \in Q_{i}} h_{i}^{\prime}(p)=\left|Q_{i}\right|$.

Due to Lemma 27.6.6, with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$ with $T_{i}(o)>4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda$, either

$$
\sum_{C \in G_{i}: C \text { is crucial }} f_{i}^{\prime}(C) \in\left|Q_{i}\right| \cdot \frac{4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda}{T_{i}(o)} \pm 4 \cdot 10^{3} \epsilon^{-1} \lambda
$$

or

$$
\sum_{C \in G_{i}: C \text { is crucial }} f_{i}^{\prime}(C) \in\left|Q_{i}\right| \cdot \frac{4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda}{T_{i}(o)} \cdot(1 \pm 0.01 \epsilon) .
$$

Thus, either $\widehat{q}_{i} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm 0.01 \epsilon)\left|Q_{i}\right|$.

Lemma 27.6.8 (Number of points sampled from non-center cells). In PointsEsitmation $(o, \epsilon, \delta)$ (Algorithm 27.4), with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$, we have

$$
\sum_{\text {non-center cell }} \sum_{C \in G_{i}} h_{p \in C \cap Q}(p) \leq 4 \cdot 10^{3} \lambda+1.01 \cdot \frac{4 \cdot 10^{4} \lambda}{T_{i}(o)} \sum_{\text {non-center cell } C \in G_{i}}|C \cap Q|
$$

and

$$
\sum_{\text {non-center cell }} \sum_{C \in G_{i}} h_{p \in C \cap Q}^{\prime}(p) \leq 4 \cdot 10^{3} \epsilon^{-1} \lambda+1.01 \cdot \frac{4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda}{T_{i}(o)} \sum_{\text {non-center cell } C \in G_{i}}|C \cap Q| .
$$

Proof. The proof is exactly the same as the proofs of Lemmas 27.6.4 and 27.6.6.

Lemma 27.6.9. $\forall i \in\{0,1, \ldots, L\}$,

$$
\sum_{\text {non-center cell } C \in G_{i}} \frac{|C \cap Q|}{T_{i}(o)} \leq 400 k \cdot(\mathrm{OPT} / o) .
$$

Proof.

$$
\begin{aligned}
& \sum_{\text {non-center cell } C \in G_{i}}|C \cap Q| \\
& \leq \frac{\mathrm{OPT}}{\left(g_{i} /(2 d)\right)^{2}}=400 k T_{i}(o) \cdot \frac{\mathrm{OPT}}{o} .
\end{aligned}
$$

Lemma 27.6.10 (The success probability). Condition on the number of center cells of all the grids is at most $100 k L$. If $o \in(\mathrm{OPT} / 16, \mathrm{OPT}]$, then $\operatorname{PointsEstimation~}(o, \epsilon, \delta)$ (Algorithm 27.4) does not output FAIL with probability at least $1-3 \delta / 10$.

Proof. Let $o \geq$ OPT /16, according to Lemma 27.6.9 and Lemma 27.6.8, with probability at least $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$, we have

$$
\sum_{\text {non-center cell }} \sum_{C \in G_{i}} h_{p \in C \cap Q}(p) \leq 4 \cdot 10^{3} \lambda+1.01 \cdot 4 \cdot 10^{4} \lambda \cdot 6400 k \leq 10^{11} k d L \log (1 / \delta)
$$

and

$$
\sum_{\text {non-center cell }} \sum_{C \in G_{i}} h_{p \in C \cap Q}^{\prime}(p) \leq 4 \cdot 10^{3} \epsilon^{-1} \lambda+1.01 \cdot 4 \cdot 10^{4} \epsilon^{-2} \gamma^{-1} \lambda \cdot 6400 k \leq 10^{15} \cdot \epsilon^{-3} k L^{2} d^{4}
$$

Since the number of center cells is at most $100 k L$, the total number of cells which contains some $p$ with $h_{i}(p)=1$ is at most $10^{12} k d L \log (1 / \delta) \leq \alpha$, and the total number of cells which contains some $p$ with $h_{i}^{\prime}(p)=1$ is at most $10^{16} \epsilon^{-3} k L^{2} d^{4} \leq \alpha^{\prime}$. According to Lemma 27.6.2, with probability at least $1-2 \delta / 10$, none the call of SToring will return FAIL. Thus the overall probability that Algorithm 27.4 does not output FAIL is at last $1-3 \delta / 10$.

Lemma 27.6.11 (Space of Algorithm 27.4). PointsEstimation $(o, \epsilon, \delta)$ (Algorithm 27.4) uses space at most $O\left(k \epsilon^{-3} L^{4} d^{5} \cdot \log ^{2}(k L d /(\epsilon \delta))\right)$ bits.

Proof. The total space used is dominated by the space needed to run $L+1$ copies of Stor$\operatorname{ING}\left(G_{i}, \alpha^{\prime}, 1,0.1 \delta / L\right)$ in line 27.4 of Algorithm 27.4. According to Lemma 27.6.2, the total space needed is $O\left(L \cdot \alpha^{\prime} d L \log ^{2}\left(L \alpha^{\prime} / \delta\right)\right)=O\left(k \epsilon^{-3} L^{4} d^{5} \cdot \log ^{2}(k L d /(\epsilon \delta))\right)$ bits.

### 27.6.3 Sensitivity Sampling over a Dynamic Stream

Since using Algorithm 27.4 we can estimate the number of points in each cell and the size of each $Q_{i}$, the only remaining thing for simulating Algorithm 27.2 is to draw samples based on their sensitivity upper bounds. In Algorithm 27.5, we show how to achieve this in a dynamic stream.

Now we analyze Algorithm 27.5.
Fact 27.6.12. If $\operatorname{SAmpling}(o, \epsilon, \delta)$ (Algorithm 27.5) does not output FAIL, then line 27.5 can be implemented, and $p$ is a uniform sample drawn from $Q_{i}$.

Proof. Although $Q_{i}$ cannot be stored explicitly, $\forall p \in Q$, we are able to determine whether $p \in Q_{i}$ since we can use $\widehat{f}$ to find all the crucial cells and check whether $p$ is in a crucial cell of $G_{i}$.

Suppose SAmpling $(o, \epsilon, \delta)$ does not output FAIL. According to Lemma 27.6.2 and the condition in line 27.5, $\forall j \in[\widehat{m}]$, we have $\left\{(p, j) \mid p \in Q_{i}, h_{i, j}(p)=1\right\} \subseteq S_{i}$. Since $\forall x, y \in Q_{i}, \operatorname{Pr}\left[h_{i, j}(x)=1\right]=\operatorname{Pr}\left[h_{i, j}(y)=1\right]$, then the sample $p$ in line 27.5 is drawn uniformly from $Q_{i}$.

```
Algorithm 27.5 Sensitivity sampling over a dynamic stream
    Sampling \((o, \epsilon, \delta)\) :
    Input: a point set \(Q \subseteq[\Delta]^{d}\) described by a stream \(\left\{\left(p_{1}, \pm\right),\left(p_{2}, \pm\right), \ldots\right\}\)
    Run PointsEstimation \((o, \epsilon, \delta / 2)\) in parallel on the input stream. If it returns FAIL, output
    FAIL.
    \(\forall i \in\{0,1, \ldots, L\}, T_{i}(o) \leftarrow\left(d / g_{i}\right)^{2} \cdot o / k \cdot 1 / 100 . \quad \triangleright\) Threshold for heaviness (Algorithm 27.1).
    \(\widehat{m} \leftarrow \Theta\left(k \epsilon^{-3} L^{4} d^{7} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{1}{\delta}\right) . \quad \triangleright \widehat{m}\) hash functions needed for \(m\) independent samples.
    \(\lambda \leftarrow 10\lceil(d L+\log (1 / \delta)+1)\rceil\). \(\triangleright \lambda\) is the independence parameter.
    \(\forall i \in\{0,1, \ldots, L\}\), choose \(h_{i, 1}, h_{i, 2}, \ldots, h_{i, \widehat{m}}:[\Delta]^{d} \rightarrow\{0,1\}\).
        \(\triangleright \forall j \in[\widehat{m}], h_{i, j}\) is \(\lambda\)-wise independent, \(\forall p \in[\Delta]^{d}, h_{i, j}(p)=1\) w.p. \(\min \left\{1 /\left(10^{4} k L T_{i}(o)\right), 1\right\}\).
    \(\alpha \leftarrow \Theta\left(k \epsilon^{-3} L^{3} d^{7} \log (d L k / \delta) \delta^{-1}\right), \beta \leftarrow \Theta\left(\epsilon^{-3} L^{3} d^{7} \log (d L k / \delta) \delta^{-1}\right) . \quad \triangleright \alpha, \beta\) : for Storing.
    For \(i \in\{0,1, \ldots, L\}\), run \(\operatorname{Storing}\left(G_{i}, \alpha, \beta, 0.1 \delta / L\right)\) (Algorithm 27.3) in parallel.
    \(\triangleright\) Each instance is run on a new stream obtained by splitting each operation \(\left(p_{t}, \pm\right)\) from the
    original input stream into a set of new operations \(\left\{\left(\left(p_{t}, j\right), \pm\right) \mid j \in[\widehat{m}], h_{i, j}\left(p_{t}\right)=1\right\}\).
12: If any Storing returns FAIL, output FAIL.
13: \(\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}, \widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+} \quad \leftarrow \quad\) PointsEstimation \((o, \epsilon, \delta / 2)\) in line 27.5.
    \(\mathfrak{C}_{i}, f_{i}, S_{i} \leftarrow \operatorname{Storing}\left(G_{i}, \alpha, \beta, 0.1 \delta / L\right)\) in line 27.5.
    For \(i \in\{0,1, \ldots, L\}\), if \(\exists C \in \mathcal{C}_{i}\) marked as crucial in line 27.5, and \(f_{i}(C)>\beta\), output FAIL.
    \(\gamma \leftarrow \epsilon /\left(40^{2} L d^{3}\right)\).
    \(I \leftarrow\left\{i \mid 0 \leq i \leq L, \widehat{q}_{i} \geq \gamma T_{i}(o)\right\}\).
    \(t^{\prime} \leftarrow \sum_{i \in I} \widehat{q}_{i} \cdot 10 d^{3} / T_{i}(o) . \quad \triangleright\) Total estimated sensitivities.
    \(m \leftarrow \Theta\left(t^{\prime} \epsilon^{-2} L d \log \left(t^{\prime} / \delta\right)\right), S \leftarrow \emptyset . \quad \triangleright\) Total number of samples.
    For \(i \in\{0,1, \ldots, L\}\), set \(A_{i}=[\widehat{m}]\).
    for \(j=1 \rightarrow m\) do
        Choose a random level \(i \in I\) with probability \(\left(\widehat{q}_{i} \cdot 10 d^{3} / T_{i}(o)\right) / t^{\prime}\).
        Choose the minimum \(j \in A_{i}\) s.t. \(\exists p \in Q_{i},(p, j) \in S_{i}\). If no such \(j\), output FAIL.
        Uniformly choose a point \(p\) from the set \(\left\{q \in Q_{i} \mid(q, j) \in S_{i}\right\}\).
        Update \(A_{i} \leftarrow\{j+1, j+2, \ldots, \widehat{m}\}\).
        Add \(\left(p, t^{\prime} /\left(m s^{\prime}(p)\right)\right)\) to set \(S\). \(\triangleright s^{\prime}(p)=10 d^{3} / T_{i}(o)\).
    end for
    Output: the set \(S\)
```

Lemma 27.6.13 (Correctness of Algorithm 27.5). Suppose $o \in(0, \mathrm{OPT}]$. If $\operatorname{SAmPling}(o, \epsilon, \delta)$
(Algorithm 27.5) does not output FAIL, then with probability at least $1-\delta / 5$, the output $S$ by $\operatorname{Sampling}(o, \epsilon, \delta)$ is an $\epsilon$-coreset for $Q$. Furthermore, the size $|S|$ is at most $O\left(k \epsilon^{-2} L^{2} d^{4} \log (k L d) \cdot(\mathrm{OPT} / o+1)\right)$.

Proof. Due to Lemma 27.6.5 and Lemma 27.6.7, with probability at least $1-\delta / 10, \forall C \in$ $\bigcup_{i=0}^{L} G_{i}$, either $\widehat{f}(C) \in|C \cap Q| \pm 0.1 T_{i}(o)$ or $\widehat{f}(C) \in(1 \pm 0.01)|C \cap Q|$ and $\forall i \in\{0,1, \ldots, L\}$, either $\widehat{q}_{i} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm 0.01 \epsilon)\left|Q_{i}\right|$, where $Q_{0}, Q_{1}, \ldots, Q_{L}$ are defined by using the estimation $\widehat{f}(\cdot)$ (Algorithm 27.1 or Algorithm 27.4). According to Fact 27.6.12, the sampling procedure can be implemented. Then by Theorem ${ }^{6}$ 27.3.1, with probability at least $1-\delta / 10$, the output set $S$ is an $\epsilon$-coreset for $Q$. By taking union bound, with probability $1-\delta / 5$, the set $S$ is an $\epsilon$-coreset for $Q$.

Now let us consider the success probability of Algorithm 27.5. Since we know the success probability of PointsEstimation $(o, \epsilon, \delta / 2)$ in line 27.5 of Algortihm 27.5 and the success probability of $\operatorname{Storing}\left(G_{i}, \alpha, \beta, 0.1 \delta / L\right)$ in line 27.5 , we only need to analyze the success probability in line 27.5 of Algorithm 27.5. To make line 27.5 succeed, we need to find enough samples from $Q_{i}$, i.e., we hope that $\sum_{j=1}^{\widehat{m}} \mathbf{1}\left(\left|\left\{p \in Q_{i} \mid h_{i, j}(p)=1\right\}\right|>0\right)$ is large. In the following analysis, we will show that $\sum_{j=1}^{\widehat{m}} \mathbf{1}\left(\left|\left\{p \in Q_{i} \mid h_{i, j}(p)=1\right\}\right|>0\right)$ is large. First, we show that the number of samples drawn from level $i$ is bounded.

Lemma 27.6.14 (Number of samples from each level). Let I be the set computed in $\operatorname{Sampling}(o, \epsilon, \delta)$ (Algortihm 27.5). With probability at least $1-\delta / 10, \forall i \in I$, the number of times that $i$ is chosen in line 27.5 of Algorithm 27.5 is at most

$$
O\left(\epsilon^{-2} L d^{4} \log \left(t^{\prime} / \delta\right) \cdot \frac{L}{\delta} \cdot \frac{\widehat{q_{i}}}{T_{i}(o)}\right)
$$

Proof. For $i \in I$, the expected number of times that $i$ is chosen is $O\left(m \cdot \widehat{q}_{i} \cdot d^{3} / T_{i}(o) / t^{\prime}\right)$. By Markov's inequality, with probability at least $1-\delta /(20 L)$, the number of times that $i$

[^96]is chosen in line 27.5 of Algorithm 27.5 is at most $O\left(\epsilon^{-2} L d^{4} \log \left(t^{\prime} / \delta\right) \cdot \frac{L}{\delta} \cdot \frac{\widehat{q}_{i}}{T_{i}(o)}\right)$. By taking union bound over all $i \in I$, we complete the proof.

Lemma 27.6.15 (Bounding $t^{\prime}$ ). Consider $o \geq$ OPT /16. Condition on $\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}$ (in Algorithm 27.5) is good (Lemma 27.6.4), $\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}$ (in Algorithm 27.5) are good (Lemma 27.6.6), and the number of center cells is at most 100 kL , then we have $t^{\prime} \leq 10^{6} d^{3} L k$.

Proof. We have

$$
\begin{aligned}
t^{\prime} & =\sum_{i \in I} \widehat{q}_{i} \cdot 10 d^{3} / T_{i}(o) \\
& \leq \sum_{i \in I}\left|Q_{i}\right| \cdot 20 d^{3} / T_{i}(o) \\
& \leq \sum_{i=0}^{L}\left|Q_{i}\right| \cdot 20 d^{3} / T_{i}(o) \\
& \leq 2 \cdot 4000 d^{3} L k \cdot 20 \\
& \leq 10^{6} d^{3} L k
\end{aligned}
$$

where the first inequality follows by $\forall i \in I, \widehat{q}_{i} \geq \gamma T_{i}(o)$ and either $\widehat{q}_{i} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm 0.01 \epsilon)\left|Q_{i}\right|$, the second inequality follows by $I \subseteq\{0,1, \ldots, L\}$, the third inequality follows by Lemma 27.3.8 and $o \geq$ OPT $/ 16$.

Lemma 27.6.16 (Number of crucial points in each level). Consider $o \geq$ OPT /16. Conditioning on $\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}$(in Algorithm 27.5) is good (Lemma 27.6.5) and the number of center cells is at most 100 kL , we have:

$$
\frac{\left|Q_{i}\right|}{T_{i}(o)} \leq 7000 k L
$$

Proof. We have

$$
\begin{aligned}
\frac{\left|Q_{i}\right|}{T_{i}(o)} & =\sum_{\text {center crucial cell } C \in G_{i}} \frac{|C \cap Q|}{T_{i}(o)}+\sum_{\text {non-center crucial cell } C \in G_{i}} \frac{|C \cap Q|}{T_{i}(o)} \\
& \leq 110 k L+400 k(\mathrm{OPT} / o) \\
& \leq 7000 k L
\end{aligned}
$$

where the first inequality follows by that the number of center cells is at most 100 kL , the number points in a crucial cell is at most $1.1 T_{i}(o)$ and Lemma 27.6.9.

Lemma 27.6.17 (The number of samples is large). Consider $o \geq$ OPT /16. Conditioning on $\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}$(in Algorithm 27.5) is good (Lemma 27.6.4), $\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}$ (in Algorithm 27.5) are good (Lemma 27.6.6), and the number of center cells is at most 100 kL , with probability at least $1-\delta / 10, \forall i \in I$, we have:

$$
\sum_{j=1}^{\widehat{m}} \mathbf{1}\left(\left|\left\{p \in Q_{i} \mid h_{i, j}(p)=1\right\}\right|>0\right) \geq \Omega\left(\epsilon^{-2} L d^{4} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{L}{\delta} \cdot \frac{\widehat{q}_{i}}{T_{i}(o)}\right)
$$

Proof. Consider a fixed $i \in I . \forall j \in[\widehat{m}]$, by union bound, we have

$$
\underset{h_{i, j}}{\operatorname{Pr}}\left[\exists p \in Q_{i}, h_{i, j}(p)=1\right] \leq \frac{\left|Q_{i}\right|}{10^{4} k L T_{i}(o)}<1,
$$

where the inequality follows by Lemma 27.6.16. Thus $\left\lceil 10^{4} k L T_{i}(o) /\left|Q_{i}\right|\right\rceil \leq 2 \cdot 10^{4} k L T_{i}(o) /\left|Q_{i}\right|$. Let $b=10 \cdot\left\lceil 10^{4} k L T_{i}(o) /\left|Q_{i}\right|\right\rceil$. Let $r=\lfloor\widehat{m} / b\rfloor \geq \widehat{m} \cdot\left|Q_{i}\right| /\left(2 \cdot 10^{5} k L T_{i}(o)\right)-1$. Since $i \in I$, we have $\left|Q_{i}\right| / T_{i}(o) \geq \frac{1}{2} \gamma$. Since $\widehat{m} \geq 10^{9} k L / \gamma$, we have $r \geq \widehat{m} /\left(4 \cdot 10^{5} k L\right) \cdot\left|Q_{i}\right| / T_{i}(o)$. For $s \in[r]$, we can define a random variable $Y_{s}$,

$$
Y_{s}=\sum_{j=(s-1) \cdot b+1}^{s \cdot b} \sum_{p \in Q_{i}} h_{i, j}(p)
$$

We have $\mathbb{E}\left[Y_{s}\right]=b \cdot\left|Q_{i}\right| /\left(10^{4} k L T_{i}(o)\right)$. Thus, $E\left[Y_{s}\right] \in[10,20]$. Since $Y_{s}$ is a sum of several (at least) pairwise independent unit random variables, $\mathbb{V}\left[Y_{s}\right] \leq 20$. Thus, by Chebyshev's inequality, we have

$$
\operatorname{Pr}\left[\left|Y_{s}-\mathbb{E}\left[Y_{s}\right]\right| \geq 9\right] \leq 20 / 81 \leq 0.25
$$

Define $X_{s}$ be the random variable such that $X_{s}=\mathbf{1}\left(Y_{s} \geq 1\right)$. Then $\mathbb{E}\left[\sum_{s \in[r]} X_{s}\right] \geq 0.75 r$. By Chernoff bound, we know that

$$
\operatorname{Pr}\left[\sum_{s \in[r]} X_{s} \leq 0.5 r\right] \leq 2^{-r / 20} \leq 0.01 \delta / L
$$

where the last inequality follows by $r \geq \widehat{m} /\left(4 \cdot 10^{5} k L\right) \cdot \gamma / 2 \geq 20 \log (100 L / \delta)$.
Since $\widehat{m}$ is sufficiently large, i.e.,

$$
\widehat{m} \geq \Omega\left(k \epsilon^{-2} L^{3} d^{4} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{1}{\delta \gamma}\right) \geq \Omega\left(k \epsilon^{-3} L^{4} d^{7} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{1}{\delta}\right)
$$

we have

$$
r \geq \widehat{m} /\left(4 \cdot 10^{5} k L\right) \cdot\left|Q_{i}\right| / T_{i}(o) \geq \Omega\left(\epsilon^{-2} L d^{4} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{L}{\delta} \cdot \frac{\widehat{q}_{i}}{T_{i}(o)}\right)
$$

where the last inequality follows by $\widehat{q}_{i}=\Theta\left(\left|Q_{i}\right|\right)$. Notice that

$$
\operatorname{Pr}\left[\sum_{j=1}^{\widehat{m}} \mathbf{1}\left(\left|\left\{p \in Q_{i} \mid h_{i, j}(p)=1\right\}\right|>0\right) \geq 0.5 r\right] \geq \operatorname{Pr}\left[\sum_{s \in[r]} X_{s} \geq 0.5 r\right] \geq 1-0.01 \delta / L
$$

Thus, with probability at least $1-0.01 \delta / L$,

$$
\sum_{j=1}^{\widehat{m}} \mathbf{1}\left(\left|\left\{p \in Q_{i} \mid h_{i, j}(p)=1\right\}\right|>0\right) \geq \Omega\left(\epsilon^{-2} L d^{4} \log \left(\frac{d L k}{\delta}\right) \cdot \frac{L}{\delta} \cdot \frac{\widehat{q}_{i}}{T_{i}(o)}\right)
$$

By taking the union bound over $i \in I$, we complete the proof.

Lemma 27.6.18 (Sampling stage succeeds). Consider $o \geq$ OPT /16. Conditioning on $\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}$(in Algorithm 27.5) is good (Lemma 27.6.4), $\widehat{q}_{0}, \widehat{q}_{1}, \ldots, \widehat{q}_{L}$ (in Algorithm 27.5) are good (Lemma 27.6.6), and the number of center cells is at most 100 kL , if $\operatorname{Sampling}(o, \epsilon, \delta)$ does not output FAIL before line 27.5 of Algorithm 27.5, then with probability at least $1-\delta / 5$, it will not output $\boldsymbol{F A I L}$.

Proof. According to Lemma 27.6.14 and Lemma 27.6.15, with probability at least $1-\delta / 10$, $\forall i \in I$, the sampling procedure will not request too many samples from level $i$. According to Lemma 27.6.17, with probability at least $1-\delta / 10$, the number of samples needed for each level $i \in I$ is enough. Thus, with probability at least $1-\delta / 5$, the algorithm will not output FAIL.

Lemma 27.6.19 (Samples can fit into the space). Suppose $o \geq$ OPT /16. Conditioning on $\widehat{f}: \bigcup_{i=0}^{L} G_{i} \rightarrow \mathbb{R}_{+}$(in Algorithm 27.5) is good (Lemma 27.6.4), if the total number of center cells is at most $100 k L$, with probability at least $1-\delta / 5$, $\operatorname{SAmPLing}(o, \epsilon, \delta)$ (Algorithm 27.5) will not output FAIL in line 27.5 nor line 27.5.

Proof. Consider $i \in\{0,1, \ldots, L\}$ and a cell $C \in G_{i}$ which is marked as crucial by PointsEsTIMATION $(o, \epsilon, \delta / 2)$.

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j=1}^{\widehat{m}} \sum_{p \in C \cap Q} h_{i, j}(p)\right] & =\widehat{m} \cdot|C \cap Q| /\left(10^{4} k L T_{i}(o)\right) \\
& \leq O\left(\epsilon^{-3} L^{3} d^{7} \log (d L k / \delta) \delta^{-1}\right)
\end{aligned}
$$

By Theorem 27.6.3,

$$
\operatorname{Pr}\left[\sum_{j=1}^{\widehat{m}} \sum_{p \in C \cap Q} h_{i, j}(p)>\mathbb{E}\left[\sum_{j=1}^{\widehat{m}} \sum_{p \in C \cap Q} h_{i, j}(p)\right]+\epsilon^{-3} L^{3} d^{7} \log (d L k / \delta) \delta^{-1}\right] \leq\left(\delta / \Delta^{d}\right)^{5} .
$$

Thus, by taking union bound, with probability at last $1-\delta / 10, \forall i \in\{0,1, \ldots, L\}$, any cell $C \in G_{i}$ which is marked as crucial, the total number of points sampled in $C$ is at most $\beta$. Thus, with probability at least $1-\delta / 20, \operatorname{Sampling}(o, \epsilon, \delta)$ (Algorithm 27.5) will not output FAIL in line 27.5.

Consider $i \in\{0,1 \ldots, L\}$. Let us analyze the number of cells in $G_{i}$ which contain at least 1 sample points. The number of points which are not in the center cell is at most

$$
\frac{\mathrm{OPT}}{\left(g_{i} /(2 d)\right)^{2}} \leq 400 k T_{i}(o) \cdot \mathrm{OPT} / o \leq 6400 k T_{i}(o)
$$

Thus, the expected number of sampled points in non-center cell is at most $O\left(k \epsilon^{-3} L^{3} d^{7} \log (d L k / \delta)\right.$. $1 / \delta)$. Since the number of center cells is at most $100 k L$, by Theorem 27.6 .3 , with probability at least $1-\delta /(100 L)$, the number of cells in $G_{i}$ which contain at least 1 sample points is $O\left(k \epsilon^{-3} L^{3} d^{7} \log (d L k / \delta) \cdot 1 / \delta\right)$. By taking union bound over all $i \in\{0,1, \ldots, L\}$, with probability at least $1-\delta / 20, \forall i \in\{0,1, \ldots, L\}$, the number of sampled cell in $G_{i}$ is at most $\alpha$.

Due to Lemma 27.6.2, with probability at least $1-\delta / 10$, none of the $\operatorname{Storing}\left(G_{i}, \alpha, \beta, 0.1 \delta / L\right)$ in line 27.5 of Algorithm 27.5 will output FAIL. By union bound over all the failure probabilities, we complete the proof.

Lemma 27.6.20 (The overall success probability). Suppose $o \geq$ OPT / 16 and the total number of center cells is at most $100 k L$. With probability at least $1-4 \delta / 5, \operatorname{Sampling}(o, \epsilon, \delta)$ (Algorithm 27.5) will not output FAIL.

Proof. Due to Lemma 27.6.10, PointsEstimation $(o, \epsilon, \delta / 2)$ in line 27.5 will not output FAIL with probability at least $1-3 \delta / 20$. By Lemma 27.6.5 and Lemma 27.6.6, with
probability at least $1-\delta / 5, \forall i \in\{0,1, \ldots, L\}$, either $\widehat{q}_{i} \in\left|Q_{i}\right| \pm 0.1 \epsilon \gamma T_{i}(o)$ or $\widehat{q}_{i} \in(1 \pm$ $0.01 \epsilon)\left|Q_{i}\right|$, and $\forall C \in G_{i}$, either $\widehat{f}(C) \in|C \cap Q| \pm 0.1 T_{i}(o)$ or $\widehat{f}(C) \in(1 \pm 0.01)|C \cap Q|$. Then by Lemma 27.6.19, with probability at least $1-\delta / 5, \operatorname{SAMPLing}(o, \epsilon, \delta)$ will not output FAIL in line 27.5 nor line 27.5. Finally, according to Lemma 27.6.18, with probability at least $1-\delta / 5$, the algorithm does not output FAIL. By taking union bound over all the bad events, with probability at least $1-3 \delta / 20-\delta / 5-\delta / 5-\delta / 5 \geq 1-4 \delta / 5, \operatorname{Sampling}(o, \epsilon, \delta)$ (Algorithm 27.5) will not output FAIL.

Lemma 27.6.21 (Total space of Algorithm 27.5). $\operatorname{Sampling}(o, \epsilon, \delta)$ uses space at most $O\left(k \epsilon^{-6} L^{8} d^{15} \delta^{-2} \cdot \log ^{4}(k L d /(\epsilon \delta))\right)$ bits.

Proof. According to Lemma 27.6.11, PointsEstimation $(o, \epsilon, \delta / 2)$ in line 27.5 of Algorithm 27.5 takes the space $O\left(k \epsilon^{-3} L^{4} d^{5} \cdot \log (k L d /(\epsilon \delta))\right)$ bits. According to Lemma 27.6.2, line 27.5 takes the total space:

$$
O\left(L \cdot \alpha \beta d L \cdot \log ^{2}(\alpha \beta / \delta)\right)=O\left(k \epsilon^{-6} L^{8} d^{15} \delta^{-2} \cdot \log ^{4}(k L d /(\epsilon \delta))\right)
$$

### 27.6.4 The Final Algorithm

Finally, we use exponential search to enumerate the guesses $o$. In Algorithm 27.6, we show the details of how to run Algorithm 27.5 with different guesses in parallel. Our main theorem is the following.

Theorem 27.6.22. Suppose a point set $Q \subseteq[\Delta]^{d}$ is given by a stream of insertion/deletion operations in the dynamic streaming model (Definition 27.2.1). Let $L=\log \Delta$. For given

```
Algorithm 27.6 Coreset construction over a dynamic stream
    DynamicCoreset \((\epsilon)\) :
    input: a point set \(Q \subseteq[\Delta]^{d}\) described by a stream \(\left\{\left(p_{1}, \pm\right),\left(p_{2}, \pm\right), \ldots\right\}\)
    Impose randomly shifted grids \(G_{-1}, G_{0}, G_{1}, \ldots, G_{L}\) (Definition 27.3.1).
    Run Distinct ( \(10000 k\), 0.001) (Lemma 27.6.1) over the input stream in parallel.
    If line 27.6 does not output FAIL, we output the entire point set \(Q\).
    For each \(u \in[2 d L]\), let \(o_{u}=2^{u} \cdot 50 k\) and run \(\operatorname{SAmpling}\left(o_{u}, \epsilon, 0.001 /(d L)\right)\) (Algorithm 27.5)
    over the input stream in parallel.
7: Set a threshold \(h=\Theta\left(k \epsilon^{-2} L^{2} d^{4} \log (k L d)\right)\).
8: Find the smallest \(u^{*}\) such that \(\operatorname{Sampling}\left(o_{u^{*}}, \epsilon, 0.001 /(d L)\right)\) in line 27.6 does not output FAIL,
    and the returned set \(S^{*}\) has size at most \(h\), i.e., \(\left|S^{*}\right| \leq h\).
9: If no such \(u^{*}\), output FAIL. Otherwise, output \(S^{*}\) returned by \(\operatorname{SAmPling}\left(o_{u^{*}}, \epsilon, 0.001 /(d L)\right)\).
```

$\epsilon \in(0,1 / 2)$, Algorithm 27.6 uses a single pass over the stream and on termination outputs a $k$-means $\epsilon$-coreset $S$ (Definition 27.2.3) for $Q$ with probability at least 0.9. Furthermore, the size of the coreset is at most $O\left(k \epsilon^{-2} d^{4} L^{2} \log (k d L)\right)$. The total space used by the algorithm is $\widetilde{O}(k) \cdot \operatorname{poly}(d L / \epsilon)$ bits.

We divide the proof of Theorem 27.6.22 into the following two lemmas.

Lemma 27.6.23 (Correctness and success probability). With probability at least 0.9, DynamicCoreset( $\epsilon$ (Algorithm 27.6) outputs an $\epsilon$-coreset for $Q$ and the size of the coreset is at most $O\left(k \epsilon^{-2} L^{2} d^{4} \log (k L d)\right)$.

Proof. If $|Q| \leq 10000 k$, then according to Lemma 27.6.1, with probability at least 0.999 , the entire data set $Q$ will be returned by line 27.6 in Algorithm 27.6.

Consider the case when $|Q| \geq 10000 k$. According to Lemma 27.3.7, with probability at least 0.94 , the total number of center cells is upper bounded by $100 k L$. Now, we condition on this happens. Since $|Q| \geq 10000 k$, we know that OPT $\geq 1000 k$. There exists $u \in[2 d L]$ such that $o_{u} \in[\mathrm{OPT} / 16, \mathrm{OPT}]$. According to Lemma 27.6.20, with probability
at least 0.999, SAmpling $\left(o_{u}, \epsilon, 0.001 /(d L)\right)$ will not output FAIL. By Lemma 27.6.13, with probability at least 0.999, the set $S$ returned by $\operatorname{SAMPLing}\left(o_{u}, \epsilon, 0.001 /(d L)\right)$ is an $\epsilon$-coreset and $|S| \leq O\left(k \epsilon^{-2} L^{2} d^{4}\right)$. Thus, with probability at least 0.998 , DynamicCoreset ( $\epsilon$ ) (Algorithm 27.6) will not output FAIL. Consider another $u^{\prime}<u$. If $\operatorname{Sampling}\left(o_{u^{\prime}}, \epsilon, 0.001 /(d L)\right)$ does not output FAIL, and the set $S^{\prime}$ returned has size at most $h$, then according to Lemma 27.6.13, with probability at least $1-0.001 /(d L), S^{\prime}$ is an $\epsilon$-coreset for $Q$. By taking union bound over all the such $u^{\prime}$, then with probability at least $0.999, S^{*}$ returned by $\operatorname{SAMPLING}\left(o_{u^{*}}, \epsilon, 0.001 /(d L)\right)$ is an $\epsilon$-coreset for $Q$. By taking union bound over all the bad events, we complete the proof.

Lemma 27.6.24 (Total space needed for Algortihm 27.6). DynamicCoreset( $\epsilon$ ) (Algorithm 27.6) uses space at most $O\left(k \epsilon^{-6} L^{11} d^{18} \log ^{4}(k L d / \epsilon)\right)$ bits.

Proof. DynamicCoreset $(\epsilon)$ (Algorithm 27.6) runs $\Theta(d L)$ copies of $\operatorname{SAmpling}\left(o_{u}, \epsilon, 0.001 /(d L)\right)$. By Lemma 27.6.21, the total space needed is

$$
O\left(d L \cdot k \epsilon^{-6} L^{8} d^{15} \cdot(d L)^{2} \cdot \log ^{4}(k L d / \epsilon)\right)=O\left(k \epsilon^{-6} L^{11} d^{18} \log ^{4}(k L d / \epsilon)\right)
$$

bits.

Proof of Theorem 27.6.22. Lemma 27.6.23 shows the correctness and the success probability of the algorithm. Lemma 27.6.24 shows the total space needed by the algorithm.

### 27.7 Why Do Previous Techniques Fail?

In this section, we describe some previous techniques in more detail and explain why they fail in our setting.

Uniform sampling method. [FIS05] is one of the early papers using sampling procedures to solve dynamic streaming geometric problems. They showed that it is possible to use point samples from a dynamic point set to solve several geometric problems, e.g., Euclidean Minimum Spanning Tree. However, they only showed how to implement uniform sampling by using counting distinct elements and subsampling procedure as subroutines. In our setting, we require different sampling probabilities for different points. Although the bottom-level uniform sampling scheme of ours is similar to theirs, our overall sampling method is more complicated.

Estimating the cost. [Ind04] used a critical observation to estimate the cost of $k$-median, that is: let $Z$ be a set of centers and $P$ be the point set, then $\operatorname{cost}(Z, P)=\int_{0}^{\infty} \mid P-$ $B(Z, r) \mid \mathrm{d} r$, where $B(Z, r)$ is the union of balls of radius $r$ centered at all points in $Z$. Then this integration is approximated by a summation with logarithmic levels, i.e., $\int_{0}^{\infty} \mid P-$ $B(Z, r)\left|\mathrm{d} r \approx \sum_{i=0}^{\infty}\right| P-B\left(Z, r^{(i+1)}\right) \mid \cdot\left(r^{(i+1)}-r^{(i)}\right)$, where $r^{(i)}=O\left(\epsilon(1+\epsilon)^{i}\right)$. The critical part is to estimate $\left|P-B\left(Z, r^{(i)}\right)\right|$. [Ind04] constructed a counting data structure based on grids with side length $O\left(r^{(i)}\right)$. Then every input point is snapped to a grid point. To obtain sufficiently accurate estimates for all $\left|P-B\left(Z, r^{(i)}\right)\right|$, the data structure needs to query $|Z| / \epsilon^{O(d)}$ many grid points per $Z$. Such a data structure is implemented using pairwise independent hash functions, and uses memory $|Z| / \epsilon^{O(d)}$. Notice that this method only
gives an estimate of the cost, and does not construct a coreset. In order to obtain a $k$ median solution, an exhaustive search is needed. Furthermore, this technique fails to extend to $k$-means which does not have an integration formula for the cost function.

Exponential size coreset. [FS05] constructed an $\epsilon$-coreset of size $k \epsilon^{-O(d)}$ for $k$-means and $k$-median. They also used the same grid structure as we use. A cell is marked as "heavy" if the cell contains enough points such that moving all points in the cell to the center of this cell incurs too much error in the optimal cost of $k$-means/median. Since the side-lengths of cells decrease as level increases, the number of points required to have this effect becomes larger. Eventually, all cells are non-heavy after some level. As such we also have a tree of heavy cells. The coreset is constructed by looking at each heavy cell and assigning each point in its non-heavy children cells to its center. It turns out that if we want an $\epsilon$-coreset, the threshold of non-heavy cells is exponential in $d$, i.e., each non-heavy cell in level $i$ cannot contain more than $\widetilde{O}\left(\epsilon^{O(d)} \cdot \mathrm{OPT} / 2^{i}\right)$ points. This small threshold gives rise to $\widetilde{O}\left(1 / \epsilon^{O(d)}\right)$ many heavy cells.

Insertion-only streams. Many of the previous insertion-only streaming coreset construction algorithms (e.g., [FS12]) heavily depend on a "merge-reduce" technique, i.e. reading some points in the stream, constructing a coreset, reading another part, constructing a new coreset, and then merging the two coresets. This procedure is repeated until the stream ends. This technique works well in the insertion-only streaming model, but it fails immediately when deletions are allowed. Although [BFL16] gave a new framework other than merge-reduce, their algorithm relies on a non-deleting structure of data streams as well.


Figure 27.3: Telescope sum $\left[\mathrm{BFL}^{+} 17\right]$ fails for $k$-means. In the $k$-median problem, for a fixed set of centers $Z$, the total cost can be written as a telescope sum $\sum_{p \in P}\left(\operatorname{dist}\left(c_{p}^{i}, Z\right)-\operatorname{dist}\left(c_{p}^{i-1}, Z\right)\right)$. For each piece, $\left|\operatorname{dist}\left(c_{p}^{i}, Z\right)-\operatorname{dist}\left(c_{p}^{i-1}, Z\right)\right|$ is always upper bounded by $\operatorname{dist}\left(c_{p}^{i-1}, c_{p}^{i}\right)$ which is independent from the choice of $Z$. However, in the $k$-means problem, the telescope sum of the total cost is $\sum_{p \in P}\left(\operatorname{dist}\left(c_{p}^{i}, Z\right)^{2}-\operatorname{dist}\left(c_{p}^{i-1}, Z\right)^{2}\right)$. For each piece, the upper bound of $\left|\operatorname{dist}\left(c_{p}^{i}, Z\right)^{2}-\operatorname{dist}\left(c_{p}^{i-1}, Z\right)^{2}\right|$ may depend on the location of $Z$, and it can be larger than $\Delta$ in the worst case.

Algorithm for $k$-median only. Although some $k$-median coreset construction techniques can be easily extended to $k$-means (see e.g. [FS12, BFL16]), those constructions can only be implemented in the insertion-only streaming model. [BFL $\left.{ }^{+} 17\right]$ gave a $k$-median coreset construction in the dynamic streaming model, but their construction cannot be extended to $k$-means directly, as we explain now. Their $k$-median algorithm heavily relies on writing the cost of each point as a telescope sum. For example, we consider the 1-median problem. let $z$ be a candidate center point and $p \in P$ be a point, $\operatorname{then} \operatorname{dist}(p, z)=\operatorname{dist}(p, z)-\operatorname{dist}\left(c_{p}^{L-1}, z\right)+$ $\operatorname{dist}\left(c_{p}^{L-1}, z\right)-\operatorname{dist}\left(c_{p}^{L-2}, z\right)+\cdots-\operatorname{dist}\left(c_{p}^{0}, z\right)$, where each $c_{p}^{i}$ is the center of the cell in the $i$-th level containing $p$. Therefore, the total 1-median cost $\sum_{p \in P} \operatorname{dist}(p, z)$ of point set $P$ on $z$ can be split into $L$ pieces, i.e., $\sum_{p \in P}\left(\operatorname{dist}\left(c_{p}^{i}, z\right)-\operatorname{dist}\left(c_{p}^{i-1}, z\right)\right)$ for each $i \in[L]$. [ $\left.\mathrm{BFL}^{+} 17\right]$ estimated each of the $L$ pieces by sampling points, i.e., let $S^{i}$ be the samples in the $i$-th level, then the estimator of $\sum_{p \in P}\left(\operatorname{dist}\left(c_{p}^{i}, z\right)-\operatorname{dist}\left(c_{p}^{i-1}, z\right)\right)$ is $\sum_{p \in S^{i}}\left(\operatorname{dist}\left(c_{p}^{i}, z\right)-\operatorname{dist}\left(c_{p}^{i-1}, z\right)\right) / \zeta_{p}^{i}$ where $\zeta_{p}^{i}$ is the probability that point $p$ is sampled. A crucial observation is that we have
$\left|\operatorname{dist}\left(c^{i}, z\right)-\operatorname{dist}\left(c^{i-1}, z\right)\right| \leq \Delta / 2^{i}$ - the cell size in level $i$ which is independent of the location of $z$. Using this nice upper bound on $\left|\operatorname{dist}\left(c^{i}, z\right)-\operatorname{dist}\left(c^{i-1}, z\right)\right|,\left[\mathrm{BFL}^{+} 17\right]$ applied Bernstein inequality to get high concentration of the estimator $\sum_{p \in S^{i}}\left(\operatorname{dist}\left(c_{p}^{i}, z\right)-\operatorname{dist}\left(c_{p}^{i-1}, z\right)\right) / \zeta_{p}^{i}$ with only $\widetilde{O}\left(1 / \epsilon^{2}\right)$ samples per level. However, this framework does not work for 1 -means even though one can still write the telescope sum structure $\sum_{p}\left(\operatorname{dist}^{2}\left(c_{p}^{i}, z\right)-\operatorname{dist}^{2}\left(c_{p}^{i-1}, z\right)\right)$ and can still setup an estimator $\sum_{p \in S^{i}}\left(\operatorname{dist}^{2}\left(c_{p}^{i}, z\right)-\operatorname{dist}^{2}\left(c_{p}^{i-1}, z\right)\right) / \zeta_{p}^{i}$. But $\left|\operatorname{dist}^{2}\left(c_{p}^{i}, z\right)-\operatorname{dist}^{2}\left(c_{p}^{i-1}, z\right)\right|$ is not upper bounded by the cell size anymore. Instead, it depends on the location of $z$. For example, it can be as large as $\left|\operatorname{dist}^{2}\left(c_{p}^{i}, z\right)-\operatorname{dist}^{2}\left(c_{p}^{i-1}, z\right)\right| \geq \Delta$. See Figure 27.3. If we apply Bernstein inequality here, we will need too many samples to save any space.

## Chapter 28

## Convergence Result of one-hidden Layer Neural Network

We improve the over-parametrization size over the two beautiful results [ Li and Liang' 2018] and [Du, Zhai, Poczos and Singh' 2019] in deep learning theory.

This part is based upon the following previous publication

- Zhao Song, Xin Yang

Quadratic Suffices for Over-parametrization via Matrix Chernoff Bound.
Manuscript 2019 [SY19]

### 28.1 Introduction

Over-parameterization theory for deep neural networks becomes extremely popular over the last few years. There is a long line (still growing very quickly) of work proving that (stochastic) gradient descent algorithm is able to find the global minimum if the network is wide enough [LL18, DZPS19, AZLS18, AZLS19, DLL ${ }^{+}$19, ZCZG18]. One fundamental question for over-parameterization is, how wide should the neural network be?

Formally speaking, the existing results show that as long as the width $m$ is at least polynomial of number of input data $n$, then (S)GD-type algorithm can work in the following sense: first randomly pick a weight matrix to be the initialization point, update the weight matrix according to gradient direction over each iteration, and eventually find the global minimum. It is conjectured [Lee18] that $m=\Omega(n \operatorname{poly}(\log (n / \delta)))$ is the right answer, where $\delta$ is the failure probability. The randomness is from the random initialization and also algorithm itself, but not from data. There are other work relied on input data to be random [BG17, Tia17, ZSJ ${ }^{+}$17, Son17, LY17, ZSD17, DLT ${ }^{+}$18, GLM18, BJW19], however overparameterization theory does not allow that assumption and it only needs to make very mild assumption on data, e.g. separable. The breakthrough result by Li and Liang [LL18] is the first one that is able to explain why the greedy algorithm works very well in practice for ReLU neural network from over-parameterization perspective. The state-of-the-art result for one-hidden-layer neural network with ReLU activation function is due to Du, Zhai, Poczos and Singh [DZPS19]. Their beautiful result proved that $m=\Omega\left(n^{6} \operatorname{poly}(\log n, 1 / \delta)\right)$ is sufficient. We improve the result [DZPS19] from two perspectives : one is the dependence on failure probability, and the other is the dependence on the number of input data. More precisely, we show that $m=\Omega\left(n^{4} \operatorname{poly}(\log (n / \delta))\right)$ is sufficient via a careful concentration analysis.

More interestingly, when the input data have certain property, we can improve the bound to $m=\Omega\left(n^{2} \operatorname{poly}(\log (n / \delta))\right)$ via a more careful concentration analysis for random variables.

The study of concentration of sums of random variables dates back to Central Limit Theorems, the first modern concentration bounds were probably proposed by Bernstein [Ber24]. Chernoff bound is an extremely popular variant, which was introduced by Rubin and published by Chernoff [Che52]. Chernoff bound is a fundamental tool in Theoretical Computer Science and has been used in almost every randomized algorithm paper without even stating it. One common statement is the following: given a list of independent random variables $x_{1}, \cdots, x_{m} \in[0,1]$ with mean $\mu$, then

$$
\operatorname{Pr}\left[\left|\frac{1}{m} \sum_{i=1}^{m} x_{i}-\mu\right|>\epsilon\right] \leq 2 \exp \left(-\Omega\left(m \epsilon^{2}\right)\right)
$$

In many applications, we are not just dealing with scalar random variables. A natural generalization of the Chernoff bound appeared in the works of Rudelson [Rud99], AhlswedeWinter [AW02], and Tropp [Tro12]. They proved that a similar concentration phenomenon is true even for matrix random variables. Given a list of independent complex Hermitian random matrices $X_{1}, \cdots, X_{m} \in \mathbb{C}^{n \times n}$ with mean $\mu$ and $\left\|X_{i}\right\| \leq 1, \forall i \in[m]$, then

$$
\operatorname{Pr}\left[\left\|\frac{1}{m} \sum_{i=1}^{m} X_{i}-\mu\right\|>\epsilon\right] \leq 2 n \exp \left(-\Omega\left(m \epsilon^{2}\right)\right)
$$

For a more detailed survey and recent progress on the topic Matrix Chernoff bound. We refer the readers to [Tro15, GLSS18, KS18].

In this work, we draw an interesting connection between deep learning theory and Matrix Chernoff bound : we can view the width of neural network as the number of independent random matrices.

### 28.1.1 Our Result

We start with the definition of Gram matrix, which can be found in [DZPS19].

Definition 28.1.1 (Data-dependent function $H$ ). Given a collection of data $\left\{x_{1}, \cdots, x_{n}\right\} \subset$ $\mathbb{R}^{d}$. For any vector $w \in \mathbb{R}^{d}$, we define symmetric matrix $H(w) \in \mathbb{R}^{n \times n}$ as follows

$$
H(w)_{i, j}=x_{i}^{\top} x_{j} \mathbf{1}_{w^{\top} x_{i} \geq 0, w^{\top} x_{j} \geq 0}, \forall(i, j) \in[n] \times[n] .
$$

Then we define continuous Gram matrix $H^{\text {cts }} \in \mathbb{R}^{n \times n}$ in the following sense

$$
H^{\mathrm{cts}}=\underset{w \sim N(0, I)}{\mathbb{E}}[H(w)]
$$

Similarly, we define discrete Gram matrix $H^{\text {dis }} \in \mathbb{R}^{n \times n}$ in the following sense

$$
H^{\mathrm{dis}}=\frac{1}{m} \sum_{r=1}^{m} H\left(w_{r}\right)
$$

We use $N(0, I)$ to denote Gaussian distribution. We use $\mathbb{E}_{w}$ to denote $\mathbb{E}_{w \sim N(0, I)}$ and $\operatorname{Pr}_{w}$ to denote $\operatorname{Pr}_{w \sim N(0, I)}$. We introduce some mild data-dependent assumption. Without loss of generality, we can assume that $\left\|x_{i}\right\|_{2} \leq 1, \forall i \in[n]$.

Assumption 28.1.1 (Data-dependent assumption). We made the following data-dependent assumption:

1. Let $\lambda=\lambda_{\min }\left(\mathbb{E}_{w}[H(w)]\right)$ and $\lambda \in(0,1]$.
2. Let $\alpha \in[1, n]$ and $\gamma \in[0,1)$ be the parameter such that ${ }^{1}$

$$
\underset{w}{\operatorname{Pr}}[\|H(w)-\underset{w}{\mathbb{E}}[H]\| \leq \alpha] \geq 1-\gamma .
$$

[^97]3. Let $\beta \in\left[1, n^{2}\right]$ be the parameter such that
$$
\left\|\underset{w}{\mathbb{E}}\left[(H(w)-\underset{w}{\mathbb{E}}[H(w)])(H(w)-\underset{w}{\mathbb{E}}[H(w)])^{\top}\right]\right\| \leq \beta
$$
4. Let $\theta \in[0, \sqrt{n}]$ be parameter such that
$$
\left|x_{i}^{\top} x_{j}\right| \leq \theta / \sqrt{n}, \forall i \neq j .
$$

The first assumption is from [DZPS19]. For more detailed discussion about that assumption, we refer the readers to [DZPS19]. The last assumption is similar to assumption in [AZLS18, AZLS19], where they assumed that for $i \neq j,\left\|x_{i}-x_{j}\right\|_{2} \geq \theta^{\prime}$. If we think of $\left\|x_{i}\right\|_{2}=1, \forall i \in[n]$, then we know that $\left(\theta^{\prime}\right)^{2} \leq 2-2 x_{i}^{\top} x_{j}$. It indicates $\left(\theta^{\prime}\right)^{2}+2 \theta / \sqrt{n} \leq 2$. The second and the third assumption are motivated by Matrix Chernoff bound. The reason for introducing these Matrix Chernoff-type assumption is, the goal is to bound the spectral norm of the sums of random matrices in several parts of the proof. One way is to relax the spectral norm to the Frobenious norm, and bound each entry of the matrix, and finally union bound over all entries in the matrix. This could potentially lose a $\sqrt{n}$ factor compared to applying Matrix Chernoff bound. We feel these assumptions can indicate how the input data affect the over-parameterization size $m$ in a more clear way.

We state our result for the concentration of sums of independent random matrices:

Proposition 28.1.2 (Informal of Theorem 28.5.1). Assume Part 1,2 and 3 of Assumption 28.1.1. If $m=\Omega\left(\left(\lambda^{-2} \beta+\lambda^{-1} \alpha\right) \log (n / \delta)\right)$, then

$$
\operatorname{Pr}_{w_{1}, \cdots, w_{m} \in N(0, I)}\left[\left\|H^{\mathrm{dis}}-H^{\mathrm{cts}}\right\|_{2} \leq \lambda / 4\right] \geq 1-\delta
$$

Table 28.1: Summary of Convergence Result

| Reference | $m$ | $\lambda$ | $\alpha$ | $\theta$ |
| :--- | :--- | :--- | :--- | :--- |
| $[$ DZPS19] | $\lambda^{-4} n^{6} \operatorname{poly}(\log n, 1 / \delta)$ | Yes | No | No |
| Theorem 28.1.3 | $\lambda^{-4} n^{4} \log ^{3}(n / \delta)$ | Yes | No | No |
| Theorem 28.1.4 | $\lambda^{-4} n^{3} \log ^{3}(n / \delta) \cdot \alpha$ | Yes | Yes | No |
| Theorem 28.1.5 | $\lambda^{-4} n^{2} \log ^{3}(n / \delta) \cdot \alpha\left(\alpha+\theta^{2}\right)$ | Yes | Yes | Yes |

Proposition 28.1.2 is a direct improvement compared to Lemma 3.1 in [DZPS19], which requires $m=\Omega\left(\lambda^{-2} n^{2} \log (n / \delta)\right)$. Proposition 28.1.2 is better when input data points have some good properties, e.g., $\beta, \alpha=o\left(n^{2}\right)$. However the result in [DZPS19] always needs to pay $n^{2}$ factor, no matter what the input data points are.

We state our convergence result as follows:

Theorem 28.1.3 (Informal of Theorem 28.4.5). Assume Part 1 of Assumption 28.1.1. Let $m$ denote the width of neural network, let $n$ denote the number of input data points. If $m=\Omega\left(\lambda^{-4} n^{4} \operatorname{poly}(\log (n / \delta))\right)$, then gradient descent is able to find the global minimum from a random initialization point with probability $1-\delta$.

Theorem 28.1.3 is a direct improvement compared to Theorem 4.1 in [DZPS19], which requires $m=\Omega\left(\lambda^{-4} n^{6} \operatorname{poly}(\log n, 1 / \delta)\right)$.

If we also allow Part 2 of Assumption 28.1.1, we can slightly improve Theorem 28.1.3 from $n^{4}$ to $n^{3}$,

Theorem 28.1.4 (Informal of Theorem 28.5.5). Assume Part 1 and 2 of Assumption 28.1.1. If $m=\Omega\left(\lambda^{-4} n^{3} \alpha \operatorname{poly}(\log (n / \delta))\right)$, then gradient descent is able to find the global minimum from a random initialization point with probability $1-\delta$.

Except for $m$, Theorem 4.1 in [DZPS19] requires step size $\eta$ to be $\Theta\left(\lambda / n^{2}\right)$. Theorem 28.1.4 only needs step size $\eta$ to be $\Theta(\lambda /(\alpha n))$.

Further, if we also allow Part 4 of Assumption 28.1.1, we can slightly improve Theorem 28.1.3 from $n^{4}$ to $n^{2}$,

Theorem 28.1.5 (Informal of Theorem 28.6.4). Assume Part 1, 2 and 4 of Assumption 28.1.1. If $m=\Omega\left(\lambda^{-4} n^{2} \alpha\left(\theta^{2}+\alpha\right) \operatorname{poly}(\log (n / \delta))\right)$, the gradient descent is able to find the global minimum from a random initialization point with probability $1-\delta$.

### 28.1.2 Technical Overview

We follow the exact same optimization framework as Du, Zhai, Poczos and Singh [DZPS19]. We improve the bound on $m$ by doing a careful concentration analysis for random variables without changing the high-level optimization framework.

We briefly summarize the optimization framework here: the minimal eigenvalue $\lambda$ of $H^{\text {cts }}$, as introduced in [DZPS19], turns out to be closely related with the convergence rate. As time evolves, the weights $w$ in the network may vary; however if $w$ stay in a ball of radius $R$ that only depends on the number of data $n$ and $\lambda$, and particularly does not depend on the number of neurons $m$, then we are still able to lower bound the minimal eigenvalue of $H(w)$. On the other hand, we want to upper bound $D$, the actual move of $w$, with high probability. It turns out $D$ is proportional to $\frac{1}{\sqrt{m}}$. We require $D<R$ in order to control the convergence rate. In this way we derive a lower bound of $m$.

In order to bound $\|H\|$, [DZPS19] relax it to Frobenius norm and then relax it to entry-wise L1 norm,

$$
\|H\| \leq\|H\|_{F} \leq\|H\|_{1} .
$$

Then they can bound each term of $H_{i, j}$ individually via Markov inequality.
One key observation is that $\|H\|_{1}$ is a quite loose bound for $\|H\|_{F}$, in the sense that $\|H\|_{1}=\|H\|_{F}$ holds only if $H$ contains at most 1 non-zero entry. This means we can work on the Frobenius norm directly, and we shall be able to obtain a tighter estimation. By definition of $H$, it can be written as a summation of $m$ independent matrices $A_{1}, A_{2}, \cdots, A_{m} \in \mathbb{R}^{n \times n}$,

$$
H=\frac{1}{m} \sum_{r=1}^{m} A_{r}
$$

In order to bound $\|H\|_{F}$, for each $i, j$, we regard each $H_{i j}$ as summation of $m$ independent random variables, then apply Bernstein bound to obtain experiential tail bound on the concentration of $H_{i j}$. Finally, by taking a union bound over all the $n^{2}$ pairs we obtain a tighter bound for $\|H\|_{F}$.

We shall mention that $\|H\|_{F}$ is also a loose upper bound of $\|H\|$, i.e., $\|H\|_{F}=\|H\|$ only if $H$ is a rank- 1 matrix. Hence, if the condition number of $H$ is small, which may happen as a property of the data, then we may benefit from bounding $\|H\|$ directly. We achieve this by apply matrix Chernoff bound, which states the spectral norm of summation of $m$ independent matrices concentrates under certain conditions.

We shall stress that mutually independence plays a very important role in our argument. Throughout the whole paper we are dealing with summations of the form $\sum_{r=1}^{m} y_{r}$ where $\left\{y_{m}\right\}_{r=1}^{m}$ are independent random variables. Previous argument mainly applies Markov inequality, which pays a factor of $1 / \delta$ around the mean for error probability $\delta$. But we can obtain much tighter concentration bound by taking advantage of independence as in Bernstein inequality and Hoeffding inequality. This allows us to improve the dependency on $\delta$ from $1 / \delta$ to $\log 1 / \delta$.

We also make use of matrix spectral norm to deal with summation of the form $\left\|\sum_{i=1}^{n} a_{i} x_{i}\right\|_{2}$ where $\left\{a_{i}\right\}_{i=1}^{n}$ are scalars and $\left\{x_{i}\right\}_{i=1}^{n}$ are vectors. Naively applying triangle inequality leads to an upper bound proportional to $\|a\|_{1}$, which can be as large as $\sqrt{n}\|a\|_{2}$. Instead, we observe that the matrix formed by $\left(\begin{array}{lll}x_{1} & \cdots & x_{n}\end{array}\right):=X$ has good singular value property, which allows us to obtain the bound $\|X\|_{2} \cdot\|a\|_{2}$. Therefore, this bound does not rely on number of inputs explicitly.

Roadmap We provide some basic definitions and probability tools in Section 28.2. We define the optimization problem in Section 28.3. We present our quartic result in Section 28.4. We improve it to cubic and quadratic in Section 28.5 and Section 28.6.

### 28.2 Preliminaries

### 28.2.1 Notation

We use $[n]$ to denote $\{1,2, \cdots, n\}$. We use $\phi$ to denote ReLU activation function, i.e., $\phi(x)=\max \{x, 0\}$. For an event $f(x)$, we define $\mathbf{1}_{f(x)}$ such that $\mathbf{1}_{f(x)}=1$ if $f(x)$ holds and $\mathbf{1}_{f(x)}=0$ otherwise. For a matrix $A$, we use $\|A\|$ to denote the spectral norm of $A$. We define $\|A\|_{F}=\left(\sum_{i} \sum_{j} A_{i, j}^{2}\right)^{1 / 2}$ and $\|A\|_{1}=\sum_{i} \sum_{j}\left|A_{i, j}\right|$.

### 28.3 Problem Formulation

Our problem formulation is the same as [DZPS19]. We consider a two-layer ReLU activated neural network with $m$ neurons in the hidden layer:

$$
f(W, x, a)=\frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x\right)
$$

where $x \in \mathbb{R}^{d}$ is the input, $w_{1}, \cdots, w_{m} \in \mathbb{R}^{d}$ are weight vectors in the first layer, $a_{1}, \cdots, a_{m} \in$ $\mathbb{R}$ are weights in the second layer. For simplicity, we only optimize $W$ but not optimize $a$ and $W$ at the same time.

Recall that the ReLU function $\phi(x)=\max \{x, 0\}$. Therefore for $r \in[m]$, we have

$$
\begin{equation*}
\frac{f(W, x, a)}{\partial w_{r}}=\frac{1}{\sqrt{m}} a_{r} x \mathbf{1}_{w_{r}^{\top} x \geq 0} . \tag{28.1}
\end{equation*}
$$

We apply the gradient descent to optimize the weight matrix $W$ in the following standard way,

$$
\begin{equation*}
W(k+1)=W(k)-\eta \frac{\partial L(W(k))}{\partial W(k)} . \tag{28.2}
\end{equation*}
$$

We define objective function $L$ as follows

$$
L(W)=\frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-f\left(W, x_{i}, a\right)\right)^{2}
$$

We can compute the gradient of $L$ in terms of $w_{r}$

$$
\begin{equation*}
\frac{\partial L(W)}{\partial w_{r}}=\frac{1}{\sqrt{m}} \sum_{i=1}^{n}\left(f\left(W, x_{i}, a_{r}\right)-y_{i}\right) a_{r} x_{i} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0} \tag{28.3}
\end{equation*}
$$

We consider the ordinary differential equation defined by

$$
\begin{equation*}
\frac{\mathrm{d} w_{r}(t)}{\mathrm{d} t}=-\frac{\partial L(W)}{\partial w_{r}} \tag{28.4}
\end{equation*}
$$

At time $t$, let $u(t)=\left(u_{1}(t), \cdots, u_{n}(t)\right) \in \mathbb{R}^{n}$ be the prediction vector where each $u_{i}(t)$ is defined as

$$
\begin{equation*}
u_{i}(t)=f\left(W(t), a, x_{i}\right) \tag{28.5}
\end{equation*}
$$

### 28.4 Quartic Suffices

### 28.4.1 Bounding the difference between continuous and discrete

Lemma 28.4.1 (Lemma 3.1 in [DZPS19]). We define $H^{\text {cts }}, H^{\text {dis }} \in \mathbb{R}^{n \times n}$ as follows

$$
\begin{aligned}
H_{i, j}^{\mathrm{cts}} & =\underset{w \sim \mathcal{N}(0, I)}{\mathbb{E}}\left[x_{i}^{\top} x_{j} \mathbf{1}_{w^{\top} x_{i} \geq 0, w^{\top} x_{j} \geq 0}\right], \\
H_{i, j}^{\mathrm{dis}} & =\frac{1}{m} \sum_{r=1}^{m}\left[x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right] .
\end{aligned}
$$

Let $\lambda=\lambda_{\min }\left(H^{\text {cts }}\right)$. If $m=\Omega\left(\lambda^{-2} n^{2} \log (n / \delta)\right)$, we have

$$
\left\|H^{\mathrm{dis}}-H^{\mathrm{cts}}\right\|_{F} \leq \frac{\lambda}{4}, \text { and } \lambda_{\min }\left(H^{\mathrm{dis}}\right) \geq \frac{3}{4} \lambda
$$

hold with probability at least $1-\delta$.

For the completeness, we still provide a proof here.

Proof. For every fixed pair $(i, j), H_{i, j}^{\text {dis }}$ is an average of independent random variables, i.e.

$$
H_{i, j}^{\mathrm{dis}}=\frac{1}{m} \sum_{r=1}^{m} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0} .
$$

Then the expectation of $H_{i, j}^{\text {dis }}$ is

$$
\begin{aligned}
\mathbb{E}\left[H_{i, j}^{\mathrm{dis}}\right] & =\frac{1}{m} \sum_{r=1}^{m} \underset{w_{r} \sim N\left(0, I_{d}\right)}{\mathbb{E}}\left[x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right] \\
& =\underset{w \sim N\left(0, I_{d}\right)}{\mathbb{E}}\left[x_{i}^{\top} x_{j} \mathbf{1}_{w^{\top} x_{i} \geq 0, w^{\top} x_{j} \geq 0}\right] \\
& =H_{i, j}^{\mathrm{cts}}
\end{aligned}
$$

 $\left\{z_{r}\right\}_{r \in[m]}$ are mutually independent. Moreover, $-\frac{1}{m} \leq z_{r} \leq \frac{1}{m}$. So by Hoeffding inequality(Lemma A.1.5) we have for all $t>0$,

$$
\operatorname{Pr}\left[\left|H_{i, j}^{\mathrm{dis}}-H_{i, j}^{\mathrm{cts}}\right| \geq t\right] \leq 2 \exp \left(-\frac{2 t^{2}}{4 / m}\right)=2 \exp \left(-m t^{2} / 2\right)
$$

Setting $t=\left(\frac{1}{m} 2 \log \left(2 n^{2} / \delta\right)\right)^{1 / 2}$, we can apply union bound on all pairs $(i, j)$ to get with probability at least $1-\delta$, for all $i, j \in[n]$,

$$
\left|H_{i, j}^{\mathrm{dis}}-H_{i, j}^{\mathrm{cts}}\right| \leq\left(\frac{2}{m} \log \left(2 n^{2} / \delta\right)\right)^{1 / 2} \leq 4\left(\frac{\log (n / \delta)}{m}\right)^{1 / 2} .
$$

Thus we have

$$
\left\|H^{\mathrm{dis}}-H^{\mathrm{cts}}\right\|^{2} \leq\left\|H^{\mathrm{dis}}-H^{\mathrm{cts}}\right\|_{F}^{2}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left|H_{i, j}^{\mathrm{dis}}-H_{i, j}^{\mathrm{cts}}\right|^{2} \leq \frac{1}{m} 16 n^{2} \log (n / \delta)
$$

Hence if $m=\Omega\left(\lambda^{-2} n^{2} \log (n / \delta)\right)$ we have the desired result.

We define the event

$$
A_{i, r}=\left\{\exists u:\left\|u-\widetilde{w}_{r}\right\|_{2} \leq R, \mathbf{1}_{x_{i}^{\top} \tau} \tilde{w}_{r} \geq 0 \neq \mathbf{1}_{x_{i}^{\top} u \geq 0}\right\} .
$$

Note this event happens if and only if $\left|\widetilde{w}_{r}^{\top} x_{i}\right|<R$. Recall that $\widetilde{w}_{r} \sim \mathcal{N}(0, I)$. By anticoncentration inequality of Gaussian (Lemma A.1.11), we have

$$
\begin{equation*}
\operatorname{Pr}\left[A_{i, r}\right]=\underset{z \sim \mathcal{N}(0,1)}{\operatorname{Pr}}[|z|<R] \leq \frac{2 R}{\sqrt{2 \pi}} \tag{28.6}
\end{equation*}
$$

### 28.4.2 Bounding changes of $H$ when $w$ is in a small ball

We improve the Lemma 3.2 in [DZPS19] from the two perspective : one is the probability, and the other is upper bound on spectral norm.

Lemma 28.4.2 (perturbed $w)$. Let $R \in(0,1)$. If $\widetilde{w}_{1}, \cdots, \widetilde{w}_{m}$ are i.i.d. generated $\mathcal{N}(0, I)$. For any set of weight vectors $w_{1}, \cdots, w_{m} \in \mathbb{R}^{d}$ that satisfy for any $r \in[m],\left\|\widetilde{w}_{r}-w_{r}\right\|_{2} \leq R$, then the $H: \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^{n \times n}$ defined

$$
H(w)_{i, j}=\frac{1}{m} x_{i}^{\top} x_{j} \sum_{r=1}^{m} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0} .
$$

Then we have

$$
\|H(w)-H(\widetilde{w})\|_{F}<2 n R,
$$

holds with probability at least $1-n^{2} \cdot \exp (-m R / 10)$.

Proof. The random variable we care is

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{j=1}^{n}\left|H(\widetilde{w})_{i, j}-H(w)_{i, j}\right|^{2} & =\frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left|x_{i}^{\top} x_{j} \sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)\right|^{2} \\
& \leq \frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)^{2} \\
& =\frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\sum_{r=1}^{m} s_{r, i, j}\right)^{2}
\end{aligned}
$$

where the last step follows from for each $r, i, j$, we define

$$
s_{r, i, j}:=\mathbf{1}_{\tilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0} .
$$

We consider $i, j$ are fixed. We simplify $s_{r, i, j}$ to $s_{r}$.

Then $s_{r}$ is a random variable that only depends on $\widetilde{w}_{r}$. Since $\left\{\widetilde{w}_{r}\right\}_{r=1}^{m}$ are independent, $\left\{s_{r}\right\}_{r=1}^{m}$ are also mutually independent.

If $\neg A_{i, r}$ and $\neg A_{j, r}$ happen, then

$$
\left|\mathbf{1}_{\tilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right|=0 .
$$

If $A_{i, r}$ or $A_{j, r}$ happen, then

$$
\left|\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right| \leq 1 .
$$

So we have

$$
\underset{\widetilde{w}_{r}}{\mathbb{E}}\left[s_{r}\right] \leq \underset{\widetilde{w}_{r}}{\mathbb{E}}\left[\mathbf{1}_{A_{i, r} \vee A_{j, r}}\right] \leq \operatorname{Pr}\left[A_{i, r}\right]+\operatorname{Pr}\left[A_{j, r}\right] \leq \frac{4 R}{\sqrt{2 \pi}} \leq 2 R,
$$

and

$$
\underset{\widetilde{w}_{r}}{\mathbb{E}}\left[\left(s_{r}-\underset{\widetilde{w}_{r}}{\mathbb{E}}\left[s_{r}\right]\right)^{2}\right]=\underset{\widetilde{w}_{r}}{\mathbb{E}}\left[s_{r}^{2}\right]-\underset{\widetilde{w}_{r}}{\mathbb{E}}\left[s_{r}\right]^{2} \leq \underset{\widetilde{w}_{r}}{\mathbb{E}}\left[s_{r}^{2}\right] \leq \underset{\widetilde{w}_{r}}{\mathbb{E}}\left[\left(\mathbf{1}_{A_{i, r} \vee A_{j, r}}\right)^{2}\right] \leq \frac{4 R}{\sqrt{2 \pi}} \leq 2 R .
$$

We also have $\left|s_{r}\right| \leq 1$. So we can apply Bernstein inequality (Lemma A.1.2) to get for all $t>0$,

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{r=1}^{m} s_{r} \geq 2 m R+m t\right] & \leq \operatorname{Pr}\left[\sum_{r=1}^{m}\left(s_{r}-\mathbb{E}\left[s_{r}\right]\right) \geq m t\right] \\
& \leq \exp \left(-\frac{m^{2} t^{2} / 2}{2 m R+m t / 3}\right)
\end{aligned}
$$

Choosing $t=R$, we get

$$
\operatorname{Pr}\left[\sum_{r=1}^{m} s_{r} \geq 3 m R\right] \leq \exp \left(-\frac{m^{2} R^{2} / 2}{2 m R+m R / 3}\right) \leq \exp (-m R / 10)
$$

Thus, we can have

$$
\operatorname{Pr}\left[\frac{1}{m} \sum_{r=1}^{m} s_{r} \geq 2 R\right] \leq \exp (-m R / 10)
$$

Therefore, we complete the proof.

Table 28.2: Table of Parameters for the $m=\widetilde{\Omega}\left(n^{4}\right)$ result in Section 28.4. Nt. stands for notations.

| Nt. | Choice | Place | Comment |
| :--- | :--- | :--- | :--- |
| $\lambda$ | $:=\lambda_{\min }\left(H^{\text {cts }}\right)$ | Ass. 28.1.1 | Data-dependent |
| $R$ | $\lambda / n$ | Eq. $(28.11)$ | Maximal allowed movement of weight |
| $D_{\text {cts }}$ | $\frac{\sqrt{n}\\|y-u(0)\\|_{2}}{\sqrt{m} \lambda}$ | Lemma 28.4.3 | Actual moving distance of weight, continuous case |
| $D$ | $\frac{4 \sqrt{n}\\|y(0)\\|_{2}}{\sqrt{m} \lambda}$ | Lemma 28.4.6 | Actual moving distance of weight, discrete case |
| $\eta$ | $\lambda / n^{2}$ | Eq. $(28.11)$ | Step size of gradient descent |
| $m$ | $\lambda^{-2} n^{2} \log (n / \delta)$ | Lemma 28.4.1 | Bounding discrete and continuous |
| $m$ | $\lambda^{-4} n^{4} \log ^{3}(n / \delta)$ | Lemma 28.4.4 <br> Claim 28.4.7 | $D<R$ and $\\|y-u(0)\\|_{2}^{2}=\widetilde{O}(n)$ |

### 28.4.3 Loss is decreasing while weights are not changing much

For simplicity of notation, we provide the following definition.

Definition 28.4.1. For any $s \in[0, t]$, we define matrix $H(s) \in \mathbb{R}^{n \times n}$ as follows

$$
H(s)_{i, j}=\frac{1}{m} \sum_{r=1}^{m} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(s)^{\top} x_{i} \geq 0, w_{r}(s)^{\top} x_{j} \geq 0} .
$$

With $H$ defined, it becomes more convenient to write the dynamics of predictions.

For each $i \in[n]$, we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} u_{i}(t) & =\sum_{r=1}^{m}\left\langle\frac{\partial f\left(W(t), a, x_{i}\right)}{\partial w_{r}(t)}, \frac{\mathrm{d} w_{r}(t)}{\mathrm{d} t}\right\rangle \\
& =\sum_{r=1}^{m}\left\langle\frac{\partial f\left(W(t), a, x_{i}\right)}{\partial w_{r}(t)},-\frac{\partial L(w(t), a)}{\partial w_{r}(t)}\right\rangle \\
& =\sum_{r=1}^{m}\left\langle\frac{\partial f\left(W(t), a, x_{i}\right)}{\partial w_{r}(t)},-\frac{1}{\sqrt{m}} \sum_{i=1}^{n}\left(f\left(W, x_{i}, a_{r}\right)-y_{i}\right) a_{r} x_{i} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0}\right\rangle \\
& =\sum_{j=1}^{n}\left(y_{j}-u_{j}(t)\right)\left\langle\frac{\partial f\left(W(t), a, x_{i}\right)}{\partial w_{r}(t)}, \frac{\partial f\left(W(t), a, x_{j}\right)}{\partial w_{r}(t)}\right\rangle \\
& =\sum_{j=1}^{n}\left(y_{j}-u_{j}(t)\right) H(t)_{i, j}
\end{aligned}
$$

where the first step follows from (28.5) and the chain rule of derivatives, the second step uses (28.3), the third step uses (28.4), the fourth step uses (28.1) and (28.5), and the last step uses the definition of the matrix $H$.

Hence, we have the following compact expression for $\frac{\mathrm{d}}{\mathrm{d} t} u(t)$ as a whole vector:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} u(t)=H(t) \cdot(y-u(t)) .
$$

Lemma 28.4.3 (Lemma 3.3 in [DZPS19]). Suppose for $0 \leq s \leq t, \lambda_{\min }(H(w(s))) \geq \lambda / 2$. Let $D_{\text {cts }}$ be defined as

$$
D_{\mathrm{cts}}:=\frac{\sqrt{n}\|y-u(0)\|_{2}}{\sqrt{m} \lambda} .
$$

Then we have

$$
\|y-u(t)\|_{2}^{2} \leq \exp (-\lambda t) \cdot\|y-u(0)\|_{2}^{2}
$$

and

$$
\left\|w_{r}(t)-w_{r}(0)\right\|_{2} \leq D_{\text {cts }} .
$$

For the completeness, we still provide a proof.

Proof. Recall we can write the dynamics of predictions as

$$
\frac{\mathrm{d}}{\mathrm{~d} t} u(t)=H(t) \cdot(y-u(t))
$$

We can calculate the loss function dynamics

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\|y-u(t)\|_{2}^{2} & =-2(y-u(t))^{\top} \cdot H(t) \cdot(y-u(t)) \\
& \leq-\lambda\|y-u(t)\|_{2}^{2}
\end{aligned}
$$

Thus we have $\frac{\mathrm{d}}{\mathrm{d} t}\left(\exp (\lambda t)\|y-u(t)\|_{2}^{2}\right) \leq 0$ and $\exp (\lambda t)\|y-u(t)\|_{2}^{2}$ is a decreasing function with respect to $t$.

Using this fact we can bound the loss

$$
\begin{equation*}
\|y-u(t)\|_{2}^{2} \leq \exp (-\lambda t)\|y-u(0)\|_{2}^{2} \tag{28.7}
\end{equation*}
$$

Now, we can bound the gradient norm. Recall for $0 \leq s \leq t$,

$$
\begin{align*}
\left\|\frac{\mathrm{d}}{\mathrm{~d} s} w_{r}(s)\right\|_{2} & =\left\|\sum_{i=1}^{n}\left(y_{i}-u_{i}\right) \frac{1}{\sqrt{m}} a_{r} x_{i} \cdot \mathbf{1}_{w_{r}(s)^{\top} x_{i} \geq 0}\right\|_{2} \\
& \leq \frac{1}{\sqrt{m}} \sum_{i=1}^{n}\left|y_{i}-u_{i}(s)\right| \\
& \leq \frac{\sqrt{n}}{\sqrt{m}}\|y-u(s)\|_{2}  \tag{28.8}\\
& \leq \frac{\sqrt{n}}{\sqrt{m}} \exp (-\lambda s)\|y-u(0)\|_{2} .
\end{align*}
$$

where the first step follows from (28.3), the second step follows from triangle inequality and $a_{r}= \pm 1$ for $r \in[m]$ and $\left\|x_{i}\right\|_{2}=1$ for $i \in[n]$, the third step follows from Cauchy-Schwartz inequality, and the last step follows from (28.7).

Integrating the gradient, we can bound the distance from the initialization

$$
\begin{aligned}
\left\|w_{r}(t)-w_{r}(0)\right\|_{2} & \leq \int_{0}^{t}\left\|\frac{\mathrm{~d}}{\mathrm{~d} s} w_{r}(s)\right\|_{2} \mathrm{~d} s \\
& \leq \frac{\sqrt{n}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}
\end{aligned}
$$

Lemma 28.4.4 (Lemma 3.4 in [DZPS19]). If $D_{\text {cts }}<R$. then for all $t \geq 0, \lambda_{\min }(H(t)) \geq \frac{1}{2} \lambda$. Moreover, for all $r \in[m]$,

$$
\left\|w_{r}(t)-w_{r}(0)\right\| \leq D_{\mathrm{cts}}
$$

and

$$
\|y-u(t)\|_{2}^{2} \leq \exp (-\lambda t) \cdot\|y-u(0)\|_{2}^{2}
$$

For the completeness, we still provide a proof.

Proof. Assume the conclusion does not hold at time $t$. We argue there must be some $s \leq t$ so that $\lambda_{\min }(H(s))<\frac{1}{2} \lambda$.

If $\lambda_{\min }(H(t))<\frac{1}{2} \lambda$, then we can simply take $s=t$.
Otherwise since the conclusion does not hold, there exists $r$ so that

$$
\left\|w_{r}(t)-w_{r}(0)\right\| \geq D_{\mathrm{cts}} \quad \text { or } \quad\|y-u(t)\|_{2}^{2}>\exp (-\lambda t)\|y-u(0)\|_{2}^{2}
$$

Then by Lemma 28.4.3, there exists $s \leq t$ such that

$$
\lambda_{\min }(H(s))<\frac{1}{2} \lambda
$$

By Lemma 28.4.2, there exists $t_{0}>0$ defined as

$$
t_{0}=\inf \left\{t>0: \max _{r \in[m]}\left\|w_{r}(t)-w_{r}(0)\right\|_{2}^{2} \geq R\right\}
$$

Thus at time $t_{0}$, there exists $r \in[m]$ satisfying $\left\|w_{r}\left(t_{0}\right)-w_{r}(0)\right\|_{2}^{2}=R$.
By Lemma 28.4.2,

$$
\lambda_{\min }\left(H\left(t^{\prime}\right)\right) \geq \frac{1}{2} \lambda, \forall t^{\prime} \leq t_{0}
$$

However, by Lemma 28.4.3, this implies

$$
\left\|w_{r}\left(t_{0}\right)-w_{r}(0)\right\|_{2} \leq D_{\mathrm{cts}}<R
$$

which is a contradiction.

### 28.4.4 Convergence

Theorem 28.4.5. Recall that $\lambda=\lambda_{\min }\left(H^{\text {cts }}\right)>0$. Let $m=\Omega\left(\lambda^{-4} n^{4} \log (n / \delta)\right)$, we i.i.d. initialize $w_{r} \in \mathcal{N}(0, I)$, ar sampled from $\{-1,+1\}$ uniformly at random for $r \in[m]$, and we set the step size $\eta=O\left(\lambda / n^{2}\right)$ then with probability at least $1-\delta$ over the random initialization we have for $k=0,1,2, \cdots$

$$
\begin{equation*}
\|u(k)-y\|_{2}^{2} \leq(1-\eta \lambda / 2)^{k} \cdot\|u(0)-y\|_{2}^{2} \tag{28.9}
\end{equation*}
$$

Correctness We prove Theorem 28.4.5 by induction. The base case is $i=0$ and it is trivially true. Assume for $i=0, \cdots, k$ we have proved (28.9) to be true. We want to show (28.9) holds for $i=k+1$.

From the induction hypothesis, we have the following Lemma stating that the weights should not change too much.

Lemma 28.4.6 (Corollary 4.1 in [DZPS19]). If (28.9) holds for $i=0, \cdots, k$, then we have for all $r \in[m]$

$$
\left\|w_{r}(k+1)-w_{r}(0)\right\|_{2} \leq \frac{4 \sqrt{n}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}:=D
$$

For the completeness, we still provide the proof

Proof. We use the norm of gradient to bound this distance,

$$
\begin{aligned}
\left\|w_{r}(k+1)-w_{r}(0)\right\|_{2} & \leq \eta \sum_{i=0}^{k}\left\|\frac{\partial L(W(i))}{\partial w_{r}(i)}\right\|_{2} \\
& \leq \eta \sum_{i=0}^{k} \frac{\sqrt{n}\|y-u(i)\|_{2}}{\sqrt{m}} \\
& \leq \eta \sum_{i=0}^{k} \frac{\sqrt{n}(1-\eta \lambda / 2)^{i / 2}}{\sqrt{m}}\|y-u(0)\|_{2} \\
& \leq \eta \sum_{i=0}^{\infty} \frac{\sqrt{n}(1-\eta \lambda / 2)^{i / 2}}{\sqrt{m}}\|y-u(0)\|_{2} \\
& =\frac{4 \sqrt{n}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}
\end{aligned}
$$

where the first step follows from (28.2), the second step follows from (28.8), the third step follows from the induction hypothesis, the fourth step relaxes the summation to an infinite summation, and the last step follows from $\sum_{i=0}^{\infty}(1-\eta \lambda / 2)^{i / 2}=\frac{2}{\eta \lambda}$.

Thus, we complete the proof.

Next, we calculate the different of predictions between two consecutive iterations, analogue to $\frac{\mathrm{d} u_{i}(t)}{\mathrm{d} t}$ term in Lemma 28.4.3. For each $i \in[n]$, we have

$$
\begin{aligned}
u_{i}(k+1)-u_{i}(k) & =\frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_{r} \cdot\left(\phi\left(w_{r}(k+1)^{\top} x_{i}\right)-\phi\left(w_{r}(k)^{\top} x_{i}\right)\right) \\
& =\frac{1}{\sqrt{m}} \sum_{r=1} a_{r} \cdot\left(\phi\left(\left(w_{r}(k)-\eta \frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right)-\phi\left(w_{r}(k)^{\top} x_{i}\right)\right) .
\end{aligned}
$$

Here we divide the right hand side into two parts. $v_{1, i}$ represents the terms that the pattern does not change and $v_{2, i}$ represents the term that pattern may changes. For each
$i \in[n]$, we define $v_{1, i}$ and $v_{2, i}$ as follows

$$
\begin{aligned}
& v_{1, i}:=\frac{1}{\sqrt{m}} \sum_{r \in S_{i}} a_{r} \cdot\left(\phi\left(\left(w_{r}(k)-\eta \frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right)-\phi\left(w_{r}(k)^{\top} x_{i}\right)\right) \\
& v_{2, i}:=\frac{1}{\sqrt{m}} \sum_{r \in \bar{S}_{i}} a_{r} \cdot\left(\phi\left(\left(w_{r}(k)-\eta \frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right)-\phi\left(w_{r}(k)^{\top} x_{i}\right)\right)
\end{aligned}
$$

Thus, we can rewrite $u(k+1)-u(k) \in \mathbb{R}^{n}$ in the following sense

$$
u(k+1)-u(k)=v_{1}+v_{2}
$$

In order to analyze $v_{1} \in \mathbb{R}^{n}$, we provide definition of $H$ and $H^{\perp} \in \mathbb{R}^{n \times n}$ first,

$$
\begin{aligned}
& H(k)_{i, j}=\frac{1}{m} \sum_{r=1}^{m} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \\
& H(k)_{i, j}^{\perp}=\frac{1}{m} \sum_{r \in \bar{S}_{i}} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0}
\end{aligned}
$$

Then, we can rewrite $v_{1, i} \in \mathbb{R}$

$$
\begin{aligned}
v_{1, i} & =-\frac{\eta}{m} \sum_{j=1}^{n} x_{i}^{\top} x_{j}\left(u_{j}-y_{j}\right) \sum_{r \in S_{i}} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \\
& =-\eta \sum_{j=1}^{n}\left(u_{j}-y_{j}\right)\left(H_{i, j}(k)-H_{i, j}^{\perp}(k)\right),
\end{aligned}
$$

which means vector $v_{1} \in \mathbb{R}^{n}$ can be written as

$$
\begin{equation*}
v_{1}=\eta(y-u(k))^{\top}\left(H(k)-H^{\perp}(k)\right) . \tag{28.10}
\end{equation*}
$$

We are ready to prove the induction hypothesis. We can rewrite $\|y-u(k+1)\|_{2}^{2}$ as follows:

$$
\begin{aligned}
\|y-u(k+1)\|_{2}^{2} & =\|y-u(k)-(u(k+1)-u(k))\|_{2}^{2} \\
& =\|y-u(k)\|_{2}^{2}-2(y-u(k))^{\top}(u(k+1)-u(k))+\|u(k+1)-u(k)\|_{2}^{2}
\end{aligned}
$$

We can rewrite the second term in the above Equation in the following sense,

$$
\begin{aligned}
& (y-u(k))^{\top}(u(k+1)-u(k)) \\
= & (y-u(k))^{\top}\left(v_{1}+v_{2}\right) \\
= & (y-u(k))^{\top} v_{1}+(y-u(k))^{\top} v_{2} \\
= & \eta(y-u(k))^{\top} H(k)(y-u(k))-\eta(y-u(k))^{\top} H(k)^{\perp}(y-u(k))+(y-u(k))^{\top} v_{2},
\end{aligned}
$$

where the third step follows from Eq. (28.10).
We define

$$
\begin{aligned}
& C_{1}=-2 \eta(y-u(k))^{\top} H(k)(y-u(k)) \\
& C_{2}=2 \eta(y-u(k))^{\top} H(k)^{\perp}(y-u(k)) \\
& C_{3}=-2(y-u(k))^{\top} v_{2} \\
& C_{4}=\|u(k+1)-u(k)\|_{2}^{2}
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
\|y-u(k+1)\|_{2}^{2} & =\|y-u(k)\|_{2}^{2}+C_{1}+C_{2}+C_{3}+C_{4} \\
& \leq\|y-u(k)\|_{2}^{2}\left(1-\eta \lambda+8 \eta n R+8 \eta n R+\eta^{2} n^{2}\right)
\end{aligned}
$$

where the last step follows from Claim 28.4.8, 28.4.9, 28.4.10 and 28.4.11, which we will prove given later.

Choice of $\eta$ and $R$. Next, we want to choose $\eta$ and $R$ such that

$$
\begin{equation*}
\left(1-\eta \lambda+8 \eta n R+8 \eta n R+\eta^{2} n^{2}\right) \leq(1-\eta \lambda / 2) \tag{28.11}
\end{equation*}
$$

If we set $\eta=\frac{\lambda}{4 n^{2}}$ and $R=\frac{\lambda}{64 n}$, we have

$$
8 \eta n R+8 \eta n R=16 \eta n R \leq \eta \lambda / 4, \quad \text { and } \quad \eta^{2} n^{2} \leq \eta \lambda / 4
$$

This implies

$$
\|y-u(k+1)\|_{2}^{2} \leq\|y-u(k)\|_{2}^{2} \cdot(1-\eta \lambda / 2)
$$

holds with probability at least $1-2 n \exp (-m R)$.

Over-parameterization size, lower bound on $m$. We require

$$
D=\frac{4 \sqrt{n}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}<R=\frac{\lambda}{64 n}
$$

and

$$
2 n \exp (-m R) \leq \delta
$$

By Claim 28.4.7, it is sufficient to choose $m=\Omega\left(\lambda^{-4} n^{4} \log (m / \delta) \log ^{2}(n / \delta)\right)$.

### 28.4.5 Technical claims

Claim 28.4.7. For $0<\delta<1$, with probability at least $1-\delta$,

$$
\|y-u(0)\|_{2}^{2}=O\left(n \log (m / \delta) \log ^{2}(n / \delta)\right)
$$

Proof.

$$
\begin{aligned}
\|y-u(0)\|_{2}^{2} & =\sum_{i=1}^{n}\left(y_{i}-f\left(W(0), a, x_{i}\right)\right)^{2} \\
& =\sum_{i=1}^{n}\left(y_{i}-\frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x_{i}\right)\right)^{2} \\
& =\sum_{i=1}^{n} y_{i}^{2}-2 \sum_{i=1}^{n} \frac{y_{i}}{\sqrt{m}} \sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x_{i}\right)+\sum_{i=1}^{n} \frac{1}{m}\left(\sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x_{i}\right)\right)^{2} .
\end{aligned}
$$

Fix $r \in[m]$ and $i \in[n]$. Since $w_{r} \sim N(0, I)$ and $\left\|x_{i}\right\|_{2}=1, w_{r}^{\top} x_{i}$ follows distribution $N(0,1)$. From concentration of Gaussian distribution, we have

$$
\underset{w_{r}}{\operatorname{Pr}}\left[w_{r}^{\top} x_{i} \geq \sqrt{2 \log (2 m n / \delta)}\right] \leq \frac{\delta}{2 m n} .
$$

Let $E_{1}$ be the even that for all $r \in[m]$ and $i \in[n]$ we have

$$
\phi\left(w_{r}^{\top} x_{i}\right) \leq \sqrt{2 \log (2 m n / \delta)}
$$

Then by union bound, $\operatorname{Pr}\left[E_{1}\right] \geq 1-\frac{\delta}{2}$,
Fix $i \in[n]$. For every $r \in[m]$, we define random variable $z_{i, r}$ as

$$
z_{i, r}:=\frac{1}{\sqrt{m}} \cdot a_{r} \cdot \phi\left(w_{r}^{\top} x_{i}\right) \cdot \mathbf{1}_{w_{r}^{\top} x_{i} \leq \sqrt{2 \log (2 m n / \delta)}}
$$

Then $z_{i, r}$ only depends on $a_{r} \in\{-1,1\}$ and $w_{r} \sim N(0, I)$. Notice that $\mathbb{E}_{a_{r}, w_{r}}\left[z_{i, r}\right]=0$, and $\left|z_{i, r}\right| \leq \sqrt{2 \log (2 m n / \delta)}$. Moreover,

$$
\begin{aligned}
\underset{a_{r}, w_{r}}{\mathbb{E}}\left[z_{i, r}^{2}\right] & =\underset{a_{r}, w_{r}}{\mathbb{E}}\left[\frac{1}{m} a_{r}^{2} \phi^{2}\left(w_{r}^{\top} x_{i}\right) \mathbf{1}_{w_{r}^{\top} x_{i} \leq \sqrt{2 \log (2 m n / \delta)}}^{2}\right] \\
& =\frac{1}{m} \underset{a_{r}}{\mathbb{E}}\left[a_{r}^{2}\right] \cdot \underset{w_{r}}{\mathbb{E}}\left[\phi^{2}\left(w_{r}^{\top} x_{i}\right) \mathbf{1}_{w_{r}^{\top} x_{i} \leq \sqrt{2 \log (2 m n / \delta)}}^{2}\right] \\
& \leq \frac{1}{m} \cdot 1 \cdot \underset{w_{r}}{\mathbb{E}}\left[\left(w_{r}^{\top} x_{i}\right)^{2}\right] \\
& =\frac{1}{m}
\end{aligned}
$$

where the second step uses independence between $a_{r}$ and $w_{r}$, the third step uses $a_{r} \in\{-1,1\}$ and $\phi(t)=\max \{t, 0\}$, and the last step follows from $w_{r}^{\top} x_{i} \sim N(0,1)$.

Now we are ready to apply Bernstein inequality (Lemma A.1.2) to get for all $t>0$,

$$
\operatorname{Pr}\left[\sum_{r=1}^{m} z_{i, r}>t\right] \leq \exp \left(-\frac{t^{2} / 2}{m \cdot \frac{1}{m}+\sqrt{2 \log (2 m n / \delta)} \cdot t / 3}\right) .
$$

Setting $t=\sqrt{2 \log (2 m n / \delta)} \cdot \log (4 n / \delta)$, we have with probability at least $1-\frac{\delta}{4 n}$,

$$
\sum_{r=1}^{m} z_{i, r} \leq \sqrt{2 \log (2 m n / \delta)} \cdot \log (4 n / \delta)
$$

Notice that we can also apply Bernstein inequality (Lemma A.1.2) on $-z_{i, r}$ to get

$$
\operatorname{Pr}\left[\sum_{r=1}^{m} z_{i, r}<-t\right] \leq \exp \left(-\frac{t^{2} / 2}{m \cdot \frac{1}{m}+\sqrt{2 \log (2 m n / \delta)} \cdot t / 3}\right) .
$$

Let $E_{2}$ be the event that for all $i \in[n]$,

$$
\left|\sum_{r=1}^{m} z_{i, r}\right| \leq \sqrt{2 \log (2 m n / \delta)} \cdot \log (4 n / \delta)
$$

By applying union bound on all $i \in[n]$, we have $\operatorname{Pr}\left[E_{2}\right] \geq 1-\frac{\delta}{2}$.

If both $E_{1}$ and $E_{2}$ happen, we have

$$
\begin{aligned}
\|y-u(0)\|_{2}^{2} & =\sum_{i=1}^{n} y_{i}^{2}-2 \sum_{i=1}^{n} \frac{y_{i}}{\sqrt{m}} \sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x_{i}\right)+\sum_{i=1}^{n} \frac{1}{m}\left(\sum_{r=1}^{m} a_{r} \phi\left(w_{r}^{\top} x_{i}\right)\right)^{2} \\
& =\sum_{i=1}^{n} y_{i}^{2}-2 \sum_{i=1}^{n} y_{i} \sum_{r=1}^{m} z_{i, r}+\sum_{i=1}^{n}\left(\sum_{r=1}^{m} z_{i, r}\right)^{2} \\
& \leq \sum_{i=1}^{n} y_{i}^{2}+2 \sum_{i=1}^{n}\left|y_{i}\right| \sqrt{2 \log (2 m n / \delta)} \cdot \log (4 n / \delta)+\sum_{i=1}^{n}(\sqrt{2 \log (2 m n / \delta)} \cdot \log (4 n / \delta))^{2} \\
& =O\left(n \log (m / \delta) \log ^{2}(n / \delta)\right),
\end{aligned}
$$

where the second step uses $E_{1}$, the third step uses $E_{2}$, and the last step follows from $\left|y_{i}\right|=$ $O(1), \forall i \in[n]$.

By union bound, this will happen with probability at least $1-\delta$.

Claim 28.4.8. Let $C_{1}=-2 \eta(y-u(k))^{\top} H(k)(y-u(k))$. We have

$$
C_{1} \leq-\|y-u(k)\|_{2}^{2} \cdot \eta \lambda
$$

Proof. By Lemma 28.4.2 and our choice of $R<\frac{\lambda}{8 n}$, We have $\|H(0)-H(k)\|_{F} \leq 2 n \cdot \frac{\lambda}{8 n}=\frac{\lambda}{4}$. Recall that $\lambda=\lambda_{\min }(H(0))$. Therefore

$$
\lambda_{\min }(H(k)) \geq \lambda_{\min }(H(0))-\|H(0)-H(k)\| \geq \lambda / 2 .
$$

Then we have

$$
(y-u(k))^{\top} H(k)(y-u(k)) \geq\|y-u(k)\|_{2}^{2} \cdot \lambda / 2
$$

Thus, we complete the proof.

Claim 28.4.9. Let $C_{2}=2 \eta(y-u(k))^{\top} H(k)^{\perp}(y-u(k))$. We have

$$
C_{2} \leq\|y-u(k)\|_{2}^{2} \cdot 8 \eta n R
$$

holds with probability $1-n \exp (-m R)$.

Proof. Note that

$$
C_{2} \leq 2 \eta\|y-u(k)\|_{2}^{2}\left\|H(k)^{\perp}\right\| .
$$

It suffices to upper bound $\left\|H(k)^{\perp}\right\|$. Since $\|\cdot\| \leq\|\cdot\|_{F}$, then it suffices to upper bound $\|\cdot\|_{F}$.

For each $i \in[n]$, we define $y_{i}$ as follows

$$
y_{i}=\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}} .
$$

Then we have

$$
\begin{aligned}
\left\|H(k)^{\perp}\right\|_{F}^{2} & =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(H(k)_{i, j}^{\perp}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{1}{m} \sum_{r \in \bar{S}_{i}} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{1}{m} \sum_{r=1}^{m} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{x_{i}^{\top} x_{j}}{m}\right)^{2}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =\frac{n}{m^{2}} \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =\frac{n}{m^{2}} \sum_{i=1}^{n} y_{i}^{2} .
\end{aligned}
$$

Fix $i \in[n]$. The plan is to use Bernstein inequality to upper bound $y_{i}$ with high probability.

First by Eq. (28.6) we have

$$
\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right] \leq R .
$$

We also have

$$
\begin{aligned}
\mathbb{E}\left[\left(\mathbf{1}_{r \in \bar{S}_{i}}-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]\right)^{2}\right] & =\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}^{2}\right]-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]^{2} \\
& \leq \mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}^{2}\right] \\
& \leq R .
\end{aligned}
$$

Finally we have $\left|\mathbf{1}_{r \in \bar{S}_{i}}-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]\right| \leq 1$.
Notice that $\left\{\mathbf{1}_{r \in \bar{S}_{i}}\right\}_{r=1}^{m}$ are mutually independent, since $\mathbf{1}_{r \in \bar{S}_{i}}$ only depends on $w_{r}(0)$. Hence from Bernstein inequality (Lemma A.1.2) we have for all $t>0$,

$$
\operatorname{Pr}\left[y_{i}>m \cdot R+t\right] \leq \exp \left(-\frac{t^{2} / 2}{m \cdot R+t / 3}\right) .
$$

By setting $t=3 m R$, we have

$$
\operatorname{Pr}\left[y_{i}>4 m R\right] \leq \exp (-m R)
$$

Hence by union bound, with probability at least $1-n \exp (-m R)$,

$$
\left\|H(k)^{\perp}\right\|_{F}^{2} \leq \frac{n}{m^{2}} \cdot n \cdot(4 m R)^{2}=16 n^{2} R^{2}
$$

Putting all together we have

$$
\left\|H(k)^{\perp}\right\| \leq\left\|H(k)^{\perp}\right\|_{F} \leq 4 n R
$$

with probability at least $1-n \exp (-m R)$.

Claim 28.4.10. Let $C_{3}=-2(y-u(k))^{\top} v_{2}$. Then we have

$$
C_{3} \leq\|y-u(k)\|_{2}^{2} \cdot 8 \eta n R
$$

with probability at least $1-n \exp (-m R)$.

Proof. We have

$$
\text { LHS } \leq 2\|y-u(k)\|_{2} \cdot\left\|v_{2}\right\|_{2} .
$$

We can upper bound $\left\|v_{2}\right\|_{2}$ in the following sense

$$
\begin{aligned}
\left\|v_{2}\right\|_{2}^{2} & \leq \sum_{i=1}^{n}\left(\frac{\eta}{\sqrt{m}} \sum_{r \in \bar{S}_{i}}\left|\left(\frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right|\right)^{2} \\
& =\frac{\eta^{2}}{m} \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\left|\left(\frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right|\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot \max _{r \in[m]}\left|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right|^{2} \cdot \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot\left(\frac{\sqrt{n}}{\sqrt{m}}\|u(k)-y\|_{2}\right)^{2} \cdot \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot\left(\frac{\sqrt{n}}{\sqrt{m}}\|u(k)-y\|_{2}\right)^{2} \cdot \sum_{i=1}^{n}(4 m R)^{2} \\
& =16 n^{2} R^{2} \eta^{2}\|u(k)-y\|_{2}^{2},
\end{aligned}
$$

where the first step follows from definition of $v_{2}$, the fourth step follows from $\max _{r \in[m]}\left|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right| \leq$ $\frac{\sqrt{n}}{\sqrt{m}} \cdot\|u(k)-y\|_{2}$, the fifth step follows from $\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}} \leq 4 m R$ with probability at least $1-\exp (-m R)$.

Claim 28.4.11. Let $C_{4}=\|u(k+1)-u(k)\|_{2}^{2}$. Then we have

$$
C_{4} \leq \eta^{2} n^{2}\|y-u(k)\|_{2}^{2} .
$$

Proof. We have

$$
\begin{aligned}
\mathrm{LHS} & \leq \eta^{2} \sum_{i=1}^{n} \frac{1}{m}\left(\sum_{r=1}^{m}\left\|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right\|_{2}\right)^{2} \\
& \leq \eta^{2} n^{2}\|y-u(k)\|_{2}^{2}
\end{aligned}
$$

### 28.5 Cubic Suffices

We prove a more general version of Lemma 28.4.1 in this section.
Theorem 28.5.1 (Data-dependent version, bounding the difference between discrete and continuous). Let $H^{\text {cts }}$ and $H^{\text {dis }}$ be defined as Definition 28.1.1. Let $\lambda, \alpha, \beta$ be satisfied Assumption 28.1.1. If

$$
m=\Omega\left(\left(\lambda^{-2} \beta+\lambda^{-1} \alpha\right) \log (n / \delta)\right)
$$

we have

$$
\left\|H^{\mathrm{dis}}-H^{\mathrm{cts}}\right\|_{2} \leq \lambda / 4, \text { and } \lambda_{\min }\left(H^{\mathrm{dis}}\right) \geq \frac{3}{4} \lambda
$$

holds with probability at least $1-\exp (-\Omega(\log (n / \delta)))$.

Proof. Recall the definition, we know

$$
H^{\mathrm{cts}}=\underset{w}{\mathbb{E}}[H(w)], \quad \text { and } \quad H^{\mathrm{dis}}=\frac{1}{m} \sum_{r=1}^{m} H\left(w_{r}\right)
$$

We define matrix $Y_{r}=H\left(w_{r}\right)-\mathbb{E}_{w}[H(w)]$. We know that, $Y_{r}$ are all independent,

$$
\mathbb{E}\left[Y_{r}\right]=0, \quad\left\|Y_{r}\right\| \leq \alpha, \quad\left\|\sum_{r=1}^{m} \mathbb{E}\left[Y_{r} Y_{r}^{\top}\right]\right\| \leq m \beta .
$$

Let $Y=\sum_{r=1}^{m} Y_{r}$. We apply Matrix Bernstein inequality (Lemma A.2.2) with $t=\sqrt{m \beta \log (n / \delta)}+$ $\alpha \log (n / \delta)$,

$$
\begin{aligned}
\operatorname{Pr}[\|Y\| \geq t] & \leq 2 n \exp \left(-\frac{t^{2} / 2}{m \beta+\alpha t / 3}\right) \\
& \leq 2 n \exp (-\log (n / \delta)) \\
& \leq \exp (-\Omega(\log (n / \delta)))
\end{aligned}
$$

Thus, we have

$$
\operatorname{Pr}\left[\left\|\frac{1}{m} \sum_{r=1}^{m} Y_{r}\right\| \geq \frac{1}{m}(\sqrt{m \beta \log (n / \delta)}+\alpha \log (n / \delta))\right] \leq \exp (-\Omega(\log (n / \delta)))
$$

In order to guarantee that $\frac{1}{m}(\sqrt{m \beta \log (n / \delta)}+\alpha \log (n / \delta)) \leq \lambda$, we need

$$
\sqrt{m} \geq \lambda^{-1} \sqrt{\beta \log (n / \delta)}
$$

when the first term is the dominated one; we need

$$
m \geq \lambda^{-1} \alpha \log (n / \delta)
$$

Overall, we need

$$
m \geq \Omega\left(\left(\lambda^{-2} \beta+\lambda^{-1} \alpha\right) \log (n / \delta)\right)
$$

Thus, we complete the proof.

Lemma 28.5.2 (Stronger version of Lemma 3.3 in [DZPS19]). Let Part 4 in Assumption 28.1.1 hold. Let $D_{\mathrm{cts}}=\frac{\sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}$. Suppose for $0 \leq s \leq t$, $\lambda_{\min }(H(s)) \geq \lambda / 2$. Then we have

$$
\|y-u(t)\|_{2}^{2} \leq \exp (-\lambda t) \cdot\|y-u(0)\|_{2}^{2},
$$

and

$$
\left\|w_{r}(t)-w_{r}(0)\right\|_{2} \leq D_{\text {cts }} .
$$

Proof. Recall we can write the dynamics of predictions as

$$
\frac{\mathrm{d}}{\mathrm{~d} t} u(t)=H(t) \cdot(y-u(t))
$$

Table 28.3: Table of Parameters for the $m=\widetilde{\Omega}\left(n^{3}\right)$ result in Section 28.5. Nt. stands for notations.

| Nt. | Choice | Place | Comment |
| :--- | :--- | :--- | :--- |
| $\lambda$ | $:=\lambda_{\min }\left(H^{\text {cts }}\right)$ | Part 1 of Ass. 28.1.1 | Data-dependent |
| $\alpha$ | Absolute | Part 2 of Ass. 28.1.1 | Data-dependent |
| $\beta$ | Variance | Part 3 of Ass. 28.1.1 | Data-dependent |
| $R$ | $\lambda / n$ | Eq. (28.11) | Maximal allowed movement of weight |
| $D_{\text {cts }}$ | $\frac{\sqrt{\alpha}\\|y-u(0)\\|_{2}}{\sqrt{m \lambda}}$ | Lemma 28.5.2 | Actual moving distance, continuous case |
| $D$ | $\frac{\sqrt{\alpha}\\|y-u(0)\\|_{2}}{\sqrt{m} \lambda}$ | Theorem 28.5.5 | Actual moving distance, discrete case |
| $\eta$ | $\lambda /(\alpha n)$ | Eq. (28.11) | Step size of gradient descent |
| $m$ | $\left(\lambda^{-2} \beta+\lambda^{-1} \alpha\right) \log (n / \delta)$ | Theorem 28.5.1 | Bounding discrete and continuous |
| $m$ | $\lambda^{-4} \alpha n^{3} \log ^{3}(n / \delta)$ | Lemma 28.4.4 <br> Claim 28.4.7 | $D<R$ and $\\|y-u(0)\\|_{2}^{2}=\widetilde{O}(n)$ |

We can calculate the loss function dynamics

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\|y-u(t)\|_{2}^{2} & =-2(y-u(t))^{\top} \cdot H(t) \cdot(y-u(t)) \\
& \leq-\lambda\|y-u(t)\|_{2}^{2}
\end{aligned}
$$

Thus we have $\frac{\mathrm{d}}{\mathrm{d} t}\left(\exp (\lambda t)\|y-u(t)\|_{2}^{2}\right) \leq 0$ and $\exp (\lambda t)\|y-u(t)\|_{2}^{2}$ is a decreasing function with respect to $t$.

Using this fact we can bound the loss

$$
\|y-u(t)\|_{2}^{2} \leq \exp (-\lambda t)\|y-u(0)\|_{2}^{2}
$$

Therefore, $u(t) \rightarrow y$ exponentially fast.
Now, we can bound the gradient norm. Recall for $0 \leq s \leq t$,

$$
\left\|\frac{\mathrm{d}}{\mathrm{~d} s} w_{r}(s)\right\|_{2}=\left\|\sum_{i=1}^{n}\left(y_{i}-u_{i}\right) \frac{1}{\sqrt{m}} a_{r} x_{i} \cdot \mathbf{1}_{w_{r}(s)^{\top} x_{i} \geq 0}\right\|_{2}
$$

Define matrix $X_{r} \in \mathbb{R}^{d \times n}$ by setting the $i$-th column to be $\mathbf{1}_{w_{r}(s)^{\top} x_{i} \geq 0} \cdot x_{i}$, then $X_{r}^{\top} X_{r}=$ $H\left(w_{r}(s)\right)$, where $H(\cdot)$ is the matrix defined in Definition 28.1.1. Then we have $\left\|X_{r}^{\top} X_{r}\right\|_{2} \leq \alpha$ by Part 4 in Assumption 28.1.1, which leads to $\left\|X_{r}\right\|_{2} \leq \sqrt{\alpha}$. So we have

$$
\begin{align*}
\left\|\frac{\mathrm{d}}{\mathrm{~d} s} w_{r}(s)\right\|_{2} & =\frac{1}{\sqrt{m}}\left\|X_{r}(y-u(s))\right\|_{2} \\
& \leq \frac{1}{\sqrt{m}}\left\|X_{r}\right\|_{2}\|(y-u(s))\|_{2} \\
& \leq \frac{\sqrt{\alpha}}{\sqrt{m}}\|y-u(s)\|_{2}  \tag{28.12}\\
& \leq \frac{\sqrt{\alpha}}{\sqrt{m}} \exp (-\lambda s)\|y-u(0)\|_{2} .
\end{align*}
$$

Integrating the gradient, we can bound the distance from the initialization

$$
\begin{aligned}
\left\|w_{r}(t)-w_{r}(0)\right\|_{2} & \leq \int_{0}^{t}\left\|\frac{\mathrm{~d}}{\mathrm{~d} s} w_{r}(s)\right\|_{2} \mathrm{~d} s \\
& \leq \frac{\sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}
\end{aligned}
$$

### 28.5.1 Technical claims

Claim 28.5.3. Let $C_{3}=-2(y-u(k))^{\top} v_{2}$. Then we have

$$
C_{3} \leq\|y-u(k)\|_{2}^{2} \cdot 8 \eta(\alpha n)^{1 / 2} R
$$

with probability at least $1-n \exp (-m R)$.

Proof. We have

$$
\text { LHS } \leq 2\|y-u(k)\|_{2} \cdot\left\|v_{2}\right\|_{2}
$$

We can upper bound $\left\|v_{2}\right\|_{2}$ in the following sense

$$
\begin{aligned}
\left\|v_{2}\right\|_{2}^{2} & \leq \sum_{i=1}^{n}\left(\frac{\eta}{\sqrt{m}} \sum_{r \in \bar{S}_{i}}\left|\left(\frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right|\right)^{2} \\
& =\frac{\eta^{2}}{m} \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\left|\left(\frac{\partial L(W(k))}{\partial w_{r}(k)}\right)^{\top} x_{i}\right|\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot \max _{r \in[m]}\left|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right|^{2} \cdot \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot\left(\frac{\sqrt{\alpha}}{\sqrt{m}}\|u(k)-y\|_{2}\right)^{2} \cdot \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{\eta^{2}}{m} \cdot\left(\frac{\sqrt{\alpha}}{\sqrt{m}}\|u(k)-y\|_{2}\right)^{2} \cdot \sum_{i=1}^{n}(4 m R)^{2} \\
& =16 \alpha n R^{2} \eta^{2}\|u(k)-y\|_{2}^{2},
\end{aligned}
$$

where the first step follows from definition of $v_{2}$, the fourth step follows from (28.12) and

$$
\begin{aligned}
\max _{r \in[m]}\left|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right| & =\max _{r \in[m]}\left|\frac{\mathrm{d} w_{r}(k)}{\mathrm{d} k}\right| \\
& \leq \frac{\sqrt{\alpha}}{\sqrt{m}}\|y-u(k)\|_{2},
\end{aligned}
$$

the fifth step follows from $\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}} \leq 4 m R$ with probability at least $1-\exp (-m R)$.
Claim 28.5.4. Let $C_{4}=\|u(k+1)-u(k)\|_{2}^{2}$. Then we have

$$
C_{4} \leq \eta^{2} \alpha n\|y-u(k)\|_{2}^{2} .
$$

Proof. We have

$$
\begin{aligned}
\text { LHS } & \leq \eta^{2} \sum_{i=1}^{n} \frac{1}{m}\left(\sum_{r=1}^{m}\left\|\frac{\partial L(W(k))}{\partial w_{r}(k)}\right\|_{2}\right)^{2} \\
& \leq \eta^{2} \sum_{i=1}^{n} \frac{1}{m}\left(\sum_{r=1}^{m} \frac{\sqrt{\alpha}}{\sqrt{m}}\|u(k)-y\|_{2}\right)^{2} \\
& \leq \eta^{2} \alpha n\|y-u(k)\|_{2}^{2} .
\end{aligned}
$$

### 28.5.2 Main result

Theorem 28.5.5. Recall that $\lambda=\lambda_{\text {min }}\left(H^{\text {cts }}\right)>0$. Let $m=\Omega\left(\lambda^{-4} n^{3} \alpha \log ^{3}(n / \delta)\right)$, we i.i.d. initialize $w_{r} \in \mathcal{N}(0, I)$, a sampled from $\{-1,+1\}$ uniformly at random for $r \in[m]$, and we set the step size $\eta=O(\lambda /(\alpha n))$ then with probability at least $1-\delta$ over the random initialization we have for $k=0,1,2, \ldots$

$$
\begin{equation*}
\|u(k)-y\|_{2}^{2} \leq(1-\eta \lambda / 2)^{k} \cdot\|u(0)-y\|_{2}^{2} \tag{28.13}
\end{equation*}
$$

Proof. This proof, similar to the proof of Theorem 28.4.5, is again by induction. trivially holds when $k=0$, which is the base case.

If (28.13) holds for $k^{\prime}=0, \cdots, k$, then we claim that for all $r \in[m]$

$$
\begin{equation*}
\left\|w_{r}(k+1)-w_{r}(0)\right\|_{2} \leq \frac{4 \sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}:=D \tag{28.14}
\end{equation*}
$$

To see this, we use the norm of gradient to bound this distance,

$$
\begin{aligned}
\left\|w_{r}(k+1)-w_{r}(0)\right\|_{2} & \leq \eta \sum_{k^{\prime}=0}^{k}\left\|\frac{\partial L\left(W\left(k^{\prime}\right)\right)}{\partial w_{r}\left(k^{\prime}\right)}\right\|_{2} \\
& \leq \eta \sum_{k^{\prime}=0}^{k} \frac{\sqrt{\alpha}\left\|y-u\left(k^{\prime}\right)\right\|_{2}}{\sqrt{m}} \\
& \leq \eta \sum_{k^{\prime}=0}^{k} \frac{\sqrt{\alpha}(1-\eta \lambda / 2)^{k^{\prime} / 2}}{\sqrt{m}}\|y-u(0)\|_{2} \\
& \leq \eta \sum_{k^{\prime}=0}^{\infty} \frac{\sqrt{\alpha}(1-\eta \lambda / 2)^{k^{\prime} / 2}}{\sqrt{m}}\|y-u(0)\|_{2} \\
& =\frac{4 \sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda},
\end{aligned}
$$

where the first step follows from (28.2), the second step follows from (28.12), the third step follows from the induction hypothesis, the fourth step relaxes the summation to an infinite summation, and the last step follows from $\sum_{k^{\prime}=0}^{\infty}(1-\eta \lambda / 2)^{k^{\prime} / 2}=\frac{2}{\eta \lambda}$.

Then from Claim 28.5.4, it is sufficient to choose $\eta=\frac{\lambda}{4 \alpha n}$ so that (28.13) holds for $k^{\prime}=k+1$. This completes the induction step.

## Over-parameterization size, lower bound on $m$.

We require

$$
D=\frac{4 \sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}<R=\frac{\lambda}{64 n},
$$

and

$$
2 n \exp (-m R) \leq \delta
$$

This implies that

$$
\begin{aligned}
m & =\Omega\left(\lambda^{-4} n^{2} \alpha\|y-u(0)\|_{2}^{2}\right) \\
& =\Omega\left(\lambda^{-4} n^{3} \alpha \log (m / \delta) \log ^{2}(n / \delta)\right)
\end{aligned}
$$

where the last step follows from Claim 28.4.7.

### 28.6 Quadratic Suffices

Lemma 28.6.1 (perturbed $w)$. Let $R \in(0,1)$. Let Assumption 4 in 28.1.1 hold, i.e. for all $i \neq j,\left|x_{i}^{\top} x_{j}\right| \leq \theta / \sqrt{n}$. If $\widetilde{w}_{1}, \cdots, \widetilde{w}_{m}$ are i.i.d. generated $\mathcal{N}(0, I)$. For any set of weight vectors $w_{1}, \cdots, w_{m} \in \mathbb{R}^{d}$ that satisfy for any $r \in[m],\left\|\widetilde{w}_{r}-w_{r}\right\|_{2} \leq R$, then the $H: \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^{n \times n}$ defined

$$
H(w)_{i, j}=\frac{1}{m} x_{i}^{\top} x_{j} \sum_{r=1}^{m} \mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}
$$

Then we have

$$
\|H(w)-H(\widetilde{w})\|_{F}<2\left(n\left(1+\theta^{2}\right)\right)^{1 / 2} R
$$

holds with probability at least $1-n^{2} \cdot \exp (-m R / 10)$.

Proof. The random variable we care is

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{j=1}^{n}\left|H(\widetilde{w})_{i, j}-H(w)_{i, j}\right|^{2} & =\frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left|x_{i}^{\top} x_{j} \sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)\right|^{2} \\
& =B_{1}+B_{2}
\end{aligned}
$$

where $B_{1}, B_{2}$ are defined as

$$
\begin{aligned}
& B_{1}=\frac{1}{m^{2}} \sum_{i=1}^{n}\left|\sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0}\right)\right|^{2}, \\
& B_{2}=\frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j \in[n \backslash \backslash i\}}\left|x_{i}^{\top} x_{j} \sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)\right|^{2} .
\end{aligned}
$$

We can further bound $B_{2}$ as

$$
\begin{aligned}
B_{2} & \leq \frac{1}{m^{2}} \sum_{i=1}^{n} \sum_{j \in[n] \backslash\{i\}} \frac{\theta^{2}}{n}\left|\sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \tilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)\right|^{2} \\
& =\frac{\theta^{2}}{n m^{2}} \sum_{i=1}^{n} \sum_{j \in[n \backslash \backslash\{i\}}\left|\sum_{r=1}^{m}\left(\mathbf{1}_{\widetilde{w}_{r}^{\top} x_{i} \geq 0, \tilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0}\right)\right|^{2} .
\end{aligned}
$$

For each $r, i, j$, we define

$$
s_{r, i, j}:=\mathbf{1}_{\tilde{w}_{r}^{\top} x_{i} \geq 0, \widetilde{w}_{r}^{\top} x_{j} \geq 0}-\mathbf{1}_{w_{r}^{\top} x_{i} \geq 0, w_{r}^{\top} x_{j} \geq 0} .
$$

Then we can rewrite $B_{1}$ and $B_{2}$ as

$$
\begin{aligned}
& B_{1}=\frac{1}{m^{2}} \sum_{i=1}^{n}\left(\sum_{r=1}^{m} s_{r, i, i}\right)^{2}, \\
& B_{2}=\frac{\theta^{2}}{n m^{2}} \sum_{i=1}^{n} \sum_{j \in[n] \backslash\{i\}}\left(\sum_{r=1}^{m} s_{r, i, j}\right)^{2} .
\end{aligned}
$$

Therefore it is sufficient to bound $\sum_{r=1}^{m} s_{r, i, j}$ simutaneously for all pair $i, j$. Using same technique in the proof of Theorem 28.4.2, we have

$$
\operatorname{Pr}\left[\frac{1}{m} \sum_{r=1}^{m} s_{r, i, j} \geq 2 R\right] \leq \exp (-m R / 10)
$$

By applying union bound on all $i, j$ pairs, we get with probability at least $1-\exp (-m R / 10)$,

$$
\|H(w)-H(\widetilde{w})\|_{F}^{2} \leq B_{1}+B_{2} \leq 4 n R^{2}(1+\theta)^{2}
$$

which is precisely what we need.

Table 28.4: Table of Parameters for the $m=\widetilde{\Omega}\left(n^{2}\right)$ result in Section 28.6. Nt. stands for notations.

| Nt. | Choice | Place | Comment |
| :--- | :--- | :--- | :--- |
| $\lambda$ | $:=\lambda_{\min }\left(H^{\text {cts }}\right)$ | Part 1 of Ass. 28.1.1 | Data-dependent |
| $\alpha$ | Absolute | Part 2 of Ass. 28.1.1 | Data-dependent |
| $\beta$ | Variance | Part 3 of Ass. 28.1.1 | Data-dependent |
| $\theta$ | Inner product | Part 4 of Ass. 28.1.1 | Data-dependent |
| $R$ | $\frac{\lambda}{\sqrt{n}} \cdot \min \left\{\frac{1}{\sqrt{\alpha}}, \frac{1}{\sqrt{1+\theta^{2}}}\right\}$ | Eq. (28.15) | Maximal allowed movement of weight |
| $D$ | $\frac{4 \sqrt{\alpha}\\|y-u(0)\\|_{2}}{\sqrt{m} \lambda}$ | Theorem 28.6.4 | Actual moving distance, discrete case |
| $\eta$ | $\lambda /(\alpha n)$ | Eq. (28.11) | Step size of gradient descent |
| $m$ | $\left(\lambda^{-2} \beta+\lambda^{-1} \alpha\right) \log ^{2}(n / \delta)$ | Theorem 28.5.1 | Bounding discrete and continuous |
| $m$ | $\lambda^{-4} \alpha\left(\alpha+\theta^{2}\right) n^{2} \log ^{3}(n / \delta)$ | Lemma 28.4.4 <br> Claim 28.4.7 | $D<R$ and $\\|y-u(0)\\|_{2}^{2}=\widetilde{O}(n)$ |

Claim 28.6.2. Assume $R \leq \frac{\lambda}{64 \sqrt{n}} \cdot \frac{1}{\sqrt{1+\theta^{2}}}$. Let $C_{1}=-2 \eta(y-u(k))^{\top} H(k)(y-u(k))$. We have

$$
C_{1} \leq-\|y-u(k)\|_{2}^{2} \cdot \eta \lambda
$$

Proof. By Lemma 28.6.1 and our choice of $R \leq \frac{\lambda}{64 \sqrt{n}} \cdot \frac{1}{\sqrt{1+\theta^{2}}}$, We have

$$
\|H(0)-H(k)\|_{F} \leq 2\left(n\left(1+\theta^{2}\right)\right)^{1 / 2} \cdot \frac{\lambda}{64 \sqrt{n}} \cdot \frac{1}{\sqrt{1+\theta^{2}}} \leq \frac{\lambda}{4}
$$

Recall that $\lambda=\lambda_{\min }(H(0))$. Therefore

$$
\lambda_{\min }(H(k)) \geq \lambda_{\min }(H(0))-\|H(0)-H(k)\| \geq \lambda / 2
$$

Then we have

$$
(y-u(k))^{\top} H(k)(y-u(k)) \geq\|y-u(k)\|_{2}^{2} \cdot \lambda / 2
$$

Thus, we complete the proof.

Claim 28.6.3. Let $C_{2}=2 \eta(y-u(k))^{\top} H(k)^{\perp}(y-u(k))$. We have

$$
C_{2} \leq\|y-u(k)\|_{2}^{2} \cdot 8 \eta R\left(n\left(1+\theta^{2}\right)\right)^{1 / 2} .
$$

holds with probability $1-n \exp (-m R)$.

Proof. Note that

$$
C_{2} \leq 2 \eta \cdot\|y-u(k)\|_{2}^{2} \cdot\left\|H(k)^{\perp}\right\| .
$$

It suffices to upper bound $\left\|H(k)^{\perp}\right\|$. Since $\|\cdot\| \leq\|\cdot\|_{F}$, then it suffices to upper bound $\|\cdot\|_{F}$.

For each $i \in[n]$, we define $y_{i}$ as follows

$$
y_{i}=\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}} .
$$

Then we have

$$
\begin{aligned}
\left\|H(k)^{\perp}\right\|_{F}^{2} & =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(H(k)_{i, j}^{\perp}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{1}{m} \sum_{r \in \bar{S}_{i}} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{1}{m} \sum_{r=1}^{m} x_{i}^{\top} x_{j} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\left|x_{i}^{\top} x_{j}\right|^{2}}{m^{2}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =B_{1}+B_{2},
\end{aligned}
$$

where $B_{1}$ and $B_{2}$ are defined as:

$$
\begin{aligned}
B_{1} & :=\sum_{i=1}^{n} \frac{1}{m^{2}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2}, \\
B_{2} & :=\sum_{i=1}^{n} \sum_{j \in[n] \backslash\{i\}} \frac{\left|x_{i}^{\top} x_{j}\right|^{2}}{m^{2}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} .
\end{aligned}
$$

We bound $B_{1}$ and $B_{2}$ separately.
We first bound $B_{1}$.

$$
\begin{aligned}
B_{1} & =\sum_{i=1}^{n} \frac{1}{m^{2}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{1}{m^{2}} \sum_{i=1}^{n}\left(\sum_{r=1}^{m} \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& =\frac{1}{m^{2}} \sum_{i=1}^{n} y_{i}^{2} .
\end{aligned}
$$

Fix $i \in[n]$. The plan is to use Bernstein inequality to upper bound $y_{i}$ with high probability.

First by Eq. (28.6) we have

$$
\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right] \leq R
$$

We also have

$$
\begin{aligned}
\mathbb{E}\left[\left(\mathbf{1}_{r \in \bar{S}_{i}}-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]\right)^{2}\right] & =\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}^{2}\right]-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]^{2} \\
& \leq \mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}^{2}\right] \\
& \leq R .
\end{aligned}
$$

Finally we have $\left|\mathbf{1}_{r \in \bar{S}_{i}}-\mathbb{E}\left[\mathbf{1}_{r \in \bar{S}_{i}}\right]\right| \leq 1$.

Notice that $\left\{\mathbf{1}_{r \in \bar{S}_{i}}\right\}_{r=1}^{m}$ are mutually independent, since $\mathbf{1}_{r \in \bar{S}_{i}}$ only depends on $w_{r}(0)$. Hence from Bernstein inequality (Lemma A.1.2) we have for all $t>0$,

$$
\operatorname{Pr}\left[y_{i}>m \cdot R+t\right] \leq \exp \left(-\frac{t^{2} / 2}{m \cdot R+t / 3}\right)
$$

By setting $t=3 m R$, we have

$$
\operatorname{Pr}\left[y_{i}>4 m R\right] \leq \exp (-m R)
$$

Hence by union bound, with probability at least $1-n \exp (-m R)$, for all $i \in[n]$,

$$
y_{i} \leq 4 m R
$$

If this happens, we have

$$
B_{1} \leq 16 n R^{2}
$$

Next we bound $B_{2}$. We have

$$
\begin{aligned}
B_{2} & =\sum_{i=1}^{n} \sum_{j \in[n] \backslash\{i\}} \frac{\left|x_{i}^{\top} x_{j}\right|^{2}}{m^{2}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{2} \\
& \leq \frac{1}{m^{2}} \sum_{i=1}^{n}\left(\sum_{j \in[n] \backslash\{i\}}\left(x_{i}^{\top} x_{j}\right)^{4}\right)^{1 / 2} \cdot\left(\sum_{j \in[n] \backslash\{i\}}\left(\sum_{r=1}^{m} \mathbf{1}_{w_{r}(k)^{\top} x_{i} \geq 0, w_{r}(k)^{\top} x_{j} \geq 0} \cdot \mathbf{1}_{r \in \bar{S}_{i}}\right)^{4}\right)^{1 / 2} \\
& \leq \frac{1}{m^{2}} \sum_{i=1}^{n}\left(\sum_{j \in[n] \backslash\{i\}}\left(x_{i}^{\top} x_{j}\right)^{4}\right)^{1 / 2}\left(\sum_{j \in[n] \backslash\{i\}} y_{i}^{4}\right)^{1 / 2} \\
& =\frac{\sqrt{n-1}}{m^{2}} \sum_{i=1}^{n}\left(\sum_{j \in[n \backslash \backslash\{i\}}\left(x_{i}^{\top} x_{j}\right)^{4}\right)^{1 / 2} y_{i}^{2} \\
& \leq 16 R^{2} \sqrt{n} \sum_{i=1}^{n}\left(\sum_{j \in[n] \backslash\{i\}}\left(x_{i}^{\top} x_{j}\right)^{4}\right)^{1 / 2}
\end{aligned}
$$

where the last step happens when $y_{i} \leq 4 m R$ for all $i \in[n]$.
Now, using the assumption $x_{i}^{\top} x_{j} \leq \frac{\theta}{\sqrt{n}}$ (Part 4 of Assumption 28.1.1), we have

$$
B_{2} \leq 16 n R^{2} \theta^{2} .
$$

Putting things together, we have with probability at least $1-n \exp (-m R)$,

$$
\begin{aligned}
\left\|H(k)^{\perp}\right\|_{F}^{2} & \leq B_{1}+B_{2} \\
& \leq 16 n R^{2}\left(1+\theta^{2}\right) .
\end{aligned}
$$

This gives us $\left\|H(k)^{\perp}\right\| \leq 4 R\left(n\left(1+\theta^{2}\right)\right)^{1 / 2}$, which is precisely what we need.

### 28.6.1 Main result

Theorem 28.6.4. Let $\lambda, \alpha, \beta, \theta$ be defined as Assumption 28.1.1. Let

$$
m=\Omega\left(\lambda^{-4} n^{2} \alpha \max \left\{1+\theta^{2}, \alpha\right\} \log ^{3}(n / \delta)\right)
$$

We i.i.d. initialize $w_{r} \in \mathcal{N}(0, I)$, $a_{r}$ sampled from $\{-1,+1\}$ uniformly at random for $r \in[m]$, and we set the step size $\eta=O(\lambda /(\alpha n))$ then with probability at least $1-\delta$ over the random initialization we have for $k=0,1,2, \cdots$

$$
\|u(k)-y\|_{2}^{2} \leq(1-\eta \lambda / 2)^{k} \cdot\|u(0)-y\|_{2}^{2} .
$$

Proof. Choice of $\eta$ and $R$. We want to choose $\eta$ and $R$ such that

$$
\begin{equation*}
\left(1-\eta \lambda+8 \eta R\left(n\left(1+\theta^{2}\right)\right)^{1 / 2}+8 \eta(\alpha n)^{1 / 2} R+\eta^{2} \alpha n\right) \leq(1-\eta \lambda / 2) . \tag{28.15}
\end{equation*}
$$

Now, if we set $\eta=\frac{\lambda}{4 \alpha n}$ and $R=\frac{\lambda}{64 \sqrt{n}} \cdot \min \left\{\frac{1}{\sqrt{1+\theta^{2}}}, \frac{1}{\sqrt{\alpha}}\right\}$, we have

$$
8 \eta R\left(n\left(1+\theta^{2}\right)\right)^{1 / 2}+8 \eta(\alpha n)^{1 / 2} R \leq \frac{1}{4} \eta \lambda
$$

and $\eta^{2} n^{2} \leq \frac{1}{4} \eta \lambda$. This gives us

$$
\|y-u(k+1)\|_{2}^{2} \leq\|y-u(k)\|_{2}^{2}(1-\eta \lambda / 2)
$$

with probability at least $1-2 n \exp (-m R)$.
Over-parameterization size, lower bound on $m$. By same analysis as in the proof of Theorem 28.5.5, we still have

$$
\left\|w_{r}(k+1)-w_{r}(0)\right\|_{2} \leq \frac{4 \sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}:=D
$$

We require

$$
D=\frac{4 \sqrt{\alpha}\|y-u(0)\|_{2}}{\sqrt{m} \lambda}<R=\frac{\lambda}{64 \sqrt{n}} \cdot \min \left\{\frac{1}{\sqrt{1+\theta^{2}}}, \frac{1}{\sqrt{\alpha}}\right\}
$$

and

$$
2 n \exp (-m R) \leq \delta
$$

This implies that

$$
\begin{aligned}
m & =\Omega\left(\lambda^{-4} n \alpha\|y-u(0)\|_{2}^{2} \max \left\{1+\theta^{2}, \alpha\right\}\right) \\
& =\Omega\left(\lambda^{-4} n^{2} \alpha \cdot \max \left\{1+\theta^{2}, \alpha\right\} \cdot \log (m / \delta) \log ^{2}(n / \delta)\right),
\end{aligned}
$$

where the last step follows from Claim 28.4.7.

## Chapter 29

## Longest Common Subsequence I

Given a pair of $n$-character strings, the problems of computing their Longest Common Subsequence and Edit Distance have been extensively studied for decades. For exact algorithms, LCS and Edit Distance (with character insertions and deletions) are equivalent; the state of the art running time is (almost) quadratic in $n$, and this is tight under plausible fine-grained complexity assumptions. But for approximation algorithms the picture is different: there is a long line of works with improved approximation factors for Edit Distance, but for LCS (with binary strings) only a trivial 1/2-approximation was known. In this work we give a reduction from approximate LCS to approximate Edit Distance, yielding the first efficient $(1 / 2+\epsilon)$-approximation algorithm for LCS for some constant $\epsilon>0$.

This part is based on previous following publication

- Aviad Rubinstein, Zhao Song

Reducing approximate Longest Common Subsequence to approximate Edit Distance. Manuscript 2019 [RS19b]

### 29.1 Introduction

In this work we consider two of the most ubiquitous measures of similarity between a pair of strings: the longest common subsequence (LCS) and the edit distance. The LCS of two $n$-character strings $A$ and $B$ is simply their longest (not necessarily contiguous) common substring. Edit distance is the minimum number of character insertions, deletions, and substitutions required to transform $A$ to $B$. In fact, under a slightly more restricted definition that does not allow substitutions ${ }^{1}$, the two measures are complements and the problems of computing them exactly are equivalent.

There is a textbook dynamic programming algorithm for computing LCS (or edit distance) than runs in $O\left(n^{2}\right)$ time, and a slightly faster $O\left(n^{2} / \log ^{2}(n)\right)$-time algorithm due to Masek and Paterson [MP80]. Finding faster algorithms is a central and long standing open problem both in theory and in practice (e.g. Problem 35 of [Knu72]). Under plausible fine-grained complexity assumptions such as SETH, neither problem can be computed much faster [AWW14, ABW15, BI15, BK15, AHWW16].

For (multiplicative) approximation, the two problems are no longer equivalent. For edit distance, there is a long sequence of approximation algorithms with improving factors [BYJKK04, BES06, AO12, AKO10, $\mathrm{BEG}^{+}$18]; in particular, [CDG ${ }^{+}$18] gives a constant factor approximation in truly sub-quadratic time. For LCS with alphabet size $|\Sigma|$, in contrast, there is a trivial $1 /|\Sigma|$-approximation, and no better algorithms are known (for large alphabet ${ }^{2}$ there are some hardness of approximation results [AB17, AR18, CGL ${ }^{+}$19] and also

[^98]approximation algorithms with non-trivial polynomial factors [HSSS19, RSSS19]).
In this work we focus on binary strings, where the trivial algorithm gives a $(1 /|\Sigma|=$ $1 / 2$ )-approximation. Breaking this $1 / 2$ barrier is a well-known open problem in this area. Our main result is a fine-grained reduction that implies obtaining a $1 / 2+\epsilon$-approximation for binary LCS (for some constant $\epsilon>0$ ) is no harder than approximating edit distance to within some constant factor.

Theorem 29.1.1 (Reduction: approximate ED implies approximate LCS).
Suppose that there exists a constant cand an approximate edit distance algorithm that runs in time $T(n)$ and, given two binary strings $A, B$ of length $n$, returns an estimate $\widetilde{\mathrm{ED}}(A, B) \in[\mathrm{ED}(A, B), c \cdot \mathrm{ED}(A, B)+o(n)]$. Then there exists a fixed constant $\epsilon=\epsilon(c) \in(0,1 / 2)$ and a deterministic approximation algorithm for longest common subsequence that runs in deterministic $T(n)+O(n)$ and approximates $\operatorname{LCS}(A, B)$ to within a $(1 / 2+\epsilon)$-approximation factor.

Remark 29.1.1. We state the above theorem in terms of estimating the edit distance or length of the LCS. If the edit distance algorithm can efficiently compute the transformation (this assumption is almost wlog by [CGKK18]), then our algorithm can also efficiently compute the common string.

As mentioned above, the recent breakthrough of $\left[\mathrm{CDG}^{+} 18\right]$ gives a constant factor approximation of edit distance in truly-subquadratic $\left(\widetilde{O}\left(n^{2-2 / 7}\right)\right)$ time. By plugging their algorithm into our reduction, we would obtain $(1 / 2+\epsilon)$-approximation algorithm for binary
our framework can give a $1 /|\Sigma|+\epsilon$-approximation in this case as well, but the proof may become more complicated.

LCS with the same running time. By applying our reduction to the even more recent approximation algorithms for edit distance ${ }^{3}$ that run in near-linear time [KS19, BR19], we obtain the following stronger corollary:

Corollary 29.1.2 (Approximate LCS). For every constant $\delta>0$ there exists a constant $\epsilon>0$ such that, given two binary strings $A, B \in\{0,1\}^{n}$, there is an algorithm that runs in $O\left(n^{1+\delta}\right)$ time and $\operatorname{LCS}(A, B)$ to within a $(1 / 2+\epsilon)$-factor.

## Technical preview

The crux of our algorithm is analyzing first order statistics (counts of 0s and 1s) of the input strings $(A, B)$ and their substrings. We begin with a few simple observations. Below, we normalize ED and LCS so that they're always between 0 and 1 (as opposed to 0 and $n$ ).

- If the strings are balanced, namely have the same number of 0 s and 1 s , we know that $\operatorname{LCS}(A, B) \in[1 / 2,1]$. If the strings are very close, say $\operatorname{LCS}(A, B) \geq(1-\delta)$ for sufficiently small $\delta>0$, we can use the assumed edit distance algorithm as a black box and find a common substring of length $\geq(1-O(\delta))$. On the converse if the substring returned by the algorithm is shorter than $(1-O(\delta))$, we know that $\operatorname{LCS}(A, B)<1-\delta$, and thus returning an all- 1 string of length $1 / 2$ is a $(1 / 2+2 \delta)$-approximation.
- If $A$ is balanced and $B$ has e.g. $10 \% 0$ s and $90 \% 1 \mathrm{~s}$, we know that $\operatorname{LCS}(A, B) \in[0.5,0.6]$, so simply returning the all- 1 string of length $1 / 2$ is a $5 / 6$-approximation. The same holds for most ways in which one or both strings are unbalanced.

[^99]- However there is one difficult case when the string are perfectly unbalanced, e.g. $A$ has $99 \%$ 0s and $B$ has $99 \%$ 1s. Now the first order statistics over the entire strings only tell us that $\operatorname{LCS}(A, B) \in[0.01,0.02]$, so the trivial approximation doesn't beat $1 / 2$. On the other hand, the edit distance is at least 0.98 , so even a 1.1-approximation algorithm for edit distance wouldn't give us a non-trivial guarantee for this case.

Our main technical contribution is a careful analysis of this last case (and its many sub-cases).

### 29.2 Preliminaries

For strings $x, y \in\{0,1\}^{m}$ for $m \leq n$, we use $1(x)$ to denote the number of 1 in $x, 0(x)$ to denote the number of 0 in $x$, and $\operatorname{LCS}(x, y)$ to denote the length of their longest common subsequence. All of these function are normalized w.r.t. the length of the original input to our main algorithm, $n$; in particular we always have $0(x), 1(x), \operatorname{LCS}(x, y) \in[0, m / n]$.

## Fact 29.2.1.

$$
\operatorname{LCS}(A, B) \leq \min \{0(A), 0(B)\}+\min \{1(A), 1(B)\}
$$

Parameters $\alpha, \beta, \gamma, \delta$
In the proof we consider the following parameters:
$\alpha$ We define $\alpha:=\min \{1(A), 1(B), 0(A), 0(B)\}$. Notice that $\alpha$ may be very small, and even approaching 0 as a function of $n$. We assume wlog that this minimum is attained by $1(A)=\alpha$.
$\beta$ The parameter $\beta$ will represent a robustness parameter for some of our bounds. We take $\beta=\Theta(\alpha)$, but it may be smaller by an arbitrary constant factor.
$\gamma$ The parameter $\gamma \in(0,1)$ is a constant that depends on the approximation factor $c$ of the approximation algorithm for edit distance that we assume. We choose $\beta$ sufficiently small such that $\gamma \alpha \gg \beta$.
$\delta$ The parameter $\delta$ represents the deviation from "perfectly unbalanced" case (see Lemma 29.3.1). It is an arbitrary small constant. In particular, $\delta \alpha \ll \beta$. It is sufficiently small
that for succinctness of representation we'll simply omit it (as if it were zero) after Lemma 29.3.1.

## Subroutines

Our reduction will assume the availability of an algorithm APPROXED which takes as input two strings $A, B$ of length $n$ and outputs $1-\widetilde{\mathrm{ED}}(A, B)$ where $\widetilde{\mathrm{ED}}(A, B) \in[\mathrm{ED}(A, B), c$. $\mathrm{ED}(A, B)+o(1)]$.

In addition, we also define three trivial algorithms; they all run in time linear in length of input string.

Definition 29.2.1 (Match). Given input string $A$ and $B$, and a symbol $\sigma \in \Sigma$. The algorithm $\operatorname{Match}(A, B, \sigma)$ will output a string $C$ where every character is $\sigma$ and the length of $C$ is $\min \{\sigma(A), \sigma(B)\}$. This algorithm takes $O(|A|+|B|)$ time.

Definition 29.2.2 (BestMatch). Given input string $A$ and $B$. The algorithm $\operatorname{BestMatch}(A, B)$ will take the longest one of $\operatorname{Match}(A, B, 0)$ and $\operatorname{Match}(A, B, 1)$. This algorithm also takes $O(|A|+|B|)$ time.

Definition 29.2.3 (Greedy). Given input string $A_{1}, A_{2}$ and $B$. The algorithm $\operatorname{Greedy}\left(A_{1}, A_{2}, B\right)$ will find the optimal contiguous partition $B=B_{1} \cup B_{2}$ so as to maximize $\operatorname{BestMatch}\left(A_{1}, B_{1}\right)+\operatorname{BestMatch}\left(A_{2}, B_{2}\right)$. This algorithm also takes $O(|A|+|B|)$ time.

Below, we slightly abuse notation and refer to the above algorithms (ApproxED, Match, BestMatch, Greedy) both when we want their output to be the actual common string, and the length. Which output we need will be clear from context.

### 29.3 Reducing to perfectly unbalanced case

In this section we formalize the intuition from the introduction that BESTMATCH gives a better-than- $1 / 2$-approximation unless $1(A) \approx 0(B)$.

Lemma 29.3.1 (Reduction to perfectly unbalanced case).

$$
\begin{aligned}
& \text { If }|1(A)-0(B)|>\delta \min \{0(A), 0(B), 1(A), 1(B)\} \text {, then } \\
& \\
& \quad \operatorname{BestMATCH}(A, B) \geq(1 / 2+\delta / 6) \operatorname{LCS}(A, B) .
\end{aligned}
$$

Proof. Assume wlog ${ }^{4}$ that $1(A)=\min \{0(A), 0(B), 1(A), 1(B)\}$. Then we have,

$$
\begin{align*}
& \operatorname{BestMatch}(A, B) \\
& =\operatorname{MATCH}(A, B, 0) \\
& =\min \{0(B), 0(A)\} \\
& =0(B) \\
& >(1+\delta) 1(A) \\
& \text { (By assumption } 1(A) \leq 1(B) \text { ) } \\
& \text { (By premise of lemma) } \\
& =(1+\delta) \min \{1(A), 1(B)\} \\
& \geq(1+\delta)(\operatorname{LCS}(A, B)-\min \{0(A), 0(B)\})  \tag{Fact29.2.1}\\
& =(1+\delta)(\operatorname{LCS}(A, B)-\operatorname{BestMatch}(A, B)) \text {. }
\end{align*}
$$

[^100]Therefore,

$$
\begin{aligned}
\operatorname{BestMatch}(A, B) & \geq \frac{1+\delta}{2+\delta} \operatorname{LCS}(A, B) \\
& \geq\left(1 / 2+\frac{\delta}{4+2 \delta}\right) \operatorname{LCS}(A, B) \\
& \geq(1 / 2+\delta / 6) \operatorname{LCS}(A, B)
\end{aligned}
$$

We henceforth assume wlog that

$$
\begin{equation*}
|0(A)-1(B)| \leq \delta \min \{0(A), 0(B), 1(A), 1(B)\} \tag{29.1}
\end{equation*}
$$

For ease of presentation, we henceforth omit $\delta$ from our calculations, i.e. we'll assume that $\delta=0$. It will be evident that modifying any of our inequalities by factors in $[ \pm \delta \alpha]$ will not affect the proofs.

Eq. (29.1) is very important in our analysis, but it does not rule out the perfectly balanced case, namely $0(A) \approx 0(B) \approx 1(A) \approx 1(B) \approx 1 / 2$.

Lemma 29.3.2 (Ruling out the perfectly balanced case).

$$
\begin{align*}
& \text { Let } \beta^{\prime}, \gamma>0 \text { be sufficiently small constants }{ }^{5} \text {. If } 0(A) \in\left[1 / 2 \pm \beta^{\prime}\right] \text {, then } \\
& \max \{\operatorname{BestMatch}(A, B), \operatorname{ApproxED}(A, B)\} \geq(1 / 2+\gamma) \operatorname{LCS}(A, B) \tag{29.2}
\end{align*}
$$

Proof. By Eq. (29.1), the premise implies that $1(B) \in\left[1 / 2 \pm \beta^{\prime}\right]$, and by symmetry also $1(A), 0(B) \in\left[1 / 2 \pm \beta^{\prime}\right]$. Therefore, $\operatorname{BestMatch}(A, B) \geq 1 / 2-\beta^{\prime}$.

[^101]Suppose that $\operatorname{BestMatch}(A, B)$ isn't big enough to satisfy Eq. (29.2) (otherwise we're done). Then,

$$
\operatorname{LCS}(A, B)>2(\operatorname{BestMAtch}(A, B)-\gamma) \geq 2\left(1 / 2-\left(\beta^{\prime}+\gamma\right)\right)=1-2\left(\beta^{\prime}+\gamma\right)
$$

Thus also

$$
\operatorname{ED}(A, B)=1-\operatorname{LCS}(A, B) \leq 2\left(\beta^{\prime}+\gamma\right)
$$

Therefore, by its approximation guarantee, we have that

$$
\begin{equation*}
\operatorname{ApproxED}(A, B) \geq 1-c \cdot \operatorname{ED}(A, B)-o(1) \geq 1-2 c\left(\beta^{\prime}+\gamma\right)-o(1) \geq 1 / 2+\gamma \tag{29.3}
\end{equation*}
$$

(The latter inequality follows by choosing $\beta^{\prime}$ and $\gamma$ sufficiently small.)

Setting $\beta^{\prime}=10 \beta$, we henceforth assume wlog that

$$
\begin{equation*}
0(A), 1(A), 0(B), 1(B) \notin[1 / 2 \pm 10 \beta] . \tag{29.4}
\end{equation*}
$$

### 29.4 Perfectly unbalanced strings

In this section we build on our assumptions from Eq. (29.1) and Eq. (29.4) from the previous section to complete the proof of our reduction.

Recall that we define $\alpha:=1(A)<1 / 2$, and by Eq. (29.1), we also have $0(B)=\alpha$. We partition each string into three contiguous substrings, where the extreme left and right substring are each of length $\alpha$ :

$$
\begin{aligned}
& A=L_{A} \cup M_{A} \cup R_{A} \\
& B=L_{B} \cup M_{B} \cup R_{B}
\end{aligned}
$$

$$
\left|L_{A}\right|=\left|R_{A}\right|=\left|L_{B}\right|=\left|R_{B}\right|=\alpha
$$

$$
\left|M_{A}\right|=\left|M_{B}\right|=1-2 \alpha
$$



Figure 29.1

We consider six cases for the proportions of 1's and 0's in $R_{A}, L_{A}, R_{B}, L_{B}$ as in Eq. (29.5). By Table 29.1, we know that those six cases cover all the possibilities.

Our six cases can be summarized in the following equation,

$$
\begin{cases}1\left(R_{B}\right) \leq \alpha / 2+2 \beta, 0\left(R_{A}\right) \leq \alpha / 2+2 \beta & \text { Case } 1  \tag{29.5}\\ 1\left(L_{B}\right) \leq \alpha / 2+2 \beta, 0\left(L_{A}\right) \leq \alpha / 2+2 \beta & \text { Case } 2 \\ 1\left(R_{B}\right) \leq \alpha / 2+\beta, 1\left(L_{B}\right) \leq \alpha / 2+\beta, 0\left(L_{A}\right)>\alpha / 2+2 \beta, 0\left(R_{A}\right)>\alpha / 2+2 \beta & \text { Case } 3 \\ 1\left(R_{B}\right)>\alpha / 2+2 \beta, 1\left(L_{B}\right)>\alpha / 2+2 \beta, 0\left(L_{A}\right) \leq \alpha / 2+\beta, 0\left(R_{A}\right) \leq \alpha / 2+\beta & \text { Case } 4 \\ 1\left(R_{B}\right)>\alpha / 2+\beta, 0\left(L_{A}\right)>\alpha / 2+\beta & \text { Case } 5 \\ 1\left(L_{B}\right)>\alpha / 2+\beta, 0\left(R_{A}\right)>\alpha / 2+\beta & \text { Case } 6\end{cases}
$$

Table 29.1: Fill all the six cases in Eq. (29.5) into the whole space. Note that $1+2+3$ means the combination of 1,2 and 3 covers it. 5,6 means any one of them covers it.

|  | $\begin{aligned} & 0\left(R_{A}\right) \quad \leq \\ & \alpha / 2+\beta, \\ & 0\left(L_{A}\right) \leq \alpha / 2+\beta \end{aligned}$ | $\begin{aligned} & 0\left(R_{A}\right) \\ & \alpha / 2+\quad \leq \\ & 0\left(L_{A}\right)>\alpha / 2+\beta \\ & \hline \end{aligned}$ | $\begin{aligned} & 0\left(R_{A}\right) \quad> \\ & \alpha / 2+\beta, \\ & 0\left(L_{A}\right) \leq \alpha / 2+\beta \\ & \hline \end{aligned}$ | $\begin{aligned} & 0\left(R_{A}\right) \\ & \alpha / 2+\beta \\ & 0\left(L_{A}\right)>\alpha / 2+\beta \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 1\left(R_{B}\right) \leq \alpha / 2+ \\ & \beta, \quad 1\left(L_{B}\right) \leq \\ & \alpha / 2+\beta \end{aligned}$ | 1,2 | 1 | 2 | $1+2+3$ |
| $\begin{aligned} & 1\left(R_{B}\right) \quad \leq \\ & \alpha / 2+\quad+\quad \\ & 1\left(L_{B}\right)>\alpha / 2+\beta \end{aligned}$ | 1 | 1 | 6 | 6 |
| $\begin{array}{ll} 1\left(R_{B}\right)>\alpha / 2+ \\ \beta, \quad 1\left(L_{B}\right) & \leq \\ \alpha / 2+\beta \end{array}$ | 2 | 5 | 2 | 5 |
| $\begin{aligned} & 1\left(R_{B}\right) \\ & \alpha / 2+\quad+\quad \beta, \\ & 1\left(L_{B}\right)>\alpha / 2+\beta \end{aligned}$ | $1+2+4$ | 5 | 6 | 5,6 |

Case 1: $1\left(R_{B}\right) \leq \alpha / 2+2 \beta, 0\left(R_{A}\right) \leq \alpha / 2+2 \beta$
We split this case into three sub-cases, as follows:

$$
\begin{cases}1\left(R_{B}\right) \in[\alpha / 2 \pm 4 \beta], 0\left(R_{A}\right) \in[\alpha / 2 \pm 4 \beta] & \text { Case } 1(\mathrm{a})  \tag{29.6}\\ 1\left(R_{B}\right)<\alpha / 2-4 \beta, 0\left(R_{A}\right) \leq \alpha / 2+2 \beta & \text { Case 1(b) } \\ 1\left(R_{B}\right) \leq \alpha / 2+2 \beta, 0\left(R_{A}\right)<\alpha / 2-4 \beta & \text { Case 1(c) }\end{cases}
$$

Case 1(a): $1\left(R_{B}\right) \in[\alpha / 2 \pm 4 \beta], 0\left(R_{A}\right)=[\alpha / 2 \pm 4 \beta]$
At a high level, we want to split the original problem into two subproblems:
left-middle $\left(L_{A} \cup M_{A}, L_{B} \cup M_{B}\right) ;$
right $\left(R_{A}, R_{B}\right)$.

Running BestMatch on the left-middle subproblem gives a ( $1 / 2$ )-approx; the right subproblem is (approximately) balanced so Lemma 29.3 .2 (i.e. taking the better of BestMatch and ApproxED) gives better-than- $1 / 2$. The visualization of this case is presented in Figure 29.2.

We first want to upper bound $\operatorname{LCS}(A, B)$ as roughly the sum of LCSs of the two subproblems, but in general this may not be the case. Fix an optimal matching $\mu$ corresponding to a longest common substring between $A$ and $B$. Assume wlog (by symmetry w.r.t. switching $A$ and $B$ ) that $\mu\left(R_{A}\right) \subseteq R_{B}$, i.e. the LCS does not match any $R_{A}$ characters with characters from $L_{B} \cup M_{B}$. $\mu$ induces a new partition of $B$ into two ${ }^{6}$ contiguous

[^102]substrings $\widehat{L_{B}} \cup \widehat{R_{B}}$ such that $\mu\left(R_{A}\right) \subseteq \widehat{R_{B}} \subseteq R_{B}$. By optimality of $\mu$, we have
\[

$$
\begin{equation*}
\operatorname{LCS}(A, B)=\operatorname{LCS}\left(L_{A} \cup M_{A}, \widehat{L_{B}}\right)+\operatorname{LCS}\left(R_{A}, \widehat{R_{B}}\right) \tag{29.7}
\end{equation*}
$$

\]

Applying Fact 29.2.1 to both terms on the RHS, we have

$$
\begin{align*}
\operatorname{LCS}(A, B) \leq & \underbrace{\min \left\{1\left(L_{A} \cup M_{A}\right), 1\left(\widehat{L_{B}}\right)\right\}+\min \left\{0\left(L_{A} \cup M_{A}\right), 0\left(\widehat{L_{B}}\right)\right\}}_{=X} \\
& +\underbrace{\min \left\{1\left(R_{A}\right), 1\left(\widehat{R_{B}}\right)\right\}+\min \left\{0\left(R_{A}\right), 0\left(\widehat{R_{B}}\right)\right\}}_{=Y} . \tag{29.8}
\end{align*}
$$

We henceforth denote the left and right contributions to the bound on the LCS by $X$ and $Y$ respectively. (So $\operatorname{LCS}(A, B) \leq X+Y$.) We also define:

$$
Z:=\max \left\{\min \left\{1\left(L_{A} \cup M_{A}\right), 1\left(\widehat{L_{B}}\right)\right\}, \min \left\{0\left(L_{A} \cup M_{A}\right), 0\left(\widehat{L_{B}}\right)\right\}\right\} .
$$

(Observe that $Z \geq X / 2$.)
We now prove a lower bound on the LCS that our algorithm can find.

$$
\begin{align*}
\operatorname{GreEDY}\left(L_{A} \cup M_{A}, R_{A}, B\right) \geq & \max \left\{\min \left\{1\left(L_{A} \cup M_{A}\right), 1\left(\widehat{L_{B}}\right)\right\}, \min \left\{0\left(L_{A} \cup M_{A}\right), 0\left(\widehat{L_{B}}\right)\right\}\right\} \\
& +\max \left\{\min \left\{1\left(R_{A}\right), 1\left(\widehat{R_{B}}\right)\right\}, \min \left\{0\left(R_{A}\right), 0\left(\widehat{R_{B}}\right)\right\}\right\} \\
\geq & Z+Y / 2 . \tag{29.9}
\end{align*}
$$

We break into sub-cases, depending on the value of $Z$.

Case 1(a-i): $Z>\alpha / 2+10 \beta$ In this case, observe that

$$
\begin{aligned}
X-Z & =\min \left\{1\left(L_{A} \cup M_{A}\right), 1\left(\widehat{L_{B}}\right), 0\left(L_{A} \cup M_{A}\right), 0\left(\widehat{L_{B}}\right)\right\} & & \\
& \leq 1\left(L_{A} \cup M_{A}\right) & & \\
& =\alpha-1\left(R_{A}\right) & & (\alpha=1(A)) \\
& \leq \alpha / 2+4 \beta & & \text { (Case 1(a) assumption) } \\
& <Z-6 \beta & & \text { (Case 1(a-i) assumption) }
\end{aligned}
$$

Therefore, $Z>X / 2+3 \beta$. Combining with Eq. (29.8) and (29.9), we have that

$$
\operatorname{Greedy}\left(L_{A} \cup M_{A}, R_{A}, B\right) \geq Z+Y / 2>X / 2+Y / 2+3 \beta \geq \operatorname{LCS}(A, B) / 2+3 \beta
$$

Case 1(a-ii): $Z \leq \alpha / 2+10 \beta \quad$ By Eq. (29.7), we have

$$
\begin{array}{rlr}
\operatorname{LCS}(A, B) & \leq X+\operatorname{LCS}\left(R_{A}, \widehat{R_{B}}\right) & \\
& \leq 2 Z+\operatorname{LCS}\left(R_{A}, \widehat{R_{B}}\right) & (Z \geq X / 2) \\
& \leq \alpha+20 \beta+\operatorname{LCS}\left(R_{A}, \widehat{R_{B}}\right) & (\text { Case 1(a-ii) assumption) } \\
& \leq \alpha+20 \beta+\operatorname{LCS}\left(R_{A}, R_{B}\right) . & \left(\widehat{R_{B}} \subseteq R_{B}\right)
\end{array}
$$

For our purposes, this is effectively as good as bounding $\operatorname{LCS}(A, B)$ by the sum of LCSs of the left-middle and right subproblems.

We run BestMatch on the left-middle subproblem. We have that

$$
\begin{aligned}
& \operatorname{BESTMATCH}\left(L_{A} \cup M_{A}, L_{B} \cup M_{B}\right) \\
\geq & \min \left\{0\left(L_{A} \cup M_{A}\right), 0\left(L_{B} \cup M_{B}\right)\right\} \\
\geq & \alpha / 2-4 \beta
\end{aligned}
$$

We run BestMatch and ApproxED on $R_{A}, R_{B}$ and take the better of the two outcomes. We apply Lemma 29.3.2 to strings $R_{A}, R_{B}$ with $\beta^{\prime}=4 \beta / \alpha$. (Notice that by Case 1 (a) assumption, they are guaranteed to be approximately balanced to within $\pm 4 \beta$, or a relative $\pm 4 \beta / \alpha$.) We therefore have that

$$
\begin{array}{rlr} 
& \max \left\{\operatorname{BestMatch}\left(R_{A}, R_{B}\right), \operatorname{ApproxED}\left(R_{A}, R_{B}\right)\right\} & \\
\geq & (1 / 2+\gamma) \operatorname{LCS}\left(R_{A}, R_{B}\right) & \quad \text { (Lemma 29.3.2) }  \tag{Lemma29.3.2}\\
\geq & \operatorname{LCS}\left(R_{A}, R_{B}\right) / 2+\gamma \alpha / 2-O(\beta \gamma) \\
\geq & \operatorname{LCS}\left(R_{A}, R_{B}\right) / 2+\gamma \alpha / 2-O(\beta) . & \left(\operatorname{LCS}\left(R_{A}, R_{B}\right) \geq \alpha / 2-O(\beta)\right) \\
\quad(\gamma \leq 1)
\end{array}
$$

So in total, our algorithm finds a common substring of length at least

$$
\begin{array}{rlr} 
& \left(\alpha+\operatorname{LCS}\left(R_{A}, R_{B}\right)\right) / 2+\gamma \alpha-O(\beta) & \\
\geq & \operatorname{LCS}(A, B) / 2+\gamma \alpha / 2-O(\beta) & (\text { Eq. }(29.10))  \tag{29.10}\\
\geq & \operatorname{LCS}(A, B) / 2+\frac{2}{6} \gamma \alpha & (\gamma \alpha \gg \beta) \\
\geq & (1 / 2+\gamma / 6) \operatorname{LCS}(A, B) . & (\operatorname{LCS}(A, B) \leq 2 \alpha)
\end{array}
$$

Case 1(b): $1\left(R_{B}\right)<\alpha / 2-4 \beta, 0\left(R_{A}\right) \leq \alpha / 2+2 \beta$
Fix an optimal matching $\mu$. We further split this case into two sub-cases, depending on whether $\mu\left(R_{A}\right) \subseteq R_{B}$ or $R_{B} \subseteq \mu\left(R_{A}\right)$. (In Case 1(a) we could assume the former wlog by symmetry. Also notice that in general both may occur simultaneously.)

(b) $\operatorname{BestMAtch}\left(L_{A} \cup M_{A}, L_{B} \cup M_{B}\right)$ and max $\left(\operatorname{BestMatch}\left(R_{A}, R_{B}\right), \operatorname{ApproxED}\left(R_{A}, R_{B}\right)\right)$

Figure 29.2: Visualization of Case 1 (a) which is $0\left(R_{A}\right) \in[\alpha / 2 \pm 4 \beta]$ and $1\left(R_{B}\right) \in[\alpha / 2 \pm 4 \beta]$. If $0\left(\widehat{L_{B}}\right)>\alpha / 2+10 \beta$, we use GREEDY result. If $0\left(\widehat{L_{B}}\right) \leq \alpha / 2+10 \beta$, we use the result BestMatch + max(BestMatch, ApproxED).

If $\mu\left(R_{A}\right) \subseteq R_{B}$, define the partition $\widehat{L_{B}}, \widehat{R_{B}}$ as in Case 1 (a). We have

$$
\begin{align*}
\operatorname{LCS}(A, B) & =\operatorname{LCS}\left(L_{A} \cup M_{A}, \widehat{L_{B}}\right)+\operatorname{LCS}\left(R_{A}, \widehat{R_{B}}\right) \\
& \leq \underbrace{1\left(L_{A} \cup M_{A}\right)}_{\leq \alpha / 2+2 \beta}+\underbrace{0\left(\widehat{L_{B}}\right)+0\left(\widehat{R_{B}}\right)}_{\leq \alpha}+\underbrace{1\left(\widehat{R_{B}}\right)}_{\leq \alpha / 2-4 \beta}  \tag{Fact29.2.1}\\
& \leq 2 \alpha-2 \beta . \tag{29.11}
\end{align*}
$$

Similarly, if $\mu\left(R_{A}\right) \supseteq R_{B}$, we can define an analogous partition of $A$ into $\widehat{L_{A}}, \widehat{R_{A}}$ :

$$
\begin{align*}
\operatorname{LCS}(A, B) & =\operatorname{LCS}\left(\widehat{L_{A}}, L_{B} \cup M_{B}\right)+\operatorname{LCS}\left(\widehat{R_{A}}, R_{B}\right) \\
& \leq \underbrace{0\left(L_{B} \cup M_{B}\right)}_{\leq \alpha / 2-4 \beta}+\underbrace{1\left(\widehat{L_{A}}\right)+1\left(\widehat{R_{A}}\right)}_{\leq \alpha}+\underbrace{1\left(R_{B}\right)}_{\leq \alpha / 2-4 \beta}  \tag{Fact29.2.1}\\
& \leq 2 \alpha-8 \beta . \tag{29.12}
\end{align*}
$$

Either way, we have that $\operatorname{LCS}(A, B) \leq 2 \alpha-2 \beta$; therefore $\operatorname{Match}(A, B, 0)=\alpha$ guarantees a better-than-1/2-approximation.

Case $1(\mathrm{c}): 1\left(R_{B}\right) \leq \alpha / 2+2 \beta, 0\left(R_{A}\right)<\alpha / 2-4 \beta$
Follows analogously to Case 1(b).

Case 2: $1\left(L_{B}\right) \leq \alpha / 2+\beta, 0\left(L_{A}\right) \leq \alpha / 2+\beta$
We reverse the order of string $A$ and $B$, then the proof is the same as Case 1 .

Case 3: $1\left(R_{B}\right) \leq \alpha / 2+\beta, 1\left(L_{B}\right) \leq \alpha / 2+\beta, 0\left(L_{A}\right)>\alpha / 2+2 \beta$ and $0\left(R_{A}\right)>\alpha / 2+2 \beta$
We visualize this case in Figure 29.3a.
We show that simple applications of MATCH to the left, middle, and right substrings can guarantee a common string of at least $\alpha+2 \beta \geq \operatorname{LCS}(A, B) / 2+2 \beta$.

For the middle substrings, observe that $1\left(M_{A}\right)=1(A)-1\left(R_{A}\right)-1\left(L_{A}\right)>4 \beta$. We
can also lower bound $1\left(M_{B}\right)$ by:

$$
\begin{array}{rlrl}
1\left(M_{B}\right) & =1(B)-1\left(L_{B}\right)-1\left(R_{B}\right) & \\
& >\alpha+20 \beta-1\left(L_{B}\right)-1\left(R_{B}\right) & & \text { (Eq. (29.4)) }  \tag{29.4}\\
& \geq 18 \beta & & \text { (Premise of Case 3). }
\end{array}
$$

Therefore,

$$
\begin{equation*}
\operatorname{MATCH}\left(M_{A}, M_{B}, 1\right)=\min \left\{1\left(M_{A}\right), 1\left(M_{B}\right)\right\} \geq 4 \beta \tag{29.13}
\end{equation*}
$$

For the left substrings, observe that $0\left(L_{B}\right)=\left|L_{B}\right|-1\left(L_{B}\right)>\alpha / 2-\beta$. Therefore,

$$
\begin{equation*}
\operatorname{Match}\left(L_{A}, L_{B}, 0\right)=\min \left\{0\left(L_{A}\right), 0\left(L_{B}\right)\right\} \geq \alpha / 2-\beta \tag{29.14}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\operatorname{MATCH}\left(R_{A}, R_{B}, 0\right)=\min \left\{0\left(R_{A}\right), 0\left(R_{B}\right)\right\} \geq \alpha / 2-\beta \tag{29.15}
\end{equation*}
$$

Summing up Eq. (29.13),(29.14),(29.15), our algorithm obtains a common string of length at least $\alpha+2 \beta$.

Case 4: $1\left(R_{B}\right)>\alpha / 2+2 \beta, 1\left(L_{B}\right)>\alpha / 2+2 \beta, 0\left(L_{A}\right) \leq \alpha / 2+\beta$ and $0\left(R_{A}\right) \leq \alpha / 2+\beta$
We visualize this case in Figure 29.3b.

If we switch $A$ and $B$, then the proof is the same as Case 3 .

Case 5: $1\left(R_{B}\right)>\alpha / 2+\beta$, and $0\left(L_{A}\right)>\alpha / 2+\beta$
We visualize this case in Figure 29.3c.

We apply Match to two subproblems to obtain a common substring of length greater than $\alpha+2 \beta \geq \operatorname{LCS}(A, B) / 2+2 \beta$.

Observe that $0\left(L_{B} \cup M_{B}\right)=0(B)-0\left(R_{B}\right)>\alpha / 2+\beta$.

$$
\operatorname{MATCH}\left(L_{A}, L_{B} \cup M_{B}, 0\right)=\min \left\{0\left(L_{A}\right), 0\left(L_{B} \cup M_{B}\right)\right\}>\alpha / 2+\beta
$$

By an analogous argument,

$$
\operatorname{MATCh}\left(M_{A} \cup R_{A}, R_{B}, 1\right)=\min \left\{1\left(M_{A} \cup R_{A}\right), 1\left(R_{B}\right)\right\}>\alpha / 2+\beta
$$

Case 6: $1\left(L_{B}\right)>\alpha / 2+\beta$, and $0\left(R_{A}\right)>\alpha / 2+\beta$

We visualize this case in Figure 29.3d.
We reverse the oder of string $A$ and $B$, then the proof is the same as Case 5 .

|  | $\alpha$ | $1-2 \alpha$ | $\alpha$ |
| :---: | :---: | :---: | :---: |
| A | $L_{A}$ | $M_{A}$ | $R_{A}$ |
| Case 3 | $\begin{gathered} \text { MATCH } 0 \\ 1\left(L_{B}\right)>\alpha / 2+2 \beta \\ \end{gathered}$ | Match 1 | $\begin{gathered} \text { MATCH } 0 \\ 1\left(R_{B}\right) \leq \alpha / 2+\beta=\alpha \\ \end{gathered}$ |
| $B$ | $L_{B}$ | $M_{B}$ | $R_{B}$ |

(a)

|  | $\alpha$ | $1-2 \alpha$ | ${ }^{\alpha}$ |
| :---: | :---: | :---: | :---: |
| A | $L_{A}$ | $M_{A}$ | $R_{A}$ |
| Case 4 | $\begin{aligned} & 0\left(L_{A}\right) \leq \alpha / 2+\beta \\ & \quad \mathrm{MATCH} 1 \\ & 1\left(L_{B}\right)>\alpha / 2+2 \beta^{2} \end{aligned}$ | Match 0 | $\begin{gathered} 0\left(R_{A}\right) \leq \alpha / 2+\beta \\ \text { МАТСН } 1 \\ 1\left(R_{B}\right)>\alpha / 2+2 \beta^{\prime} \end{gathered}$ |
| $B$ | $L_{B}$ | $M_{B}$ | $R_{B}$ |

(b)

(c)

(d)

Figure 29.3: Case 3-6.

```
Algorithm 29.1 Approximate LCS algorithm
    procedure ApproxLCS \((A, B, \alpha)\)
        Split \(A\) into three parts, \(L_{A}, M_{A}\) and \(R_{A}\) such that \(\left|L_{A}\right|=\left|R_{A}\right|=\alpha\), similarly for \(B\)
        Choose \(\beta\) to be sufficiently small constant
        if \(1\left(R_{B}\right) \leq \alpha / 2+2 \beta 0\left(R_{A}\right) \leq \alpha / 2+2 \beta\) then \(\quad \triangleright\) Case 1
            if \(1\left(R_{B}\right) \in[\alpha / 2 \pm 4 \beta], 0\left(R_{A}\right) \in[\alpha / 2 \pm 4 \beta]\) then \(\quad \triangleright\) Case 1(a)
                \(C, \widehat{L_{B}}, \widehat{R_{B}} \leftarrow \operatorname{Greedy}\left(L_{A} \cup M_{A}, R_{A}, B\right)\)
                \(Z \leftarrow \max \left\{\min \left\{1\left(L_{A} \cup M_{A}\right), 1\left(\widehat{L_{B}}\right)\right\}, \min \left\{0\left(L_{A} \cup M_{A}\right), 0\left(\widehat{L_{B}}\right)\right\}\right\}\)
                if \(Z \leq \alpha / 2+10 \beta\) then
                    \(C \leftarrow \operatorname{BestMatch}\left(L_{A} \cup M_{A}, L_{B} \cup M_{B}\right)\)
                        \(+\max \left\{\operatorname{BestMatch}\left(R_{A}, R_{B}\right), \operatorname{ApproxED}\left(R_{A}, R_{B}\right)\right\}\)
                end if
            else if \(1\left(R_{B}\right)<\alpha / 2-4 \beta, 0\left(R_{A}\right) \leq \alpha / 2+2 \beta\) then \(\quad \triangleright\) Case \(1(\mathrm{~b})\)
                \(C \leftarrow \operatorname{Match}(A, B, 0)\)
            else if \(1\left(R_{B}\right) \leq \alpha / 2+2 \beta, 0\left(R_{A}\right)<\alpha / 2-4 \beta\) then \(\quad \triangleright\) Case \(1(\mathrm{c})\)
                    Similar to Case 1(b)
            end if
        else if \(1\left(L_{B}\right) \leq \alpha / 2+\beta 0\left(L_{A}\right) \leq \alpha / 2+\beta\) then \(\quad \triangleright\) Case 2
            Similar to Case 1
        else if \(1\left(R_{B}\right), 1\left(L_{B}\right) \leq \alpha / 2+\beta, 0\left(L_{A}\right), 0\left(R_{A}\right)>\alpha / 2+2 \beta\) then \(\quad\) Case 3
            \(C \leftarrow \operatorname{Match}\left(L_{A}, L_{B}, 0\right)+\operatorname{Match}\left(M_{A}, M_{B}, 1\right)+\operatorname{Match}\left(R_{A}, R_{B}, 0\right)\)
        else if \(1\left(R_{B}\right), 1\left(L_{B}\right)>\alpha / 2+2 \beta, 0\left(L_{A}\right), 0\left(R_{A}\right) \leq \alpha / 2+\beta\) then \(\quad \triangleright\) Case 4
            Similar to Case 3
        else if \(1\left(R_{B}\right)>\alpha / 2+\beta, 0\left(L_{A}\right)>\alpha / 2+\beta\) then \(\triangleright\) Case 5
            \(C \leftarrow \operatorname{Match}\left(L_{A}, L_{B} \cup M_{B}, 0\right)+\operatorname{Match}\left(M_{A} \cup R_{A}, R_{B}, 1\right)\)
        else if \(1\left(L_{B}\right)>\alpha / 2+\beta, 0\left(R_{A}\right)>\alpha / 2+\beta\) then \(\quad \triangleright\) Case 6
            \(C \leftarrow \operatorname{Match}\left(L_{A} \cup M_{A}, L_{B}, 1\right)+\operatorname{Match}\left(R_{A}, M_{B} \cup R_{B}, 0\right)\)
        end if
        return \(C\)
    end procedure
```


## Chapter 30

## Longest Common Subsequence II

Longest common subsequence (LCS) is a classic and central problem in combinatorial optimization. While LCS admits a quadratic time solution, recent evidence suggests that solving the problem may be impossible in truly subquadratic time. A special case of LCS wherein each character appears at most once in every string is equivalent to the longest increasing subsequence problem (LIS) which can be solved in quasilinear time. In this work, we present novel algorithms for approximating LCS in truly subquadratic time and LIS in truly sublinear time. Our approximation factors depend on the ratio of the optimal solution size over the input size. We denote this ratio by $\lambda$ and obtain the following results for LCS and LIS without any prior knowledge of $\lambda$.

- A truly subquadratic time algorithm for LCS with approximation factor $O\left(\lambda^{3}\right)$.
- A truly sublinear time algorithm for LIS with approximation factor $O\left(\lambda^{3}\right)$.

Triangle inequality was recently used by Boroujeni et al. $\left[\mathrm{BEG}^{+} 18\right]$ and Chakraborty et al. $\left[\mathrm{CDG}^{+} 18\right]$ to present new approximation algorithms for edit distance. Our techniques for LCS extend the notion of triangle inequality to non-metric settings.

This part is based on previous following publication

- Aviad Rubinstein, Saeed Seddighin, Zhao Song, Xiaorui Sun

Approximation Algorithms for LCS and LIS with Truly Improved Running Times. FOCS 2019 [RSSS19]

### 30.1 Introduction

In this paper, we consider three of the most classic problems in combinatorial optimization: the longest common subsequence (LCS), the edit distance (ED), and the longest increasing subsequence (LIS). The LCS of two strings $A$ and $B$ is simply their longest (not necessarily contiguous) common subsequence. The edit distance is defined as the minimum number of character deletions, insertions, and substitutions required to transform $A$ into $B$. For the purpose of our discussion, we consider a more restricted definition of edit distance where substitutions are not allowed ${ }^{1}$. Longest increasing subsequence is equivalent to a special case of LCS where the input strings are permutations. All three problems are very fundamental and have been subject to a plethora of studies in the past few decades and specially in recent years [LMS98, BYJKK04, BES06, AO09, AKO10, SS10, BI15, ABW15, AHWW16, AB17, AR18, $\left.\mathrm{CGL}^{+} 19, \mathrm{BEG}^{+} 18, \mathrm{CDG}^{+} 18, \operatorname{HSSS} 19\right]$.

If the strings have length $n$, both LCS and ED can be solved in quadratic time $\left(O\left(n^{2}\right)\right)$ with dynamic programming. These running times are slightly improved to $O\left(n^{2} / \log ^{2}(n)\right)$ by Masek and Paterson [MP80], however, efforts to improve the running time to $O\left(n^{2-\Omega(1)}\right)$ for either edit distance or LCS were all futile.

In recent years, our understanding of the source of complexity for these problems tremendously improved thanks to a sequence of fine-grained complexity developments [ABW15, AHWW16]. We now know that assuming the strong exponential time hypothesis (SETH) [ABW15], or even weaker assumptions such as the orthogonal vectors conjecture (OVC) [ABW15] or branching-program-SETH [AHWW16], there are no truly sub-quadratic ${ }^{2}$ time algorithms for

[^103]LCS. Similar results also hold for edit distance [BI15].
Indeed, the classic approach to break the quadratic barrier for these problems is approximation algorithms. Note that for (multiplicative) approximations, LCS and edit distance are no longer equivalent (much like we have a 2-approximation algorithm for Vertex Cover, but Independent Set is NP-hard to approximate within near-linear factors).

For edit distance, an $\widetilde{O}\left(n+\Delta^{2}\right)$-time algorithm of [LMS98] (where $\Delta$ is the true edit distance between the strings) implies a linear-time $\sqrt{n}$-approximation algorithm. The approximation factor has been significantly improved in a series of works to $O\left(n^{3 / 7}\right)$ [BYJKK04], to $O\left(n^{0.34}\right)$ [BES06], to $O\left(2^{\tilde{O}(\sqrt{\log n})}\right)$ [AO09] ${ }^{3}$, and finally to polylogarithmic [AKO10]. A recent work of Boroujeni et al. $\left[\mathrm{BEG}^{+} 18\right]$ obtains a constant factor approximation quantum algorithm for edit distance that runs in truly subquadratic time. Finally, the breakthrough of Chakraborty et al. $\left[\mathrm{CDG}^{+} 18\right]$ gave a classic (randomized) constant factor approximation for edit distance in truly subquadratic time. A key component in both of the latest constant factor approximation algorithms is the application of triangle inequality (for edit distance between certain substrings of the input). A particular challenge in extending these ideas to LCS is that LCS is not a metric and in particular does not satisfy the triangle inequality.

Our understanding of the complexity of approximate solutions for LCS is embarrassingly limited. For general strings, there are several linear-time $1 / \sqrt{n}$-approximation algorithms based on sampling techniques. For alphabet size $|\Sigma|$, there is a trivial $1 /|\Sigma|-$ approximation algorithm that runs in linear time. Whether or not these approximation factors can be improved by keeping the running time subquadratic is one of the central

[^104]problems in fine-grained complexity. Very recently, both the general $1 / \sqrt{n}$-approximation factor, and, for binary strings, the $1 / 2$-approximation factor, have been slightly improved ([HSSS19] and [RS19b], respectively). There are a few fine-grained complexity results for approximate LCS, but they only hold against deterministic algorithms, and rely on very strong assumptions [AB17, AR18, CGL+19].

### 30.1.1 Our Results

For simplicity, we use $\operatorname{Ics}(A, B)$ to denote the size (not the whole sequence) of the longest common subsequence for two strings $A$ and $B$. Similarly, we use $\operatorname{ED}(A, B)$ to denote the edit distance and $\operatorname{lis}(A)$ for the size of the longest common subsequence. We sometimes normalize the solution by the length of the strings so that the size of the solution remains in the interval $[0,1]$. We refer to the normalized solutions by $\|\operatorname{lcs}(A, B)\|=\operatorname{Ics}(A, B) / n$ and $\|\mathrm{ED}(A, B)\|=\mathrm{ED}(A, B) / 2 n$ (here both strings have equal length $n$ ), and $\|\operatorname{lis}(A)\|=$ $\operatorname{lis}(A) / n$. In this way, $\|\operatorname{ED}(A, B)\|+\|\operatorname{lcs}(A, B)\|=1$ (assuming both strings have equal length).

As mentioned earlier, recent developments for edit distance are based on a simple but rather useful observation. Edit distance satisfies triangle inequality, or in other words, given three strings $A_{1}, A_{2}, A_{3}$ of length $n$ such that $\left\|\operatorname{ED}\left(A_{1}, A_{2}\right)\right\| \leq \delta$ and $\left\|\operatorname{ED}\left(A_{2}, A_{3}\right)\right\| \leq \delta$ hold, we can easily imply that $\left\|\operatorname{ED}\left(A_{1}, A_{3}\right)\right\| \leq 2 \delta$. While Ics does not satisfy the triangle inequality in any meaningful way, it does, on average, satisfy the following birthday-paradoxlike property that we call birthday triangle inequality.

Property 30.1.1 (birthday triangle inequality). Consider three equal-length strings $A_{1}, A_{2}$, and $A_{3}$ such that $\left\|\operatorname{lcs}\left(A_{1}, A_{2}\right)\right\| \geq \lambda$ and $\left\|\operatorname{lcs}\left(A_{2}, A_{3}\right)\right\| \geq \lambda$. If the common subsequences
correspond to random indices of each string, we expect that $\left\|\operatorname{lcs}\left(A_{1}, A_{3}\right)\right\| \geq \lambda^{2}$.

Of course, this is not necessarily the case in general. More precisely, it is easy to construct examples ${ }^{4}$ in which $\left\|\operatorname{lcs}\left(A_{1}, A_{2}\right)\right\|=1 / 2$ and $\left\|\operatorname{lcs}\left(A_{2}, A_{3}\right)\right\|=1 / 2$, but $\left\|\operatorname{lcs}\left(A_{1}, A_{3}\right)\right\|=$ 0 . Our first main result shows that while it only holds on average, we can algorithmically replace the triangle inequality for edit distance with the birthday triangle inequality on worst case inputs.

Theorem 30.1.2 (Main Theorem, formally stated as Theorem 30.2.1). Given strings $A, B$ both of length $n$ such that $\|\operatorname{LCS}(A, B)\|=\lambda$, we can approximate the length of the LCS between the two strings within an $O\left(\lambda^{3}\right)$ factor in subquadratic time. The approximation factor improves to $(1-\epsilon) \lambda^{2}$ when $1 / \lambda$ is constant.

We remark that our algorithm is actually able to output the whole sequence of the solution, but we only focus on estimating the size of the solution for simplicity. We begin by comparing our main theorem to previous work on edit distance. In this case, $1 / \lambda$ is constant w.l.o.g. ${ }^{5}$ and therefore the approximation factor of our algorithm is $(1-\epsilon) \lambda^{2}$. If $\delta=\|\mathrm{ED}(A, B)\|$, then our LCS algorithm outputs a transformation from $A$ to $B$ using at most $2 n\left(1-(1-\epsilon)(1-\delta)^{3}\right)$ operations. Observe that when the strings are not overly close and $\delta=\Omega(1)$ by scaling $\epsilon$, we already recover a $\left(3+\epsilon^{\prime}\right)$-approximation for edit distance in truly subquadratic time. For mildly far strings, say $\delta=0.1$, a more careful look at the expansion of $(1-\delta)^{3}$ reveals that we save an additive $\Theta\left(\delta^{2}\right)$ in the approximation factor. For example, with $\delta=0.1$ our approximation factor for edit distance is 2.71 instead of 3 .

[^105]An interesting implication of our main result is for LCS over a large alphabet $\Sigma$, where the optimum $\|\operatorname{LCS}(A, B)\|$ may be much smaller than 1 . This is believed to be the hardest regime for approximation algorithms (and indeed the only one for which we have any conditional hardness of approximation results [AB17, AR18, CGL $\left.{ }^{+} 19\right]$ ). Here, we consider instances that satisfy a mild balance assumption: we assume that there is a character that appears with frequency at least $1 /|\Sigma|$ in both strings ${ }^{6}$. Then, our main theorem implies an $O\left(1 /|\Sigma|^{3 / 4}\right)$-approximate solution in truly subquadratic time (the first improvement over the trivial $1 /|\Sigma|$ approximation in this regime).

Corollary 30.1.3 (LCS, formally stated as Corollary 30.2.3). Given a pair of strings $(A, B)$ of length $n$ over alphabet $\Sigma$ that satisfy the balance condition, we can approximate their LCS within an $O\left(|\Sigma|^{3 / 4}\right)$ factor in truly subquadratic time.

Next, we show that a similar result can be obtained for LIS. Perhaps coincidentally, the approximation factor of our algorithm is also $O\left(\lambda^{3}\right)$ which is same to LCS, but the technique is completely different. Although LIS can be solved exactly in time $O(n \log n)$, there have been several attempts to approximate the size of LIS and related problems in sublinear time [Sch61, Fre75, DGL+99, EKK ${ }^{+} 00$, Fis04, ACCL07, SS10]. The best known solution is due to the work of Saks and Seshadhri [SS10] that obtains a (1+ $)$-approximate algorithm for LIS in polylogarithmic time, when the solution size is at least a constant fraction of the input size ${ }^{7}$. In other words, if $\|\operatorname{lis}(A)\|=\lambda$ and $1 / \lambda$ is constant, their algorithm approximates

[^106]$\operatorname{lis}(A)$ in polylogarithmic time. However, this only works if $1 / \lambda$ is constant and even if $1 / \lambda$ is logarithmically large, their method fails to run in sublinear time ${ }^{8}$. We complement the work of Saks and Seshadhri [SS10] by presenting a result for LIS similar to our result for LCS. More precisely, we show that when $\|\operatorname{lis}(A)\|=\lambda$, an $O\left(\lambda^{3}\right)$ approximation of LIS can be obtained in truly sublinear time. Although our approximation factor is worse than that of [SS10], our result works for any (not necessarily constant) $\lambda$.

Theorem 30.1.4 (LIS, formally stated as Theorem 30.4.8). Given an array $A$ of $n$ integer numbers such that $\|\operatorname{lis}(A)\|=\lambda$. We can approximate the length of the LIS for $A$ in sublinear time within a factor $O\left(\lambda^{3}\right)$.

If one favors the running time over the approximation factor, it is possible to improve the exponent of $n$ in the running time down to any constant $\kappa>0$ at the expense of incurring a larger multiplicative factor to the approximation.

### 30.1.2 Preliminaries

In LCS or edit distance, we are given two strings $A$ and $B$ as input. We assume for simplicity that the two strings have equal length and refer to that by $n$. In LCS, the goal is to find the largest subsequence of the characters which is shared between the two strings. In edit distance, the goal is to remove as few characters as possible from the two strings such that the remainders for the two strings are the same. We use $\operatorname{lcs}(A, B)$ and $\operatorname{ED}(A, B)$ to denote the size of the longest common subsequence and the edit distance of two strings $A$ and $B$.

[^107]In LIS, the input contains an array $A$ of $n$ integer numbers and the goal is to find a sequence of elements of $A$ whose values (strictly) increase as their indices increase. For LIS, we denote the solution size for an array $A$ by lis $(A)$. We also use lis ${ }^{[\alpha, \beta]}(A)$ to denote the size of the longest increasing subsequence subject to elements whose values lie in range $[\alpha, \beta]$. Longest increasing subsequence is equivalent to LCS when the inputs are two permutations of $n$ distinct characters.

Finally, we define a notation to denote the normalized solution sizes. For LCS, we denote the normalized solution size by $\|\operatorname{lcs}(A, B)\|=\operatorname{Ics}(A, B) / \sqrt{|A||B|}$ for $A$ and $B$ and we use $\|\operatorname{ED}(A, B)\|=\operatorname{ED}(A, B) /(2 \sqrt{|A||B|})$ for edit distance. Note that, when the two strings have equal length we have $\|\operatorname{ED}(A, B)\|+\|\operatorname{lcs}(A, B)\|=1$. Similarly, for longest increasing subsequence, we denote by $\|\operatorname{lis}(A)\|=\operatorname{lis}(A) /|A|$ the normalized solution size. We usually refer to the size of the input array by $n$.

Throughout this paper, we call an algorithm $f(\lambda)$-approximation for LCS if it is able to distinguish the following two cases: i) $\|\operatorname{lcs}(A, B)\| \geq \lambda$ or ii) $\|\operatorname{lcs}(A, B)\|<\lambda f(\lambda)$. A similar definition carries over to LIS. Once an $f(\lambda)$-approximation algorithm is provided for either LCS or LIS, one can turn it into an algorithm that outputs a solution with size $f(\lambda)(1-\epsilon) \lambda n$ provided that the optimal solution has a size $\lambda n$. The algorithm is not aware of the value of $\lambda$ but will start with $\lambda_{0}=1$ and iteratively multiply $\lambda_{0}$ by $1-\epsilon$ until a solution is found.

### 30.1.3 Techniques Overview

Our algorithm for LCS is closely related to the recent developments for edit distance $\left[\mathrm{BEG}^{+} 18, \mathrm{CDG}^{+} 18\right]$. We begin by briefly explaining the previous ideas for approxi-
mating edit distance and then we show how we use these techniques to obtain a solution for LCS. Finally, in Section 30.1.3.2 we outline our algorithm for LIS.

### 30.1.3.1 Summary of Previous ED Techniques

Indeed, edit distance is hard only if the two strings are far $(\|\operatorname{ED}(A, B)\|=\delta$ and $\left.\delta=n^{-o(1)}\right)$ otherwise the $O\left(n+(n \delta)^{2}\right)$ algorithm of Landau et al. [LMS98] computes the solution in truly subquadratic time. The algorithm of Chakraborty et al. $\left[\mathrm{CDG}^{+} 18\right]$ for edit distance has three main steps that we briefly discuss in the following.

Step 0 (window-compatible solutions): In the first step, they construct a set of windows $W_{A}$ for string $A$ and a set of windows $W_{B}$ for string $B$. Each window is essentially a substring of the given string. Let $k$ denote the total number of windows of $W_{A} \cup W_{B}$. For simplicity, let all the windows have the same size $d$ and $n \simeq O(k d)^{9}$. The construction features two key properties: 1) provided that the edit distances of the windows between $W_{A}$ and $W_{B}$ are available, one can recover a $1+\epsilon$ approximation of edit distance in time $\widetilde{O}\left(n+k^{2}\right)$ via dynamic programming. 2) $k^{2} \times d^{2} \simeq O\left(n^{2}\right)$. That is, if we naively compute the edit distance of every pair of windows, the overall running time would still asymptotically be the same as that of the classic algorithm.

In order to obtain a solution for edit distance, it suffices to know the distances between the windows. However, Chakraborty et al. [CDG $\left.{ }^{+} 18\right]$ show that knowing the distances between most of the window pairs is enough to obtain an approximately optimal solution for edit distance. More precisely, if the distances are not correctly approximated for at

[^108]most $O\left(k^{2-\Omega(1)}\right)$ pairs, we can still obtain an approximate solution for edit distance. Step 1 provides estimates for the distances of the windows which is approximately correct except for $O\left(k^{2-\Omega(1)}\right)$ many pairs and Step 2 shows how this can be used to obtain a solution for edit distance. Discretization simplifies the problem substantially. For a fixed $0 \leq \delta \leq 1$, they introduce a graph $\mathrm{G}_{\delta}$ where the nodes correspond to the windows and an edge between window $w_{i} \in W_{A}$ and window $w_{j} \in W_{B}$ means that $\left\|\operatorname{ED}\left(w_{i}, w_{j}\right)\right\| \leq \delta$. If we are able to construct $\mathrm{G}_{\delta}$ for logarithmically different choices of $\delta$, we can as well estimate the distances within a $1+\epsilon$ factor for the windows. Therefore the problem boils down to constructing $\mathrm{G}_{\delta}$ for a fixed given $\delta$ without computing the edit distance between all pairs of windows.

Step 1 (sparsification via triangle inequality): This step is the heart of the algorithm. Suppose we choose a high-degree vertex $v$ from $\mathrm{G}_{\delta}$ and discover all its incident edges by computing its edit distance to the rest of the windows. Triangle inequality implies that every pair of windows in $N(v)$ has a distance bounded by $2 \delta$. Therefore by losing a factor 2 in the approximation, one can put all these edges in $\mathrm{G}_{\delta}$ and not compute the edit distances explicitly. Although this does save some running time, in order to make sure the running time is truly subquadratic, we need to make a similar argument for paths of length 3 and thereby lose a factor 3 in the approximation. This method sparsifies the graph and what remains is to discover the edges of a sparse graph.

Step 2 (discovering the edges of the sparse graph): Step 1 uses triangle inequality and discovers many edges between the vertices of $\mathrm{G}_{\delta}$. However, it may not discover all the edges completely. When in the remainder graph, the degrees are small (and hence the graph
is sparse) triangle inequality does not offer an improvement and thus a different approach is required. Roughly speaking, Chakraborty et al. $\left[\mathrm{CDG}^{+} 18\right]$ subsample the windows of $W_{A}$ into a smaller set $S$ and discover all pairs of windows $w_{i} \in S$ and $w_{j} \in W_{B}$ such that edge $(i, j)$ is not discovered in Step 1. Next, they compute the edit distance of each pair of windows $\left(w_{i}, w_{j}\right), w_{i} \in W_{A}, w_{j} \in W_{B}$ such that there exist two nearby windows ( $w_{a}, w_{b}$ ) satisfying $w_{a} \in S, w_{b} \in W_{B}$ and the edge between $w_{a}$ and $w_{b}$ was missed in Step 1. The key observation is that even though this procedure does not discover all the edges, the approximated distances lead to an approximate solution for edit distance.

### 30.1.3.2 LCS

Our algorithm for LCS mimics the same guideline. In addition to this, Steps 0 and 2 of our algorithm are LCS analogues of the ones used by Chakraborty et al. [CDG $\left.{ }^{+} 18\right]$. The main novelty of our algorithm is Step 1 which is a replacement for triangle inequality. Recall that unlike edit distance, triangle inequality does not hold for LCS.

Challenge 30.1.5. How can we introduce a notion similar to triangle inequality to a nonmetric setting such as LCS?

We introduce the notion of birthday triangle inequality to overcome the above difficulty. Given windows $w_{1}$, $w_{2}$, and $w_{3}$ of size $d$ such that $\left\|\operatorname{lcs}\left(w_{1}, w_{2}\right)\right\| \geq \lambda$ and $\left\|\operatorname{lcs}\left(w_{2}, w_{3}\right)\right\| \geq$ $\lambda$ hold, what can we say about the LCS of $w_{1}$ and $w_{3}$ ? In general, nothing! $\left\|\operatorname{lcs}\left(w_{1}, w_{3}\right)\right\|$ could be as small as 0 . However, let us add some randomness to the setting. Think of the LCS of $w_{1}$ and $w_{2}$ as a matching from the characters of $w_{1}$ to $w_{2}$ and similarly the LCS for $w_{2}$ and $w_{3}$ as another matching between characters of $w_{2}$ and $w_{3}$. Assume (for the sake of the thought experiment) that the characters of $w_{2}$ appear randomly in each matching. Since


Figure 30.1: Birthday paradox for triangle inequality: let $w_{1}, w_{2}, w_{3}$ be three windows of length $d=8$ and assume $\lambda=1 / 2$. The LCS between $w_{1}$ and $w_{2}$ is $\lambda d=4$ and the LCS between $w_{2}$ and $w_{3}$ is $\lambda d=4$. Finally due to birthday paradox, we expect that the LCS between $w_{1}$ and $w_{3}$ is $\lambda^{2} d=2$.
$\left\|\operatorname{lcs}\left(w_{1}, w_{2}\right)\right\| \geq \lambda$, each character of $w_{2}$ appears with probability at least $\lambda$ in the matching between $w_{1}$ and $w_{2}$. A similar argument implies that each character of $w_{2}$ appears with probability $\lambda$ in the matching of $w_{2}$ and $w_{3}$. Thus, (assuming independence), each character of $w_{2}$ appears in both matchings with probability $\lambda^{2}$. This means that in expectation, there are $\lambda^{2} d$ paths of length 2 between $w_{1}$ and $w_{3}$ which suggests $\left\|\operatorname{lcs}\left(w_{1}, w_{3}\right)\right\| \geq \lambda^{2}$ as shown in Figure 30.1. This is basically birthday paradox used for the sake of triangle inequality.

Replacing triangle inequality by birthday triangle inequality is particularly challenging since birthday triangle inequality only holds on average. In contrast, triangle inequality holds for any tuple of arbitrary strings. Most of our technical discussions is dedicated to proving that we can algorithmically use birthday triangle inequality to obtain a solution for the worst-case scenarios. The most inconvenient step of our analysis is to show that our algorithm estimates the LCS of most window pairs in the sparsification phase. While this is straightforward for edit distance, birthday triangle inequality requires a deeper analysis
of the underlying graph. In particular, we need to prove that if the undiscovered edges are too many, then birthday triangle inequality can be applied to certain neighborhoods of the graph.

There are two difficulties that we face here. On one hand, in order to apply birthday triangle inequality to a subgraph, we need to have enough structure for that subgraph to show the implication can be made. On the other hand, our assumptions cannot be too strong, otherwise such neighborhoods may not cover the edges of the graph. Therefore, the first challenge that we need to overcome is characterizing subgraphs in which birthday triangle inequality is guaranteed to be applicable. Our suggestion is the bi-cliques structure. Although combinatorial techniques seem unlikely to prove this, we use the Blakley-Roy inequality to show that in a large enough bi-clique, we can use birthday triangle inequality to imply a bound on the LCS of certain pairs. The second challenge is to prove that if the underlying graph is dense enough, the graph contains many bi-cliques that cover almost all the edges that we plan to discover. This is again a challenging graph theoretic problem. We leverage extremal graph theory tools such as Turan's theorem for cliques and bi-cliques to obtain this bound.

Similar to edit distance, we construct a set $W=W_{A} \cup W_{B}$ of $k$ windows in Step 0 and aim to sparsify the edges of the Ics-graph in Step 1 . Our construction ensures that $k d \simeq \Theta(n)$ and that knowing the LCS of the window pairs suffices to approximate the LCS of the two strings. For a threshold $0 \leq \lambda \leq 1$, define a matrix $\mathrm{O}:[k] \times[k] \rightarrow\{0,1\}$ to be a matrix which identifies whether $\left\|\operatorname{Ics}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$. In other words, $\mathrm{O}[i][j]=1 \Longleftrightarrow\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$. For an $0<\alpha \leq 1$, we call a matrix $\mathrm{O}_{\alpha}$ an $\alpha$ approximation of O if it meets the following two conditions:

$$
\mathrm{O}_{\alpha}[i][j]=0 \Longrightarrow\left\|\operatorname{lss}\left(w_{i}, w_{j}\right)\right\|<\lambda \quad \text { and } \quad \mathrm{O}_{\alpha}[i][j]=1 \Longrightarrow\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \alpha \cdot \lambda
$$

Notice that $\mathrm{O}_{\alpha}$ gives more flexibility than O for the cases that $\lambda \alpha \leq \operatorname{lcs}\left(w_{i}, w_{j}\right)<\lambda$. That is, both 0 and 1 are acceptable in these cases. Indeed an $\alpha$ approximation algorithm for the above problem is enough to obtain an $\alpha$ approximation algorithm for LCS. However, this is not necessary as Step 2 allows for incorrect approximation for up to $k^{2-\Omega(1)}$ many window pairs. Therefore, the problem of approximating LCS essentially boils down to approximating O for a given basket of windows $W=W_{a} \cup W_{b}$ and a fixed $\lambda$ by allowing sufficiently small error in the output. A naive solution is to iterate over all pairs $w_{i}$ and $w_{j}$ and compute $\operatorname{Ics}\left(w_{i}, w_{j}\right)$ in time $O\left(d^{2}\right)$ and determine O accordingly. However, this amounts to a total running time of $O\left(k^{2} d^{2}\right)$ which is quadratic and not desirable. In order to save time, we need to compute the LCS of fewer than $k^{2}$ pairs of windows. To make this possible, we allow our algorithm to miss up to $O\left(k^{2-\Omega(1)}\right)$ edges of the graph. Step 2 ensures that this does not hurt the approximation factor significantly.

We construct a graph from the windows wherein each vertex corresponds to a window and each edge identifies a pair with a large LCS (in terms of $\lambda$ ). Let us call this graph the Ics-graph and denote it by $G_{\lambda}$. The goal is to detect the edges of the graph by allowing false-positive. As we discussed earlier, the hard instances of the problem are the cases where the Ics-graph is dense for which we need a sparsifier. Roughly speaking, in our sparsification technique, our algorithm constructs another graph $\widehat{G}_{\lambda}$ such that $\widehat{G}_{\lambda}$ is valid in the sense that the edges of $\widehat{\mathrm{G}}_{\lambda}$ correspond to pairs of windows with large enough LCS. In addition to this, our algorithm guarantees that after the removal of the edges of $\widehat{G}_{\lambda}$ from $G_{\lambda}$ the remainder is
sparse. In other words, $\left|E\left(\mathrm{G}_{\lambda}\right) \backslash E\left(\widehat{\mathrm{G}}_{\lambda}\right)\right|=O\left(\left|V\left(\mathrm{G}_{\lambda}\right)\right|^{2-\Omega(1)}\right)$. Of course, if the overall running time of the sparsification phase is truly subquadratic, the error of undiscovered edges can be addressed by the techniques of $\left[\mathrm{CDG}^{+} 18\right]$ in Step 2.

Below, we bring a formal definition for sparsification.

$$
\begin{aligned}
& \text { sparsification } \\
& \text { input: Windows } w_{1}, w_{2}, \ldots, w_{k} \text {, parameters } \lambda \text {, and } \alpha \text {. } \\
& \text { solution: A matrix } \widehat{\mathrm{O}}_{\alpha} \in\{0,1\}^{k \times k} \text { such that: } \\
& \text { - } \widehat{\mathrm{O}}_{\alpha}[i][j]=1 \Longrightarrow\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \alpha \cdot \lambda \\
& \text { - } \mid\left\{(i, j) \mid\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda \text { and } \widehat{\mathrm{O}}_{\alpha}[i][j]=0\right\} \mid=k^{2-\Omega(1)}
\end{aligned}
$$

We present two sparsification techniques for LCS. The first one (Section 30.3.1), has an approximation factor of $(1-\epsilon) \cdot \lambda^{2}$. In Section 30.3 .2 we present another sparsification technique that has a worse approximation factor $O\left(\lambda^{3}\right)$ but leaves fewer edges behind. Although the second sparsification technique has a worse approximation factor, it has the advantage that the number of edges that remain in the sparse graph is truly subquadratic regardless of the value of $\lambda$ and therefore it extends our solution to the case that $\lambda=o(1)$ (see Section 30.3.2 for a detailed discussion).

Let us note one last algorithmic challenge to keep in mind before we begin to describe our sparsification techniques. For edit distance, if window pairs $\left(w_{1}, w_{2}\right)$ and $\left(w_{2}, w_{3}\right)$ are close, we are guaranteed that $w_{1}$ and $w_{3}$ are also close; for longest common subsequence, we will argue that $\left(w_{1}, w_{3}\right)$ are likely to be have a long LCS (for a "random" choice of $\left(w_{1}, w_{3}\right)$ ). Nonetheless, in order to add $\left(w_{1}, w_{3}\right)$ as an edge to our graph we have to verify that their

LCS is indeed long. If we were to verify an edge naively, we would need as much time as computing the LCS between $\left(w_{1}, w_{3}\right)$ from scratch!

Sparsification 1, ( $1-\epsilon) \lambda^{2}$-approximation: Similar to edit distance, applying birthday triangle inequality to paths of length 2 for LCS does not improve the running time significantly. Therefore, we need to use birthday triangle inequality for paths of length 3 . To this end, we define the notion of constructive tuples as follows: a tuple $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is an $(\epsilon, \lambda)$ constructive tuple, if we have $\left\|\operatorname{lcs}\left(w_{i}, w_{a}\right)\right\| \geq \lambda,\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda,\left\|\operatorname{lcs}\left(w_{b}, w_{j}\right)\right\| \geq \lambda$ and by taking the intersection of the three LCS matchings, we are able to imply $\left\|\operatorname{lcs}\left(w_{a}, w_{b}\right)\right\| \geq$ $(1-\epsilon) \lambda^{3}$ (see Figure 30.2 for an example). Taking the intersection of the matchings can be done in linear time which is faster than computing the LCS.

Our sparsification technique here is simple but the analysis is very intricate. We subsample a set $S$ of windows and compute the LCS of every window in $S$ and all other windows. We set $|S|=k^{\gamma} \log k$, where $\gamma \in(0,1)$. At this point, for some pairs, we already know their LCS. However, if neither $w_{i}$ nor $w_{j}$ is in $S$, we do not know if $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$ or not. Therefore, for such pairs, we try to find windows $w_{a}, w_{b} \in S$ such that $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is constructive. If such a constructive tuple is found for a pair of windows, then we conclude that their normalized LCS is at least $(1-\epsilon) \lambda^{3}$.

All that remains is to argue that this method discovers almost all the edges of the Ics-graph $\mathrm{G}_{\lambda}$ and the number of undiscovered edges is $k^{2-\Omega(1)}$. This is the most difficult part of the analysis. We note that proving the existence of only one constructive tuple is already non-trivial even when $G_{\lambda}$ is complete. However, our goal is to show almost all the edges are discovered via constructive tuples when $G_{\lambda}$ is dense (and of course not necessarily


Figure 30.2: Let $w_{i}, w_{a}, w_{b}$ and $w_{j}$ denote four windows and each of them has length $d=8$. This figure shows how the intersection of the edges of three windows are taken in order to construct a solution for the LCS of $w_{i}$ and $w_{j}$. If the size of the intersection is large, then such a tuple is called constructive. The solid lines represent LCS between two strings, and the dashed line represents the intersection of the three LCSs.
complete).
Define a pair of windows $w_{i}$ and $w_{j}$ to be well-connected, if there are at least $k^{2-\gamma}$ different $\left(w_{a}, w_{b}\right)$ pairs such that $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is $(\epsilon, \lambda)$-constructive. Since each window appears in $S$ with probability $k^{\gamma-1} \log k$, for each well-connected pair we find one constructive tuple via our algorithm with high probablity. Therefore, we need to prove that the total number of pairs $\left(w_{i}, w_{j}\right)$ such that $\left(w_{i}, w_{j}\right)$ is not well-connected but $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$ is subquadratic. Let us put these edges in a new graph $N G_{\lambda}$ whose vertices are all the windows. We first leverage the Blakley-Roy inequality and a double counting technique to prove that if $N G_{\lambda}$ has a large complete bipartite subgraph, then there is one constructive tuple which includes only the vertices of this subgraph (Lemma 30.3.2). Next, we apply the Turan's theorem to show that if $\mathrm{NG}_{\lambda}$ is dense, then it has a lot of large complete bipartite subgraphs. Finally, we use a probabilistic method to conclude that $N G_{\lambda}$ cannot be too dense otherwise
there are a lot of constructive tuples in the graph which implies that at least one edge ( $w_{i}, w_{j}$ ) in $N G_{\lambda}$ is well-connected. This is not possible since all the well-connected pairs are detected in our sparsification algorithm with high probability.

The above argument proves that if we sparsify our graph using our sparsification algorithm, the remainder graph would have a subquadratic number of edges. Therefore after plugging Step 2 into the algorithm, the running time remains subquadratic. However, since Turan theorem gives us a weak bound, the running time of the algorithm using this sparsification is $O\left(n^{2-\Omega(\lambda)}\right)$ and is only truly subquadratic when $1 / \lambda$ is constant.

The above method also gives a nice insight into computing edit distance. As we show in Section 30.3, if our Ics-graph or similarly ED-graph is very dense, it contains bipartite complete subgraphs that lead to strong implications. For LCS, we obtain a bound of ( $1-$ є) $\lambda^{2}$ for the approximation factor of the sparsifier. For edit distance, this may lead to an approximation factor better than 3. In particular, if one gives a positive answer to Question 30.1.6 for some $\alpha$, this technique improves the approximation factor of estimating edit distance in subquadratic time to $2+\alpha+\epsilon$. The authors are not aware of any counterexample for the question even when $\alpha=0$ and it is quite possible that this technique improves the approximation factor for edit distance down to $2+\epsilon$.

Question 30.1.6. Let $X$ and $Y$ be two sets of strings of length $n$ such that for each string $A \in X$ and $B \in Y$ we have $\|\operatorname{ED}(A, B)\| \leq \delta$. If $1 / \delta$ is constant and the sizes of $X$ and $Y$ are large enough constants (much larger than $1 / \delta$ ) can we imply that there exist two strings in $X$ or two strings in $Y$ whose normalized distance is bounded by $(1+\alpha) \delta$ ?

We remark that birthday triangle inequality proves Question 30.1.6 for $\alpha=1-O(\delta)$
even when $|X|=1$. While we do not provide a formal proof, we believe that this already gives a $3-o(1)$ approximation algorithm for edit distance in truly subquadratic time which slightly breaks the $3+\epsilon$ barrier suggested in previous work $\left[\mathrm{BEG}^{+} 18, \mathrm{CDG}^{+} 18\right]$.

Sparsification 2, $O\left(\lambda^{3}\right)$-approximation: In Section 30.3.1, we present another sparsification method that although gives us a slightly worse approximation factor $O\left(\lambda^{3}\right)$ it always leaves a truly subquadratic number of edges behind and therefore the running time of the algorithm would be truly subquadratic regardless of the parameter $\lambda$. This sparsification is based on a novel data structure.

Let opt ${ }_{i, a}$ denote the longest common subsequence of $w_{i}$ and $w_{a}$ (with some fixed tiebreaking rule, e.g. lexicographically first). Define $\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)$ to be the size of the longest common subsequence between opt ${ }_{i, a}$ and $w_{j}$. Notice that this definition is no longer symmetric. Let $\left\|\mid \operatorname{lss}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|$ denote the relative value, i.e., $\left\|\mid \boldsymbol{\operatorname { c s s }}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|=\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right) / \sqrt{\left|w_{i}\right| \cdot\left|w_{j}\right|}$. The first ingredient of the algorithm is a data-structure, namely Ics-cmp. After a preprocess of time $O\left(\left|w_{a}\right| \sum_{i \in S}\left|w_{i}\right|\right)$, Ics-cmp is able to answer queries of the following type in time $O\left(\left|w_{i}\right|+\left|w_{j}\right|\right):$

- "for a $0 \leq \tilde{\lambda} \leq 1$ either certify that $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \Omega\left(\widetilde{\lambda^{2}}\right)$ or report that $\left\|\mid \operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|<$ $O(\widetilde{\lambda})^{\prime \prime}$.

In our sparsification, we repeat the following procedure $k^{\gamma}$ times, where $\gamma \in(0,1)$. We sample a window $w_{a}$ uniformly at random and construct $\operatorname{Ics-cmp}\left(w_{a}, S\right)$ for $S=\left\{w_{i} \mid i \neq\right.$ $a$ and $\left.\left|w_{i}\right| \geq\left|w_{a}\right|\right\}$. After the preprocessing step, we make a query for every pair of windows $\left(w_{i}, w_{j}\right)$ such that $w_{i}, w_{j} \in S$ and determine if $\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)$ is at least $\Omega\left(\lambda^{4}\right)$ or upper bounded
by $O\left(\lambda^{2}\right)$ (here $\widetilde{\lambda}=\lambda^{2}$ ). If their LCS is at least $\Omega\left(\lambda^{4}\right)$ we report this pair as an edge in our Ics-graph. Finally, we use the Turan theorem to prove that the number of remaining edges in our graph is small.

To be more precise, we first construct a graph $N G_{\lambda}$ that reflects the edges that are not detected via our sparsification. We give directions to the edges based on the length of the windows. If $\mathrm{NG}_{\lambda}$ is dense enough, then there is one vertex $v$ in $\mathrm{NG}_{\lambda}$ with a large enough outgoing degree. We use the neighbors of $v$ to construct another graph $\mathrm{NF}_{\lambda}$ with vertex set $N(v)$. An edge exists in $\mathrm{NF}_{\lambda}$ if $\max \left\{\left\|\operatorname{lcs}_{w_{v}\left(w_{i}, w_{j}\right)}\right\|,\left\|\operatorname{lcs}_{w_{v}\left(w_{j}, w_{i}\right)}\right\|\right\} \geq \Omega\left(\lambda^{2}\right)$. Edges of $\mathrm{NF}_{\lambda}$ are directed the same way as $N G_{\lambda}$. We prove that $\mathrm{NF}_{\lambda}$ has no large independent set. In other words, if we select a large enough set of vertices in $\mathrm{NF}_{\lambda}$, then there is at least one edges between them. Next, we apply the Turan theorem to prove that $\mathrm{NF}_{\lambda}$ is dense. Finally, we imply that since $\mathrm{NF}_{\lambda}$ is dense, there is one vertex $u$ in the neighbors of $v$ such that there are a lot of 2-paths between $v$ and $u$. This implies that the edge $(u, v)$ should have been detected in our sparsification and therefore must not exist in $N G_{\lambda}$. This contradiction implies that $N G_{\lambda}$ is sparse in the first place.

### 30.1.3.3 LIS

In this section, we present our result for longest increasing subsequence. More precisely, we show that when the solution size is lower bounded by $n \lambda(\lambda \in[0,1])$, one can approximate the solution within a factor $O\left(\lambda^{3}\right)$ in time $\widetilde{O}\left(\sqrt{n} / \lambda^{7}\right)$. This married with a simple sampling algorithm for the cases that $\lambda<n^{-\Omega(1)}$, provides an $O\left(\lambda^{3}\right)$-approximate algorithm with running time of $\widetilde{O}\left(n^{0.85}\right)$ (without further dependence on $\lambda$ ). We further extend this result to reduce the running time to $\widetilde{O}\left(n^{\kappa} \operatorname{poly}(1 / \lambda)\right)$ for any $\kappa>0$ by imposing
a multiplicative factor of $\operatorname{poly}(1 / \lambda)$ to the approximation.
Our algorithm heavily relies on sampling random elements of the array for which longest increasing subsequence is desired. Denote the input sequence by $A=\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$. A naive approach to approximate the solution is to randomly subsample the elements of $A$ to obtain a smaller array $B$ and then compute the longest increasing subsequence of $B$ to estimate the solution size for $A$. Let us first show why this approach alone fails to provide a decent approximation factor. First, consider an array $A=\langle 1,2, \ldots, n\rangle$ which is strictly increasing. Based on $A$, we construct two inputs $A^{\prime}$ and $A^{\prime \prime}$ in the following way:

- $A^{\prime}$ is exactly equal to $A$ except that a $p$ fraction of the elements in $A^{\prime}$ are replaced by 0.
- $A^{\prime \prime}$ is exactly equal to $A$ except that every block of length $\sqrt{n}$ is reversed in $A^{\prime \prime}$. In other words, $A^{\prime \prime}=\langle\sqrt{n}, \sqrt{n}-1, \sqrt{n}-2, \ldots, 1,2 \sqrt{n}, 2 \sqrt{n}-1, \ldots, \sqrt{n}+1, \ldots, n, n-$ $1, n-2, \ldots, n-\sqrt{n}+1\rangle$.

We subsample the two arrays $A^{\prime}$ and $A^{\prime \prime}$ with a rate of $1 / \sqrt{n}$ to obtain two smaller arrays $B^{\prime}$ and $B^{\prime \prime}$ of size roughly $O(\sqrt{n})$. It is easy to prove that $\operatorname{lis}\left(B^{\prime}\right)=\Omega(\sqrt{n})$ and $\operatorname{lis}\left(B^{\prime \prime}\right)=\Omega(\sqrt{n})$ both hold even though $\operatorname{lis}\left(A^{\prime}\right)=\Omega(n)$ but $\operatorname{lis}\left(A^{\prime \prime}\right)=O(\sqrt{n})$. By setting $p=1 / e$ we can also make sure that $\operatorname{lis}\left(B^{\prime}\right)$ and $\operatorname{lis}\left(B^{\prime \prime}\right)$ are within a small multiplicative range even though the gap between $\operatorname{lis}\left(A^{\prime}\right)$ and $\operatorname{lis}\left(A^{\prime \prime}\right)$ is substantial.

The above observation shows that the problem is very elusive when random sampling is involved. We bring a remedy to this issue in the following. Divide the input array into $\sqrt{n}$ subarrays of size $\sqrt{n}$. We denote the subarrays by $\mathrm{sa}_{1}, \mathrm{sa}_{2}, \ldots, \mathrm{sa}_{\sqrt{n}}$ and fix an
optimal solution opt for the longest increasing subsequence of $A$. Define $\mathrm{sm}\left(\mathrm{sa}_{i}\right)$ to be the smallest number in $s a_{i}$ that contributes to opt and $\lg \left(\mathrm{sa}_{i}\right)$ to be the largest number in $\mathrm{sa}_{i}$ that contributes to opt. Moreover, define lis ${ }^{[\ell, r]}$ to be the longest increasing subsequence of an array subject to the elements whose values lie within the interval $[\ell, r]$. This immediately implies

$$
\operatorname{lis}(A)=\sum_{i=1}^{\sqrt{n}} \operatorname{lis}{ }^{\left[\mathrm{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right)
$$

Another observation that we make here is that since we assume $\|\operatorname{lis}(A)\| \geq \lambda$ and the size of each subarray is bounded by $\sqrt{n}$, then we have

$$
\frac{\operatorname{lis}(A)}{\max _{i} \operatorname{lis}^{\left[\operatorname{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right)} \geq \sqrt{n} \lambda
$$

which essentially means that in order to approximate lis $(A)$ it suffices to compute lis ${ }^{\left[\operatorname{sm}\left(s \mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right)$ for $\widetilde{O}(1 / \lambda)$ many randomly sampled subarrays. This is quite helpful since this shows that we only need to sample $\widetilde{O}(1 / \lambda)$ many subarrays and solve the problem for them. However, we do not know the values of $\mathrm{sm}\left(\mathrm{sa}_{i}\right)$ and $\lg \left(\mathrm{sa}_{i}\right)$ in advance. Therefore, the main challenge is to predict the values of $\mathrm{sm}\left(\mathrm{sa}_{i}\right)$ and $\lg \left(\mathrm{sa}_{i}\right)$ before we sample the subarrays.

Indeed, one needs to read the entire array to correctly compute $\mathrm{sm}\left(\mathrm{sa}_{i}\right)$ and $\lg \left(\mathrm{sa}_{i}\right)$ for each of the subarrays. However, we devise a method to approximately guess these values without losing too much in the size of the solution. Roughly speaking, we show that if we sample $k=O(1 /(\lambda \epsilon))$ different elements from a subarray sa ${ }_{i}$ for some constant $\epsilon$ and denote


Figure 30.3: Red rectangles show the elements of $\mathrm{sa}_{i}$ that contribute to lis $(A)$ and gray circles show the elements of sa that are sampled via our algorithm.
them by $a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{k}}$, then for at least one pair $(\alpha, \beta),\left[a_{j_{\alpha}}, a_{j_{\beta}}\right]$ is approximately close to $\left[\mathrm{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]$ up to a $(1-\epsilon)$ factor.

The above argument provides $O\left((1 /(\lambda \epsilon))^{2}\right)$ candidate domain intervals for each sa ${ }_{i}$. However, this does not provide a solution since we do not know which candidate domain interval approximates $\left[\operatorname{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]$ for each $\mathrm{sa}_{i}$. Of course, if we were to randomly choose one candidate interval for every subarray, we would make a correct guess for at least $O\left(\sqrt{n}(\lambda \epsilon)^{2}\right)$ subarrays which provides an approximation guarantee of $O\left(\lambda^{2}\right)$ for our algorithm. However, our assignments have to be monotone too. More precisely, let $\left[\widetilde{\operatorname{sm}}\left(\mathrm{sa}_{i}\right), \widetilde{\lg }\left(\mathrm{sa}_{i}\right)\right]$ be the guesses that our algorithm makes, then we should have

$$
\widetilde{\mathrm{sm}}\left(\mathrm{sa}_{1}\right) \leq \widetilde{\lg }\left(\mathrm{sa}_{1}\right) \leq \widetilde{\operatorname{sm}}\left(\mathrm{sa}_{2}\right) \leq \widetilde{\lg }\left(\mathrm{sa}_{2}\right) \leq \ldots \leq \widetilde{\mathrm{sm}}\left(\mathrm{sa}_{\sqrt{n}}\right) \leq \widetilde{\lg }\left(\mathrm{sa}_{\sqrt{n}}\right)
$$

Random sampling does not guarantee that the sampled intervals are monotone. To address this issue, we introduce the notion of pseudo-solutions. A pseudo-solution is an as-
signment of monotone intervals to subarrays in order to approximate $\mathrm{sm}\left(\mathrm{sa}_{i}\right)$ and $\lg \left(\mathrm{sa}_{i}\right)$. The quality of a pseudo solution with intervals $\left[\ell_{1}, r_{1}\right],\left[\ell_{2}, r_{2}\right], \ldots,\left[\ell_{\sqrt{n}}, r_{\sqrt{n}}\right]$ is equal to $\sum_{i} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathbf{s a}_{i}\right)$. For a fixed pseudo-solution, this can be easily approximated via random sampling. Thus, our goal is to construct a pseudo-solution whose quality is at least an $O\left(\lambda^{3}\right)$ approximation of the size of the optimal solution. To this end, we present a greedy method in Section 30.4.2 to construct the desired pseudo-solution.

Finally, in Section 30.4.4, we show how the above ideas can be generalized to improve the running time down to $\widetilde{O}\left(n^{\kappa}\right.$ poly $\left.(1 / \lambda)\right)$ for any arbitrarily small $\kappa>0$ by imposing a factor $\operatorname{poly}(1 / \lambda)$ to the approximation guarantee.

### 30.2 Organization of the Paper

Our algorithm for LCS is explained in Section 30.6 (Step 0), Section 30.3 (Step 1), and Section 30.7 (Step 2). Since Steps 0 and 2 follow from previous work, we only bring Step 1 in the main body of the paper and defer the rest to the appendices.

In both our results for LCS and LIS, we assume that the goal is to find approximate solutions, provided that the solution size is at least $\lambda_{0} n$. After the algorithms terminate, if the output is smaller than what we expect, we realize that the solution is smaller than $\lambda_{0} n$. Therefore, we begin by setting $\lambda_{0}=1$ and iteratively multiply $\lambda_{0}$ by a $1-\epsilon$ factor until we obtain a solution. This only adds a multiplicative factor of $\log 1 / \lambda$ to the running time and a multiplicative factor of $1-\epsilon$ to the approximation. Since we present two different sparsification techniques, we obtain two theorems: one is Theorem 30.2.1 and the other is Theorem 30.2.2.

Theorem 30.2.1. Given strings $A, B$ of length $|A|=|B|=n$ with $\|\operatorname{LCS}(A, B)\|=\lambda$, we can approximate the length of the LCS between the two strings within a factor $O\left(\lambda^{3}\right)$ in time $\widetilde{O}\left(n^{39 / 20}\right)$.

Proof. If $\lambda \leq n^{-20}$ we run the classic $O\left(n^{2} \lambda\right)$ time algorithm and get an exact solution in the desired time. Otherwise, we begin by setting $\lambda_{0}=1$ and iteratively multiply $\lambda_{0}$ by a factor $1-\epsilon$ until a solution is found with size at least $\Omega\left(\lambda^{3}\right) n$. This adds an overhead of $O(\log 1 / \lambda)$ to the running time. By Choosing $d=\sqrt{n}$ we can bound the total running time of Steps 0 , 1 , and 2 by $\widetilde{O}\left(n^{13 / 10} \lambda^{-13}\right) \leq \widetilde{O}\left(n^{39 / 20}\right)$.

Theorem 30.2.2. Given strings $A, B$ of length $|A|=|B|=n$ with $\|\operatorname{LCS}(A, B)\|=\lambda$, we can approximate the length of the LCS between the two strings within a factor $(1-\epsilon) \lambda^{2}$ in
$n^{2-\Omega(\epsilon \lambda)}$ time for any $\epsilon>0$.

Proof. The proof is identical to Theorem 30.2.1, we omit the details here.

As an immediate corollary of Theorem 30.2.1, we present an algorithm that beats the $1 /|\Sigma|$ approximation factor in truly subquadratic time, when the strings are balanced.

Corollary 30.2.3. Given a pair of strings $(A, B)$ of length $n$ over alphabet $\Sigma$ that satisfy the balance condition, we can approximate their LCS within an $O\left(|\Sigma|^{3 / 4}\right)$ factor in time $O\left(n^{39 / 20}\right)$.

Proof. Since $A$ and $B$ are balanced, there is a character $\sigma \in \Sigma$ that appears at least $n /|\Sigma|$ times in both strings. Indeed, finding a solution of size $n /|\Sigma|$ by restricting our attention to only character $\sigma$ can be done in time $O(n)$. If $\operatorname{lcs}(A, B) \leq n /|\Sigma|^{1 / 4}$ this already gives us an $O\left(|\Sigma|^{3 / 4}\right)$ approximate solution. Otherwise, $\|\operatorname{lcs}(A, B)\|>1 /|\Sigma|^{1 / 4}$ and the approximation factor of our $O\left(\lambda^{3}\right)$-approximation algorithm would be bounded by $O\left(|\Sigma|^{3 / 4}\right)$.

Finally, we bring our results for LIS in Section 30.4. We show that

Theorem 30.2.4. Given a length-n sequence $A$ with $\operatorname{lis}(A)=n \lambda$. We can approximate the length of the LIS within a factor of $O\left(\lambda^{3}\right)$ in time $\widetilde{O}\left(n^{17 / 20}\right)$.

Proof. If $\lambda<n^{-1 / 20}$ we sample the array with a rate of $n^{-3 / 20}$ and compute the LIS for the sampled array. The running time of the algorithm is $\widetilde{O}\left(n^{17 / 20}\right)$. The approximation factor is $O\left(n^{-3 / 20}\right) \geq O\left(\lambda^{3}\right)$. Otherwise, by Theorem 30.4.8, we estimate the size of LIS up to an $O\left(\lambda^{3}\right)$ approximation factor in time $\widetilde{O}\left(\lambda^{-7} \sqrt{n}\right) \leq \widetilde{O}\left(n^{17 / 20}\right)$.

### 30.3 LCS Step 1: Sparsification via Birthday Triangle Inequality

Recall that we are given two sets of windows $W_{A}$ and $W_{B}$ for the strings and our goal is to approximate the LCS of every pair of windows between $W_{A}$ and $W_{B}$. For simplicity, we put all the windows in the same basket $W=W_{1} \cup W_{2}$ and denote the windows by $w_{1}, w_{2}, \ldots, w_{k}$ where $k$ is the total number of windows. Since the windows have different lengths, we define $\mathrm{w}_{\text {max }}=\max _{i \in[k]}\left|w_{i}\right|$ to be the maximum length of the windows. Similarly, we also define $\mathrm{w}_{\text {min }}=\min _{i \in[k]}\left|w_{i}\right|$ to be the minimum length of the windows. Let $\mathrm{w}_{\text {gap }}=\mathrm{w}_{\max } / \mathrm{w}_{\text {min }}$. Let $\mathbf{w}_{\text {layers }}$ denote the number of different window sizes. Notations $w_{\text {gap }}$ and $w_{\text {layers }}$ will be used in the later analysis.

In order to approximate the LCS's we fix a $\lambda \in\left\{\epsilon \lambda_{0},(1+\epsilon) \epsilon \lambda_{0},(1+\epsilon)^{2} \epsilon \lambda_{0}, \ldots, 1\right\}$ and sparsify graph $G_{\lambda}$. In Section 30.3.1, we present a sparsification algorithm (Algorithm 30.1) which provides $\lambda^{2}$-approximation when $\lambda$ is constant. The formal guarantee of the algorithm is provided in Theorem 30.3.6. In Section 30.3.2, we present a sparsification which provides $O\left(\lambda^{3}\right)$-approximation for any (potentially super-constant) $\lambda$.

### 30.3.1 Sparsification for $\mathrm{O}_{\lambda^{2}}$

In our solution, we fix an arbitrary LCS for every pair of windows and refer to that as opt ${ }_{i, j}$ for two windows $w_{i}$ and $w_{j}$. Note that we do not explicitly compute opt $t_{i, j}$ in our algorithm. Let us for simplicity, think of each opt ${ }_{i, j}$ as a matching between the characters of the two windows. Also, denote by ( $\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}$ ) a solution which is constructed for windows $w_{i}$ and $w_{j}$ by taking the intersection of ( $\left.\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right)$. More precisely,
we have

$$
\begin{aligned}
(x, y) \in\left(\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right) \Longleftrightarrow & \exists \alpha, \beta \text { such that } \\
& (x, \alpha) \in \mathrm{opt}_{i, a} \text { and } \\
& (\alpha, \beta) \in \mathrm{opt}_{a, b} \text { and } \\
& (\beta, y) \in \mathrm{opt}_{b, j} .
\end{aligned}
$$

Definition 30.3.1 $((\epsilon, \lambda)$-constructive $)$. We call a tuple $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle\left(w_{i} \neq w_{a} \neq w_{b} \neq w_{j}\right)$ a constructive tuple, if $\left\|\left(\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right)\right\| \geq(1-\epsilon) \lambda^{3}$.

The advantage of a constructive tuple is that if opt ${ }_{i, a}$, opt $_{a, b}$, and opt $t_{b, j}$ are provided, one can construct a desirable solution for opt ${ }_{i, j}$ in linear time by taking the intersection of the given matchings. Our algorithm is actually based on the above observation. We bring our algorithm in the following:

We parameterize our algorithm by a value $0<\gamma<1$ to be set later. One may optimize the runtime of the algorithm by setting the value of $\gamma$ in terms of the number of windows and the length of the windows. We first sample a set $S$ of $O\left(k^{\gamma} \log k\right)$ windows. Next, we compute opt ${ }_{i, j}$ of every window $w_{i} \in S$ and every other window $w_{j}$ (not necessarily in $S$ ). Finally, we find all the constructive tuples $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ such that $w_{a}, w_{b} \in S$ and update $\widehat{\mathrm{O}}_{\lambda^{2}}$ accordingly. This is shown in Algorithm 30.1.

The running time of our algorithm is equal to $O\left(k|S| \mathbf{w}_{\max }^{2}+k^{2}|S|^{2} \mathbf{w}_{\max }\right)$. The rest of this section is dedicated to proving that what remains in the Ics-graph is sparse.

We first introduce the notion of well-connected pairs.

```
Algorithm 30.1 Sparsification for \(\mathrm{O}_{\lambda^{2}}\)
    procedure QuadraticSparsification \(\left(w_{1}, w_{2}, \ldots, w_{k}, \lambda, \epsilon\right) \quad \triangleright\) Theorem 30.3.6
        \(\gamma \leftarrow 0.1\)
        \(S \leftarrow 40 k^{\gamma} \log k\) i.i.d. samples of \([k]\)
        \(\widehat{\mathrm{O}}_{\lambda^{2}} \leftarrow\{0\}^{k \times k}\)
        for \(w_{i} \in S\) do \(\triangleright\) Takes \(|S| k \mathrm{w}_{\text {max }}^{2}\) time
            for \(j \leftarrow 1\) to \(k\) do
                opt \(_{i, j}\), opt \(_{j, i} \leftarrow \operatorname{lcs}\left(w_{i}, w_{j}\right)\)
            end for
        end for
        for \(w_{i} \in S\) do \(\quad \triangleright\) Takes \(|S| k \mathrm{w}_{\text {max }}\) time
            for \(j \leftarrow 1\) to \(k\) do
                if \(\mid\) opt \(_{i, j} \mid>\lambda\) then
                \(\widehat{\mathrm{O}}_{\lambda^{2}}[i][j] \leftarrow 1\)
            end if
            end for
        end for
        for \(i \leftarrow 1\) to \(k\) do \(\quad \triangleright\) Takes \(k^{2}|S|^{2} \mathbf{w}_{\text {max }}\) time
            for \(j \leftarrow 1\) to \(k\) do
                for \(w_{a} \in S\) do
                for \(w_{b} \in S\) do
                if \(\|\left(\right.\) opt \(\left._{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right) \| \geq(1-\epsilon) \lambda^{3}\) then
                        \(\widehat{\mathrm{O}}_{\lambda^{2}}[i][j] \leftarrow 1\)
                end if
                end for
                end for
            end for
        end for
        return \(\widehat{\mathrm{O}}_{\lambda^{2}}\)
    end procedure
```

Definition 30.3.2 (well-connected pair). We say a pair of windows $\left(w_{i}, w_{j}\right)$ is well-connected, if there are at least $k^{2-\gamma}$ pairs of windows $\left(w_{a}, w_{b}\right)$ such that $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is $(\epsilon, \lambda)$ constructive.

It follows from the definition that well-connected pairs are detected in our algorithm with high probability.

Lemma 30.3.1. Let $\widehat{\mathrm{O}}_{\lambda^{2}} \in\{0,1\}^{k \times k}$ denote the output of Algorithm 30.1. With probability at least $1-1 / \operatorname{poly}(k)$, for all $(i, j) \in[k] \times[k]$ such that $\left(w_{i}, w_{j}\right)$ is a well-connected pair (Definition 30.3.2), we have $\widehat{\mathrm{O}}_{\lambda^{2}}[i][j]=1$.

Proof. We consider a fixed $(i, j)$ such that pair $\left(w_{i}, w_{j}\right)$ is well-connected. Let

$$
Q_{i, j}=\left\{(a, b) \mid\left\|\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right\| \geq(1-\epsilon) \lambda^{3}\right\}
$$

Conceptually, we divide the process of sampling $S$ into two phases: we sample $20 k^{\gamma} \log k$ windows in the first phase, and then we sample another $20 k^{\gamma} \log k$ windows in the second phase.

For each $a \in[k]$, let $Q_{i, j, a}=\left\{b:(a, b) \in Q_{i, j}\right\}$. Since $\sum_{a \in[k]}\left|Q_{i, j, a}\right|=\left|Q_{i, j}\right| \geq k^{2-\gamma}$, there are at least

$$
\frac{k^{2-\gamma}-k \cdot k^{1-\gamma} / 2}{k}=\frac{k^{1-\gamma}}{2}
$$

different number $a$ 's in $[k]$ such that $\left|Q_{i, j, a}\right| \geq \frac{k^{1-\gamma}}{2}$. Hence, in the first phase, there is a sampled number $q$ such that $\left|Q_{i, j, q}\right| \geq k^{1-\gamma} / 2$ with probability at least

$$
1-\left(1-\frac{k^{1-\gamma} / 2}{k}\right)^{20 k^{\gamma} \log k}<\frac{1}{k^{5}}
$$

We fix such a $q$. In the second phase, there is a sampled number $r$ such that $r \in Q_{i, j, q}$ with probability at least

$$
1-\left(1-\frac{k^{1-\gamma} / 2}{k}\right)^{20 k^{\gamma} \log k}<\frac{1}{k^{5}}
$$

The lemma is obtained by a union bound on all the well-connected pairs $\left(w_{i}, w_{j}\right)$.

In what follows, we bound $\mid\left\{(i, j) \mid\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda\right.$ and $\left.\widehat{\mathrm{O}}_{\lambda^{2}}[i][j]=0\right\} \mid$. In other words, we prove an upper bound on the number of edges that remain in the graph.

Definition 30.3.3 $\left(\mathrm{NG}_{\lambda}\right)$. Define a graph $\mathrm{NG}_{\lambda}$ with $k$ vertices and the following edges:

$$
E\left(\mathrm{NG}_{\lambda}\right)=\left\{(i, j) \mid\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda \quad \text { and } \quad \widehat{\mathrm{O}}_{\lambda^{2}}[i][j]=0\right\}
$$

We first prove that every $K_{\Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right), \Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right)}$ subgraph of $\mathrm{NG}_{\lambda}$ corresponds to at least one constructive tuple.

Lemma 30.3.2. Let $X$ and $Y$ be two sets of windows such that for every $w_{i} \in X$ and $w_{j} \in Y$ there is an $(i, j)$ edge in $E\left(\mathbf{N G}_{\lambda}\right)$, for every $w_{i}, w_{i^{\prime}} \in X,\left|w_{i}\right|=\left|w_{i^{\prime}}\right|$ and for every $w_{j}, w_{j^{\prime}} \in Y,\left|w_{j}\right|=\left|w_{j^{\prime}}\right|$. If $|X| \geq \Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right)$ and $|Y| \geq \Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right)$, then there exist $w_{i}, w_{a}, w_{b}, w_{j} \in X \cup Y$ such that $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is $(\epsilon, \lambda)$-constructive, i.e.,

$$
\left\|\mathrm{opt}_{i, a} \cap \mathrm{opt}_{a, b} \cap \mathrm{opt}_{b, j}\right\| \geq(1-\epsilon) \lambda^{3} .
$$

Proof. By assumption, we know that $|X|,|Y| \geq \Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right)$. Let $t_{1}$ denote the window size for each window in $X$, and $t_{2}$ denote the window size for each window in $Y$.

We carefully select $X^{\prime} \subseteq X$ and $Y^{\prime} \subseteq Y$ such that

1. $\left|X^{\prime}\right| \geq \Omega\left(1 /\left(\epsilon \lambda^{3}\right)\right)$.
2. $\left|Y^{\prime}\right| \geq \Omega\left(1 /\left(\epsilon \lambda^{3}\right)\right)$.
3. $\left|X^{\prime}\right| t_{1}=(1 \pm O(\epsilon))\left|Y^{\prime}\right| t_{2}$.


Figure 30.4: The graph on the left is an example of the string-based graph and the graph on the right is an example of the character-based graph.

To do this, if $|X| t_{1}>(1+O(\epsilon))|Y| t_{2}$, then we set $Y^{\prime}=Y$ and select $X^{\prime}$ as an arbitrary subset of $X$ with size $\left\lceil\frac{|Y| t_{2}}{t_{1}}\right\rceil$. if $|X| t_{1}<(1-O(\epsilon))|Y| t_{2}$, then we set $X^{\prime}=X$ and select $Y^{\prime}$ an arbitrary subset of $Y$ with size $\left\lceil\frac{|X| t_{1}}{t_{2}}\right\rceil$.

We define a window-based (bipartite) graph $G_{W}=\left(V_{W}, E_{W}\right)$ to be the subgraph of $\delta$ on $V_{W}=X^{\prime} \cup Y^{\prime}$ removing all the edges within $X^{\prime}$ and all the edges within $Y^{\prime}$. Let $l_{1}=\left|X^{\prime}\right|$ and $l_{2}=\left|Y^{\prime}\right|$. The total number of nodes in window-based graph is $l_{1}+l_{2}$, and the window-based graph is a bi-clique.

We also define a character-based (bipartite) graph $G_{C}=\left(V_{C}, E_{C}\right)$ as follows: Each window of $X^{\prime}$ has $t_{1}$ nodes in the character-based graph such that each node represents a character of the window. Similarly, each window of $Y^{\prime}$ has $t_{2}$ nodes in the character-based graph. Two nodes $x, y$ in the character-based graph are adjacent iff $(x, y) \in \operatorname{opt}_{i, j}$ where $w_{i}$ is the window containing character $x$ and $w_{j}$ is the window containing character $y$. Hence, the total number of nodes in character-based graph is $l_{1} t_{1}+l_{2} t_{2}$. The total number of edges in character-based graph satisfy

$$
l_{1} l_{2} \lambda \sqrt{t_{1} t_{2}} \leq\left|E\left(G_{C}\right)\right| \leq l_{1} l_{2} \min \left\{t_{1}, t_{2}\right\} .
$$

The average degree of the character-based graph is at least $2 l_{1} l_{2} \lambda \sqrt{t_{1} t_{2}} /\left(l_{1} t_{1}+l_{2} t_{2}\right)$. By Blakley-Roy inequality (Lemma 30.5.3), the number of walks of length 3 in the characterbased graph is at least

$$
\begin{aligned}
\left|V\left(G_{C}\right)\right| \cdot\left(2 \frac{l_{1} l_{2} \lambda \sqrt{t_{1} t_{2}}}{l_{1} t_{1}+l_{2} t_{2}}\right)^{3} & =\left(l_{1} t_{1}+l_{2} t_{2}\right) \cdot\left(2 \frac{l_{1} l_{2} \lambda \sqrt{t_{1} t_{2}}}{l_{1} t_{1}+l_{2} t_{2}}\right)^{3} \\
& =8 \lambda^{3} \frac{\left(l_{1} l_{2} \sqrt{t_{1} t_{2}}\right)^{3}}{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2}}
\end{aligned}
$$

But many of the 3 -walks are degenerate. For the number of 2 -walks, we can upper bound it by
$\# 2$-walks $\leq\left(\max\right.$ degree of $\left.G_{W}\right) \cdot 2\left|E\left(G_{C}\right)\right| \leq \max \left\{l_{1}, l_{2}\right\} \cdot 2\left(l_{1} l_{2} \min \left\{t_{1}, t_{2}\right\}\right)=2(1+O(\epsilon)) l_{1}^{2} l_{2} t_{1}$.

Note that the $\# 1$-walks is $2\left|E\left(G_{C}\right)\right|$. We have

$$
\begin{aligned}
\frac{\# 2 \text {-walks }+\# 1 \text {-walks }}{\# 3 \text {-walks }} & \leq \frac{2(1+O(\epsilon)) l_{1}^{2} l_{2} t_{1}+2 l_{1} l_{2} \min \left\{t_{1}, t_{2}\right\}}{\left(8 \lambda^{3} \frac{\left(l_{1} l_{2} \sqrt{t_{1} t_{2}}\right)}{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2}}\right)} \\
& <\frac{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2} l_{1}^{2} l_{2} t_{1}}{2 \lambda^{3} l_{1}^{3} l_{2}^{3} t_{1}^{1.5} t_{2}^{1.5}} \\
& \leq \frac{(1+O(\epsilon)) l_{1}^{4} l_{2} t_{1}^{3}}{2 \lambda^{3} l_{1}^{4.5} l_{2}^{1.5} t_{1}^{3}} \\
& =\frac{1+O(\epsilon)}{2 \lambda^{3} l_{1}^{0.5} l_{2}^{0.5}} \\
& \leq O(\epsilon),
\end{aligned}
$$

where the second step and third step follow from $l_{1} t_{1}=(1 \pm O(\epsilon)) l_{2} t_{2}$, and the last step follows from $l_{1}=\Omega\left(1 /\left(\epsilon \lambda^{3}\right)\right), l_{2}=\Omega\left(1 /\left(\epsilon \lambda^{3}\right)\right)$. Hence, the total number of 3-paths (3-walks that are not degenerate) is at least

$$
8(1-O(\epsilon)) \lambda^{3} \frac{\left(l_{1} l_{2} \sqrt{t_{1} t_{2}}\right)^{3}}{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2}} .
$$

On the other hand, the number of 4 -tuples in window-based graph is $8\binom{l_{1}}{2}\binom{l_{2}}{2} \leq 2 l_{1}^{2} l_{2}^{2}$. Thus, there must exist a 4 -tuple containing 3 -walks with size at least,

$$
\begin{aligned}
8(1-O(\epsilon)) \lambda^{3} \frac{\left(l_{1} l_{2} \sqrt{t_{1} t_{2}}\right)^{3}}{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2}} \cdot \frac{1}{2 l_{1}^{2} l_{2}^{2}} & =4(1-O(\epsilon)) \lambda^{3} \sqrt{t_{1} t_{2}} \cdot \frac{l_{1} l_{2} t_{1} t_{2}}{\left(l_{1} t_{1}+l_{2} t_{2}\right)^{2}} \\
& =4(1-O(\epsilon)) \lambda^{3} \sqrt{t_{1} t_{2}} \cdot \frac{1}{\frac{l_{1} t_{1}}{l_{2} t_{2}}+2+\frac{l_{2} t_{2}}{l_{1} t_{1}}} \\
& \geq 4(1-O(\epsilon)) \lambda^{3} \sqrt{t_{1} t_{2}} \cdot \frac{1}{4+O(\epsilon)} \\
& \geq(1-O(\epsilon)) \lambda^{3} \sqrt{t_{1} t_{2}},
\end{aligned}
$$

where the third step follows from $l_{1} t_{1}=(1 \pm O(\epsilon)) l_{2} t_{2}$. Rescaling the factor of $\epsilon$ for $|X|$ and $|Y|$ completes the proof.

Definition 30.3.4 (reconstructive tuple). We say a tuple $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is reconstructive if it is $(\epsilon, \lambda)$-constructive and also $(i, a),(a, b),(b, j),(i, j) \in E\left(\mathrm{NG}_{\lambda}\right)$.

Before proving Lemma 30.3.5, we need to define a new graph $\mathrm{NF}_{\lambda}$,
Definition 30.3.5 $\left(N F_{\lambda}\right)$. We construct a graph $N F_{\lambda}$ in the following way: for each node $v \in \mathrm{NG}_{\lambda}$ we keep $v$ in $\mathrm{NF}_{\lambda}$ with probability $p=k^{-\alpha} / 4$ where $\alpha=1-\gamma / 4$. For each $u, v \in \mathrm{NF}_{\lambda}$, if $(u, v) \in \mathrm{NG}_{\lambda}$ then we also draw an edge $u, v$ in $\mathrm{NF}_{\lambda}$.

It is obvious that $V\left(\mathrm{NF}_{\lambda}\right) \subseteq V\left(\mathrm{NG}_{\lambda}\right)$ and $E\left(\mathrm{NF}_{\lambda}\right) \subseteq E\left(\mathrm{NG}_{\lambda}\right)$.

Based on definition of $\mathrm{NF}_{\lambda}$, we are able to show that if $N G_{\lambda}$ is dense, so is $N F_{\lambda}$.
Claim 30.3.3 $\left(\mathrm{NF}_{\lambda}\right.$ is a dense graph). Let $\mathrm{w}_{\text {layers }}$ be the number of different window sizes. Let $\mathrm{NG}_{\lambda}$ denote a graph such that $\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq k^{2-\beta} \cdot \mathrm{w}_{\text {layers }}^{2}$ for some $\beta$ and $\mathrm{NF}_{\lambda}$ be defined as Definition 30.3.5. If $\gamma / 4-\beta=\Omega(1)$, then with probability at least 0.98 , we have

$$
\left|E\left(\mathrm{NF}_{\lambda}\right)\right|=\Omega\left(\left|V\left(\mathrm{NF}_{\lambda}\right)\right|^{2-4 \beta / \gamma} \cdot \mathrm{w}_{\text {layers }}^{2}\right)
$$

Proof. Based on the sampling rate, we know that the following hold in expectation:

$$
\mathbb{E}\left[\left|V\left(\mathrm{NF}_{\lambda}\right)\right|\right]=\frac{1}{4 k^{\alpha}}\left|V\left(\mathrm{NG}_{\lambda}\right)\right|, \quad \text { and } \quad \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]=\frac{1}{4^{2} k^{2 \alpha}}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|
$$

Using standard Chernoff bound, we have with probability 0.99,

$$
\left|V\left(\mathrm{NF}_{\lambda}\right)\right| \in[1 / 2,2] \cdot \frac{1}{4 k^{\alpha}}\left|V\left(\mathrm{NG}_{\lambda}\right)\right|=[1 / 2,2] \cdot \frac{1}{4} k^{1-\alpha}=[1 / 2,2] \cdot \frac{1}{4} k^{\gamma / 4}
$$

To show the concentration of $\left|E\left(\mathrm{NF}_{\lambda}\right)\right|$, we define a random variable $x_{u, v}$ such that $x_{u, v}=1$ if $(u, v) \in E\left(\mathrm{NF}_{\lambda}\right), 0$ otherwise. Then we have

$$
\begin{aligned}
& \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|^{2}\right] \\
= & \mathbb{E}\left[\left(\sum_{(u, v) \in E\left(\mathrm{NG}_{\lambda}\right)} x_{u, v}\right)^{2}\right] \\
= & \mathbb{E}\left[\sum_{(u, v) \in E\left(\mathrm{NG}_{\lambda}\right)} x_{u, v}^{2}\right]+\mathbb{E}\left[\sum_{(u, v),\left(u, v^{\prime}\right) \in E\left(\mathrm{NG}_{\lambda}\right)} \mathbf{1}_{v \neq v^{\prime}} x_{u, v} x_{u, v^{\prime}}\right] \\
& +\mathbb{E}\left[\sum_{(u, v) \in E\left(\mathrm{NG}_{\lambda}\right)} \sum_{\left(u^{\prime}, v^{\prime}\right) \in E\left(\mathrm{NG}_{\lambda}\right)} \mathbf{1}_{u \neq v \neq u^{\prime} \neq v^{\prime}} x_{u, v} x_{u^{\prime}, v^{\prime}}\right] \\
\leq & p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|+p^{3} \cdot \# 2 \text {-walks }+p^{4} \cdot\left(\left|E\left(\mathrm{NG}_{\lambda}\right)\right|^{2}-\# 2 \text {-walks }-\left|E\left(\mathrm{NG}_{\lambda}\right)\right|\right) .
\end{aligned}
$$

Since $\mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]=p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|$. Thus,

$$
\begin{array}{rlr}
\mathbb{V}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right] & =\mathbb{E}\left[\left(\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right)^{2}\right]-\left(\mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]\right)^{2} & \\
& \leq p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|+p^{3} \cdot \# 2 \text {-walks } \\
& \leq p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|+p^{3}\left|V\left(\mathrm{NG}_{\lambda}\right)\right| \cdot\left|E\left(\mathrm{NG}_{\lambda}\right)\right| & \\
& \leq 2 p^{3}\left|V\left(\mathrm{NG}_{\lambda}\right)\right| \cdot\left|E\left(\mathrm{NG}_{\lambda}\right)\right| . & \text { by } p\left|V\left(\mathrm{NG}_{\lambda}\right)\right| \geq 1
\end{array}
$$

In order to use Chebyshev's inequality, we need to make sure

$$
p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right|>1, \quad p^{2}\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq 100\left(2 p^{3}\left|V\left(\mathrm{NG}_{\lambda}\right)\right|\left|E\left(\mathrm{NG}_{\lambda}\right)\right|\right)^{1 / 2}
$$

By $p=k^{\gamma / 4-1} / 4$ and $\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq k^{2-\beta}$, we need

$$
k^{\gamma / 2-\beta} / 16>1,
$$

and the second condition is equivalent to

$$
p\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq 20000\left|V\left(\mathrm{NG}_{\lambda}\right)\right| .
$$

We just need $k^{\gamma / 4-\beta} \geq 80000$.
Using Chebyshev's inequality, we have

$$
\operatorname{Pr}\left[\left|\left|E\left(\mathrm{NF}_{\lambda}\right)\right|-\mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]\right| \geq \tau \sqrt{\mathbb{V}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]}\right] \leq \frac{1}{\tau^{2}}
$$

combining with $\sqrt{\mathbb{V}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]} \leq \frac{1}{100} \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]$ together implies

$$
\operatorname{Pr}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|-\mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right] \left\lvert\, \geq \tau \frac{1}{100} \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]\right.\right] \leq \frac{1}{\tau^{2}}
$$

Choosing $\tau=10$, we have with probability 0.99 that $\left|E\left(\mathrm{NF}_{\lambda}\right)\right|>0.9 \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right]$, and consequently

$$
\begin{aligned}
\left|E\left(\mathrm{NF}_{\lambda}\right)\right| & >0.9 \mathbb{E}\left[\left|E\left(\mathrm{NF}_{\lambda}\right)\right|\right] \\
& \geq 0.9 \frac{1}{4^{2} k^{2 \alpha}}\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \\
& \geq 0.9 \frac{1}{4^{2}} k^{\gamma / 2-2} k^{2-\beta} \cdot \mathrm{w}_{\text {layers }}^{2} \\
& =0.9 \frac{1}{4^{2}} k^{\gamma / 2-\beta} \cdot \mathrm{w}_{\text {layers }}^{2} \\
& \geq 0.9 \frac{1}{4^{2}} k^{\frac{\gamma}{4}(2-4 \beta / \gamma)} \cdot \mathrm{w}_{\text {layers }}^{2} \\
& \geq \Omega\left(\left|V\left(\mathrm{NF}_{\lambda}\right)\right|^{2-4 \beta / \gamma} \cdot \mathrm{w}_{\text {layers }}^{2}\right) .
\end{aligned}
$$

Thus, we complete the proof.

Next, we show

Claim 30.3.4 $\left(\mathrm{NF}_{\lambda}\right.$ has no reconstructive tuple). Let $\mathrm{NF}_{\lambda}$ be defined as Definition 30.3.5. With probability at least 0.99, there is no reconstructive tuple in $\mathrm{NF}_{\lambda}$.

Proof. By Lemma 30.3.1 and the definition of $\mathbf{N G}_{\lambda}$, there is no pair of windows $\left(w_{i}, w_{j}\right)$ in $\mathrm{NG}_{\lambda}$ such that pair $(i, j)$ is well-connected. Formally speaking, for all pairs of windows $\left(w_{i}, w_{j}\right)$, there are at most $k^{2-\gamma}$ pairs of windows $\left(w_{a}, w_{b}\right)$ such that $\left\langle w_{i}, w_{a}, w_{b}, w_{j}\right\rangle$ is $(\epsilon, \lambda)$ constructive.

For a fixed $(i, a, b, j)$, the probability that we keep it in $\mathrm{NF}_{\lambda}$ is $\left(k^{-\alpha} / 4\right)^{4}$. We can compute the expected number of constructive tuples in $\mathrm{NF}_{\lambda}$,

$$
\mathbb{E}[\# \text { constructive tuple }] \leq k^{2} k^{2-\gamma} \cdot\left(k^{-\alpha} / 4\right)^{4}=k^{4-\gamma-4 \alpha} / 256=1 / 256
$$

where the last step follows from $\alpha=1-\gamma / 4$.
By Markov's inequality, we have

$$
\operatorname{Pr}[\# \text { constructive tuple } \geq 1 / 2] \leq \frac{\mathbb{E}[\# \text { constructive tuple }]}{1 / 2} \leq 1 / 100
$$

Thus, with probability 0.99 , there is no reconstructive tuple in $\mathrm{NF}_{\lambda}$.

Finally, we use Lemma 30.3.2 to prove an upper bound on the number of edges in $N G_{\lambda}$.

Lemma 30.3.5. Let $\mathrm{NG}_{\lambda}$ be as defined in Definition 30.3.3. Then with probability at least $0.9, \mathrm{NG}_{\lambda}$ has at most $k^{2-\Omega\left(\gamma \lambda \epsilon / \mathrm{w}_{\text {gap }}\right)} \cdot \mathrm{w}_{\text {layers }}^{2}$ edges.

Proof. We start with assuming

$$
\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq k^{2-\beta} \cdot \mathrm{w}_{\text {layers }}^{2},
$$

and will get the contradiction at the end.
We construct a graph $\mathrm{NF}_{\lambda}$ based on Definition 30.3.5. Using Claim 30.3.4, we know that $\mathrm{NF}_{\lambda}$ has no reconstructive tuple. Next, we are going to show two facts, and they are contradicting to each other by some choice of $\beta$.
(Fact A). Note that $\mathrm{NF}_{\lambda}$ does not satisfy the assumption in Lemma 30.3.2, thus we cannot apply Lemma 30.3.2 to $\mathrm{NF}_{\lambda}$ directly. Let $\mathrm{w}_{\text {layers }}$ denote the number of different window sizes in total, we can decompose $\mathrm{NF}_{\lambda}$ into $w_{\text {layers }}^{2}$ graphs such that $N F_{\lambda}^{i, j}$ only involves size $i$ and $j, \forall i, j \in\left[\mathrm{w}_{\text {layers }}\right] \times\left[\mathrm{w}_{\text {layers }}\right]$. Now, applying Lemma 30.3.2, for every $i, j$, we imply that if $\mathrm{NF}_{\lambda}^{i, j}$ has no reconstructive tuple, then $\mathrm{NF}_{\lambda}^{i, j}$ has no bipartite graph of certain size, i.e., $K_{\Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right), \Omega\left(\mathrm{w}_{\text {gap }} /\left(\epsilon \lambda^{3}\right)\right)}$.
(Fact B). Using the Turán's Theorem (Lemma 30.5.4), we know for any integer $s \geq 2$, a graph $G$ with $n$ vertices and $\Omega\left(n^{2-1 / s}\right)$ edges has at least one $K_{s, s}$ subgraph. We consider graph $\mathrm{NF}_{\lambda}$. Since

$$
\left|E\left(\mathrm{NF}_{\lambda}\right)\right|=\Omega\left(\left|V\left(\mathrm{NF}_{\lambda}\right)\right|^{2-4 \beta / \gamma} \cdot \mathrm{w}_{\text {layers }}^{2}\right)
$$

by Claim 30.3.3, $\left|E\left(\mathrm{NF}_{\lambda}\right)\right|=\Omega\left(\left|V\left(\mathrm{NF}_{\lambda}\right)\right|^{2-4 \beta / \gamma} \cdot \mathrm{w}_{\text {layers }}^{2}\right)$. By the pigeonhole principle, there exist $i$ and $j$ such that $\left|E\left(\mathrm{NF}_{\lambda}^{i, j}\right)\right|=\Omega\left(\left|V\left(\mathrm{NF}_{\lambda}\right)\right|^{2-4 \beta / \gamma}\right)$. By Turán's Theorem, such an $\mathrm{NF}_{\lambda}^{i, j}$ contains a large complete bipartite subgraph $K_{\gamma /(4 \beta), \gamma /(4 \beta)}$.

In order to get a contraction, we just need

$$
\gamma /(4 \beta) \geq c \cdot \mathrm{w}_{\mathrm{gap}} /\left(\epsilon \lambda^{3}\right)
$$

for some sufficiently large constant $c>1$ related to Lemma 30.3.2. Thus, we have

$$
\beta \leq \gamma \epsilon \lambda^{3} /\left(4 c \cdot \mathrm{w}_{\mathrm{gap}}\right)
$$

Theorem 30.3.6 (quadratic sparsification for constant $\lambda$ ). Given $k$ windows $w_{1}, \cdots, w_{k}$. Let $\mathrm{w}_{\max }=\max _{i \in[k]}\left|w_{i}\right|$, $\mathrm{w}_{\text {min }}=\min _{i \in[k]}\left|w_{i}\right|$ and $\mathrm{w}_{\text {gap }}=\mathrm{w}_{\max } / \mathrm{w}_{\text {min }}$. Let the number of different window sizes be $\mathrm{w}_{\text {layers }}$. For any $\lambda \in(0,1)$ and $\epsilon \in(0,1 / 10)$, there is a randomized algorithm (Algorithm 30.1) that runs in time

$$
O\left(\mathrm{w}_{\max }^{2} k^{1.1} \log k+\mathrm{w}_{\max } k^{2.2} \log ^{2} k\right),
$$

outputs a table $\widehat{\mathrm{O}}_{\lambda^{2}} \in\{0,1\}^{k \times k}$ such that

$$
\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq(1-\epsilon) \lambda^{3}, \text { if } \widehat{\mathrm{O}}_{\lambda^{2}}[i][j]=1
$$

and

$$
\mid\left\{(i, j) \mid\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda, \quad \text { and } \quad \widehat{\mathrm{O}}_{\lambda^{2}}[i][j]=0\right\} \mid=O\left(k^{2-\Omega\left(\lambda \epsilon / \mathrm{w}_{\mathrm{gap}}\right)} \cdot \mathrm{w}_{\text {layers }}^{2}\right) .
$$

The algorithm has success probability $1 / \operatorname{poly}(k)$.

Proof. The overall running time is

$$
\begin{aligned}
& O\left(k|S| \mathrm{w}_{\max }^{2}+k^{2}|S|^{2} \mathrm{w}_{\max }\right) \\
= & O\left(k \cdot k^{\gamma} \log k \cdot \mathrm{w}_{\max }^{2}+k^{2} \cdot k^{2 \gamma} \log ^{2} k \cdot \mathrm{w}_{\max }\right) \\
= & O\left(k^{1.1} \log k \cdot \mathrm{w}_{\max }^{2}+k^{2.2} \log ^{2} k \cdot \mathrm{w}_{\max }\right)
\end{aligned}
$$

where the first step follows from $|S|=O\left(k^{\gamma} \log k\right)$, the second step follows from $\gamma=0.1$.
The guarantee of table $\widehat{\mathrm{O}}_{\lambda^{2}}$ follows from properties of graph $\mathrm{NG}_{\lambda}$ (Algorithm 30.1 provides the first property of table in Theorem statement, Lemma 30.3.5 provides the second property of table in Theorem statement).

### 30.3.2 Sparsification for $\mathrm{O}_{\lambda^{3}}$

One shortcoming of Lemma 30.3.5 is that the number of remaining edges is only truly subquadratic if $\lambda$ is constant. As we discuss in Section 30.3.1, the overall running time of the algorithm depends on the number of edges in the remaining graph and in order for the running time to be truly subquadratic, we need to reduce the number of edges to truly subquadratic. In this section, we show how one can obtain this bound even when $\lambda$ is super-constant. However, instead of losing a factor $\lambda^{2}$ in the approximation, our technique loses a factor of $O\left(\lambda^{3}\right)$.

Definition 30.3.6 $\left(\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right)$. For two windows $w_{i}$ and $w_{j}$, and a window $w_{a}$, define $\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)$ as the length of LCS of opt ${ }_{i, a}$ and $w_{j}$, where opt ${ }_{i, a}$ denotes the LCS of $w_{i}$ and $w_{a}$.

Notice that unlike Ics, this new definition is not symmetric. Similar to Ics, we also normalize the size of $\mathrm{Ics}_{s}$ by the geometric mean of the lengths of the two windows. That is, we divide the size of the common string by $\sqrt{\left|w_{i}\right|\left|w_{j}\right|}$. In what follows, we first give an algorithm for detecting close pairs of windows, and then prove that the number of remaining pairs whose Ics is at least $\lambda$ is truly subquadratic.

Our algorithm is based on a data structure which we call $\operatorname{Ics-cmp}\left(w_{a}, S, \tilde{\lambda}\right)$. Roughly
speaking, we will choose $\widetilde{\lambda}=\lambda^{2}$ when we use it. Let us fix a threshold $\widetilde{\lambda}$ and a window $w_{a}$. $\operatorname{Ics}-\operatorname{cmp}\left(w_{a}, S, \widetilde{\lambda}\right)$ receives a set $S$ of windows as input such that the size of each window of $S$ is at least $\left|w_{a}\right|$. Upon receiving the windows, it makes a preprocess in time $O\left(\widetilde{\lambda}^{-2}\left|w_{a}\right| \sum_{w_{i} \in S}\left|w_{i}\right|\right)$. Next, $\operatorname{Ics-cmp}\left(w_{a}, S, \widetilde{\lambda}\right)$ would be able to answer each query of the following form in almost linear time:

- For two windows $w_{i}, w_{j} \in S$, either certify that $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|<\widetilde{\lambda} / 2$ or find a solution for $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|$ with a size of at least $\widetilde{\lambda}^{2} / 8$.

We first show in Section 30.3.2.1, how Ics-cmp gives us a sparsification in truly sublinear time and then discuss the algorithm for Ics-cmp in Section 30.3.2.2.

### 30.3.2.1 $\lambda^{3}$ Sparsification using Ics-cmp

Similar to what we did in Section 30.3.1, we again use a parameter $\gamma$ in our algorithm and in the end, we adjust $\gamma$ to minimize the total running time. In our algorithm, we repeat the following procedure $k^{\gamma} \log k$ times: sample a window $w_{a}$ uniformly at random and let $S$ be the set of all the other windows whose length is not smaller than $\left|w_{a}\right|$. Next, we obtain Ics-cmp $\left(w_{a}, S, \widetilde{\lambda}\right)$ via running the preprocessing step. Finally, for each pair of windows $w_{i}, w_{j} \in S$, we make a query to Ics-cmp to verify one of the following two possibilities:

- $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|<\lambda^{2} / 2 ;$
- $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \lambda^{4} / 8$.

If the latter is verified we set $\widehat{\mathrm{O}}_{\lambda^{3} / 8}[i][j]$ to 1 otherwise we take no action. In what follows, we prove that after the above sparsification, the number of edges in the remaining graph is
truly sublinear.

```
Algorithm 30.2 Sparsification for \(\mathrm{O}_{\lambda^{3}}\)
    procedure CubicSparsification \(\left(w_{1}, w_{2}, \ldots, w_{k}, \lambda\right) \quad \triangleright\) Theorem 30.3.10
        \(\underset{\lambda}{x} \leftarrow 0.1\)
        \(\tilde{\lambda} \leftarrow \lambda^{2}\)
        for counter \(=1 \rightarrow k^{\gamma} \log k\) do
            Sample \(a \sim[k]\) uniformly at random
        \(S \leftarrow \emptyset\)
        for \(i=1 \rightarrow k\) do
            if \(i \neq a\) and \(\left|w_{i}\right| \geq\left|w_{a}\right|\) then
                \(S \leftarrow S \cup\left\{w_{i}\right\}\)
                end if
            end for
            Ics-cmp.Initial \(\left(w_{a}, S, \widetilde{\lambda}\right) \quad \triangleright\) Algorithm 30.3, Lemma 30.3.11
            for \(w_{i} \in S\) do
                for \(w_{j} \in S\) do
                if Ics-cmp. Query \(\left(w_{i}, w_{j}\right)\) outputs accept then \(\triangleright\) Algorithm 30.3,
    Lemma 30.3.12
                \(\widehat{\mathrm{O}}_{\lambda^{3} / 8}[i][j] \leftarrow 1\)
                                    \(\triangleright\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \widetilde{\lambda}^{2} / 8\)
                end if
                end for
            end for
        end for
        return \(\widehat{\mathrm{O}}_{\lambda^{3} / 8}\)
    end procedure
```

In the rest of this section, we bound $\mid\left\{(i, j)| | \mid \operatorname{lcs}\left(w_{i}, w_{j}\right) \| \geq \lambda\right.$ and $\left.\widehat{\mathrm{O}}_{\lambda^{3} / 8}[i][j]=0\right\} \mid$. In other words, we prove an upper bound on the number of edges that remain in the graph. Define a graph $N G_{\lambda}$ such that each vertex of $N G_{\lambda}$ corresponds to a window and an edge $(i, j)$ means that $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$ but $\widehat{\mathrm{O}}_{\lambda^{3} / 8}[i][j]=0$. The goal is to prove an upper bound on the number of edges of $N G_{\lambda}$. We formally prove this in Lemma 30.3.9.

We define a notation called "close" which is similar to "well-connected" in Section 30.3.1.

In order to avoid confusion, we use "close" instead of well-connected.
Definition 30.3.7 (close). Let $\gamma \in(0,1)$ and $\lambda \in(0,1)$. We say a pair $\left(w_{i}, w_{j}\right)$ of windows is close, if there are at least $k^{1-\gamma}$ windows $w_{a}$ such that $\left|w_{a}\right| \leq \min \left\{\left|w_{i}\right|,\left|w_{j}\right|\right\}$ and $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \lambda^{2}$.

Our first observation is that Algorithm 30.2 detects all the close pairs with high probability.

Lemma 30.3.7. Let $\widehat{\mathrm{O}}_{\lambda^{3} / 8} \in\{0,1\}^{k \times k}$ be the output of Algorithm 30.2. For each $(i, j) \in$ $[k] \times[k]$, if $\left(w_{i}, w_{j}\right)$ is close (Definition 30.3.7) and $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$, then $\widehat{\mathrm{O}}_{\lambda^{3} / 8}[i][j]=1$ holds with probability at least $1-1 / \operatorname{poly}(k)$.

Proof. We consider a fixed $(i, j)$ such that $\left(w_{i}, w_{j}\right)$ is close. By Definition 30.3.7, there are at least $k^{1-\gamma} w_{a}$ such that $\left|w_{a}\right| \leq \min \left\{\left|w_{i}\right|,\left|w_{j}\right|\right\}$ and $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \lambda^{2}$. Then the probability that none of these windows is sampled is at most

$$
\left(1-\frac{k^{1-\gamma}}{k}\right)^{t}=\left(1-\frac{1}{k^{\gamma}}\right)^{t}=\left(1-\frac{1}{k^{\gamma}}\right)^{10 k^{\gamma} \log k} \leq 1 / \operatorname{poly}(k)
$$

Taking a union over at most $k^{2}$ pairs completes the proof.

Before we proceed to Lemma 30.3.9, we bring Lemma 30.3.8 as an auxiliary observation.

Lemma 30.3.8 (existence of a correlated pair). Let $\epsilon \in(0,1), \lambda \in(0,1)$. Given a window $w_{a}$ and a set of windows $T$. Let $\mathrm{w}_{\text {gap }}$ denote the maximum size of windows divided by the minimum size of windows. Let $T$ contain at most $\mathrm{w}_{\text {layers }}$ different sizes and $|T|=\Omega\left(\mathrm{w}_{\text {layers }}\right.$. $\left.\mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$. If for each $w_{i} \in T$ we have $\left\|\operatorname{lcs}\left(w_{a}, w_{i}\right)\right\| \geq \lambda$, then there exist two windows $w_{i}, w_{j} \in T$ such that $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq(1-\epsilon) \lambda^{2}$.

Proof. Since $T$ has size $\Omega\left(\mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$ and the windows of $T$ have at most $\mathbf{w}_{\text {layers }}$ different sizes, there must exists a subset $T^{\prime} \subseteq T$ such that $\left|T^{\prime}\right|=\Omega\left(\mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$ and all the windows in $T^{\prime}$ have the same size. In the rest of the proof, we will focus on $w_{a}$ and $T^{\prime}$.

Let $t_{0}$ be the size of $w_{a}$ and $t$ be the size of all the windows in $T^{\prime}$. We consider a window-based bipartite graph, on one side it has one node $w_{a}$, and on the other side it has $\left|T^{\prime}\right|$ nodes. Then we can expand the window-based bipartite graph into a character-based bipartite graph, on one side it has $t_{0}$ nodes, and on the other side it has $t\left|T^{\prime}\right|$ nodes. Two nodes $x, y$ in the character-based graph are adjacent iff $(x, y) \in \mathrm{opt}_{a, i}$ where $w_{a}$ is the window containing character $x$ and $w_{i}$ is the window containing character $y$. Since $\left\|\operatorname{lcs}\left(w_{a}, w_{i}\right)\right\| \geq \lambda$ for every $w_{i} \in T^{\prime}$, the number of edges in character-based bipartite graph is at least $\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}$.

For $i$-th character in window $w_{a}$, we use $D_{i}$ to denote the degree of the corresponding node in the character-based bipartite graph. The number of 2 -walks is at least

$$
\begin{array}{rlr}
\sum_{i=1}^{t_{0}} D_{i}\left(D_{i}-1\right) & =\left(\sum_{i=1}^{t_{0}} D_{i}^{2}-\sum_{i=1}^{t_{0}} D_{i}\right) & \\
& \geq\left(\frac{1}{t_{0}}\left(\sum_{i=1}^{t_{0}} D_{i}\right)^{2}-\sum_{i=1}^{t_{0}} D_{i}\right) & \\
& \geq\left(\frac{1}{t_{0}}\left(\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}\right)^{2}-\left(\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}\right)\right) & \text { by Cauchy-Schwarz inequality } \\
& =\left(\lambda^{2} t\left|T^{\prime}\right|^{2}-\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}\right) & \text { by Eq. (30.1) } \\
& \geq(1-\epsilon) \lambda^{2} t\left|T^{\prime}\right|^{2} & \text { by }\left|T^{\prime}\right|=\Omega\left(\mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)
\end{array}
$$

It remains to show Eq. (30.1). Since the number of edges in the character-based bipartite graph is at least $\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}$, we have

$$
\sum_{i=1}^{t_{0}} D_{i} \geq \lambda\left|T^{\prime}\right| \sqrt{t_{0} t}
$$

By $\left|T^{\prime}\right|=\Omega\left(\mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$, we have

$$
\lambda\left|T^{\prime}\right| \sqrt{t_{0} t} \geq t_{0}
$$

Due to a simple fact : $x(x-z)>y(y-z)$ as long as $x>y>z>0$, we have

$$
\begin{equation*}
\frac{1}{t_{0}}\left(\sum_{i=1}^{t_{0}} D_{i}\right)^{2}-\sum_{i=1}^{t_{0}} D_{i} \geq \frac{1}{t_{0}}\left(\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}\right)^{2}-\left(\lambda\left|T^{\prime}\right| \sqrt{t_{0} t}\right) . \tag{30.1}
\end{equation*}
$$

The number of 3-tuple $\left(w_{i}, w_{a}, w_{j}\right)$ is at most $\left|T^{\prime}\right|^{2}$. Thus, there must exists a pair such that

$$
\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq(1-\epsilon) \lambda^{2}
$$

We define graph $N G_{\lambda}$ and $\mathrm{NF}_{\lambda}$ as follows:

Definition 30.3.8 $\left(\mathrm{NG}_{\lambda}\right)$. We assume that the edges of $N G_{\lambda}$ are directed in the following way: For an edge $(i, j)$ if $\left|w_{i}\right| \neq\left|w_{j}\right|$ the starting point of the edge would be the vertex corresponding to the longer window and the ending point of the edge would be the one corresponding to the shorter window. If both corresponding windows have the same lengths, then we use an arbitrary direction for $(i, j)$.

Definition 30.3.9 $\left(\mathrm{NF}_{\lambda}\right)$. We construct graph $\mathrm{NF}_{\lambda}$ in the following way: let $a$ denote the node in $V\left(\mathrm{NG}_{\lambda}\right)$ that has the highest outgoing degree, let $V\left(\mathrm{NF}_{\lambda}\right)=N(a)$. We add an edge between vertices $(i, j)$ in $\mathrm{NF}_{\lambda}$ if $\left\|\mid \operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq(1-\epsilon) \lambda^{2}$. Give directions to the edges of $\mathrm{NF}_{\lambda}$ the same way we did it for $\mathrm{NG}_{\lambda}$.

Now, we are ready to prove the main observation of this section.

Lemma 30.3.9 (upper bound on $E\left(\mathrm{NG}_{\lambda}\right)$ ). Let $\mathrm{NG}_{\lambda}$ be defined as Definition 30.3.3. Then

$$
\left|E\left(\mathrm{NG}_{\lambda}\right)\right|=O\left(k^{2-\gamma} \cdot \mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right) .
$$

holds with probability $1-1 / \operatorname{poly}(k)$.

Proof. We start with assuming

$$
\left|E\left(\mathrm{NG}_{\lambda}\right)\right| \geq \Omega\left(k^{2-\beta} \cdot \mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right) .
$$

We construct a graph $\mathrm{NF}_{\lambda}$ based on Definition 30.3.9. By Definition 30.3.9, we know that $\left|V\left(\mathrm{NF}_{\lambda}\right)\right| \geq \Omega\left(k^{1-\beta} \cdot \mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$. By choosing some $\beta=\gamma$ we will make a contradiction.

Using Lemma 30.3.8, we have for each set $T \subseteq V\left(\mathrm{NF}_{\lambda}\right)$ with $|T|=\Omega\left(\mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$, there exist two nodes $u$ and $v$ in $T$ such that edge $(u, v) \in \mathrm{NF}_{\lambda}$.

If we look at the complement of graph $\mathrm{NF}_{\lambda}$, we know there is no clique $K_{r+1}$ where $r=O\left(\mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }} /(\epsilon \lambda)\right)$. Using Turan's theorem (Lemma 30.5.5) we know that complement of graph $\mathrm{NF}_{\lambda}$ has at most $\left(1-\frac{1}{r}\right) \frac{q^{2}}{2}$ edges, where $q=\left|V\left(\mathrm{NF}_{\lambda}\right)\right|$. Then we have

$$
\left|E\left(\mathrm{NF}_{\lambda}\right)\right| \geq \frac{q(q-1)}{2}-\left(1-\frac{1}{r}\right) \frac{q^{2}}{2}=\frac{q^{2}}{2 r}-\frac{q}{2} .
$$

This implies that there is one vertex $j$ whose outgoing degree in $\mathrm{NF}_{\lambda}$ is at least at least

$$
\frac{\left|V\left(\mathrm{NF}_{\lambda}\right)\right|}{2 r}-\frac{1}{2} \geq\left|V\left(\mathrm{NF}_{\lambda}\right)\right| \cdot \Omega\left(\frac{\epsilon \lambda}{\mathrm{w}_{\text {layers }} \cdot \mathrm{w}_{\text {gap }}}\right) \geq k^{1-\beta} \geq k^{1-\gamma}
$$

Thus, there is a node in $N G_{\lambda}$ that has a lot of outgoing edges, which means $N G_{\lambda}$ has a close pair.

On the other hand, Using definition of $\mathrm{NG}_{\lambda}$ and Lemma 30.3.7, we know that $\mathrm{NG}_{\lambda}$ should not contain any close pair. Thus, we get a contradiction.

Theorem 30.3.10 (cubic sparsification for arbitrary $\lambda$ ). Given $k$ windows $w_{1}, \cdots, w_{k}$. Let $\mathrm{w}_{\text {layers }}$ denote the number of different sizes for windows. Let $\mathrm{w}_{\max }=\max _{i \in[k]}\left|w_{i}\right|, \mathrm{w}_{\min }=$ $\min _{i \in[k]}\left|w_{i}\right|$ and $\mathrm{w}_{\text {gap }}=\mathrm{w}_{\max } / \mathrm{w}_{\min }$. For any $\lambda \in(0,1), \gamma \in(0,1)$, there is a randomized algorithm (Algorithm 30.2) that runs in time

$$
O\left(\lambda^{-4} k^{1+\gamma} \mathbf{w}_{\max }^{2} \log k+k^{2+\gamma} \mathbf{w}_{\max } \log k\right)
$$

and outputs a table $\widehat{\mathrm{O}}_{\lambda^{3}} \in\{0,1\}^{k \times k}$ such that

$$
\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda^{4} / 8, \text { if } \widehat{\mathrm{O}}_{\lambda^{3}}[i][j]=1
$$

and

$$
\mid\left\{(i, j) \mid\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda, \quad \text { and } \quad \widehat{\mathrm{O}}_{\lambda^{3}}[i][j]=0\right\} \mid=O\left(k^{2-\gamma} \mathbf{w}_{\text {layers }} \mathbf{w}_{\text {gap }} / \lambda\right)
$$

The algorithm has success probability $1-1 / \operatorname{poly}(k)$.

Proof. The running time of each round of Algorithm 30.2 is

$$
\begin{aligned}
& =O\left(\text { constructing } S \text { time }+ \text { Ics-cmp.Initial time }+|S|^{2} \cdot(\text { Ics-cmp.QUERY time })\right) \\
& =O\left(k+\widetilde{\lambda}^{-2}|S| \mathrm{w}_{\max }^{2}+|S|^{2} \mathrm{w}_{\max }\right) \\
& =O\left(\lambda^{-4} k \mathrm{w}_{\max }^{2}+k^{2} \mathrm{w}_{\max }\right)
\end{aligned}
$$

where the last step follows by $\widetilde{\lambda}=\lambda^{2}$.
Since it repeats $O\left(k^{\gamma} \log k\right)$ rounds, thus the overall running time is

$$
O\left(k^{\gamma} \log k\right) \cdot O\left(\lambda^{-4} k \mathrm{w}_{\max }^{2}+k^{2} \mathbf{w}_{\max }\right)=O\left(\lambda^{-4} k^{1+\gamma} \mathrm{w}_{\max }^{2} \log k+k^{2+\gamma} \mathbf{w}_{\max } \log k\right) .
$$



Figure 30.5: computing a set of common subsequences between $w_{a}$ and $w_{i}$ for each $i$ such that every character of $w_{a}$ appears at most once among the sequences for a fixed $i$.

### 30.3.2.2 Implementation of Ics-cmp

Given $\widetilde{\lambda}, w_{a}$ and $w_{1}, w_{2}, \ldots, w_{s}$, we present an $O\left(\widetilde{\lambda}^{-1}\left|w_{a}\right| \sum_{i=1}^{s}\left|w_{i}\right|\right)$ time preprocessing algorithm and $O\left(\left|w_{a}\right|\right)$ time query algorithm for Ics-cmp such that for any $i, j \in[s]$

1. if $\left\|\operatorname{lss}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|>\widetilde{\lambda} / 2$, then the query algorithm outputs accept;
2. if $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \leq \widetilde{\lambda}^{2} / 8$, then the query algorithm outputs reject.

Algorithm 30.3 is our Ics-cmp preprocessing and query algorithm. The high level idea is to compute opt ${ }_{a, i}$ for every $i \in[s]$ and a set of at most $2 / \lambda$ common subsequences between $w_{a}$ and $w_{i}$ for each $i$ such that every character of $w_{a}$ appears at most once among the sequences for a fixed $i$. $\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)$ is approximated by taking the longest intersection of opt ${ }_{a, i}$ and some sequence in the set of window $w_{j}$. Also see Figure 30.5 for the intuition.

Now we prove that Algorithm 30.3 implements Ics-cmp.
Lemma 30.3.11 (Initial). Given parameter $\widetilde{\lambda}$, a window $w_{a}$ and a set of windows $w_{1}, \cdots, w_{s}$. The Initial of data structure Ics-cmp (Algorithm 30.3) takes $O\left(\widetilde{\lambda}^{-1}\left|w_{a}\right| \sum_{i=1}^{s}\left|w_{i}\right|\right)$ time, and outputs $\left\{X_{a, i}\right\}_{i \in[s]}$ and $\left\{Y_{a, i}\right\}_{i \in[s]}$ such that

1. $X_{a, i}$ corresponds to indices of a longest common subsequence between $w_{a}$ and $w_{i}$ for every $i \in[s]$.
2. $Y_{a, i}$ corresponds to indices of at most $2 / \tilde{\lambda}$ common subsequence between $w_{a}$ and $w_{i}$ for every $i \in[s]$.
3. If none of the element indices of a common subsequence between $w_{a}$ and $w_{i}$ is in $Y_{a, i}$, then the length of this common subsequence is less than $\tilde{\lambda}\left|w_{a}\right|$.

Proof. The first property follows from the definition of the algorithm.
For the second and third property, if an opt ${ }_{a, i}^{\prime}$ obtained in Line 9 has length less than $\widetilde{\lambda}\left|w_{a}\right| / 2$, then the element indices of $\mathrm{opt}_{a, i}^{\prime}$ are not in $Y_{a, i}$. Hence, the third property holds. Also, it means that every time that Line 13 is executed, the size of $Y_{a, i}$ increases by at least $\widetilde{\lambda}\left|w_{a}\right| / 2$. For a fixed $i \in[s]$, Line 13 is executed at most $2 / \widetilde{\lambda}$ times. Thus, the second property holds.

The running time is also obtained by the fact that Line 13 is executed at most $2 / \tilde{\lambda}$ times for every fixed $i \in[s]$.

Lemma 30.3.12 (Query). For any $(i, j) \in[s] \times[s]$, the QuERY of data structure Ics-cmp (Algorithm 30.3) runs in time $O\left(\left|w_{a}\right|\right)$ with the following properties:

1. If $\left\|\operatorname{lss}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|>\tilde{\lambda} / 2$, then it outputs accept.
2. If $\left\|\mid \operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \leq \widetilde{\lambda}^{2} / 8$, then it outputs reject.

Proof. Let opt ${ }_{a, i, j}$ be the LCS between opt ${ }_{a, i}$ and $w_{j}$. By the definition, we have

$$
\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\|=\frac{\left|\mathrm{opt}_{a, i, j}\right|}{\sqrt{\left|w_{i}\right| \cdot\left|w_{j}\right|}}
$$

Consider the case of $\left\|\mid \operatorname{ls}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \geq \tilde{\lambda} / 2$. By the third property of Lemma 30.3.11, there are less than $\tilde{\lambda}\left|w_{a}\right| / 4$ elements of opt ${ }_{a, i, j}$ with indices not in $Y_{a, j}$. So we have

$$
\left|X_{a, i} \cap Y_{a, j}\right|>\frac{1}{2} \widetilde{\lambda} \sqrt{\left|w_{i}\right|\left|w_{j}\right|}-\frac{1}{4} \widetilde{\lambda}\left|w_{a}\right| \geq \frac{1}{4} \widetilde{\lambda} \sqrt{\left|w_{i}\right|\left|w_{j}\right|}
$$

where the last inequality follows from the fact that $\left|w_{a}\right|$ is smaller than or equal to $\left|w_{i}\right|$ for every $i \in[s]$. Hence the algorithm accepts.

Consider the case of $\left\|\mid \operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \leq \widetilde{\lambda}^{2} / 8$. By the second property of Lemma 30.3.11, $Y_{a, j}$ corresponds to at most $2 / \tilde{\lambda}$ mutually non-overlapping common subsequence between $w_{a}$ and $w_{j}$. Since $\left\|\operatorname{lcs}_{w_{a}}\left(w_{i}, w_{j}\right)\right\| \leq \widetilde{\lambda}^{2} / 8$, the set of indices of every such a common subsequence has an intersection with $X_{a, i}$ of size at most $\widetilde{\lambda}^{2} \sqrt{\left|w_{i}\right|\left|w_{j}\right|} / 8$. Thus, we have

$$
\left|X_{a, i} \cap Y_{a, j}\right| \leq \frac{1}{8} \widetilde{\lambda}^{2} \sqrt{\left|w_{i}\right|\left|w_{j}\right|} \cdot \frac{2}{\widetilde{\lambda}} \leq \frac{1}{4} \widetilde{\lambda} \sqrt{\left|w_{i}\right|\left|w_{j}\right|} .
$$

Hence the algorithm rejects for this case.

### 30.4 Longest Increasing Subsequence

We outlined the algorithm in Section 30.1.3.3. Here, we bring the details for each step of the algorithm. In Section 30.4.1 we discuss the solution domains and show how we construct them. Next, in Section 30.4.2 we discuss the details of constructing pseudosolutions and finally in Section 30.4.3 we show how we can obtain an approximate solution from the pseudo-solutions. Also, in Section 30.4.4 we bring an improvement to the running time at the expense of having a larger approximation factor for the algorithm.

### 30.4.1 Solution Domains

We assume from now on that $\operatorname{lis}(A)>n \lambda$ holds. As mentioned earlier, we divide the input array into $\sqrt{n}$ subarrays of size $\sqrt{n}$ and denote them by $\mathrm{sa}_{1}, \mathrm{sa}_{2}, \ldots$, sa ${ }_{\sqrt{n}}$. For a fixed optimal solution opt, our goal is to approximate the smallest and the largest number of each subarray that contributes to opt. Let us refer to these numbers as the domain of each subarray. Let $\epsilon=1 / 1000$ be accuracy. For a subarray sa ${ }_{i}$, we sample $k$ (will be decided later) different elements and refer to them by $a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{k}}$.

We first prove that,

Lemma 30.4.1 (constructing candidate domains). Let $\lambda \in(0,1), \epsilon \in(0,1 / 2)$ and $\delta \in$ $(0,1 / 10)$. Let $\mathrm{sa}_{i}$ be a length $-\sqrt{n}$ subarray whose contribution to the optimal solution is at least $\epsilon \sqrt{n} \lambda$, i.e., $\operatorname{lis}{ }^{\left[\operatorname{sm}\left(\operatorname{sa}_{i}\right), \lg \left(\operatorname{sa}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right) \geq \epsilon \sqrt{n} \lambda$. If we uniformly sample $k=20 \log (1 / \delta) /\left(\lambda \epsilon^{2}\right)$ elements $a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{k}}$ from sa $_{i}$, then with probability at least $1-\delta$, there exists a pair $(\alpha, \beta) \in[k] \times[k]$ such that the following two conditions hold

1. $\operatorname{sm}\left(\operatorname{sa}_{i}\right) \leq a_{j_{\alpha}} \leq a_{j_{\beta}} \leq \lg \left(\mathrm{sa}_{i}\right)$,
2. $\operatorname{lis}{ }^{\left[a_{j_{\alpha}}, a_{j_{\beta}}\right]}\left(\operatorname{sa}_{i}\right) \geq(1-\epsilon) \operatorname{lis}{ }^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right)$.

Proof. At least $\epsilon \sqrt{n} \lambda$ elements of $s_{i}$ appear in opt. Let us put all these elements in an array b in the same order that they appear in $\mathrm{sa}_{i}$. Then it is obvious that b has at least $\epsilon \sqrt{n} \lambda$ elements. To prove the lemma, we bound the probability that none of the first $\epsilon / 2$ fraction of the elements of $b$ is sampled in our algorithm.
$\operatorname{Pr}[$ none of the elements in the first $\epsilon / 2$ fraction of $b$ is sampled $]$

$$
\begin{aligned}
& \leq\left(1-\frac{\epsilon}{2} \cdot \epsilon \sqrt{n} \lambda \cdot \frac{1}{\sqrt{n}}\right)^{k} \\
& =\left(1-\frac{\epsilon^{2} \lambda}{2}\right)^{\frac{2}{\epsilon^{2} \lambda} \cdot 10 \log (1 / \delta)} \\
& \leq e^{-10 \log (1 / \delta)} \\
& \leq \delta / 2
\end{aligned}
$$

where the first step follows from the fact that b contains at least $\epsilon \lambda \sqrt{n}$ elements, the second step follows from $k=20 \log (1 / \delta) /\left(\lambda \epsilon^{2}\right)$, and the third step follows from the fact that the $(1-1 / x)^{x} \leq 1 / e$ for $\forall x \geq 4$. Hence, with probability at least $1-\delta / 2$, at least one of the elements in the first $\epsilon / 2$ fraction of $\mathbf{b}$ are sampled.

With the same analysis, one can prove that with probability at least $1-\delta / 2$ at least one of the elements in the last $\epsilon / 2$ fraction of $\mathbf{b}$ are also sampled.

Taking a union bound of two events, with probability at least $1-\delta$, at least one of the elements in the first and at least one of the elements in the last $\epsilon / 2$ fraction $\mathbf{o f} \mathbf{b}$ are sampled.

Therefore, the lis of sa ${ }_{i}$ subject to this interval is at least a $1-\epsilon$ fraction of lis ${ }^{\left[\operatorname{sm}\left(\operatorname{sa}_{i}\right), \lg \left(\operatorname{sa}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right)$.

Notice that the average contribution of each subarray to opt is $\sqrt{n} \lambda$ and Lemma 30.4.1 applies to a subarray if its contribution to opt is at least an $\epsilon$ fraction of this value. Therefore Lemma 30.4.1 implies that a considerable fraction of the solution is covered by the candidate domains.

Corollary 30.4.2 (existence of a desirable solution). Let $\lambda \in(0,1)$ such that $\operatorname{lis}(A) \geq n \lambda$ and $\epsilon \in(0,1 / 4)$. If we run Algorithm 30.4 with parameter $\delta=\epsilon$ on every subarray independently, then with probability at least $1-\exp \left(-\Omega\left(\epsilon^{2} \sqrt{n} \lambda\right)\right)$, there exist a set $T \subseteq[\sqrt{n}]$ and elements $\alpha_{i}$ and $\beta_{i}$ sampled from $\mathbf{s a}_{i}$ for each $i \in T$ such that the following conditions hold:

1. For any $i \in T, \alpha_{i} \leq \beta_{i}$.
2. For any $i, j \in T$ satisfying $i<j, \beta_{i}<\alpha_{j}$.
3. $\sum_{i \in T} \operatorname{lis}^{\left[\alpha_{i}, \beta_{i}\right]}\left(\operatorname{sa}_{i}\right) \geq(1-4 \epsilon) \operatorname{lis}(A)$.

Proof. Lemma 30.4.1 holds for all subarrays whose contribution to opt is at least $\epsilon \sqrt{n} \lambda$. Let $S \subseteq[\sqrt{n}]$ denote the set of coordinates such that for each $i \in S$

$$
\operatorname{lis}^{\left[\operatorname{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) \geq \epsilon \sqrt{n} \lambda .
$$

Since $\sum_{i=1}^{\sqrt{n}} \operatorname{lis}{ }^{\left[s m\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) \geq n \lambda$ and $\operatorname{lis}{ }^{\left[\mathrm{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) \leq \sqrt{n}$, we have

$$
\begin{equation*}
\sum_{i \in S} \operatorname{lis}^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right) \geq \sum_{i=1}^{\sqrt{n}} \operatorname{lis}{ }^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right)-\sqrt{n} \cdot \epsilon \sqrt{n} \lambda \geq \operatorname{lis}(A)-\epsilon n \lambda . \tag{30.2}
\end{equation*}
$$

Let $T \subseteq S$ denote the set of coordinates such that for each $i \in T$,

$$
\operatorname{lis}{ }^{\left[\alpha_{i}, \beta_{i}\right]}\left(\mathbf{s a}_{i}\right) \geq(1-\epsilon) \operatorname{lis}{ }^{\left[\mathrm{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right), \quad \text { and } \quad \operatorname{lis}{ }^{\left[\mathrm{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) \geq \epsilon \sqrt{n} \lambda .
$$

Now we show that with probability at least $1-\exp \left(-\Omega\left(\epsilon^{2} \sqrt{n} \lambda\right)\right)$,

$$
\begin{equation*}
\sum_{i \in T} \operatorname{lis}^{\left[s m\left(\operatorname{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right) \geq(1-2 \epsilon) \sum_{i \in S} \operatorname{lis}^{\left[\mathrm{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) . \tag{30.3}
\end{equation*}
$$

For each $i \in S$, let $X_{i}$ denote a random variable such that

$$
X_{i}= \begin{cases}\operatorname{lis}{ }^{\left[\operatorname{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right), & \text { with probability of } i \in T \\ 0, & \text { with probability of } i \notin T\end{cases}
$$

and $X=\sum_{i \in S} X_{i}$. By Lemma 30.4.1 (with $\delta=\epsilon$ ), We have $\mathbb{E}[X] \geq(1-\epsilon) \sum_{i \in S} \operatorname{lis}{ }^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\operatorname{sa}_{i}\right)$. By Hoeffding bound (Theorem 30.5.2),

$$
\begin{aligned}
\operatorname{Pr}[X-\mathbb{E}[X] \geq \epsilon \mathbb{E}[X]] & \leq 2 \exp \left(-\frac{2 \epsilon^{2}(\mathbb{E}[X])^{2}}{\sum_{i \in S}\left(\operatorname{lis}^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \mathrm{lg}\left(\mathbf{s a}_{i}\right)\right]}\left(\mathbf{s a}_{i}\right)\right)^{2}}\right) \\
& \leq 2 \exp \left(-\frac{2 \epsilon^{2}(1-\epsilon)^{2}\left(\sum_{i \in S} \operatorname{lis}^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \mathrm{lg}\left(\mathbf{s a}_{i}\right)\right]}\left(\mathbf{s a}_{i}\right)\right)^{2}}{n^{3 / 2}}\right) \\
& \leq 2 \exp \left(-2 \epsilon^{2}(1-\epsilon)^{4} \sqrt{n} \lambda\right) \\
& \leq \exp \left(-\Omega\left(\epsilon^{2} \sqrt{n} \lambda\right)\right) .
\end{aligned}
$$

Hence, Equation (30.3) holds with probability at least $1-\exp \left(-\Omega\left(\epsilon^{2} \sqrt{n} \lambda\right)\right)$.

Conditioned on Equation (30.3), we have

$$
\begin{align*}
& \sum_{i \in T} \operatorname{lis}^{\left[\alpha_{i}, a_{\beta_{i}}\right]}\left(\mathrm{sa}_{i}\right) \\
\geq & \sum_{i \in T}(1-\epsilon) \operatorname{lis}^{\left[\mathrm{sm}\left(\mathrm{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right) \\
\geq & (1-\epsilon)(1-2 \epsilon) \sum_{i \in S} \operatorname{lis}^{\left[\operatorname{sm}\left(\mathbf{s a}_{i}\right), \lg \left(\mathbf{s a}_{i}\right)\right]}\left(\mathrm{sa}_{i}\right)  \tag{30.4}\\
\geq & (1-\epsilon)(1-2 \epsilon)(\operatorname{lis}(A)-\epsilon n \lambda) \\
\geq & (1-4 \epsilon) \operatorname{lis}(A)
\end{align*}
$$

where the first inequality follows from the definition of $T$, the second inequality follows from Equation (30.3), the third inequality follows from Equation (30.2) and the last inequality follows from $\operatorname{lis}(A) \geq n \lambda$.

Finally, by Equation (30.3) and (30.4), we have

$$
\operatorname{Pr}\left[\sum_{i \in T} \operatorname{lis}^{\left[\alpha_{i}, a_{\beta_{i}}\right]}\left(\operatorname{sa}_{i}\right) \geq(1-4 \epsilon) \operatorname{lis}(A)\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} \sqrt{n} \lambda\right)\right) .
$$

### 30.4.2 Constructing Approximately Optimal Pseudo-solutions

We call a sequence of $\sqrt{n}$ intervals $\left[\ell_{1}, r_{1}\right],\left[\ell_{2}, r_{2}\right], \ldots,\left[\ell_{\sqrt{n}}, r_{\sqrt{n}}\right]$ a pseudo-solution if all of the intervals are monotone. That is $\ell_{1} \leq r_{1}<\ell_{2} \leq r_{2}<\ell_{3} \leq r_{3} \leq \ldots \leq \ell_{\sqrt{n}} \leq r_{\sqrt{n}}$. These intervals denote solution-domains for the subarrays. We also may decide not assign any solution domain to a subarray in which case we show the corresponding interval by $\emptyset$. Indeed, $\emptyset$ does not break the monotonicity of a pseudo-solution. The quality of a pseudosolution is defined as $\sum_{i} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)$. We denote the quality of a pseudo-solution ps by $\mathrm{q}(\mathrm{ps})$.

Another way to interpret Corollary 30.4.2 is that one can construct a pseudo-solution using the sampled elements whose quality is at least a $1-\epsilon$ fraction of $\operatorname{lis}(A)$. In this section, we present an algorithm to construct a small set of pseudo-solutions with the promise that at least one of them has a quality of at least $\operatorname{lis}(A) / t$, where $t$ is the number of pseudosolutions. Finally, in Section 30.4.3, we present a method to approximate the size of the optimal solution using pseudo-solutions.

We construct the pseudo-solutions via Algorithm 30.5. The input of Algorithm 30.5 is the set of candidate domain intervals obtained by Algorithm 30.4 on every subarray. We first find an assignment of candidate solution domains to the subarrays which is monotone and has the largest number of candidate domain intervals. (This step can be implemented by dynamic programming.) We make a pseudo-solution out of this assignment and update the set of candidate intervals by removing the ones which are used in our pseudo-solution. We then repeat the same procedure to construct the second pseudo-solution and update the candidate solution domains accordingly. We continue on, until the number of solution domains used in our pseudo-solution drops below $\epsilon \sqrt{n}$ in which case we stop.

We first prove in Lemma 30.4.3 that the number of pseudo-solutions constructed in Algorithm 30.5 is bounded by $O\left(k^{2} /(\lambda \epsilon)\right)$. Next, we show in Lemma 30.4.4 that at least one of the pseudo-solutions constructed by Algorithm 30.5 has a quality of at least $\Omega(\operatorname{lis}(A) / t)$ where $t$ is the number of pseudo-solutions. Finally we prove in Lemma 30.4.5 that the running time of Algorithm 30.5 is $O\left(t k^{2} \sqrt{n} \log n\right)$.

Lemma 30.4.3 (number of pseudo-solutions). For each $i \in[\sqrt{n}]$, let $\mathrm{cdi}_{i}$ be a set of at most $k^{2}$ candidate domain intervals. Let $t$ denote the number of pseudo-solutions constructed in Algorithm 30.5. Then, we have $t \leq k^{2} /(\lambda \epsilon)$.

Proof. Note that for each subarray we have at most $k^{2}$ candidate domain intervals. Since there are $\sqrt{n}$ subarrays, then in total we have $\sqrt{n} k^{2}$ candidate domain intervals. Each time we construct a pseudo-solution, the total number of the candidate domain intervals is decreased by at least $\epsilon \sqrt{n} \lambda$. Thus, the total number of pseudo-solutions $t$ can be upper bounded,

$$
t \leq \frac{\sqrt{n} k^{2}}{\epsilon \sqrt{n} \lambda} \leq \frac{k^{2}}{\lambda \epsilon}
$$

Lemma 30.4.4 (quality of pseudo-solutions). Let $\mathrm{ps}_{1}, \mathrm{ps}_{2}, \ldots, \mathrm{ps}_{t}$ be the pseudo-solutions constructed by Algorithm 30.5. If $\operatorname{lis}(A) \geq n \lambda$ holds, then with probability at least $1-$ $\exp (-\Omega(\sqrt{n} \lambda))$, there exists an $i \in[t]$ such that

$$
\mathrm{q}\left(\mathrm{ps}_{i}\right) \geq \frac{\operatorname{lis}(A)}{2 t}
$$

Proof. Let us focus again on the actual solution domains

$$
\left[\operatorname{sm}\left(s a_{1}\right), \lg \left(\mathrm{sa}_{1}\right)\right],\left[\mathrm{sm}\left(\mathrm{sa}_{2}\right), \lg \left(\mathrm{sa}_{2}\right)\right], \ldots,\left[\mathrm{sm}(\mathrm{sa} \sqrt{n}), \lg \left(\mathrm{sa}_{\sqrt{n}}\right)\right] .
$$

We define set $S \subseteq[\sqrt{n}]$ such that

$$
\operatorname{lis}^{\left[s m\left(\operatorname{sa}_{i}\right), \lg \left(\mathrm{sa}_{i}\right)\right]} \geq \epsilon \sqrt{n} \lambda, \forall i \in S
$$

Using Corollary 30.4.2 with $\epsilon=1 / 10$, we know that there is a monotone pseudosolution $\left[\alpha_{i}, \beta_{i}\right]_{i \in T}(T \subseteq S)$ such that $\left[\alpha_{i}, \beta_{i}\right]$ are candidate domain intervals and

$$
\sum_{i \in T} \operatorname{lis}^{\left[\alpha_{i}, \beta_{i}\right]}\left(\mathbf{s a}_{i}\right) \geq(1-4 \epsilon) \operatorname{lis}(A) .
$$

Denote this pseudo-solution as sol.
At the time we terminate Algorithm 30.5, there are at most $\epsilon \sqrt{n} \lambda$ candidate domain intervals of sol does not belongs to any pseudo-solution of the pseudo-solution set. Also, since each candidate domain interval contributes at most $\sqrt{n}$ to the quality of the pseudo-solution containing the interval, we have

$$
\sum_{i=1}^{t} \mathrm{q}\left(\mathrm{ps}_{i}\right) \geq(1-4 \epsilon) \operatorname{lis}(A)-\epsilon \sqrt{n} \lambda \cdot \sqrt{n} \geq(1-4 \epsilon) \operatorname{lis}(A)-\epsilon \operatorname{lis}(A)=(1-5 \epsilon) \operatorname{lis}(A) .
$$

Thus, there exists an $i \in[t]$ such that

$$
\mathrm{q}\left(\mathrm{ps}_{i}\right) \geq(1-5 \epsilon) \operatorname{lis}(A) / t=\operatorname{lis}(A) /(2 t)
$$

Lemma 30.4.5 (running time). For each $i \in[\sqrt{n}]$, let $\operatorname{cdi}_{i}$ be a set of at most $k^{2}$ candidate domain intervals. Let $t$ denote the number of pseudo-solutions. The running time of Algorithm 30.5 is bounded by $O\left(t k^{2} \sqrt{n} \log n\right)$.

Proof. Lemma 30.4.3 states that Algorithm 30.5 terminates after constructing $t$ pseudosolutions.

Now we show that constructing each pseudo-solution takes time $O\left(k^{2} \sqrt{n} \log n\right)$. Our solution is based on a dynamic programming technique. Let $D:[\sqrt{n}] \times\left[k^{2}\right] \rightarrow \mathbb{N}$ be an array such that $D[i][j]$ stores the size of the largest monotone pseudo-solution for the first $i$ subarrays which ends with the $j$ 'th candidate domain interval of sa ${ }_{i}$. Using classic segmenttree data structure (this data structure can be found in many textbooks, e.g. [CLRS09]), one can compute the value of $D[i][j]$ in time $O(\log n)$ from the previously computed elements of the array.

Thus, the total running is bounded by $O\left(t k^{2} \sqrt{n} \log n\right)$.

### 30.4.3 Evaluating the Pseudo-solutions

We finally use a concentration bound to show that the quality of a pseudo-solution can be approximated well by sampling a small number of subarrays. Since a pseudo-solution specifies the range of the numbers used in every subarray, the quality of a pseudo-solution, or in other words, the size of the corresponding increasing subsequence of a pseudo-solution can be formulated as

$$
\mathrm{q}(\mathrm{ps})=\sum_{i=1}^{\sqrt{n}} \mathrm{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)
$$

where $\left[\ell_{i}, r_{i}\right]$ denotes the corresponding solution domain of ps for $\mathrm{sa}_{i}$.
In Lemma 30.4.6, we prove that by sampling $O\left(\log ^{O(1)} n / \lambda^{4}\right)$ many subarrays and computing lis ${ }^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)$ for them, one can approximate the quality of a pseudo-solution pretty accurately.

Lemma 30.4.6 (the quality of pseudo-solution). Let $\lambda \in(0,1)$ and $\epsilon$ be a constant in $(0,1 / 100)$. Let $\mathrm{ps}_{1}, \mathrm{ps}_{2}, \cdots, \mathrm{ps}_{t}$ be a set of $t$ pseudo-solutions. With probability at least $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$, Algorithm 30.6 runs in time $O\left(t^{2} \sqrt{n} \log ^{O(1)} n / \lambda\right)$ such that,

1. If there exists an $i \in[t], \mathrm{q}\left(\mathrm{ps}_{i}\right) \geq \frac{\lambda n}{2 t}$, then the algorithm outputs an estimation at least $\frac{\lambda n}{4 t}$.
2. If $\mathrm{q}\left(\mathrm{ps}_{i}\right)<\frac{\lambda n}{8 t}$ for al the $i \in[t]$, then the algorithm outputs an estimation smaller than $\frac{\lambda n}{4 t}$.

Proof. By Chernoff bound, with probability $1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)$ most $2 p \sqrt{n}=\frac{2000 t \log ^{4} n}{\epsilon^{4} \lambda}$ subarrays are sampled. For each pseudo-solution, Algorithm 30.6 runs the algorithm for longest increasing subsequence once for every sampled subarray. Hence, the running time of the algorithm is $O\left(t^{2} \sqrt{n} \log ^{O(1)} n / \lambda\right)$.

Consider an arbitrary pseudo-solution $\mathrm{ps} \in\left\{\mathrm{ps}_{1}, \ldots, \mathrm{ps}_{t}\right\}$ for now. We show that

$$
\operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2}\left(\mathrm{q}(\mathrm{ps})-\frac{\epsilon \lambda^{4} n}{100 t}\right) \widetilde{\mathrm{q}}(\mathrm{ps}) \leq\left(1+\frac{\epsilon}{4}\right)^{2} \mathrm{q}(\mathrm{ps})+\frac{\epsilon \lambda^{4} n}{100 t}\right] \leq 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)
$$

Then the lemma holds by a union bound on all the pseudo-solutions.
Let $T$ be the set of subarray indices such that $i \in T$ iff there is a non-empty interval [ $\left.\ell_{i}, r_{i}\right]$ of ps corresponding to subarray sa ${ }_{i}$. Let $p=\frac{1000 t \log ^{4} n}{\epsilon^{4} \lambda \sqrt{n}}$ be the probability of sampling a subarray. For each $i \in T$, let $X_{i}$ denote a random variable such that

$$
X_{i}= \begin{cases}1, & \text { with prob. } p \\ 0, & \text { with prob. } 1-p\end{cases}
$$

and

$$
X=\sum_{i \in T} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} .
$$

We have

$$
\mathbb{E}[X]=\mathbb{E}\left[\sum_{i \in T} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i}\right]=\sum_{i \in T} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)=\mathrm{q}(\mathrm{ps}) .
$$

Let

$$
T_{j}=\left\{i \in T:(1+\epsilon / 4)^{j-1} \leq \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)<(1+\epsilon / 4)^{j}\right\}
$$

for integer $1 \leq j \in\left\lceil\log _{1+\epsilon} \sqrt{n}\right\rceil$.

Let $\Delta=\frac{\epsilon^{2} \lambda \sqrt{n}}{1000 t \log n}$. Consider $T_{j}$ 's such that $\left|T_{j}\right| \geq \Delta$. The contribution of $\mathrm{q}(\mathrm{ps})$ mostly comes from $T_{j}$ in the following sense

$$
\begin{equation*}
\sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) \leq \mathrm{q}(\mathrm{ps}) \tag{30.5}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) & =\mathrm{q}(\mathrm{ps})-\sum_{j:\left|T_{j}\right|<\Delta} \sum_{i \in T_{j}} \mathrm{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) \\
& \geq \mathrm{q}(\mathrm{ps})-\Delta \sqrt{n} \cdot\left\lceil\log _{1+\epsilon} \sqrt{n}\right\rceil  \tag{30.6}\\
& \geq \mathrm{q}(\mathrm{ps})-\frac{\epsilon \lambda n}{100 t} .
\end{align*}
$$

Now we bound the random variable $\sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}}$ lis $^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} / p$. By Chernoff bound, for each $j$ such that $\left|T_{j}\right| \geq \Delta$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right) p\left|T_{j}\right| \leq \sum_{i \in T_{j}} X_{i} \leq\left(1+\frac{\epsilon}{4}\right) p\left|T_{j}\right|\right] \geq 1-\exp \left(-\Omega\left(\epsilon^{2} p\left|T_{j}\right|\right)\right)=1-\exp \left(-\Omega\left(\log ^{3} n\right)\right) \tag{30.7}
\end{equation*}
$$

Notice that for set $T_{j}$,

$$
\begin{equation*}
\frac{(1+\epsilon / 4)^{j-1}}{p} \sum_{i \in T_{j}} X_{i} \leq \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} \leq \frac{(1+\epsilon / 4)^{j}}{p} \sum_{i \in T_{j}} X_{i} . \tag{30.8}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathbf{s a}_{i}\right) \leq \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathbf{s a}_{i}\right) X_{i} \leq\left(1+\frac{\epsilon}{4}\right)^{2} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathbf{s a}_{i}\right)\right] \\
& \geq \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2} \sum_{i \in T_{j}} \mathrm{is}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) \leq \frac{(1+\epsilon / 4)^{j-1}}{p} \sum_{i \in T_{j}} X_{i}\right. \\
& \left.\bigwedge \frac{(1+\epsilon / 4)^{j}}{p} \sum_{i \in T_{j}} X_{i} \leq\left(1+\frac{\epsilon}{4}\right)^{2} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathbf{s a}_{i}\right)\right] \\
& \geq \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2}\left(1+\frac{\epsilon}{4}\right)^{j}\left|T_{j}\right| \leq \frac{(1+\epsilon / 4)^{j-1}}{p} \sum_{i \in T_{j}} X_{i}\right. \\
& \left.\bigwedge \frac{(1+\epsilon / 4)^{j}}{p} \sum_{i \in T_{j}} X_{i} \leq\left(1+\frac{\epsilon}{4}\right)^{j+1}\left|T_{j}\right|\right] \\
& \geq \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right) p\left|T_{j}\right| \leq \sum_{i \in T_{j}} X_{i} \quad \bigwedge \sum_{i \in T_{j}} X_{i} \leq\left(1+\frac{\epsilon}{4}\right) p\left|T_{j}\right|\right] \\
& =1-\exp \left(-\Omega\left(\log ^{3} n\right)\right),
\end{aligned}
$$

where the first inequality follows from Equation (30.8), the second inequality follows from the definition of $T_{j}$ and the last inequality follows from Equation (30.7). By Equation (30.5),
(30.6), (30.10) and union bound, we have

$$
\begin{aligned}
& \quad \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2}\left(\mathrm{q}(\mathrm{ps})-\frac{\epsilon \lambda n}{100 t}\right) \leq \sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} \leq\left(1+\frac{\epsilon}{4}\right)^{2} \mathrm{q}(\mathrm{ps})\right] \\
& \geq \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2} \sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) \leq \sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i}\right. \\
& \left.\quad \leq \sum_{j:\left|T_{j}\right| \geq \Delta}\left(1+\frac{\epsilon}{4}\right)^{2} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right)\right] \\
& \geq \\
& \\
& 1-O\left(\frac{\log n}{\epsilon}\right) \exp \left(-\Omega\left(\log ^{3} n\right)\right) \\
& = \\
& 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right) .
\end{aligned}
$$

Now we bound random variable $\sum_{j:\left|T_{j}\right|<\Delta} \sum_{i \in T_{j}} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} / p$. If $\left|T_{j}\right|<\Delta$, then by Chernoff bound we have

$$
\operatorname{Pr}\left[\sum_{i \in T_{j}} X_{i} \leq \frac{2 \log ^{3} n}{\epsilon^{2}}\right] \geq 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)
$$

By union bound we have
$\left.\operatorname{Pr}\left[\sum_{j:\left|T_{j}\right|<\Delta} \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\operatorname{sa}_{i}\right) X_{i} \leq \frac{2 \log ^{3} n}{\epsilon^{2}} \cdot \frac{\sqrt{n}}{p} \cdot\left\lceil\log _{1+\epsilon} \sqrt{n}\right\rceil<\frac{\epsilon \lambda n}{100 t}\right] \geq 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)\right)$.

If $\mathrm{q}(\mathrm{ps}) \geq \frac{\lambda n}{2 t}$, then then by Equation (30.10)

$$
\begin{aligned}
& \operatorname{Pr}\left[X>\frac{\lambda n}{4 t}\right] \\
\geq & \operatorname{Pr}\left[\left(1-\frac{\epsilon}{4}\right)^{2}\left(\mathrm{q}(\mathrm{ps})-\frac{\epsilon \lambda n}{100 t}\right) \leq \sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \frac{1}{p} \mathrm{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i}\right] \\
\geq & 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right) .
\end{aligned}
$$

If $\mathrm{q}(\mathrm{ps})<\frac{\lambda n}{8 t}$, then by Equation (30.10) and Equation (30.11),

$$
\begin{aligned}
& \operatorname{Pr}\left[X<\frac{\lambda n}{4 t}\right] \\
\geq & \operatorname{Pr}\left[\sum_{j:\left|T_{j}\right| \geq \Delta} \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} \leq\left(1+\frac{\epsilon}{4}\right)^{2} \mathrm{q}(\mathrm{ps}) \quad \bigwedge \sum_{j:\left|T_{j}\right|<\Delta} \sum_{i \in T_{j}} \frac{1}{p} \operatorname{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) X_{i} \leq \frac{\epsilon \lambda n}{100 t}\right] \\
\geq & 1-\exp \left(-\Omega\left(\log ^{3} n\right)\right) .
\end{aligned}
$$

Putting all the previous Lemmas together gives the following result:
Corollary 30.4.7 (algorithm for LIS decision problem). Given a length-n sequence A, let $\lambda \in[1 / n, 1]$. There is a randomized algorithm that runs in time $O\left(\lambda^{-7} \sqrt{n} \log ^{O(1)} n\right)$ such that with probability $1-1 / \operatorname{poly}(n)$

- The algorithm accepts if $\operatorname{lis}(A)>n \lambda$.
- The algorithm rejects if $\operatorname{lis}(A)=O\left(n \lambda^{4}\right)$.

Proof. The correctness follows from Lemma 30.4.6, Lemma 30.4.4, and Lemma 30.4.5.
Running time: The running time is

$$
\begin{aligned}
\text { time } & =\underbrace{O\left(t k^{2} \sqrt{n} \log ^{O(1)} n\right)}_{\text {Lemma } 30.4 .5}+\underbrace{O\left(t^{2} \lambda^{-1} \sqrt{n} \log ^{O(1)} n\right)}_{\text {Lemma 30.4.6 }} & & \\
& =O\left(t^{2} \lambda^{-1} \sqrt{n} \log ^{O(1)} n\right) & & \text { by Lemma 30.4.3 } \\
& =O\left(k^{4} \lambda^{-3} \sqrt{n} \log ^{O(1)} n\right) & & \text { by Lemma 30.4.3 } \\
& =O\left(\lambda^{-7} \sqrt{n} \log ^{O(1)} n\right) & &
\end{aligned}
$$

Thus, we complete the proof.

Finally, by starting with $\lambda=1$ and iteratively multiplying $\lambda$ by a $1 /(1+\epsilon)$ factor until a solution is found, we can approximate lis $(A)$ within an approximation factor of $O\left(\lambda^{3}\right)$.

Theorem 30.4.8 (polynomial approximation for LIS). Given a length-n sequence $A$ such that $\operatorname{lis}(A)=n \lambda$ where $\lambda \in[1 / n, 1]$ is unknown to the algorithm. There is an algorithm that runs in time $\widetilde{O}\left(\lambda^{-7} \sqrt{n}\right)$ and outputs a number est such that

$$
\Omega\left(\operatorname{lis}(A) \lambda^{3}\right) \leq \text { est } \leq O(\operatorname{lis}(A))
$$

with probability at least $1-1 / \operatorname{poly}(n)$.

We remark that one can turn Theorem 30.4.8 into an algorithm with running time $\widetilde{O}\left(n^{17 / 20}\right)$ by considering two cases separately. If $\lambda<n^{-1 / 20}$ we sample the array with a rate of $n^{-3 / 20}$ and compute the LIS for the sampled array. Otherwise, the running time of the algorithm is already bounded by $\widetilde{O}\left(n^{17 / 20}\right)$.

### 30.4.4 An $O\left(n^{\kappa}\right)$ Time Algorithm via Bootstrapping

Let us move a step backward and analyze the previous algorithm for obtaining an $O\left(\lambda^{3}\right)$ approximate solution. We first divide the input array into $\sqrt{n}$ subarrays of size $\sqrt{n}$ and after constructing the pseudo-solutions, we sample $O\left(\lambda^{4}\right)$ subarrays to estimate the size of the solution for pseudo-solutions. The reason we set the size of the subarrays to $\sqrt{n}$ is that there is a trade-off between the first and the last steps of the algorithm. More precisely, if we have more than $\sqrt{n}$ subarrays then the number of samples we draw in the beginning would exceed $O_{\lambda}(\sqrt{n})$. On the other hand, having fewer than $\sqrt{n}$ subarrays results in larger subarrays which would be costly in the last step.

If one favors the running time over the approximation factor, the following improvement can be applied to the algorithm: In the last step of the algorithm, instead of sampling the entire subarrays and computing lis for every pseudo-solution, we recursively call the same procedure to approximate the size of the solution for each subarray. This way, having large subarrays would no longer be an issue and therefore we can have fewer subarrays to improve the number of samples we draw in the first step of the algorithm.

More formally, in order to obtain a running time of $O\left(\operatorname{poly}(\lambda) n^{\kappa}\right)$ we set the size of each subarray to $n^{1-\kappa}$ and therefore after constructing the pseudo-solutions, the problem boils down to approximating the solution for poly $(\lambda)$ many subarrays of length $n^{1-\kappa}$. By running the same algorithm, we would have $n^{\kappa}$ subarrays of length $n^{1-2 \kappa}$ in the second iteration. After $1 / \kappa-1$ iterations, the subarrays are small enough and we can access all their elements in time $O\left(\operatorname{poly}(\lambda) n^{\kappa}\right)$. Of course, this imposes a factor of poly $(\lambda)$ to the approximation.

By generalizing the ideas from previous subsections, we show that if there is an algorithm for LIS with approximation factor $f(\lambda)$, then we can get a $\left(f\left(\frac{\lambda^{4}}{2^{32}}\right) \cdot \frac{\lambda^{4}}{2^{33}}\right)$-approximate LIS algorithm with better running time using the $f(\lambda)$-approximate algorithm as a subroutine.

Lemma 30.4.9. Assume we partition the sequence into $\zeta$ subarrays, where $\zeta$ is polynomially related to the length of the input sequence. For parameter $\lambda \in(0,1)$, let Oracle be af( $\lambda$ )approximate LIS algorithm (with respect to a domain interval) with running time $g(n, \lambda)$ and success probability $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$ where $n$ is the length of the input sequence. Then Algorithm 30.7 using ORACLE as a subroutine is a $\left(f\left(\frac{\lambda^{4}}{2^{32}}\right) \cdot \frac{\lambda^{4}}{2^{33}}\right)$-approximate LIS algorithm


Figure 30.6: The flowchart of the $O_{\lambda}\left(n^{\epsilon}\right)$ time algorithm is shown.
with

$$
O\left(\lambda^{-4} g\left(\frac{n}{\zeta}, \frac{\lambda^{4}}{2^{32}}\right) \log ^{O(1)} n+\lambda^{-7} \zeta \log ^{O(1)} n\right)
$$

running time and success probability $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$, where $\zeta$ is the number of subarrays.

Proof. We first prove the correctness of the algorithm. Let $A$ be a sequence of length $n$, and $\mathrm{sa}_{1}, \ldots, \mathrm{sa}_{\zeta}$ be the subarrays.

Consider the case of $\operatorname{lis}^{[\ell, r]}(A) \geq \lambda n$. By Corollary 30.4.2 and Lemma 30.4.4 with $\epsilon=\delta=1 / 10$, with probability $1-\exp (-\Omega(\zeta \lambda))$, there exists a pseudo-solution $\mathrm{ps}_{j}$ within interval $[\ell, r]$ satisfying

$$
\mathrm{q}\left(\mathrm{ps}_{j}\right) \geq \frac{\operatorname{lis}^{[\ell, r]}(A)}{2 t} \geq \frac{\operatorname{lis}^{[\ell, r]}(A) \lambda \epsilon}{2 k^{2}} \geq \frac{\operatorname{lis}^{[\ell, r]}(A) \lambda \epsilon}{2 \cdot 20^{2} \log ^{2}(1 / \delta) /\left(\lambda^{2} \epsilon^{4}\right)} \geq \frac{\epsilon^{5} \lambda^{4}}{800 \log ^{2}(1 / \delta)} n \geq \frac{\lambda^{4}}{2^{31}} n .
$$

Let $\alpha$ denote the number of subarrays $\operatorname{sa}_{i}$ such that $\operatorname{lis}{ }^{\left[\ell_{i}, r_{i}\right]}\left(\operatorname{sa}_{i}\right) \geq \lambda_{0} n / \zeta$ where $\left[\ell_{i}, r_{i}\right]$ is the
interval for subarray $\mathrm{sa}_{i}$ in $\mathrm{ps}_{j}$. We have

$$
\alpha \geq \frac{\mathrm{q}\left(\mathrm{ps}_{j}\right)-\lambda^{4} n / 2^{32}}{n / \zeta} \geq \frac{\lambda^{4} \zeta}{2^{32}} .
$$

By Chernoff bound, Step 14 to Step 22 of Algorithm 30.7 accepts on $\mathrm{ps}_{j}$ with probability at least $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$.

Consider the case of

$$
\operatorname{lis}^{[\ell, r]}(A) \leq f\left(\frac{\lambda^{4}}{2^{32}}\right) \frac{\lambda^{4}}{2^{33}} n .
$$

Then for any pseudo-solution $\mathrm{ps}_{j}$, we have

$$
\mathrm{q}\left(\mathrm{ps}_{j}\right) \leq f\left(\frac{\lambda^{4}}{2^{32}}\right) \frac{\lambda^{4}}{2^{33}} n .
$$

Let $\beta$ denote the number of subarrays sa ${ }_{i}$ such that lis ${ }^{\left[\ell_{i}, r_{i}\right]}\left(\right.$ sa $\left._{i}\right) \geq f\left(\lambda^{4} / 2^{32}\right) n / \zeta$ where $\left[\ell_{i}, r_{i}\right]$ is the interval for subarray $\mathrm{sa}_{i}$ in $\mathrm{ps}_{j}$. We have

$$
\beta \leq \frac{\mathrm{q}\left(\mathrm{ps}_{j}\right)}{f\left(\lambda^{4} / 2^{32}\right) n / \zeta} \leq \frac{\lambda^{4}}{2^{33}} \zeta .
$$

By Chernoff bound, Step 14 to Step 22 of Algorithm 30.7 do not accept on $\mathrm{ps}_{j}$ with probability at least $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$. By union bound, Algorithm 30.7 rejects with probability at least $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$.

Hence, Algorithm 30.7 is a $\left(f\left(\frac{\lambda^{4}}{2^{32}}\right) \cdot \frac{\lambda^{4}}{2^{33}}\right)$-approximate algorithm for LIS of length $n$ with success probability at least $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$.

Finally, we discuss the running time of Algorithm 30.7. By the definition of procedures ConstructCandidateDomains and ConstructPseudoSolutions, the running time of Step 5 to Step 9 of Algorithm 30.7 is $O\left(\lambda^{-9} \zeta \log ^{O(1)} n\right)$. By Lemma 30.4.3, $t=O\left(\lambda^{-3}\right)$, and by Chernoff bound with probability $1-\exp \left(-\Omega\left(\log ^{2} n\right)\right)$ the size of $Q$ is
at most $O\left(\lambda^{-4} \log ^{4} n\right)$. Hence, the running time of Step 12 to Step 24 of Algorithm 30.7 is $O\left(\lambda^{-7} g\left(n / \zeta, \lambda^{4} / 2^{32}\right) \log ^{4} n\right)$.

By definition, we have the following basic fact about approximate ratio.

Fact 30.4.10. Let $f$ and $f^{\prime}$ be two functions mapping $(0,1)$ to $(0,1)$ such that $f(\lambda) \geq f^{\prime}(\lambda)$ for any $\lambda \in(0,1)$. If there is a $f(\lambda)$-approximate LIS algorithm, then the algorithm is also $f^{\prime}(\lambda)$-approximate.

Now we present algorithm to approximate LIS using $\widetilde{O}\left(n^{\kappa} \operatorname{poly}\left(\lambda^{-1}\right)\right)$ space by applying the pseudo-solution construction-evaluation framework recursively. In particular, we use the same algorithm on subarrays as an oracle and apply Lemma 30.4.9 recursively to approximate the entire sequence with slightly worse approximation ratio (compared with approximation ratio of the oracle).

Lemma 30.4.11. Let $\kappa$ be a constant of $(0,1)$ and $\lambda \in(0,1)$. Algorithm 30.8 approximates LIS with approximation ratio

$$
\frac{\lambda^{2 \cdot 4^{([1 / \kappa]-1)}}}{256^{3 \cdot 4([1 / k]-1)}}
$$

and running time $O\left(n^{\kappa} \cdot \lambda^{-4^{O(1 / \kappa)}} \log ^{O(1)} n\right)$ and success probability $1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)$.

Proof. We first prove the correctness of the algorithm by induction. Without loss of generality, we assume $1 / \kappa$ is an integer.

For $i \in\{2,3, \ldots, 1 / \kappa\}$, denote

$$
h_{i}(\lambda)=\frac{\lambda^{2 \cdot 4^{(i-1)}-4}}{256^{2 \cdot 4^{(i-1)}+3 \cdot 4^{(i-2)}-7}} .
$$

We show that if the length of the input sequence is $n^{i \cdot \kappa}$ then Algorithm 30.8 is $h_{i}(\lambda)$ approximate.

If the length of input sequence is $n^{2 \kappa}$, then $h_{2}(\lambda)=\frac{\lambda^{4}}{2^{32}}$. By Corollary 30.4.2, Lemma 30.4.4, and Lemma 30.4.6, Algorithm 30.8 is $h_{2}(\lambda)$-approximate.

In the induction step, for an integer $2 \leq i<1 / \kappa$, we assume Algorithm 30.8 is $h_{i}(\lambda)$-approximate for input instance of length $n^{i \cdot \kappa}$. By Lemma 30.4.9, Algorithm 30.8 is $\left(h_{i}\left(\frac{\lambda^{4}}{2^{32}}\right) \frac{\lambda^{4}}{2^{33}}\right)$-approximate for input instance of length $n^{(i+1) \cdot \kappa}$. Since

$$
\begin{aligned}
h_{i}\left(\frac{\lambda^{4}}{2^{32}}\right) \frac{\lambda^{4}}{2^{33}} & =\frac{\lambda^{4 \cdot\left(2 \cdot 4^{(i-1)}-4\right)} \cdot \lambda^{4}}{256^{4 \cdot\left(2 \cdot 4^{(i-1)}-4\right)} \cdot 256^{2 \cdot 4^{(i-1)}+3 \cdot 4^{(i-2)}-7} \cdot 2^{33}} \\
& =\frac{\lambda^{2 \cdot 4^{i}-12}}{256^{2 \cdot 4^{i}+2 \cdot 4^{(i-1)}+3 \cdot 4^{(i-2)}-18.875}} \\
& >\frac{\lambda^{2 \cdot 4^{i}-4}}{256^{2 \cdot 4^{i}+3 \cdot 4^{(i-1)}-7}} \\
& =h_{i+1}(\lambda),
\end{aligned}
$$

by Fact 30.4.10, Algorithm 30.8 is $h_{i+1}(\lambda)$-approximate for input instance of length $n^{(i+1) \cdot \kappa}$. Since

$$
h_{1 / \kappa}(\lambda)>\frac{\lambda^{2 \cdot 4^{(1 / \kappa)-1)}}}{256^{3 \cdot 4^{(1 / \kappa)-1)}}},
$$

by Fact 30.4.10, Algorithm 30.8 is $\left(\frac{\lambda^{2 \cdot 4}\left(\frac{4(1 / \kappa)-1)}{\left.256^{3 \cdot 4}(1 / \kappa)-1\right)}\right) \text {-approximate for input instance of length }}{\text { a }}\right.$ $n$.

By Corollary 30.4.2, Lemma 30.4.4, Lemma 30.4.6 and Lemma 30.4.9, we have the desired running time. The success probability is obtained by same corollaries/lemmas and union bound.

Finally, by starting with $\lambda=1$ and iteratively multiplying $\lambda$ by a $1 /(1+\epsilon)$ factor until a solution is found, we can approximate $\operatorname{lis}(A)$ within an approximation factor of $\lambda^{O\left(4^{1 / \kappa}\right)}$. Theorem 30.4.12. Let $\kappa$ be a constant of $(0,1)$ and $\lambda \in(0,1)$. There exists a $\widetilde{O}\left(n^{\kappa}\right.$. $\left.\lambda^{-4^{O(1 / \kappa)}}\right)$ time algorithm for lis with approximation factor $\lambda^{4^{O(1 / k)}}$ and success probability $1-\exp \left(-\Omega\left(\log ^{3} n\right)\right)$.

### 30.5 Probability and Graph Tools

In this section, we restate probability and graph tools that we use throughout this paper. All these theorems are proven in previous work.

Theorem 30.5.1 (Chernoff Bounds). Let $X=\sum_{i=1}^{n} X_{i}$, where $X_{i}=1$ with probability $p_{i}$ and $X_{i}=0$ with probability $1-p_{i}$, and all $X_{i}$ are independent. Let $\mu=\mathbb{E}[X]=\sum_{i=1}^{n} p_{i}$. Then

1. $\operatorname{Pr}[X \geq(1+\delta) \mu] \leq \exp \left(-\delta^{2} \mu / 3\right), \forall \delta>0$;
2. $\operatorname{Pr}[X \leq(1-\delta) \mu] \leq \exp \left(-\delta^{2} \mu / 2\right), \forall 0<\delta<1$.

Theorem 30.5.2 (Hoeffding bound). Let $X_{1}, \cdots, X_{n}$ denote $n$ independent bounded variables in $\left[a_{i}, b_{i}\right]$. Let $X=\sum_{i=1}^{n} X_{i}$, then we have

$$
\operatorname{Pr}[|X-\mathbb{E}[X]| \geq t] \leq 2 \exp \left(-\frac{2 t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

Theorem 30.5.3 (Blakley-Roy inequality, [BR65], see also Proposition 3.1 in [KSV13]). Let $G$ denote a graph that has $n$ vertices and average degree $d$. The number of walks of length $k$ in graph $G$ is at least $n d^{k}$.

Theorem 30.5.4 (Turán theorem for bipartite graphs, [KST54], see also [BBK13]). For a graph $G$ the Turán number $\operatorname{ex}(G, n)$ is the maximum number of edges that a graph on $n$ vertices can have without containing a copy of $G$. For any $s \leq t$, $\operatorname{ex}\left(K_{s, t}, n\right) \leq \frac{1}{2}(t-$ $1)^{1 / s} n^{2-1 / s}+o\left(n^{2-1 / s}\right)$

Theorem 30.5.5 (Turán theorem for cliques [Tur41]). Let $G$ be any graph with $n$ vertices, such that $G$ is $K_{r+1}$-free. Then the number of edges in $G$ is at most

$$
\left(1-\frac{1}{r}\right) \cdot \frac{n^{2}}{2} .
$$

Corollary 30.5.6 (of Theorem 30.5.5). Let $G$ be any graph with $n$ vertices, such that $G$ has no independent set of size $r+1$. Then the number of edges in $G$ is at least

$$
\binom{n}{2}-\left(1-\frac{1}{r}\right) \cdot \frac{n^{2}}{2}=\frac{n r+n^{2}}{2 r} .
$$

### 30.6 LCS Step 0: Window-compatible Solutions

The goal of this section is to show window-compatible solutions provide very accurate estimates for LCS. Roughly speaking, in this section, we construct a set of windows for $A$ and a set of windows for $B$ and we show that it suffices to only compute the LCS of the windows. If that information is available, then we can estimate the LCS of two strings very accurately.

We use the same definition of window-compatible transformation as $\left[\mathrm{BEG}^{+} 18\right]$, but we will use a richer set of windows. Every window is essentially a substring of each string. Notice that windows may not have the same length. We use $W_{A}$ to denote the set of windows constructed for $A$ and $W_{B}$ for the set of the windows that we construct for $B$.

Let us first state our definition of window-compatible solutions for LCS.

Definition 30.6.1 (Window-compatible LCS). Let $S=\left\langle w_{1}, w_{2}, \cdots, w_{\alpha}\right\rangle$ and $S^{\prime}=\left\langle w_{1}^{\prime}, w_{2}^{\prime}, \cdots w_{\alpha}^{\prime}\right\rangle$ be two sequences of non-overlapping windows from $W_{1}$ and $W_{2}$, respectively.

- We call a common substring of $(A, B)$ window-compatible with respect to $S$ and $S^{\prime}$, if it is a union of $k$ common substrings of $\left(w_{1}, w_{1}^{\prime}\right), \ldots,\left(w_{\alpha}, w_{\alpha}^{\prime}\right)$

We call a common substring window-compatible, if it is window-compatible with respect to at least a pair of sequence of non-overlapping windows from $W_{1}$ and $W_{2}$, respectively.

### 30.6.1 Construction of the Windows

This section presents a definition (see Definition 30.6.2) of a multiple layers window set for strings $A$ and $B$. The construction is the same for both strings, therefore, we only
state it for $A$. As mentioned earlier, each window is a substring of the strings. For clarity, we use $A^{(j, l)}$ to denote a length- $l$ substring of $A$ which starts at index $j$ and ends at index $j+l-1$. Our construction has multiple layers, each of which contains windows with equal lengths.

Given two length $n$ strings $A, B$, and two parameters $1 \leq d \leq n$ and $\epsilon_{0} \in(0,1)$, we define window set $W_{A}$ to be a set of continuous subsequence of string $A$. The sizes of the windows depend on parameter $d$ and the accuracy of our construction depends on parameter $\epsilon$. Setting $d=n^{x}$ leads to a truly subquadratic time solution for any $0<x<1$, however, one can play with the value of $d$ to optimize the running time.

Our construction has multiple layers, where in each layer the lengths of the windows are the same. Let $f=\Theta\left(\frac{1}{\epsilon_{0}} \log \frac{1}{\epsilon_{0}}\right)$ and $f+1$ denote the number of different layers of windows in $W_{A}$.

For each $i \in\{0,1, \cdots, f\}$, we define $d_{i}=d\left(1+\epsilon_{0}\right)^{i}, g_{i}=\epsilon_{0} d_{i}$, and $t_{i}=n / d_{i}$. For each $i$, let $W_{A}^{i}$ denote the set of all the windows in this layer. We consider window set $W_{A}^{i}$, in $i$-th layer, all the window have the same size which is $d_{i} ; g_{i}$ is the shift size, it means for each window (except the leftmost and rightmost one), if we shift either to the left or to the right, it becomes another window in $W_{A}^{i}$.

Formally speaking, we define $W_{A}^{i}$ as follows

Definition 30.6.2. Let $W_{A}$ be the set of windows we construct for string $A$. Then we have $W_{A}^{i}=\left\{A^{(\text {left,len })} \mid\right.$ left $=x \cdot g_{i}+y \cdot d_{i}$, len $\left.=d_{i}, \forall x \in\left\{0,1, \cdots, d_{i} / g_{i}-1\right\}, \forall y \in\left\{0,1, \cdots, t_{i}-1\right\}\right\}$
where we use $A^{(\text {left,len })}$ denotes a continuous subsequence of string $A$ that starts at left and
has length len. Finally $W_{A}$ is $\cup_{i \in\{0,1, \cdots, f\}} W_{A}^{i}$. Similarly, for each $i \in\{0,1, \cdots, f\}$, we can obtain $W_{B}^{i}$ and $W_{B}$.

Indeed, the running time of constructing the windows is truly subquadratic.
Lemma 30.6.1 (Generating ( $d, \epsilon_{0}$ )-multiple layers window set). Given two strings $A, B$ of $n$ symbols over $\Sigma$ symbols, and parameters $d \geq 1, \epsilon_{0} \in(0,1)$. Let set $W_{A}$ and $W_{B}$ be generated by procedure GeneratemultipleLevels (Algorithm 30.9). The algorithm takes $n \cdot \widetilde{O}\left(1 / \epsilon_{0}^{2}\right)$ time and $\left|W_{A}\right|=\left|W_{B}\right|=O\left(n /\left(d \epsilon_{0}^{2}\right)\right)$.

Proof. Given two sets of blocks $W_{A}$ and $W_{B}$, for each block $A^{\left(j_{1}, l_{1}\right)} \in W_{A}, A^{\left(j_{1}, l_{1}\right)}$ starts at $j_{1}$ and has length $l_{1}$. Similarly, for each block $B^{\left(j_{2}, l_{2}\right)} \in W_{B}, B^{\left(j_{2}, l_{2}\right)}$ starts at $j_{2}$ and has length $l_{2}$.

We can compute

$$
\begin{equation*}
\sum_{i=0}^{f} t_{i}=n \sum_{i=0}^{f} 1 / d_{i}=(n / d) \sum_{i=0}^{f}\left(1+\epsilon_{0}\right)^{-i} \leq 2 n /\left(d \epsilon_{0}\right) \tag{30.12}
\end{equation*}
$$

Then we calculate the size of window set $W_{A}$,

$$
\begin{aligned}
\left|W_{A}\right| & =\sum_{i=0}^{f}(\# \text { shifts }) \cdot(\# \text { windows per shift }) \\
& =\sum_{i=0}^{f}\left(d_{i} / g_{i}\right) \cdot t_{i} \\
& =\sum_{i=0}^{f} \frac{1}{\epsilon_{0}} \cdot t_{i} \\
& =\frac{1}{\epsilon_{0}} \sum_{i=0}^{f} t_{i} \\
& =2 n /\left(d \epsilon_{0}^{2}\right)
\end{aligned}
$$

where the second step follows from definition of window set in each layer $i$, the third step follows from $d_{i} / g_{i}=1 / \epsilon_{0}$, and last step follows from Eq. (30.12).

The running time is

$$
\sum_{i=0}^{f}\left(d_{i} / g_{i}\right) \cdot t_{i} \cdot d_{i}=n \sum_{i=0}^{f}\left(d_{i} / g_{i}\right)=n \sum_{i=0}^{f} 1 / \epsilon_{0}=\widetilde{O}\left(n / \epsilon_{0}^{2}\right) .
$$

Remark 30.6.1. In order to make sure the loss in the approximation is negligible, we use $\epsilon_{0}=\epsilon \lambda$ and therefore we have

- The total number of windows is equal to $k=\left|W_{A}\right|+\left|W_{B}\right|=O\left((1 / \lambda)^{2} n / d\right)$.
- The maximum size of the windows is equal to $\mathrm{w}_{\max }=O(d / \lambda)$.
- The minimum size of the windows is equal to $\mathrm{w}_{\text {min }}=d$.
- The ratio of the maximum window size over the minimum window size is bounded by $\mathrm{w}_{\text {gap }}=\mathrm{w}_{\text {max }} / \mathrm{w}_{\text {min }} \leq O(1 / \lambda)$.
- The number of different layers which is equal to the number of different window sizes is equal to $\mathrm{w}_{\text {layers }}=O((1 / \lambda) \log (1 / \lambda))$.


### 30.6.2 Optimality of the Windows

We present a structural lemma for the windows in the following. This essentially, shows that the problem of computing LCS between the two strings reduces to the problem of computing the LCS's between the windows.

Lemma 30.6.2 (Improved Structural Lemma). For any two strings $A, B$ of length $n$ :

- If $\|\operatorname{LCS}(A, B)\| \geq \lambda$, there exists a window-compatible common substring of $A, B$ of length at least $\lambda n-8 \epsilon_{0} n$ via $\left(d, \epsilon_{0}\right)$-Multiple layers window (Definition 30.6.2).

Proof. We fix $d$ and $\epsilon_{0}$.
We pick the first block $\widetilde{A}_{1}$ to be length $d$, and consider the optimal matching. Suppose the optimal matching block for $\widetilde{A}_{1}$ is $\widetilde{B}_{1}$, there are three possibilities.

First, $\widetilde{B}_{1}$ has length between $\left[\epsilon_{0} d, d / \epsilon_{0}\right]$. That's good and we keep this pair.
Second, $\widetilde{B}_{1}$ has length at least $d / \epsilon_{0}$, then we throw out this pair. The characters we throw out from $2 n$ is at least $d / \epsilon_{0}$, and we decrease the entire LCS by at most $d$.

Third, the length of $\widetilde{B}_{1}$ has length at most $d \epsilon_{0}$, then we also throw out this pair. The characters we throw out from $2 n$ is at least $d$, and we decrease the entire LCS by at most $\epsilon_{0} d$.

The above procedure can be recursively applied until we found all the matching blocks. Let's say there are $k$ matching pairs, $\left(\widetilde{A}_{1}, \widetilde{B}_{1}\right),\left(\widetilde{A}_{2}, \widetilde{B}_{2}\right), \cdots\left(\widetilde{A}_{\alpha}, \widetilde{B}_{\alpha}\right)$. Note that $\widetilde{A}_{1}, \widetilde{A}_{2}, \cdots, \widetilde{A}_{\alpha}$ is a partition of $A$. Similarly, $\widetilde{B}_{1}, \widetilde{B}_{2}, \cdots, \widetilde{B}_{\alpha}$ is a partition of $B$. Let $z_{i}$ denote the variable such that $z_{i}=0$ indicates we throw out the pair, and $z_{i}=1$ otherwise. Since whenever we throw out a pair, the amount of LCS got decreased is always at most $\epsilon_{0}$ fraction of the characters we throw out. Since there are $2 n$ characters in total. Then we LCS we decrease is at most $2 \epsilon_{0} n$, i.e.,

$$
\begin{equation*}
\sum_{i \in Z} \operatorname{LCS}\left(\widetilde{A}_{i}, \widetilde{B}_{i}\right) \geq \operatorname{LCS}(A, B)-2 \epsilon_{0} n \tag{30.13}
\end{equation*}
$$

where $Z=\left\{i \mid z_{i}=1, i \in[k]\right\}$.
We consider a fixed $i \in Z$. For each pair $\widetilde{A}_{i}, \widetilde{B}_{i}$, let $p$ and $q$ denote the integer that

$$
\left|\widetilde{A}_{i}\right| \in\left(\left(1+\epsilon_{0}\right)^{p},\left(1+\epsilon_{0}\right)^{p+1}\right], \text { and }\left|\widetilde{B}_{i}\right| \in\left(\left(1+\epsilon_{0}\right)^{q},\left(1+\epsilon_{0}\right)^{q+1}\right] .
$$

Let $\widehat{A}_{i}$ and $\widehat{B}_{i}$ denote the two pairs from $W_{A}$ and $W_{B}$ that has the largest LCS and satisfies the following

$$
\left|\widehat{A}_{i}\right|=\left(1+\epsilon_{0}\right)^{p-1}, \widehat{A}_{i} \subseteq \widetilde{A}_{i},\left|\widehat{B}_{i}\right|=\left(1+\epsilon_{0}\right)^{q-1}, \widehat{B}_{i} \subseteq \widetilde{B}_{i} .
$$

Since $\left|\widetilde{A}_{i}\right|-\left|\widehat{A}_{i}\right| \geq\left(1+\epsilon_{0}\right)^{p}-\left(1+\epsilon_{0}\right)^{p-1}=\epsilon_{0}\left(1+\epsilon_{0}\right)^{p-1}$. Recall the construction of $W_{A}$, we places a length $\left(1+\epsilon_{0}\right)^{p-1}$ block for every $\epsilon_{0}\left(1+\epsilon_{0}\right)^{p-1}$ shifts. Thus, there must exist such block $\widehat{A}_{i}$ from $W_{A}$ and $\widehat{A}_{i} \subseteq \widetilde{A}_{i}$. Similarly, the same argument holds for $\widehat{B}_{i}$.

According to the definition of $W_{A}$ and $W_{B}$, we know that

$$
\begin{aligned}
\left|\widetilde{A}_{i} \backslash \widehat{A}_{i}\right| & \leq\left(1+\epsilon_{0}\right)^{p+1}-\left(1+\epsilon_{0}\right)^{p-1} \\
& \leq\left(1+\epsilon_{0}\right)^{p-1} 3 \epsilon_{0} \\
& \leq 3 \epsilon_{0}\left|\widetilde{A}_{i}\right|
\end{aligned}
$$

Similarly, $\left|\widetilde{B}_{i} \backslash \widehat{B}_{i}\right| \leq 3 \epsilon_{0}\left|\widetilde{B}_{i}\right|$. The characters we ignore is at most $3 \epsilon_{0} \cdot \max \left(\left|\widetilde{A}_{i}\right|,\left|\widetilde{B}_{i}\right|\right)$. Let $\tau_{i}=3 \epsilon_{0} \cdot \max \left(\left|\widetilde{A}_{i}\right|,\left|\widetilde{B}_{i}\right|\right)$, then $\tau_{i} \leq 3 \epsilon_{0}\left(\left|\widetilde{A}_{i}\right|+\left|\widetilde{B}_{i}\right|\right)$.

If we consider $\sum_{i \in Z}\left|\operatorname{LCS}\left(\widehat{A}_{i}, \widehat{B}_{i}\right)\right|$,

$$
\begin{aligned}
\sum_{i \in Z}\left|\operatorname{LCS}\left(\widehat{A}_{i}, \widehat{B}_{i}\right)\right| & \geq \sum_{i \in Z}\left(\left|\operatorname{LCS}\left(\widetilde{A}_{i}, \widetilde{B}_{i}\right)\right|-\tau_{i}\right) \\
& \geq \sum_{i \in Z}\left|\operatorname{LCS}\left(\widetilde{A}_{i}, \widetilde{B}_{i}\right)\right|-6 \epsilon_{0} n \\
& \geq|\operatorname{LCS}(A, B)|-8 \epsilon_{0} n
\end{aligned}
$$

where the second step follows from $\sum_{i \in Z} \tau_{i} \leq 6 \epsilon_{0} n$, the third step follows from Eq. (30.13).

### 30.6.3 Dynamic Programming for Block-based LCS

We showed in Section 30.6.2 that there always exists a window-compatible solution whose size is very close to that of the optimal solution. In this section, we show how one can find such a solution via dynamic programming. Therefore, we assume that a matrix $M$ is provided as input that stores the LCS of every pair of windows.

Lemma 30.6.3 (Dynamic Programming for Longest Common Sequence). Given two strings A, $B$ of length $n$. Let $\epsilon \in(0,1), d \geq 1$. Let $W_{A}, W_{B}$ be generated by procedure CreateMulTiPLELEVELS $(A, B, n, d, \Theta(\epsilon \lambda))$ (Algorithm 30.9). Let table $M$ be generated by procedure NonMetricEstimation $\left(W_{A}, W_{B}\right)$.

Then there is an algorithm (Algorithm 30.10) that runs in $(n / d)^{2} \cdot \operatorname{poly}(\lambda, 1 / \epsilon)$ time to output a monotone matching between two sets $W_{A}$ and $W_{B}$ which gives a string $C$ such that

$$
|C| \geq(1-o(1)) \cdot(1-\epsilon) \cdot|\operatorname{LCS}(A, B)| .
$$

Proof. We choose $\epsilon_{0}=\Theta(\epsilon / \lambda)$.
Using Lemma 30.6.2, we know there exits a batch of window-pairs $\left(\widehat{A}_{i_{1}}, \widehat{B}_{j_{1}}\right),\left(\widehat{A}_{i_{2}}, \widehat{B}_{j_{2}}\right), \ldots$ from $W_{A}, W_{B}$ such that

$$
\begin{equation*}
\sum_{l}\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{i_{l}}\right)\right| \geq|\operatorname{LCS}(A, B)|-8 \epsilon_{0} n \tag{30.14}
\end{equation*}
$$

By assumption on $M$, we know that $M$ gives a good estimation for every pair in $W_{A}, W_{B}$ :

$$
\delta_{i_{l}, j_{l}} d_{i_{l}, j_{l}} \geq M_{i_{l}, j_{l}} \geq(1-o(1)) \delta_{i_{l}, j_{l}}^{3} \cdot d_{i_{l}, j_{l}} .
$$

where $d_{i_{l}, j_{l}}=\max \left\{\left|\widehat{A}_{i_{l}}\right|,\left|\widehat{B}_{j_{l}}\right|\right\}, \delta_{i_{l}, j_{l}}=\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{j_{l}}\right)\right| / d_{i_{l}, j_{l}}$. It implies that

$$
\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{j_{l}}\right)\right| \geq M_{i_{l}, j_{l}} \geq(1-o(1)) \delta_{i_{l}, j_{l}}^{2}\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{j_{l}}\right)\right|
$$

Now, if we consider this cost $\sum_{l} M_{i_{l}, j_{l}}$,

$$
\begin{aligned}
\sum_{l} M_{i_{l}, j_{l}} & \geq(1-o(1)) \cdot \sum_{l} \delta_{i_{l}, j_{l}}^{2}\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{j_{l}}\right)\right| \\
& \geq(1-o(1)) \cdot \lambda^{-2} \sum_{l}\left|\operatorname{LCS}\left(\widehat{A}_{i_{l}}, \widehat{B}_{j_{l}}\right)\right| \\
& \geq(1-o(1)) \cdot\left(|\operatorname{LCS}(A, B)|-8 \epsilon_{0} n\right) \\
& =(1-o(1)) \cdot(|\operatorname{LCS}(A, B)|-\epsilon n / \lambda) \\
& \geq(1-o(1))(1-\epsilon)|\operatorname{LCS}(A, B)|
\end{aligned}
$$

where the second step follows from $\delta_{i_{l}, j_{l}} \geq \lambda^{-1}$, the third step follows from Eq. (30.14), the fourth step follows from $\epsilon_{0}=\Theta(\epsilon / \lambda)$, the last step follows from $\operatorname{LCS}(A, B) \geq \lambda n$.

Next, we prove the correctness of running time. Using Lemma 30.6.1, we know that $\left|W_{A}\right|=\left|W_{B}\right|=O\left(n /\left(d \epsilon_{0}^{2}\right)\right)$. Then $\left|S_{1}\right|=\left|S_{2}\right|=O\left(n /\left(d \epsilon_{0}^{2}\right)\right)$. The running time of sorting takes $O\left(\left|S_{1}\right| \log \left|S_{1}\right|\right)$.

The dominated part of the running time is three for-loops. For the third one, if we consider a fixed $i_{1}$ and $i_{2}$, there are $O\left(\left(\frac{1}{\epsilon_{0}} \log \left(1 / \epsilon_{0}\right)\right)^{2}\right)$ pairs could have right index at $i_{1}, i_{2}$. Thus the running time of dynamic programming takes

$$
\left(n /\left(d \epsilon_{0}^{2}\right)\right) \cdot\left(n /\left(d \epsilon_{0}^{2}\right)\right) \cdot O\left(\left(\left(1 / \epsilon_{0}\right) \log \left(1 / \epsilon_{0}\right)\right)^{2}\right)=(n / d)^{2} \cdot \widetilde{O}\left(1 / \epsilon_{0}^{6}\right)
$$

For the correctness of dynamic programming, it follows from three cases cover all the possibilities. For each $i_{1}, i_{2}$, we define $C\left[i_{1}\right]\left[i_{2}\right]$ to be optimal solution that only uses blocks from $W_{A}$ with ending index no later than $i_{1}$ and blocks from $W_{B}$ with ending index no later than $i_{2}$. Suppose we are at $i_{1}, i_{2}$. There are three cases, the first case is, the last pair of the optimal solution for $C\left[i_{1}\right]\left[i_{2}\right]$ is ending at $i_{1}, i_{2}$. The second case is, the last pair of the optimal solution for $C\left[i_{1}\right]\left[i_{2}\right]$ is ending at $\operatorname{prev}\left(i_{1}\right), i_{2}$. The third case is, the last pair of the optimal solution for $C\left[i_{1}\right]\left[i_{2}\right]$ is ending at $i_{1}, \operatorname{prev}\left(i_{2}\right)$.

Remark 30.6.2. If in the above algorithm, $M$ instead of the correct LCS's has a $(1-\epsilon) \lambda^{2}$ or $O\left(\lambda^{3}\right)$ approximation of the solutions, then the overall approximation factor of the algorithm would be $(1-\epsilon) \lambda^{2}$ or $O\left(\lambda^{3}\right)$, respectively.

### 30.7 LCS Step 2: Discovering the Sparse Graph

The arguments of this section follow from the work of $\left[\mathrm{CDG}^{+} 18\right]$. However, for the sake of completeness, we restate the overall ideas here. This section is dedicated to presenting a method NonMetricEstimation $\left(W_{A}, W_{B}\right)$ to be used for estimating the longest common subsequence. The output of $\operatorname{NonMEtricEstimation}\left(W_{A}, W_{B}\right)$ is a matrix $M:\left[\left|W_{A}\right|\right] \times$ $\left[\left|W_{B}\right|\right] \rightarrow \mathbb{Z}^{+}$where $M[i][j]$ estimates the LCS of windows $w_{i} \in W_{A}$ and $w_{j} \in W_{B}$. We allow for errors in a few elements of $M$ but we prove at the end of this section that with high probability, the error does not affect the solution significantly.

Similar to Section 30.3, we define $W=W_{A} \cup W_{B}$ and denote the windows inside $W$ by $w_{1}, w_{2}, \ldots, w_{k}$. For a threshold $\lambda$ the edges of graph $\mathrm{G}_{\lambda}$ reflect pairs of windows $\left(w_{i}, w_{j}\right)$ such that $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \lambda$. In order to estimate $M$, we need to discover the edges of $\mathrm{G}_{\lambda}$ for $\lambda \in\left\{\epsilon \lambda_{0}, \epsilon \lambda_{0}(1+\epsilon), \epsilon \lambda_{0}(1+\epsilon)^{2}, \ldots, 1\right\}$ and build $M$ based on that. In other words, for each $w_{i}$ and $w_{j}$, we find the largest $\lambda$ such that $\mathrm{G}_{\lambda}$ contains edge $(i, j)$ and set $M[i][j]=\lambda$.

Let us for simplicity fix the approximation factor to be $(1-\epsilon) \lambda^{2}$. As mentioned earlier, we represent the edges of $\mathrm{G}_{\lambda}$ by a matrix $\mathrm{O}:[k] \times[k] \rightarrow\{0,1\}$ where $\mathrm{O}[i][j]=1$ implies that edge $(i, j)$ exists in $\mathrm{G}_{\lambda}$. The $(1-\epsilon) \lambda^{2}$ sparsification gives us an output $\widehat{\mathrm{O}}_{(1-\epsilon) \lambda^{2}}$ where except for a few pairs the rest of the edges of $G_{\lambda}$ are detected within an approximation factor $(1-\epsilon) \lambda^{2}$. If all the edges were detected with this algorithm, this would provide us with a matrix $M$ such that $(1-\epsilon)\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\|^{3} \leq M[i][j] \leq\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\|$ holds if $\left\|\operatorname{lcs}\left(w_{i}, w_{j}\right)\right\| \geq \epsilon \lambda$. If such a matrix is given to Algorithm 30.11, it would result in a solution with approximation factor $(1-\epsilon) \lambda^{2}$.

However, not all the edges of $G_{\lambda}$ are detected in Step 1. Therefore, if we use the
discovered edges to construct a matrix $\widehat{M}$ for the LCS of the windows, $\widehat{M}$ may not meet the guarantee of $M$ for at most $\widetilde{O}\left(k^{2-\Omega(1)}\right)$ pairs. In what follows, we present an algorithm that resolves this issue.

To simplify the notation, define a graph NG in which every window is a vertex and there is an edge between pair $(i, j)$ if the LCS of windows $w_{i}$ and $w_{j}$ is not estimated correctly in the sparsification step. Our algorithm is not aware of the edges of NG but since the number of remaining edges is truly subquadratic, we have $|E(\mathrm{NG})|=\widetilde{O}\left(k^{2-\Omega(1)}\right)$.

Let us assume that NG contains at most $\widetilde{O}\left(k^{2-\eta}\right)$ edges. This implies that the average degrees of the vertices of NG is upper bounded by $\widetilde{O}\left(k^{1-\eta}\right)$. Although we are not given the edges of NG explicitly, we can verify for each pair $(i, j)$ whether there is an edge between them in NG by computing the LCS of $w_{i}$ and $w_{j}$ and comparing it to the value that has been obtained in $\widehat{M}$.

Let $\mathrm{w}_{\max }=\max _{i}\left|w_{i}\right|$ be the maximum length of the windows. Define two windows $\left(w_{i}, w_{j}\right)$ of $W_{A}$ or two windows $\left(w_{i}, w_{j}\right)$ of $W_{B}$ to be nearby if their distance is bounded by at most $\mathbf{w}_{\max } k^{\eta / 2}$. That is $w_{i}$ covers an index $a$ and $w_{j}$ covers an index $b$ such that $|a-b| \leq \mathrm{w}_{\max } k^{\eta / 2}$. We subsample a set $S$ of $W_{A}$ with a rate of $\epsilon^{-1} k^{-\eta / 2}$. That is, each window of $W_{A}$ appears in $S$ independently, with probability $\epsilon^{-1} k^{-\eta / 2}$. Next, for each window $w_{i} \in S$, we discover all of its incident edges in NG by computing the LCS of $w_{i}$ and every window $w_{j} \in W_{B}$. Every time we discover one edge of NG we add this edge to $\mathrm{NG}^{\prime}$. Notice that $\mathrm{NG}^{\prime}$ contains a subset of edges of NG however, the edges of $\mathrm{NG}^{\prime}$ are known to the algorithm and are available. Finally, we update $M$ by computing the LCS of pairs of windows ( $w_{i}, w_{j}$ ) such that there exist windows $w_{i^{\prime}} \in W_{A}$ and $W_{j^{\prime}} \in W_{B}$ such that 1) $w_{i}$ and $w_{i^{\prime}}$ are nearby, 2) $w_{j}$ and $w_{j^{\prime}}$ are nearby, and 3) vertices $i$ and $j$ are neighbors in $\mathrm{NG}^{\prime}$. This is shown in Algorithm
30.12 .

It follows from the analysis of $\left[\mathrm{CDG}^{+} 18\right]$ that if we use $M$ as an estimation of the windows, then Algorithm 30.11 finds the desired solution even though $M$ does not correctly estimate all the values.

Lemma 30.7.1 ([CDG+18]). Let $\widehat{M}$ be the output of the sparsification algorithm and $M$ be constructed by Algorithm 30.12 from $\widehat{M}$. If NG has at most $\widetilde{O}\left(k^{2-\eta}\right)$ edges, then the runtime of Algorithm 30.12 is bounded by $\widetilde{O}\left(k^{2-\eta / 2} \mathrm{w}_{\max }^{2} / \lambda^{4}\right)$. Also using $M$ as an estimate for the LCS of the windows hurts the solution by a factor of at most $1+\epsilon$.

Proof. The proof follow from the arguments of $\left[\mathrm{CDG}^{+} 18\right]$. Here we just mention the intuition and the overall ideas.

Runtime: Since every window of $W_{A}$ is sampled with probability $k^{-\eta / 2}$ the size of $S$ is bounded by $O\left(k^{1-\eta / 2}\right)$ with high probability. In order to discover the incident edges of set $S$ in NG, we compute the LCS of every element in $S$ and all other windows. Therefore, the total running time at this point is $\widetilde{O}\left(k^{2-\eta / 2} w_{\text {max }}^{2}\right)$.

NG contains at most $k^{2-\eta}$ edges and therefore the expected number of edges that we put in $\mathrm{NG}^{\prime}$ is $\widetilde{O}\left(k^{2-3 \eta / 2}\right)$. For every edge that we discover in $\mathrm{NG}^{\prime}$ we compute the LCS of $\widetilde{O}\left(\left(2 k^{\eta / 2} / \lambda^{2}\right)^{2}\right)=\widetilde{O}\left(k^{\eta} / \lambda^{4}\right)$ pairs of windows. Since computing the LCS of every pair of windows takes time $O\left(\mathrm{w}_{\max }^{2}\right)$ then the expected overall running time is

$$
\widetilde{O}\left(k^{2-\eta / 2} \mathbf{w}_{\max }^{2}+k^{2-3 \eta / 2} \cdot k^{\eta} / \lambda^{4} \cdot \mathrm{w}_{\max }^{2}\right)=\widetilde{O}\left(k^{2-\eta / 2} \mathrm{w}_{\max }^{2} / \lambda^{4}\right) .
$$

Notice that $k^{2} \mathbf{w}_{\max }^{2} \simeq n^{2}$ and thus the above running time is truly subquadratic.

Sketch of the correctness: We refer the reader to $\left[\mathrm{CDG}^{+} 18\right]$ for a complete proof. The high-level idea is based on the following: Originally, the window size is defined based on a parameter $d$. Now, suppose we define some larger windows by setting $d^{\prime}=d k^{\eta / 2}$. Let $W_{A}^{\prime}$ and $W_{B}^{\prime}$ be the two sets of windows we obtain by using $d^{\prime}$ as the base parameter for constructing windows. Our window-compatibility lemma holds for any window size and therefore there is also a desired window-compatible solution when using $W_{A}^{\prime}$ and $W_{B}^{\prime}$.

The intuition behind the proof of $\left[\mathrm{CDG}^{+} 18\right]$ is the following: Suppose we know a window $w_{x}^{\prime}$ of $W_{A}^{\prime}$ is mapped to a window $w_{y}^{\prime}$ of $W_{B}^{\prime}$ in the optimal window-compatible solution for $W_{A}^{\prime}$ and $W_{B}^{\prime}$. There are at least $k^{\eta / 2}$ smaller windows of $W_{A}$ that lie inside $w_{x}^{\prime}$ and similarly $w_{y}^{\prime}$ contains at least $k^{\eta / 2}$ windows of $W_{B}$. Let the two sets be $X$ and $Y$. There is indeed a window-compatible solution for the windows of $X$ and $Y$. Now, the question that we need to answer, is how well such a window-compatible solution between $w_{x}^{\prime}$ and $w_{y}^{\prime}$ is approximated via $\widehat{M}$. If fewer than $\epsilon|X|$ pairs of this mapping are among the edges of NG then we can be sure that the approximation factor does not hurt by much. On the other hand, if more than $\epsilon|X|$ pairs are among the edges of NG then we can imply that one of such edges is discovered via Algorithm 30.12 in $\mathrm{NG}^{\prime}$ and thus $M$ would have the correct value of LCS between all windows of $X$ and all windows of $Y$. Thus, when we run Algorithm 30.10 on $M$, the output has an error of at most $\epsilon$ even though $M$ does not have the correct estimates for all pairs.

```
Algorithm 30.3 Ics-cmp data structure
    data structure Ics-cmp
    members
        \(X_{a, 1}, \cdots, X_{a, s}\)
        \(Y_{a, 1}, \cdots, Y_{a, s}\)
        \(\widetilde{\lambda} \in(0,1)\)
    end members
    procedure \(\operatorname{Initial}\left(w_{a},\left\{w_{i}\right\}_{i \in[s]}, \widetilde{\lambda}\right)\)
                            \(\triangleright\) Lemma 30.3.11
        for \(i \in[s]\) do
            compute opt \({ }_{a, i}\), a LCS between \(w_{a}\) and \(w_{i}\)
            let \(X_{a, i}\) be the set of indices of all the element of opt \({ }_{a, i}\) with respect to \(w_{a}\)
        end for
        for \(i \in[s]\) do
            let \(Y_{a, i}\) be an empty set
            while true do
                compute opt \({ }_{a, i}^{\prime}\), a LCS between \(w_{a}\) removing the elements with index in \(Y_{a, i}\)
    and \(w_{i}\)
                if the length of opt \({ }_{a, i}^{\prime}\) is less than \(\widetilde{\lambda}\left|w_{a}\right| / 2\) then
                    break
                else
                    put the indices of all the elements of opt \(_{a, i}^{\prime}\) with respect to \(w_{a}\) into \(Y_{a, i}\)
                end if
            end while
        end for
        return \(\left\{X_{a, i}\right\}_{i \in[s]},\left\{Y_{a, i}\right\}_{i \in[s]}\)
    end procedure
    procedure \(\operatorname{QUERY}\left(w_{i}, w_{j}\right) \quad \triangleright\) Lemma 30.3.12
        if \(\left|X_{a, i} \cap Y_{a, j}\right|>\widetilde{\lambda} \sqrt{\left|w_{i}\right| \cdot\left|w_{j}\right|} / 4\) then
        return accept
        else
            return reject
        end if
    end procedure
    end data structure
```

```
Algorithm 30.4 Constructing the candidate domains
    procedure ConstructCandidateDomains \(\left(\mathrm{sa}_{i}\right) \quad \triangleright\) Lemma 30.4.1
                                    \(\triangleright\) Given random access to a subarray sa \({ }_{i}\)
        \(k \leftarrow 20 \log (1 / \delta) /\left(\lambda \epsilon^{2}\right)\)
        Sample \(k\) elements from sa \({ }_{i}\), and denote the sampled elements by \(a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{k}}\)
        for \(\alpha\) in \([k]\) do
            for \(\beta\) in \([k]\) do
                    If \(a_{j_{\alpha}} \leq a_{j_{\beta}}\), then construct a candidate domain \(\left[a_{j_{\alpha}}, a_{j_{\beta}}\right]\)
            end for
        end for
        return all the constructed candidate domains
    end procedure
```

```
Algorithm 30.5 Constructing the pseudo solutions
    procedure ConstructPseudoSolutions \(\left(\operatorname{cdi}_{1}, \ldots, \operatorname{cdi}_{\sqrt{n}}\right) \quad \triangleright\)
    Lemma 30.4.3,30.4.4,30.4.5
                                    \(\triangleright\left\{\mathrm{cdi}_{i}\right\}_{i \in[\sqrt{n}]}\) is \(\sqrt{n}\) sets of candidate domain intervals
        pseudo-solutions \(\leftarrow \emptyset\)
        while true do
            assg \(\leftarrow\) largest assigment of candidate domain intervals to subarrays which is
    monotone
            if assg contains less than \(\epsilon \sqrt{n} \lambda\) non-empty candidate domain intervals then
                break
            else
                Add assg to pseudo-solutions
                for \(i \leftarrow 1\) to \(\sqrt{n}\) do
                if assg contains a candidate domain interval for subarray sa \({ }_{i}\) then
                    remove the corresponding candidate domain interval from \(\mathrm{cdi}_{i}\)
                end if
                end for
            end if
        end while
        return pseudo-solutions \(\mathrm{ps}_{1}, \mathrm{ps}_{2}, \ldots, \mathrm{ps}_{t}\)
    end procedure
```

```
Algorithm 30.6 Evaluate the pseudo solutions
    procedure EvaluatePseudoSolutions \(\left(\mathrm{ps}_{1}, \ldots, \mathrm{ps}_{t}\right) \quad \triangleright\) Lemma 30.4.6
                                    \(\triangleright\left\{\mathrm{ps}_{i}\right\}_{i \in[t]}\) is a set of pseudo solutions
        \(p \leftarrow \frac{1000 t \log ^{4} n}{\epsilon^{4} \lambda \sqrt{n}}\)
            Randomly sample each \(i \in[\sqrt{n}]\) with probability p , and put all the samples in a set
    W
        for each \(\mathrm{ps}_{j}\) do
            \(\widetilde{\mathrm{q}}\left(\mathrm{ps}_{j}\right) \leftarrow 0\)
            for each interval \(\left[\ell_{i}, r_{i}\right]\) in \(\mathrm{ps}_{j}\) do
                if \(i \in W\) then
                \(\widetilde{\mathrm{q}}\left(\mathrm{ps}_{j}\right) \leftarrow \widetilde{\mathrm{q}}\left(\mathrm{ps}_{j}\right)+\mathrm{lis}^{\left[\ell_{i}, r_{i}\right]}\left(\mathrm{sa}_{i}\right) / p\)
                end if
            end for
            end for
            return largest \(\widetilde{\mathrm{q}}\left(\mathrm{ps}_{j}\right)\) for all \(j \in[t]\)
    end procedure
```

```
Algorithm 30.7 Recursive Estimate LIS with Oracle
    procedure RecursiveEstimationWithOracle(Oracle, \(A, \lambda, \ell, r)\)
    Lemma 30.4.9
    :
    .
    :
        for \(i \in[\zeta]\) do
            \(\operatorname{cdi}_{i} \leftarrow\) ConstructCandidateDomains \(\left(\mathrm{sa}_{i}\right)\)
            discard all the intervals which are not in \([\ell, r]\) from \(\mathrm{cdi}_{i}\)
        end for
        \(\left\{\mathrm{ps}_{1}, \ldots, \mathrm{ps}_{t}\right\} \leftarrow{\text { ConstructPseudoSolutions }\left(\mathrm{cdi}_{1}, \ldots, \mathrm{cdi}_{\zeta}\right)}\) )
        \(\lambda_{0} \leftarrow\left(\frac{\lambda}{2^{8}}\right)^{4}\)
        \(p \leftarrow \frac{20 \log ^{4} n}{\lambda_{0} \zeta}\)
        randomly sample each \(i \in[\zeta]\) with probability \(p\), and put all the samples in a set \(Q\)
        for \(j \in[t]\) do
            \(c \leftarrow 0\)
            for \(i \in W\) do
                if \(\exists\left[\ell_{i}, r_{i}\right] \in \mathrm{ps}_{j}\) and \(\operatorname{Oracle}\left(\mathrm{sa}_{i}, \lambda_{0}, \ell_{i}, r_{i}\right)\) accepts then
                    \(c \leftarrow c+1\)
                end if
            end for
            if \(c \geq 3 \lambda_{0} p \zeta / 4\) then
                return accept
            end if
        end for
        return reject
    end procedure
```

```
Algorithm 30.8 Recursive Estimate LIS
    procedure RecursiveLiS \((A, \lambda, \ell, r) \quad \triangleright\) Lemma 30.4.11
        \(\triangleright\) input: sequence \(A\), parameter \(\lambda\), domain interval \([\ell, r]\)
                    \(\triangleright\) assume \(\mathrm{sa}_{1}, \mathrm{sa}_{2}, \ldots, \mathrm{sa}_{n^{\kappa}}\) are subarrays of \(A\)
        if the length of \(A\) is greater than \(n^{2 \kappa}\) then
            return RecursiveLiSWithOracle(RecursiveLis, \(A, \lambda, \ell, r)\) with \(\zeta=n^{\kappa}\)
        else
            for \(i \in\left[n^{\kappa}\right]\) do
                \(\operatorname{cdi}_{i} \leftarrow\) CONSTRUCtCANDIDATEDOMAINS \(\left(\mathrm{sa}_{i}\right)\)
                discard all the intervals which are not in \([\ell, r]\) from \(\mathrm{cdi}_{i}\)
            end for
            \(\left\{\mathrm{ps}_{1}, \ldots, \mathrm{ps}_{t}\right\} \leftarrow\) ConstructPseudosolutions \(\left(\mathrm{cdi}_{1}, \ldots, \mathrm{cdi}_{n^{\kappa}}\right)\)
            if EvaluatePseudoSolutions \(\left(\mathrm{ps}_{1}, \ldots, \mathrm{ps}_{t}\right) \geq \lambda|A|\) then
                    return accept
            else
                return reject
            end if
        end if
    end procedure
```

```
Algorithm 30.9 An algorithm that is able to generate multiple layers
    procedure GenerateMultipleLevels \(\left(A, B, n, d, \epsilon_{0}\right) \quad \triangleright\) Lemma 30.6.1
        \(f \leftarrow \Theta\left(\frac{1}{\epsilon_{0}} \log \frac{1}{\epsilon_{0}}\right)\)
        \(\triangleright d \cdot\left(1+\epsilon_{0}\right)^{f}=d / \epsilon_{0}\)
        \(W_{A} \leftarrow \emptyset, W_{B} \leftarrow \emptyset\)
        for \(i=0 \rightarrow f\) do
            \(W_{A}^{i} \leftarrow \emptyset, W_{B}^{i} \leftarrow \emptyset\)
            \(d_{i} \leftarrow d\left(1+\epsilon_{0}\right)^{i}, t_{i} \leftarrow n / d_{i}, g_{i} \leftarrow \epsilon_{0} d_{i} \quad \triangleright d_{i}\) is the length, \(g_{i}\) is the shift
            for \(x=0 \rightarrow d_{i} / g_{i}-1\) do
                for \(y=0 \rightarrow t_{i}-1\) do
                    left \(\leftarrow x \cdot g_{i}+y \cdot d_{i}\)
                    len \(\leftarrow d_{i}\)
                    \(W_{A}^{i} \leftarrow W_{A}^{i} \cup A^{(\text {left,len })}, W_{B}^{i} \leftarrow W_{B}^{i} \cup B^{(\text {left,len })}\)
                end for
            end for
            \(W_{A} \leftarrow W_{A} \cup W_{A}^{i}, W_{B} \leftarrow W_{B} \cup W_{B}^{i}\)
        end for
        return \(W_{A}, W_{B}, f\)
    end procedure
```

```
Algorithm 30.10 Dynamic programming algorithm for block-based LCS problem
    procedure DP-LCS \(\left(W_{A}, W_{B}, M\right) \quad \triangleright\) Lemma 30.6.3
        Note that \(M\) is table that for each \(A_{k_{1}}\) and \(B_{k_{2}}, M\left(A_{k_{1}}, B_{k_{2}}\right)\) gives a cost
        Note that \(W_{A}\) and \(W_{B}\) are sets produce by Algorithm 30.9
        Let \(S_{1}\) denote the sorted list of the set(without duplicate) of right indices of each \(A_{k_{1}}\)
        Let \(S_{2}\) denote the sorted list of the set(without duplicate) of right indices of each \(B_{k_{2}}\)
        for \(i_{1} \in S_{1}\) do
            for \(i_{2} \in S_{2}\) do
                \(C\left[i_{1}\right]\left[i_{2}\right] \leftarrow 0\)
                \(x_{1} \leftarrow 0\)
                for \(A_{k_{1}}, B_{k_{2}}\) have right index \(i_{1}, i_{2}\) do \(\triangleright\) Case 1
                    left \(_{1} \leftarrow\) left index of \(A_{k_{1}}\)
                left \(_{2} \leftarrow\) left index of \(B_{k_{2}}\)
                \(\mathrm{tmp} \leftarrow C\left[\mathrm{left}_{1}\right]\left[\mathrm{left}_{2}\right]+M\left(A_{k_{1}}, B_{k_{2}}\right)\)
                if \(\mathrm{tmp}>x_{1}\) then
                    \(x_{1} \leftarrow \mathrm{tmp}\)
                end if
                end for
                Let \(\operatorname{prev}\left(i_{1}\right)\) denote the first index \(\in S_{1}\) that is early than \(i_{1}\)
                Let \(\operatorname{prev}\left(i_{2}\right)\) denote the first index \(\in S_{2}\) that is early than \(i_{2}\)
                \(x_{2} \leftarrow C\left[\operatorname{prev}\left(i_{1}\right)\right]\left[i_{2}\right] \quad \triangleright\) Case 2
                \(x_{3} \leftarrow C\left[i_{1}\right]\left[\operatorname{prev}\left(i_{2}\right)\right] \quad \triangleright\) Case 3
                \(C\left[i_{1}\right]\left[i_{2}\right] \leftarrow \max \left(x_{1}, x_{2}, x_{3}\right)\)
            end for
        end for
    end procedure
```

```
Algorithm 30.11
    procedure ApproxLCS \((A, B, n, \lambda)\)
        \(d \leftarrow n^{0.2}, \beta \leftarrow \epsilon \leftarrow \Theta(1), \epsilon_{0} \leftarrow \Theta(\epsilon / \lambda)\)
        \(W_{A}, W_{B}, L \leftarrow \operatorname{CreateMultipleLevels}\left(A, B, n, d, \epsilon_{0}\right) \quad \triangleright\) Lemma 30.6.1,
    Algorithm 30.9
        \(M \leftarrow\) NonMetricEstimation \(\left(W_{A}, W_{B}\right)\)
        \(C \leftarrow \operatorname{DPLCS}\left(W_{A}, W_{B}, M\right) \quad \triangleright\) Lemma 30.6.3, Algorithm 30.10
        return \(C\)
    end procedure
    procedure NonMEtricEstimation \(\left(W_{A}, W_{B}\right) \quad \triangleright\) Section 30.3 and Section 30.7
        for \(i=1 \rightarrow L\) do
            for \(j=1 \rightarrow L\) do
                Make strings in \(W_{A}^{i}\) and \(W_{B}^{j}\) have the same length by appending \(\perp\) to the
    short one
            \(W_{A}^{i}\) has \(t_{i}\) blocks and each of it has length \(d_{i}\)
            \(W_{B}^{j}\) has \(t_{j}\) blocks and each of it has length \(d_{j}\)
            \(d \leftarrow \max \left(d_{i}, d_{j}\right), t \leftarrow \max \left(t_{i}, t_{j}\right)\)
            Create \(S^{(i, j)}\) by Step 1 (Section 30.3) and Step 2 (Section 30.7)
                end for
        end for
        Form cost table \(M\) by putting all \(S^{(i, j)}\) together
        return \(M\)
    end procedure
```

```
Algorithm 30.12 Constructing \(M\) based on \(\widehat{M}\)
    procedure NonMEtricEstimation \(\left(W_{A}, W_{B}\right) \quad \triangleright\) Lemma 30.7.1
        \(S \leftarrow \emptyset\)
        for \(w_{i} \in W_{A}\) do
            Add \(w_{i}\) to \(S\) with probability \(\epsilon^{-1} k^{-\eta / 2}\)
        end for
        for \(w_{i} \in S\) do
            for \(w_{j} \in W_{B}\) do
            Compute \(\operatorname{lcs}\left(w_{i}, w_{j}\right)\) and put an edge in \(\mathbf{N G}^{\prime}\) if \(\widehat{M}[i][j]\) does not correctly esti-
    mate \(\operatorname{lcs}\left(w_{i}, w_{j}\right)\).
        end for
        end for
        \(M \leftarrow \widehat{M}\)
        for \(w_{i} \in W_{a}\) do
            for \(w_{j} \in W_{B}\) do
            if there exist nearby windows \(w_{i^{\prime}}, w_{j^{\prime}}\) such that \(\left(i^{\prime}, j^{\prime}\right) \in E\left(\mathrm{NG}^{\prime}\right)\) then
                    \(M[i][j] \leftarrow \operatorname{lcs}\left(w_{i}, w_{j}\right)\)
            end if
            end for
        end for
        return \(M\)
    end procedure
```


## Chapter 31

## Fourier Transform

### 31.1 One dimensional Fourier transform

The result in this section is based on the unpublished manuscript by Jerry Li, Ruoqi Shen and Zhao Song [LSS19].

Lemma 31.1.1 (Claim 5.2 in [CKPS16]). For any $k$, there exists $m=O\left(k^{2} \log k\right)$ such that for any $k$-Fourier-sparse signal $x(t)$, any $t_{0} \geq 0$ and $\tau>0$, there always exists $C_{1}, \ldots, C_{m} \in \mathbb{C}$ such that $\left|C_{j}\right| \leq 11$ for all $j \in[m]$ and

$$
x\left(t_{0}\right)=\sum_{j \in[m]} C_{j} \cdot x\left(t_{0}+j \cdot \tau\right) .
$$

Lemma 31.1.2 (Bounding absolute by discrete sum on grids). For any $k$-Fourier-sparse signal $x(t)=\sum_{j=1}^{k} v_{j} e^{2 \pi \mathrm{i} f_{j} t}$, we have

$$
\max _{t \in[0, T]}|x(t)|^{2} \leq O\left(k^{6} \log ^{3} k\right) \cdot \frac{1}{T} \sum_{t=0}^{T}|x(t)|^{2}
$$

Proof. Without loss of generality, we fix $T=1$ and assume $|x(0)|^{2}=\max _{t \in[0, T]}|x(t)|^{2}$. If $t^{*}=\arg \max _{t \in[0, T]}|x(t)|^{2}$ is not 0 or $T=1$, we can rescale the two intervals $\left[0, t^{*}\right]$ and $\left[t^{*}, T\right]$ to $[0,1]$. By Lemma 31.1.1, we choose $t_{0}=0$ such that $\forall \tau>0$, there exists $C_{1}, \ldots, C_{m} \in \mathbb{C}$ and

$$
x(0)=\sum_{j \in[m]} C_{j} \cdot x(j \cdot \tau) .
$$

By the Cauchy-Schwarz inequality, it implies that for any $\tau$,

$$
\begin{aligned}
|x(0)|^{2} & \leq m \sum_{j \in[m]}\left|C_{j}\right|^{2}|x(j \cdot \tau)|^{2} \\
& \lesssim m \sum_{j \in[m]}|x(j \cdot \tau)|^{2} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
|x(0)|^{2} & =\frac{1}{\lfloor T / m\rfloor} \sum_{\tau=0}^{\lfloor T / m\rfloor}|x(0)|^{2} \\
& \lesssim \frac{m}{T} \sum_{\tau=0}^{\lfloor T / m\rfloor}\left(m \sum_{j \in[m]}|x(j \cdot \tau)|^{2}\right) \\
& =\frac{m^{2}}{T} \sum_{j \in[m]} \sum_{\tau=0}^{\lfloor T / m\rfloor}|x(j \cdot \tau)|^{2} \\
& \leq \frac{m^{3}}{T} \sum_{t=0}^{T}|x(t)|^{2} .
\end{aligned}
$$

From $m=O\left(k^{2} \log k\right)$, we obtain $|x(0)|^{2}=O\left(k^{6} \log ^{3} k\|x\|_{[T]}\right)$.

### 31.2 High dimensional Fourier transform

The result in this section is based on the unpublished result by Zhao Song [Son17].

Lemma 31.2.1 ( $d$ dimensional version of Lemma 5.1 in [CKPS16]). For any d-dimensional $k$-Fourier-sparse signal $x(t): \mathbb{R}^{d} \rightarrow \mathbb{C}$ and any duration $T$, we have

$$
\max _{t \in[0, T]^{d}}|x(t)|^{2} \leq k^{O(d)}\|x\|_{T}^{2}
$$

where $\|x\|_{T}^{2}=\frac{1}{T^{d}} \int_{[0, T]^{d}}|x(t)|^{2} \mathrm{~d} t$.

Proof. Without loss of generality, we fix $T=1$. Then $\|x\|_{T}^{2}=\int_{[0,1]^{d}}|x(t)| \mathrm{d} t$. Because $\|x\|_{T}^{2}$ is the average over the interval $[0, T]^{d}$, if $t^{*}=\arg \max _{t \in[0, T]^{d}}|x(t)|^{2}$ is not $0^{d}$ or $T=1$, we can rescale the two intervals $\left[0^{d}, t^{*}\right]$ and $\left[t^{*}, T^{d}\right]$ to $[0,1]$ and prove the desired property separately. Hence we assume that $|x(0)|^{2}=\max _{t \in[0, T]}|x(t)|^{2}$ in the proof.

The proof of the following Claim can be found in Section 31.3 (is similarly to the proof of Claim 5.2 in [CKPS16])

Claim 31.2.2 ( $d$-variables version of Claim 5.2 in [CKPS16]). For any $k$ and $d$, there exists $m=O\left(k^{2} \log k\right)$ such that for any d-dimensional $k$-Fourier-sparse signal $x(t)$, any $t_{0} \in \mathbb{R}_{\geq 0}^{d}$ and $\tau \in \mathbb{R}_{>0}^{d}$, there always exist $C_{1}, C_{2}, \cdots, C_{m} \in \mathbb{C}$ such that the following properties hold,

$$
\begin{aligned}
\text { Property I } & \left|C_{j}\right| \leq 11 \text { for all } j \in[m], \\
\text { Property II } & x\left(t_{0}\right)=\sum_{j \in[m]} C_{j} \cdot x\left(t_{0}+j \cdot \tau\right) .
\end{aligned}
$$

In the next a few paragraph, we show how to use the above Claim to prove Lemma 31.2.1.
We use $0^{d}$ to denote a length- $d$ vector with 0 everywhere. We choose $t_{0}=0^{d}$ such that $\forall \tau \in \mathbb{R}_{>0}^{d}$ there always exist $C_{1}, \cdots, C_{m} \in \mathbb{C}$, and

$$
x\left(0^{d}\right)=\sum_{j \in[m]} C_{j} \cdot x(j \cdot \tau) .
$$

By the Cauchy-Schwarz inequality, it implies that for any $\tau$,

$$
\left|x\left(0^{d}\right)\right|^{2} \leq m \sum_{j \in[m]}\left|C_{j}\right|^{2}|x(j \cdot \tau)|^{2}
$$

At last, we obtain

$$
\begin{align*}
\left|x\left(0^{d}\right)\right|^{2} & =m^{d} \int_{[0,1 / m]^{d}}\left|x\left(0^{d}\right)\right|^{2} \mathrm{~d} \tau \\
& \lesssim m^{d} \cdot \int_{[0,1 / m]^{d}}\left(m \sum_{j=1}^{m}|x(j \cdot \tau)|^{2}\right) \mathrm{d} \tau \\
& =m^{d+1} \cdot \sum_{j=1}^{m} \int_{[0,1 / m]^{d}}|x(j \cdot \tau)|^{2} \mathrm{~d} \tau \\
& =m^{d+1} \cdot \sum_{j=1}^{m} \frac{1}{j^{d}} \int_{[0, j / m]^{d}}|x(\tau)|^{2} \mathrm{~d} \tau \\
& =m^{d+1} \cdot \sum_{j=1}^{m} \frac{1}{j^{d}} \int_{[0,1]^{d}}|x(\tau)|^{2} \mathrm{~d} \tau \\
& \lesssim m^{d+1} \log m \cdot\|x\|_{T}^{2} \\
& \leq k^{O(m)}\|x\|_{T}^{2}, \tag{31.1}
\end{align*}
$$

where the third step follows by moving $m$ outside of the integral and swapping the integration and the summation, the fourth step follows by replacing $j \tau$ by $\tau$, the fifth step follows by $j / m \leq 1$, the sixth step follows by $\sum_{j=1}^{m} 1 / j=O(\log m)$ and the definition of $\|x\|_{T}^{2}$, and the last step follows by $m=\operatorname{poly}(k)$.

Thus, we have the desired bound.

### 31.3 Proof of Claim 31.2.2

For $x(t)=\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i}^{\top} t}$, where $f_{i} \in \mathbb{R}^{d}$ and $t \in \mathbb{R}^{d}$. We fix $t_{0} \in \mathbb{R}^{d}$ and $\tau \in \mathbb{R}^{d}$ then rewrite $x\left(t_{0}+j \cdot \tau\right)$ as a polynomial of $b_{i}=v_{i} \cdot e^{2 \pi \mathbf{i} f_{i}^{\top} t_{0}}$ and $z_{i}=e^{2 \pi \mathbf{i} f_{i}^{\top} \tau}$ for each $i \in[k]$.

$$
\begin{aligned}
x\left(t_{0}+j \cdot \tau\right) & =\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i}^{\top}\left(t_{0}+j \tau\right)} \\
& =\sum_{i=1}^{k} v_{i} e^{2 \pi \mathbf{i} f_{i}^{\top} t_{0}} e^{2 \pi \mathbf{i} f_{i}^{\top} j \tau} \\
& =\sum_{i=1}^{k} b_{i} \cdot z_{i}^{j}
\end{aligned}
$$

Given $k$ and $z_{1}, \cdots, z_{k}$, let $P(z)=\sum_{j=0}^{m} c_{j} z^{j}$ be the degree $m$ polynomial in Lemma 5.4 ([CKPS16]).

$$
\begin{aligned}
\sum_{j=0}^{m} c_{j} x\left(t_{0}+j \tau\right) & =\sum_{j=0}^{m} c_{j} \sum_{i=1}^{k} b_{i} \cdot z_{i}^{j} \\
& =\sum_{i=1}^{k} b_{i} \sum_{j=0}^{m} c_{j} \cdot z_{i}^{j} \\
& =\sum_{i=1}^{k} b_{i} P\left(z_{i}\right) \\
& =0
\end{aligned}
$$

where the last step follows by Property I of $\mathrm{P}(\mathrm{z})$ in Lemma 5.4 ([CKPS16]). From the Property II and III of $P(z)$ (Lemma 5.4 [CKPS16]), we obtain $x\left(t_{0}\right)=-\sum_{j=1}^{m} c_{j} x\left(t_{0}+j \tau\right)$.

## Chapter 32

## Map-Reduce

Many modern parallel systems, such as MapReduce, Hadoop and Spark, can be modeled well by the MPC model. The MPC model captures well coarse-grained computation on large data - data is distributed to processors, each of which has a sublinear (in the input data) amount of memory and we alternate between rounds of computation and rounds of communication, where each machine can communicate an amount of data as large as the size of its memory. This model is stronger than the classical PRAM model, and it is an intriguing question to design algorithms whose running time is smaller than in the PRAM model.

One fundamental graph problem is connectivity. On an undirected graph with $n$ nodes and $m$ edges, $O(\log n)$ round connectivity algorithms have been known for over 35 years. However, no algorithms with better complexity bounds were known. In this work, we give fully scalable, faster algorithms for the connectivity problem, by parameterizing the time complexity as a function of the diameter of the graph. Our main result is a $O\left(\log D \log \log _{m / n} n\right)$ time connectivity algorithm for diameter- $D$ graphs, using $\Theta(m)$ total memory. If our algorithm can use more memory, it can terminate in fewer rounds, and there is no lower bound on the memory per processor.

We extend our results to related graph problems such as spanning forest, finding a

DFS sequence, exact/approximate minimum spanning forest, and bottleneck spanning forest. We also show that achieving similar bounds for reachability in directed graphs would imply faster boolean matrix multiplication algorithms.

We introduce several new algorithmic ideas. We describe a general technique called double exponential speed problem size reduction which roughly means that if we can use total memory $N$ to reduce a problem from size $n$ to $n / k$, for $k=(N / n)^{\Theta(1)}$ in one phase, then we can solve the problem in $O\left(\log \log _{N / n} n\right)$ phases. In order to achieve this fast reduction for graph connectivity, we use a multistep algorithm. One key step is a carefully constructed truncated broadcasting scheme where each node broadcasts neighbor sets to its neighbors in a way that limits the size of the resulting neighbor sets. Another key step is random leader contraction, where we choose a smaller set of leaders than many previous works do.

This part is based upon the following previous publication

- Alexandr Andoni, Zhao Song, Clifford Stein, Zhengyu Wang, Peilin Zhong

Parallel graph connectivity in log diameter rounds.
FOCS 2018 [ASS $\left.{ }^{+} 18\right]$

### 32.1 Introduction

Recently, several parallel systems, including MapReduce [DG04, DG08], Hadoop [Whi12], Dryad [IBY $\left.{ }^{+} 07\right]$, Spark [ZCF ${ }^{+}$10], and others, have become successful in practice. This success has sparked a renewed interest in algorithmic ideas for these parallel systems.

One important theoretical direction has been to develop good models of these modern systems and to relate them to classic models such as PRAM. The work of $\left[F M S^{+} 10, \mathrm{KSV} 10\right.$, GSZ11, BKS13, ANOY14] have led to the model of Massive Parallel Computing (MPC) that balances accurate modeling with theoretical elegance. MPC is a variant of the Bulk Synchronous Parallel (BSP) model [Val90]. In particular, MPC allows $N^{\delta}$ space per machine (processor), where $\delta \in(0,1)$ and $N$ is the input size, with alternating rounds of unlimited local computation, and communication of up to $N^{\delta}$ data per processor. An MPC algorithm can equivalently be seen as a small circuit, with arbitrary, $N^{\delta}$-fan-in gates; the depth of the circuit is the parallel time. Any PRAM algorithm can be simulated on MPC in the same parallel time [KSV10, GSZ11]. However, MPC is in fact more powerful than the PRAM: even computing the XOR of $N$ bits requires near-logarithmic parallel-time on the most powerful CRCW PRAMs [BH89], whereas it takes constant, $O(1 / \delta)$, parallel time on the MPC model.

The main algorithmic question of this area is then: for which problems can we design MPC algorithms that are faster than the best PRAM algorithms? Indeed, this question has been the focus of several recent papers, see, e.g., [KSV10, LMSV11, EIM11, ANOY14, AG18, AK17, IMS17b, CLM ${ }^{+}$18]. Graph problems have been particularly well studied and one fundamental problem is connectivity in a graph. While this problem has a standard logarithmic time PRAM algorithm [SV82], we do not know whether we can solve it faster in the MPC model.

While we would like fully scalable algorithms - which work for any value of $\delta>0$ there have been graph algorithms that use space close to the number of vertices $n$ of the graph. In particular, the result of [LMSV11] showed a faster algorithm for the setting when the space per machine is polynomially larger than the number of vertices, i.e., $s \geq n^{1+\Omega(1)}$, and hence the number of edges is necessarily $m \geq n^{1+\Omega(1)}$. In fact, similar space restrictions are pervasive for all known sub-logarithmic time graph algorithms, which require $s=\Omega\left(\frac{n}{\log ^{O(1)} n}\right)$ [LMSV11, AG18, AK17, $\mathrm{CLM}^{+}$18] (the only exception is [ANOY14] who consider geometric graphs). We highlight the work of $\left[\mathrm{CLM}^{+} 18\right]$, who manage to obtain slightly sublinear space of $n / \log ^{\Omega(1)} n$ in $\log ^{O(1)} \log n$ parallel time, for the approximate matching problem and $\left[\mathrm{ABB}^{+} 17\right]$ who obtain slightly sublinear space of $n / \log ^{\Omega(1)} n$ in $O(\log \log n)$ parallel time. We note that the space of $\sim n$ also coincides with the space barrier of the semi-streaming model: essentially no graph problems are solvable in less than $n$ space in the streaming model, unless we have many more passes; see e.g. the survey [McG09].

It remains a major open question whether there exist fully scalable connectivity MPC algorithms with sub-logarithmic time (e.g., for sparse graphs). There are strong indications that such algorithms do not exist: [BKS13] show logarithmic lower bounds for restricted algorithms. Alas, showing an unconditional lower bound may be hard to prove, as that would imply circuit lower bounds [RVW16].

In this work, we show faster, fully scalable algorithms for the connectivity problem, by parameterizing the time complexity as a function of the diameter of the graph. The diameter of the graph is the largest diameter of its connected components. Our main result is an $O\left(\log D \log \log _{m / n} n\right)$ time connectivity algorithm for diameter- $D$ graphs with $m$ edges. Parameterizing as a function of $D$ is standard, say, in the distributed computing
literature [PRS16, HHW18]. In fact, some previous MPC algorithms for connectivity in the applied communities have been conjectured to obtain $O(\log D)$ time [RMCS13]; alas, we show in Section 32.11 the algorithm of [RMCS13] has a lower bound of $\Omega(\log n)$ time.

Our algorithms exhibit a tradeoff between the total amount of memory available and the number of rounds of computation needed. For example, if the total space is $\Omega\left(n^{1+\gamma^{\prime}}\right)$ for some constant $\gamma^{\prime}>0$, then our algorithms run in $O(\log D)$ rounds only.

### 32.1.1 The MPC model

Before stating our full results, we briefly recall the MPC model [BKS13]. A detailed discussion appears in Section 32.7, along with some core primitives implementable in the MPC model.

Definition 32.1.1 $((\gamma, \delta)$-MPC model). Fix parameters $\gamma, \delta>0$, and suppose $N \geq 1$ is the input size. There are $p \geq 1$ machines (processors) each with local memory size $s=\Theta\left(N^{\delta}\right)$, such that $p \cdot s=O\left(N^{1+\gamma}\right)$. The space size is measured by words, each of $\Theta(\log (s \cdot p))$ bits. The input is distributed on the local memory of $\Theta(N / s)$ input machines. The computation proceeds in rounds. In each round, each machine performs computation on the data in its local memory, and sends messages to other machines at the end of the round. The total size of messages sent or received by a machine in a round is bounded by $s$. In the next round, each machine only holds the received messages in its local memory. At the end of the computation, the output is distributed on the output machines. Input/output machines and other machines are identical except that input/output machine can hold a part of the input/output. The parallel time of an algorithm is the number of rounds needed to finish the computation.

In this model, the space per machine is sublinear in $N$, and the total space is only an $O\left(N^{\gamma}\right)$ factor more than the input size $N$. In this paper, we consider the case when $\delta$ is an arbitrary constant in $(0,1)$. Our results are for both the most restrictive case of $\gamma=0$ (total space is linear in the input size), as well as $\gamma>0$ (for which our algorithms are a bit faster). The model from Definition 32.1.1 matches the model MPC $(\epsilon)$ from [BKS13] with $\epsilon=\gamma /(1+\gamma-\delta)$ and the number of machines $p=O\left(N^{1+\gamma-\delta}\right)$.

### 32.1.2 Our Results

While our main result is a $\sim \log D$ time connectivity MPC algorithm, our techniques extend to related graph problems, such as spanning forest, finding a DFS sequence, and exact/approximate minimum spanning forest. We also prove a lower bound showing that, achieving similar bounds for reachability in directed graphs would imply faster boolean matrix multiplication algorithms.

We now state our results formally. For all results below, consider an input graph $G=(V, E)$, with $n=|V|, N=|V|+|E|$, and $D$ being the upper bound on the diameter of any connected component of $G$.

Connectivity: In the connectivity problem, the goal is to output the connected components of an input graph $G$, i.e. at the end of the computation, $\forall v \in V$, there is a unique tuple $(x, y)$ with $x=v$ stored on an output machine, where $y$ is called the color of $v$. Any two vertices $u, v$ have the same color if and only if they are in the same connected component.

Theorem 32.1.1 (Connectivity in MPC, restatement of Theorem 32.8.4). For any $\gamma \in$ $[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)-$ MPC algorithm (see Algorithm 32.3) which outputs the connected components of the graph $G$ in $O(\min (\log D$. $\left.\left.\log \frac{\log n}{\log \left(N^{1+\gamma} / n\right)}, \log n\right)\right)$ parallel time. The success probability is at least 0.98. In addition, if the algorithm fails, then it returns FAIL.

Notice that in the most restrictive case of $\gamma=0$ and $m=n$, we obtain $O(\min (\log D$. $\log \log n, \log n))$ time. When the total space is slightly larger, or the graph is slightly denseri.e. $\gamma>c$ or $\log _{n} m>1+c$, where $c>0$ is an arbitrarily small constant-then we obtain $O(\log D)$ time.

Remark 32.1.1. We note the concurrent and independent work of [ASW18], who also give a connectivity algorithm in the MPC model but with different guarantees. In particular, their runtime is parameterized as a function of $\lambda$, which is a lower bound on the spectral gap ${ }^{1}$ of the connected components of $G$. For a graph $G$ with $n$ vertices and $m=\widetilde{O}(n)$ edges, their algorithm runs in $O(\log \log n+\log (1 / \lambda))$ parallel time and uses $\widetilde{O}\left(n / \lambda^{2}\right)$ total space. In contrast, our algorithm has a runtime of $O\left(\log D \cdot \log \log _{N / n} n\right)$, where $D$ is the largest diameter of a connected component of $G$, and $N=\Omega(m)$ is the total space available. To compare the two runtimes, we note that: 1) $D \leq O\left(\frac{\log n}{\lambda}\right)$ for any undirected graph $G$; and 2) there exist sparse graphs $G^{2}$ with $n$ vertices and $O(n)$ edges such that $\frac{1}{\lambda} \geq D \cdot n^{\Omega(1)}$ and $D \leq O(\log n)$. Thus, our results subsume [ASW18] in the case when total space is $N=n^{1+\Omega(1)}$, but are incomparable otherwise.

Spanning forest problem: In the spanning forest problem, the goal is to output a subset of edges of an input graph $G$ such that the output edges together with the vertices of $G$ form a spanning forest of the graph $G$. In the rooted spanning forest problem, in addition to the edges of the spanning forest, we are also required to orient the edge from child to parent, so that the parent-child pairs form a rooted spanning forest of the input graph $G$.

Theorem 32.1.2 (Spanning Forest, restatement of Theorem 32.8.14). For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm (see Algorithm 32.11 and Algorithm 32.12) which outputs the rooted spanning forest of the graph $G$ in $O(\min (\log D$. $\left.\left.\log \frac{\log n}{\log \left(N^{1+\gamma} / n\right)}, \log n\right)\right)$ parallel time. The success probability is at least 0.98. In addition, if

[^109]the algorithm fails, then it returns FAIL.

Our spanning forest algorithm can also output an approximation to the diameter, as follows.

Theorem 32.1.3 (Diameter Estimator, restatement of Theorem 32.8.15). For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)-$ MPC algorithm which outputs a diameter estimator $D^{\prime}$ of the input graph $G$ in $O\left(\min \left(\log D \cdot \log \frac{\log n}{\log \left(N^{1+\gamma / n)}\right.}, \log n\right)\right)$ parallel time such that $D \leq D^{\prime} \leq D^{O\left(\log \left(1 / \gamma^{\prime}\right)\right)}$, where $\gamma^{\prime}=\frac{\log \left(N^{1+\gamma} / n\right)}{\log n}$. The success probability is at least 0.98. In addition, if the algorithm fails, then it returns FAIL.

Depth-First-Search sequence: If the input graph $G$ is a tree, then we are able to output a Depth-First-Search sequence of that tree in $O(\log D)+T$ parallel time, where $T$ is parallel time to compute a rooted tree (see Theorem 32.1.2 for our upper bound of $T$ ) for $G$. (See Section 32.7.2 for a discussion how to represent a sequence in the MPC model.)

Theorem 32.1.4 (DFS Sequence of a Tree, restatement of Theorem 32.8.21). Suppose the graph $G$ is a tree. For any $\gamma \in[\beta, 2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm (Algorithm 32.17) that outputs a Depth-First-Search sequence for the input graph $G$ in $O(\min (\log D \cdot \log (1 / \gamma), \log n))$ parallel time, where $\beta=\Theta(\log \log n / \log n)$. The success probability is at least 0.98. In addition, if the algorithm fails, then it returns FAIL.

Applications of DFS sequence of a tree include lowest common ancestor, tree distance oracle, the size of every subtree, and others. See Section 32.6.4 for a more detailed discussion of the DFS sequence of a tree.

Minimum Spanning Forest: In the minimum spanning forest problem, the goal is to compute the minimum spanning forest of a weighted graph $G$.

Theorem 32.1.5 (Minimum Spanning Forest, restatement of Theorem 32.9.3). Consider a weighted graph $G$ with weights $w: E \rightarrow \mathbb{Z}$ such that $\forall e \in E,|w(e)| \leq \operatorname{poly}(n)$. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)-$ MPC algorithm which outputs a minimum spanning forest of $G$ in $O\left(\min \left(\log D_{M S F} \cdot \log \left(\frac{\log n}{1+\gamma \log n}\right), \log n\right) \cdot \frac{\log n}{1+\gamma \log n}\right)$ parallel time, where $D_{M S F}$ is the diameter (with respect to the number of edges/hops) of a minimum spanning forest of $G$. The success probability is at least 0.98 . In addition, if the algorithm fails, then it returns FAIL.

We note that we require the bounded weights condition merely to ensure that each weight is described by one word.

Theorem 32.1.6 (Approximate Minimum Spanning Forest, restatement of Theorem 32.9.4). Consider a weighted graph $G$ with weights $w: E \rightarrow \mathbb{Z}_{\geq 0}$ such that $\forall e \in E,|w(e)| \leq$ poly $(n)$. For any $\epsilon \in(0,1), \gamma \in[\beta, 2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm which can output a $(1+\epsilon)$ approximate minimum spanning forest for $G$ in $O\left(\min \left(\log D_{M S F} \cdot \log \left(\frac{\log n}{\log \left(N^{1+\gamma} /\left(\epsilon^{-1} n \log n\right)\right)}\right), \log n\right)\right)$ parallel time, where $\beta=$ $\Theta\left(\log \left(\epsilon^{-1} \log n\right) / \log n\right)$, and $D_{M S F}$ is the diameter (with respect to the number of edges/hops) of a minimum spanning forest of $G$. The success probability is at least 0.98. In addition, if the algorithm fails, then it returns FAIL.

Theorem 32.1.7 (Bottleneck Spanning Forest, restatement of Theorem 32.9.5). Consider a weighted graph $G$ with weights $w: E \rightarrow \mathbb{Z}$ such that $\forall e \in E,|w(e)| \leq \operatorname{poly}(n)$. For any $\gamma \in$
$[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)-$ MPC algorithm which can output a bottleneck spanning forest for $G$ in $O\left(\min \left(\log D_{M S F} \cdot \log \left(\frac{\log n}{1+\gamma \log n}\right), \log n\right) \cdot \log \left(\frac{\log n}{1+\gamma \log n}\right)\right)$ parallel time, where $D_{M S F}$ is the diameter (with respect to the number of edges/hops) of a minimum spanning forest of $G$. The success probability is at least 0.98. In addition, if the algorithm fails, then it returns FAIL.

Conditional hardness for directed reachability. We also consider the reachability question in the directed graphs, for which we show similar to the above results are unlikely. In particular, we show that if there is a fully scalable multi-query directed reachability $(0, \delta)$ - MPC algorithm with $n^{o(1)}$ parallel time and polynomial local running time, then we can compute the Boolean Matrix Multiplication in $n^{2+\epsilon+o(1)}$ time for arbitrarily small constant $\epsilon>0$. We note that the equivalent problem for undirected graphs can be solved in $O(\log D \log \log n)$ parallel time via Theorem 32.1.1.

Theorem 32.1.8 (Directed Reachability vs. Boolean Matrix Multiplication, restatement of Theorem 32.10.1). Consider a directed graph $G=(V, E)$. If there is a polynomial local running time, fully scalable $(\gamma, \delta)-\mathrm{MPC}$ algorithm that can answer $|V|+|E|$ pairs of reachability queries simultaneously for $G$ in $O\left(|V|^{\alpha}\right)$ parallel time, then there is a sequential algorithm which can compute the multiplication of two $n \times n$ boolean matrices in $O\left(n^{2} \cdot n^{2 \gamma+\alpha+\epsilon}\right)$ time, where $\epsilon>0$ is a constant which can be arbitrarily small.

Finally, in Section 32.11 we show hard instances for the algorithm [RMCS13].

### 32.1.3 Our Techniques

In this section, we give an overview of the various techniques that we use in our algorithms. More details, as well as some of the low level details of the implementation in the MPC model, are defered to later sections.

Before getting into our techniques, we mention two standard tools to help us build our MPC subroutines. The first one is sorting: while in the PRAM model it takes $\sim \log N$ parallel time, sorting takes only constant parallel time in the MPC model [Goo99, GSZ11]. The second tool is indexing/predecessor search [GSZ11], which also has a constant parallel time in MPC. Furthermore, these two tools are fully scalable, and hence all the subroutines built on these two tools are also fully scalable. See Section 32.7 for how to use these two tools to implement the MPC operations needed for our algorithms.

Graph Connectivity: A natural approach to the graph connectivity problem is via the classic primitive of contracting to leaders: select a number of leader verteces, and contract every vertex (or most vertices) to a leader from its connected component (this is usually implemented by labeling the vertex by the corresponding leader). Indeed, many previous works (see e.g. [KSV10, RMCS13, $\left.\mathrm{KLM}^{+} 14 \mathrm{~b}\right]$ ) are based on this approach. There are two general questions to address in this approach: 1) how to choose leader vertices, and 2) how to label each vertex by its leader. For example, the algorithm in [KSV10] randomly chooses half of the vertices as leaders, and then contracts each non-leader vertex to one of its neighbor leader vertex. Thus, in each round of their algorithm, the number of vertices drops by a constant fraction. At the same time, half of the vertices are leaders, and hence their algorithm still needs at least $\Omega(\log n)$ rounds to contract all the vertices to one leader. Note
that a constant fraction of leaders is needed to ensure that there is a constant fraction of non-leader vertices who are adjacent to at least one leader vertex and hence are contracted. This leader selection method appears optimal for some graphs, e.g. path graphs.

To improve the runtime to $\ll \log n$, one would have to choose a much smaller fraction of the vertices to be leaders. Indeed, for a graph where every vertex has a large degree, say at least $d \gg \log n$, we can choose fewer leaders: namely, we can choose each vertex to be a leader with probability $p=\Theta((\log n) / d)$. Then the number of leaders will be about $\widetilde{O}(n / d)$, while each non-leader vertex has at least one leader neighbor with high probability. After contracting non-leader vertices to leader vertices, the number of remaining vertices is only a $1 / d$ fraction of original number of vertices.

By the above discussion, the goal would now be to modify our input graph $G$ so that every vertex has a uniformly large degree, without affecting the connectivity of the graph. An obvious such modification is to add edges between pairs of vertices that are already in the same connected component. In particular, if a vertex $v$ learns of a large number of vertices which are in the same connected component as $v$, then we can add edges between $v$ and those vertices to increase the degree of $v$. A naïve way to implement the latter is via broadcasting: each vertex $v$ first initializes a set $S_{v}$ which contains all the neighbors of $v$, and then, in each round, every vertex $v$ updates the set $S_{v}$ by adding the union of the sets $S_{u}$ over all neighbors $u$ of $v$ (old and new). This approach takes log-diameter number of rounds, and each vertex learns all vertices which are in the same connected component at the end of the procedure. However, in a single round, the total communication needed may be as huge as $\Omega\left(n^{3}\right)$ since each of $n$ vertices may have $\Omega(n)$ neighbors, each with a set of size $\Omega(n)$.

Since our goal of each vertex $v$ is to learn only $d$ vertices in the same component (not
necessarily the entire component), we can therefore implement a "truncated" version of the above broadcasting procedure:

1. If $S_{v}$ already had size $d$, then we do not need any further operation for $S_{v}$.
2. If $u$ is in $S_{v}$, and $S_{u}$ already has $d$ vertices, then we can just put all the elements from $S_{u}$ into $S_{v}$ and thus $S_{v}$ becomes of size $d$.
3. If $\left|S_{v}\right|<d$, and for every $u \in S_{v}$, the set $S_{u}$ is also smaller than $d$, then we can implement one step of the broadcasting - add the union of $S_{u}$ 's, for all neighbors $u \in S_{v}$, to $S_{v}$.

In the above procedure, if the number of vertices in $S_{v}$ is smaller than $d$ after the $i^{\text {th }}$ round, then we expect $S_{v}$ to contain all the vertices whose distance to $v$ is at most $2^{i}$. Thus, the above procedure also takes at most log-diameter rounds. Furthermore, the total communication needed is at most $O\left(n \cdot d^{2}\right)$.

Our full graph connectivity algorithm implements the above "truncated broadcasting" procedure iteratively, for values $d$ that follow a certain "schedule", depending on the available space. At the beginning of the algorithm, we have an $n$ vertex graph $G$ with diameter $D$, and a total of $\Omega(m)$ space. The algorithm proceeds in phases, where each phase takes $O(\log D)$ rounds of communication. In the first phase, the starting number of vertices is $n_{1}=n$. We implement a truncated broadcasting procedure where the target degree $d$ is $d_{1}=\left(m / n_{1}\right)^{1 / 2}$, using $O(\log D)$ rounds and $O(m)$ total space. Then we can randomly select $\widetilde{O}\left(n_{1} / d_{1}\right)$ leaders, and contract all the non-leader vertices to leader vertices. At the end of the first phase, the total number of remaining vertices is at most $n_{2}=\widetilde{O}\left(n_{1} / d_{1}\right)=\widetilde{O}\left(n_{1}^{1.5} / m^{0.5}\right)$. In general,
suppose, at the beginning of the $i^{\text {th }}$ phase, the number of remaining vertices is $n_{i}$. Then we use the truncated broadcasting procedure for value $d$ set to $d_{i}=\left(m / n_{i}\right)^{1 / 2}$, thus making each vertex have degree at least $d_{i}=\left(m / n_{i}\right)^{1 / 2}$ in $O(\log D)$ number of communication rounds and $O(m)$ total space. Then we choose $\widetilde{O}\left(n_{i} / d_{i}\right)$ leaders, and, after contracting non-leaders, the number $n_{i+1}$ of remaining vertices is at most $\widetilde{O}\left(n_{i}^{1.5} / m^{0.5}\right)$. Let us look at the progress of the value $d_{i}$. We have that $d_{i+1}=\widetilde{\Omega}\left(\left(m / n_{i+1}\right)^{1 / 2}\right)=\widetilde{\Omega}\left(\left(m^{1.5} / n_{i}^{1.5}\right)^{1 / 2}\right)=\widetilde{\Omega}\left(d_{i}^{1.5}\right)$. Thus, we are making double exponential progress on $d_{i}$, which implies that the total number of phases needed is at most $O\left(\log \log _{m / n} n\right)$, and the total parallel time is thus $O\left(\log D \cdot \log \log _{m / n} n\right)$.

This technique of double-exponential progress is more general and extends to other problems beyond connectivity. In particular, for a problem, suppose its size is characterized by a parameter $n$ (not necessarily the input size - e.g. in connectivity problem, $n$ is the number of vertices). When $n$ is a constant, the problem can be solved in $O(1)$ parallel time. If there is a procedure that uses total space $\Theta(m)$ to reduce the problem size to at most $n / k$ for $k=(m / n)^{c}, c=\Omega(1)$, then we can repeat the procedure $O\left(\log \log _{m / n} n\right)$ times to solve the overall problem. In particular, after repeating the procedure $i$ times, the problem size is $n_{i} \leq n_{i-1} /\left(m / n_{i-1}\right)^{c} \leq n \cdot(n / m)^{(1+c)^{i}-1}$. We call this technique double-exponential speed problem size reduction.

Remark 32.1.2. For any problem characterized by a size parameter $n$, if we can use parallel time $T$ and total space $\Theta(m)$ to reduce the problem size such that the reduced problem size is $n / k$ for $k=(m / n)^{\Omega(1)}$, then we can solve the problem in $O(m)$ total space and $O\left(T \cdot \log \log _{m / n} n\right)$ parallel time.

Spanning Forest and Diameter Estimator: Extending a connectivity algorithm to a spanning forest algorithm is usually straightforward. For example, in [KSV10], they only contract a non-leader vertex to an adjacent leader vertex, thus their algorithm can also give a spanning forest, using the contracted edges. Here however, extending our connectivity algorithm to a spanning forest algorithm requires several new ideas. In our connectivity algorithm, because of the added edges, we only ensure that when a vertex $u$ is contracted to a vertex $v, u$ and $v$ must be in the same connected component; but $u$ and $v$ may not be adjacent in the original graph. Thus, we need to record more information to help us build a spanning forest.

We can represent a forest as a collection of parent pointers part $(v)$, one for each vertex $v \in V$. If $v$ is a root in the forest, then we let $\operatorname{part}(v)=v$. We use $\operatorname{dep}_{\mathrm{par}}(v)$ to denote the depth of $v$ in the forest, i.e. $\operatorname{dep}_{\mathrm{par}}(v)$ is the distance from $v$ to its root. Let $\operatorname{dist}_{G}(u, v)$ denote the distance between two vertices $u$ and $v$ in a graph $G$.

Our connectivity algorithm uses the "neighbor increment" procedure described above. We observed that if the set $S_{v}$ has fewer than $d$ vertices after the $i^{\text {th }}$ round, then $S_{v}$ should contain all the vertices with distance at most $2^{i}$ to $v$. This motivates us to maintain a shortest path tree for $S_{v}$, with root $v$. In the $i^{\text {th }}$ round, if we need to update $S_{v}$ to be $\bigcup_{u \in S_{v}} S_{u}$, then we can update the shortest path tree of $S_{v}$ in the following way:

1. For each $x \in S_{u}$ for some $u \in S_{v}$, we can create a tuple $(x, u)$.
2. Then, for each $x \in\left(\bigcup_{u \in S_{v}} S_{u}\right) \backslash S_{v}$, we can sort all the tuples $\left(x, u_{1}\right),\left(x, u_{2}\right), \cdots,\left(x, u_{k}\right)$ such that $u_{1}$ minimizes $\min _{u \in S_{v}} \operatorname{dist}_{G}(v, u)+\operatorname{dist}_{G}(u, x)$. Since $u$ is in $S_{v}, x$ is in $S_{u}$, it is easy to get the value of $\operatorname{dist}_{G}(v, u), \operatorname{dist}_{G}(u, x)$ by the information of shortest path
tree for $S_{v}$ and $S_{u}$. Then we set the new parent of $x$ in the shortest path tree for $S_{v}$ to be the parent of $x$ in the shortest path tree for $S_{u_{1}}$.

Since $S_{v}$ before the update contains all the vertices which have distance to $v$ at most $2^{i-1}$, the union of the shortest path from $x$ to $u_{1}$ and the shortest path from $u_{1}$ to $v$ must be the shortest path from $x$ to $v$. Then by induction, we can show that the parent of $x$ in the shortest path tree for $S_{u_{1}}$ is also the parent of $x$ in the shortest path tree for updated $S_{v}$. Thus, this modified "neighbor increment" procedure can find $n$ local shortest path trees where there is a tree with root $v$ for each vertex $v$. Furthermore, the procedure still takes $O(\log D)$ rounds. And we can still use $O\left(n d^{2}\right)$ total space to make each shortest path tree have size at least $d$. Next, we show how to use these $n$ local shortest path trees to construct a forest with the roots in the forest being the leaders.

As discussed in the connectivity algorithm, if every local shortest path tree has size at least $d$, we can choose each vertex as a leader with probability $p=\Theta((\log n) / d)$ and then every tree will contain at least one leader with high probability. Let $L$ be the set of sampled leaders, and let $\operatorname{dist}_{G}(v, L)$ be defined as $\min _{u \in L} \operatorname{dist}_{G}(v, u)$. Let $v$ be a non-leader vertex, i.e. $v \in V \backslash L$. According to the shortest path tree for $S_{v}{ }^{3}$, since $L \cap S_{v} \neq \emptyset$, we can find a child $u$ of the root $v$ such that $\operatorname{dist}_{G}(v, L)>\operatorname{dist}_{G}(u, L)$; in this case we set part $(v)=u$. For vertex $v \in L$, we can set $\operatorname{part}(v)=v$. We can see now that par denotes a rooted forest where the roots are sampled leaders. Furthermore, since $\forall v \notin L,(v, \operatorname{part}(v))$ is from the shortest path tree for $S_{v}$, we know that $v$ and $\operatorname{part}(v)$ are adjacent in the original graph $G$. After doing

[^110]the above for all nodes $v$, the forest denoted by the resulting vector par must be a subgraph of the spanning forest of $G$. We then apply the standard doubling algorithm to contract all the vertices to their leaders (roots), in $O(\log D)$ rounds. Therefore, the problem is reduced to finding a spanning forest in the contracted graph. The number of vertices remaining in the contracted graph is at most $\widetilde{O}(n / d)$, where $d=(m / n)^{\Theta(1)}$. By Remark 32.1.2, we can output a spanning forest in $O\left(\log D \cdot \log \log _{m / n} n\right)$ parallel time.

Although the above algorithm can output the edges of a spanning forest, it cannot output a rooted spanning forest. To output a rooted spanning forest, we follow a top-down construction. Suppose now we have a rooted spanning forest of the contracted graph. Since we have all the information of how vertices were contracted, we know the contraction trees in the original graph. To merge these contraction trees into the rooted spanning forest of the contracted graph, we only need to change the root of each contraction tree to a proper vertex in that tree. This changing root operation can be implemented by the doubling algorithm via a divide-and-conquer approach.

Since the spanning forest algorithm needs $O\left(\log \log _{m / n} n\right)$ phases to contract all vertices to a single vertex, the total parallel time to compute a rooted spanning forest is $O\left(\log D \cdot \log \log _{m / n} n\right)$. Furthermore, the depth of the rooted spanning forest will be at most $O\left(D^{O\left(\log \log _{m / n} n\right)}\right)$. Thus, we can use the doubling algorithm to calculate the depth of the tree, and output this depth as an estimator of the diameter of the input graph.

Depth-First-Search Sequence: Here, when the input graph $G$ is a tree, our goal is to output a DFS sequence for this tree. Once we have this sequence, it is easy to output a rooted tree. Thus, computing a DFS sequence is at least as hard as computing a rooted tree,
and all the previous algorithms need $\Omega(\log n)$ parallel time to do so.

First of all, we use our spanning forest algorithm to compute a rooted tree, reducing the problem to computing a DFS sequence for a rooted tree. The idea is motivated by TeraSort [O'M08]. If the size of the tree is small enough such that it can be handled by a single machine, then we can just use a single machine to generate its DFS sequence. Otherwise, our algorithm can be roughly described as follows. (Recall that $\delta$ is the parameter such that each machine has $\Theta\left(n^{\delta}\right)$ local memory.)

1. Sample $n^{\delta / 2}$ leaves $l_{1}, l_{2}, \cdots, l_{s}$.
2. Determine the order of sampled leaves in the DFS sequence.
3. Compute the DFS sequence $\widetilde{A}$ of the tree which only consists of sampled leaves and their ancestors.
4. Compute the DFS sequence $A_{v}$ of every root- $v$ subtree which does not contain any sampled leaf.
5. Merge $\widetilde{A}$ and all the $A_{v}$.

The first and second steps go as follows. Since we only sample $n^{\delta / 2}$ leaves, we can send them to a single machine. We generate queries for every pair of sampled leaves where each query $\left(l_{i}, l_{j}\right)$ queries the lowest common ancestor of $\left(l_{i}, l_{j}\right)$. We have $n^{\delta}$ such queries in total. Since the input tree is rooted, we can use a doubling algorithm to preprocess a data structure in $O(\log D)$ parallel time and answer all the queries simultaneously in $O(\log D)$ parallel time. Thus, we know the lowest common ancestor of any pair of sampled leaves,
and we can store this all on a single machine. Based on the information of lowest common ancestors of each pair of sampled leaves, we are able to determine the order of the leaves.

For the third step, suppose the sampled leaves have order $l_{1}, l_{2}, \cdots, l_{s}$. Let $v$ be the root of the tree. Then the DFS sequence $\widetilde{A}$ should be: the path from $v$ to $l_{1}$, the path from $l_{1}$ to the lowest common ancestor of $\left(l_{1}, l_{2}\right)$, the path from the lowest common ancestor of $\left(l_{1}, l_{2}\right)$ to $l_{2}$, the path from $l_{2}$ to the lowest common ancestor of $\left(l_{2}, l_{3}\right), \ldots$, the path from $l_{s}$ to $v$. We can find these paths simultaneously by a doubling algorithm together with a divide-and-conquer algorithm in $O(\log D)$ parallel time.

In the fourth step, we apply the procedure recursively. Suppose the total number of leaves in the tree is $q \leq n$. Since we randomly sampled $n^{\delta / 2}$ number of leaves, with high probability, each subtree which does not contain a sampled leaf will have at most $O\left(q / n^{\delta / 2}\right)$ number of leaves. Thus, the depth of the recursion will be at most a constant, $O(1 / \delta)$.

Minimum Spanning Forest and Bottleneck Spanning Forest. Recall that the input is a graph $G=\left(V, E=\left(e_{1}, e_{2}, \cdots, e_{m}\right)\right)$ together with a weight function $w$ on $E$. Without loss of generality, we only consider the case when all the weights of edges are different, i.e. $w\left(e_{1}\right)<w\left(e_{2}\right)<\cdots<w\left(e_{m}\right)$. Since the weights of edges are different, the minimum spanning forest of the graph is unique. By Kruskal's algorithm, the diameter of the graph induced by the first $i$ edges for any $i \in[m]$ is at most the depth of the minimum spanning forest. Now, let us use $D$ to denote the depth of the minimum spanning forest.

We first discuss the minimum spanning forest algorithm. A crucial observation of Kruskal's algorithm is: if we want to determine which edges in $e_{i}, e_{i+1}, \cdots, e_{j}$ are in the minimum spanning forest, we can always contract the first $i-1$ edges to obtain a graph $G^{\prime}$,
run a minimum spanning forest algorithm on the contracted graph $G^{\prime}$, and observe whether an edge is included in the spanning forest of $G^{\prime}$. Thus, if the total space is $\Theta\left(m^{1+\gamma}\right)$, we can have $m^{\gamma}$ copies of the graph, where the $i^{\text {th }}$ copy contracts the first $(i-1) \cdot m^{1-\gamma}$ edges. Thus, we are able to divide the edges into $m^{\gamma}$ groups where each group has $m^{1-\gamma}$ number of edges. We only need to solve the minimum spanning forest problem for each group. Then in the second phase, we can divide the edges into $m^{2 \gamma}$ groups where each group has $m^{1-2 \gamma}$ number of edges. Thus, the total number of phases needed is at most $O(1 / \gamma)$. In each phase, we just need to run our connectivity algorithm to contract the graph.

For the approximate minimum spanning forest algorithm, we use a similar idea. If we want a $(1+\epsilon)$ approximation, then we round each weight to the closest value $(1+\epsilon)^{i}$ for some integer $i$. After rounding, there are only $O(1 / \epsilon \cdot \log n)$ edge groups. Since our total space is at least $\Omega(m \log (n) / \epsilon)$, we can make $O(1 / \epsilon \cdot \log n)$ copies of the graph. The $i^{\text {th }}$ copy of the graph contracts all the edges in group $1,2, \cdots, i-1$. Then, we only need to run our spanning forest algorithm on each copy to determine which edges should be chosen in each group.

Another application of our double exponential speed problem size reduction technique is bottleneck spanning forest. For the bottleneck spanning forest, suppose we have $\Theta(k m)$ total space. We can have $k$ copies of the graph where the $i^{\text {th }}$ copy contracts the first $(i-1) \cdot m / k$ number of edges. We can determine the group of $O(m / k)$ edges which contains the bottleneck edge. Thus, we reduce the problem to $O(m / k)$. According to Remark 32.1.2, the number of phases is at most $O\left(\log _{\log }^{k} 2 m\right.$, and each phase needs $T$ parallel time, where $T$ is the parallel time for spanning forest.

Directed Reachability vs. Boolean Matrix Multiplication If there is a fully scalable multi-query directed reachability MPC algorithm with almost linear total space, we can simulate the algorithm in sequential model. Thus, it will imply a good sequential multi-query directed reachability algorithm which implies a good sequential Boolean Matrix Multiplication algorithm.

### 32.1.4 Roadmap

The rest of the paper contains the technical details of our algorithms. In Section 32.2, we described a simplified connectivity algorithm. In Section 32.3, we described the notations. In Sections 32.4, 32.5, and 32.6, we give the details of our main algorithms for connectivity, spanning forest and depth first search sequence. In these sections, we focus on the design of the algorithms and the analysis of the number of rounds. In Section 32.7, we describe the MPC model in detail and discuss some known primitives in that model. In Section 32.8, we discuss how to implement the details of our algorithms in the MPC model to achieve the bounds claimed in the previous sections. In Section 32.9, we show how to apply our connectivity and spanning forest algorithm in minimum spanning forest and bottleneck spanning forest problems. In Section 32.11, we show hard instances for the algorithm [RMCS13]. In Section 32.12, we show an alternative approach for random leader selection.

### 32.2 A Simplified Batch Algorithm for Connectivity

In this section, we show a simplified version of our connectivity algorithm.
Firstly, let us describe the simplified version of truncated broadcasting procedure in the following. Since $G^{\prime}$ is obtained by adding edges between the vertices in the same component of $G$. $G^{\prime}$ will preserve the connectivity of $G$. The parallel time needed is at most $O(\log D)$ where $D$ is the diameter of $G$. The procedure takes at most $O\left(n d^{2}+m\right)$ total space.

Truncated Broadcasting for Neighbor Increment:

- Input:
- A graph $G=(V, E)$ with $n=|V|$ vertices and $m=|E|$ number of edges.
- A parameter $d$.
- Output:
- A graph $G^{\prime}=\left(V, E^{\prime}\right)$ such that $\forall v \in V,|\Gamma(v)| \geq d$. $\triangleright \Gamma(v)$ denotes the neighbors of $v$.
- While $\exists x \in V$ such that $|\Gamma(x)|<d$ :
- For each $v \in V$ with $|\Gamma(v)|<d$ :
* If $\exists u \in \Gamma(v)$ which has $|\Gamma(u)| \geq d$, then $\Gamma(v) \leftarrow \Gamma(v) \cup \Gamma(u)$.
* Otherwise, $\Gamma(v) \leftarrow \Gamma(v) \cup \bigcup_{u \in \Gamma(v)} \Gamma(u)$.

We can apply the above procedure to make each vertex have a large degree. Next, let us briefly describe how to choose the leaders and implement the contraction operation for the graph where each vertex has a large degree. The following procedure just needs $O(n+m)$ total space and $O(1)$ parallel time. If every vertex has degree at least $d$, then in the following
procedure we can reduce the number of vertices to $\widetilde{O}(n / d)$ by contracting all the vertices to $\widetilde{O}(n / d)$ number of leaders.

Random Leader Contraction:

- Input:
- A graph $G=(V, E)$ with $n=|V|$ vertices where each vertex has degree at least $d$.


## - Output:

- A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ with $\widetilde{O}(n / d)$ vertices.
- A mapping par : $V \rightarrow V^{\prime}$, such that part $(v)$ is the vertex that $v$ contracts to.


## - Leader Selection:

- Let $L$ denote the set of leaders.
- For each $v \in V$, with probability at least $\widetilde{\Omega}(1 / d)$, choose $v$ as a leader, i.e. $L \leftarrow$ $L \cup\{v\}$.
- Contraction:
- For each $v \in L$, let $\operatorname{part}(v)=v$, and put $v$ into $V^{\prime}$.
- For each $v \in V \backslash L$, choose $u \in \Gamma(v) \cap L$, and set $\operatorname{part}(u)=v$.
- For each $(u, v) \in E$, if $\operatorname{part}(u) \neq \operatorname{part}(v)$, put the edge $(\operatorname{part}(u), \operatorname{part}(v))$ into $E^{\prime}$.

Finally, we describe the simplified version of our connectivity algorithm in the following.

## Connectivity:

- Input:
- A graph $G=(V, E)$ with $n=|V|$ vertices and $m=|E|$ edges.
- Total space $N$ which is $\Theta(m)$.
- Output:
- A mapping col : $V \rightarrow V$ satisfies $\forall u, v \in V, \operatorname{col}(u)=\operatorname{col}(v)$ if and only if $u$ and $v$ are connected.
- Initialization:
- Let $G_{0} \leftarrow G, n_{0} \leftarrow n$.
- In phase $i$ :
- Compute $G_{i-1}^{\prime}$ : Increase the degree of every vertex in $G_{i-1}$ to at least $d_{i}=$ $\Theta\left(\left(N / n_{i-1}\right)^{1 / 2}\right)$.
- Compute $G_{i}$ : Select $n_{i}=\widetilde{O}\left(n_{i-1} / d_{i}\right)$ leaders in $G_{i-1}^{\prime}$ and contract all the vertices to the leaders.
- If $v$ is contracted to $u$, record $\operatorname{part}(v)=u$.
- If $G_{i}$ does not have any edges, then for every vertex $v$ in $G_{i}$, set $\operatorname{part}(v)=v$, and exit the loop.
- Finding the root leader:
- For each $v \in V$, find the root of $v$ in par, i.e. find $u=\operatorname{part}(\operatorname{part}(\cdots \operatorname{part}(v)))$ such that $\operatorname{part}(u)=u$.
$-\operatorname{Set} \operatorname{col}(v)=u$.

After phase $i$, the number of vertices survived is at most $\widetilde{O}\left(n_{i-1} /\left(N / n_{i-1}\right)^{1 / 2}\right)$. By Remark 32.1.2, there will be at most $O\left(\log \log _{N / n} n\right)$ phases. For phase $i$, we need $O(\log D)$ parallel time to increase the neighbors of every vertex in $G_{i-1}$. The total parallel time is thus
$O\left(\log D \cdot \log \log _{N / n} n\right)$. The total space used in phase $i$ is at most $O\left(m+\left(N / n_{i-1}\right)^{1 / 2} \cdot n_{i-1}\right)=$ $O(N)$.

### 32.3 Notations

$[n]$ denotes the set $\{1,2, \cdots, n\}$. Let $G$ be an undirected graph with vertex set $V$ and edge set $E$. For $v \in V, \Gamma_{G}(v)$ denotes the set of neighbors of $v$ in $G$, i.e. $\Gamma_{G}(v)=\{u \in V \mid$ $(v, u) \in E\}$. For any $u, v \in V, \operatorname{dist}_{G}(u, v)$ denotes the distance between $u, v$ in graph $G$. If $u, v$ are not in the same connected component, then $\operatorname{dist}_{G}(u, v)=\infty$. If $u, v$ are in the same connected component, then $\operatorname{dist}_{G}(u, v)<\infty$. For $v \in V,\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$ is the set of all the vertices in the same connected component as $v$. The diameter $\operatorname{diam}(G)$ of $G$ is the largest diameter of its components, i.e. $\operatorname{diam}(G)=\max _{u, v \in V: \operatorname{dist}_{G}(u, v)<\infty} \operatorname{dist}_{G}(u, v)$.

### 32.4 Graph Connectivity

### 32.4.1 Neighbor Increment Operation

In this section, we describe a procedure which can increase the number of neighbors of every vertex and preserve the connectivity at the same time. The input of the procedure is an undirected graph $G=(V, E)$ and a parameter $m$ which is larger than $|V|$. The output is a graph $G^{\prime}=\left(V, E^{\prime}\right)$ such that for each vertex $v$, either the connected component which contains $v$ is a clique or $v$ has at least $\left\lceil(m /|V|)^{1 / 2}\right\rceil-1$ neighbors. Furthermore, $\left|E^{\prime}\right| \leq|E|+m$. We use $\Gamma_{G}(v)$ to denote the neighbors of $v$ in graph $G$, i.e. $\Gamma_{G}(v)=\{u \in V \mid(u, v) \in E\}$. Similarly, we let $\Gamma_{G^{\prime}}(v)$ be the neighbors of $v$ in $G^{\prime}$, i.e. $\Gamma_{G^{\prime}}(v)=\left\{u \in V \mid(u, v) \in E^{\prime}\right\}$.

Lemma 32.4.1. Let $G=(V, E)$ be an undirected graph, $m \in \mathbb{Z}_{\geq 0}$ which has $m \geq 4|V|$. Let $n=|V|$. Let $r$ be the value at the end of the procedure $\operatorname{Neighborincrement~}(m, G)$ (Algorithm 32.1.) Then $\forall i \in\{0,1, \cdots, r\}, v \in V, S_{v}^{(i)}$ satisfies the following properties:

1. $v \in S_{v}^{(i)}$.
2. $\forall u \in S_{v}^{(i)}, \operatorname{dist}_{G}(u, v)<\infty$.
3. $\left|S_{v}^{(i)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil \Rightarrow S_{v}^{(i)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{i}\right\}$.
4. $\left|S_{v}^{(i)}\right| \leq m / n$.

Proof. For property 1, we can prove it by induction. When $i=0$, due to line 3, we know $v \in S_{v}^{(0)}$. Suppose property 1 holds for $S_{v}^{(i-1)}$ for all $v \in V$. If $S_{v}^{(i)}$ is updated by line 17 , there are two cases: 1. if $u=v$, then $v \in S_{u}^{(i-1)}$, and the condition of line 17 does not hold, thus $v \in S_{v}^{(i)} ; 2$. if $u \neq v$, then after implementing line 17, $v$ will not be removed, thus $v \in S_{v}^{(i)}$.

If $S_{v}^{(i)}$ is updated by line 20, then since $v \in S_{v}^{(i-1)}, v$ is also in the set $S_{v}^{(i)}$. Thus, property 1 holds for every $S_{v}^{(i)}$.

For property 2, we can prove it by induction. When $i=0$, it is easy to see $S_{v}^{(0)} \subseteq$ $\Gamma_{G}(v) \cup\{v\}$, thus property 2 holds for it. Suppose property 2 holds for $S_{v}^{(i-1)}$ for all $v \in V$. If $S_{v}^{(i)}$ is updated by line 17 , then since $u \in S_{v}^{(i-1)}$ and $S_{v}^{(i)} \subseteq S_{u}^{(i-1)} \cup\{v\}$, all the vertices from $S_{v}^{(i)}$ are in the same connected component as $u$ and $u$ is in the same connected component as $v$. Thus, property 2 holds in this case. If $S_{v}^{(i)}$ is updated by the line 20 , then $\forall p \in S_{v}^{(i)}$, there exists $u \in S_{v}^{(i-1)}$ such that $p \in S_{u}^{(i-1)}$. We have $p$ is in the same connected component as $u$, and $u$ is in the same connected component as $v$. Thus, property 2 also holds in this case.

For property 3, we can prove it by induction. When $i=0$, due to line 7 , we have $\left|S_{v}^{(0)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil \rightarrow S_{v}^{(0)}=\Gamma_{G}(v) \cup\{v\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 1\right\}$. Suppose property 3 holds for $S_{v}^{(i-1)}$ for all $v \in V$. Since if $\left|S_{v}^{(i)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, then $S_{v}^{(i)}$ can only be updated by line 20, and $\forall u \in S_{v}^{(i-1)}$, it has $\left|S_{u}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. Thus, $S_{v}^{(i)}=\bigcup_{u \in S_{v}^{(i-1)}} S_{u}^{(i-1)}=$ $\bigcup_{u \in V, \operatorname{dist}_{G}(u, v) \leq 2^{i-1}}\left\{p \in V \mid \operatorname{dist}_{G}(p, u) \leq 2^{i-1}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{i}\right\}$. Thus, property 3 holds.

For property 4 , we can prove it by induction. When $i=0$, due to line $7, \forall v \in V$, we have $\left|S_{v}^{(0)}\right| \leq\left\lceil(m / n)^{1 / 2}\right\rceil \leq m / n$, where the last inequality follows by $m / n \geq 4$. Now suppose property 4 holds for $S_{v}^{(i-1)}$ for all $v \in V$. If $S_{v}^{(i)}$ is updated by line 17 , then $\left|S_{v}^{(i)}\right|=\left|S_{u}^{(i-1)}\right| \leq$ $m / n$. If $S_{v}^{(i)}$ is updated by line 20, we know $\forall u \in S_{v}^{(i-1)},\left|S_{u}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. Notice that by property $1, v \in S_{v}^{(i-1)}$, so $\left|S_{v}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. Thus, $\left|S_{v}^{(i)}\right|=\left|\bigcup_{u \in S_{v}^{(i-1)}} S_{u}^{(i-1)}\right| \leq$ $(m / n)^{1 / 2} \cdot(m / n)^{1 / 2} \leq m / n$.

```
Algorithm 32.1 Neighbor Increment Operation
    procedure NeighborIncrement \((m, G=(V, E)) \quad \triangleright\) Lemma 32.4.1, Lemma 32.4.2
                                    \(\triangleright\) Output: \(G^{\prime}=\left(V, E^{\prime}\right)\)
        Initially, \(n=|V|, E^{\prime}=\emptyset\) and let \(S_{v}^{(0)}=\{v\}\) for all \(v \in V\).
        for \(v \in V\) do \(\quad \triangleright\) Initially, let \(S_{v}^{(0)}\) be the set (or subset) of direct neighbors
            for \(u \in \Gamma_{G}(v)\) do
                if \(\left|S_{v}^{(0)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil\) then
                    \(S_{v}^{(0)} \leftarrow S_{v}^{(0)} \cup\{u\}\).
                end if
            end for
        end for
        \(r \leftarrow 1\).
        for true do
            for \(v \in V\) do
                if \(\exists u \in S_{v}^{(r-1)},\left|S_{u}^{(r-1)}\right| \geq\left\lceil(m / n)^{1 / 2}\right\rceil\) then \(\triangleright\) neighbor \(u\) has many neighbors
                \(S_{v}^{(r)}=S_{u}^{(r-1)} \cup\{v\}\).
                if \(\left|S_{v}^{(r)}\right|>\left|S_{u}^{(r-1)}\right|\) then
                    \(S_{v}^{(r)} \leftarrow S_{v}^{(r)} \backslash\{u\}\).
                end if
                else
                \(S_{v}^{(r)}=\bigcup_{u \in S_{v}^{(r-1)}} S_{u}^{(r-1)} . \quad \triangleright\) neighbors of \(v\) 's neighbors are \(v\) 's new
    neighbors.
                end if
            end for
                                    \(\triangleright S_{v}^{(r)}\) is large or is a component
            if \(\forall v \in V\), either \(\left|S_{v}^{(r)}\right| \geq\left\lceil(m / n)^{1 / 2}\right\rceil\) or \(\left|S_{v}^{(r)}\right|=\left|S_{v}^{(r-1)}\right|\) then
                Let \(E^{\prime}=E \cup \bigcup_{v \in V}\left\{(v, u) \mid v \in S_{u}^{(r)}\right.\) or \(\left.u \in S_{v}^{(r)}, u \neq v\right\}\).
                return \(G^{\prime}=\left(V, E^{\prime}\right)\)
            else
                \(r \leftarrow r+1\).
            end if
        end for
    end procedure
```

The following definition defines the number of iterations of Algorithm 32.1.

Definition 32.4.1. Given an undirected graph $G=(V, E)$ and a parameter $m \in \mathbb{Z}_{\geq 0}, m \geq$ $4|V|$, the number of iterations of NeighborIncrement $(m, G)$ (Algorithm 32.1) is the value of $r$ at the end of the procedure.

In the following lemma, we characterize the properties of Algorithm 32.1.

Lemma 32.4.2. Let $G=(V, E)$ be an undirected graph, $m \in \mathbb{Z}_{\geq 0}$ which has $m \geq 4|V|$. Let $G^{\prime}=\left(V, E^{\prime}\right)$ be the output of Neighborincrement $(m, G)$. We have:

1. The number of iterations (Definition 32.4.1), $r \leq \min (\lceil\log (\operatorname{diam}(G))\rceil,\lceil\log (m / n)\rceil)+1$.
2. For all $u, v \in V$, $\operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow \operatorname{dist}_{G^{\prime}}(u, v)<\infty$.
3. $\forall v \in V$, if $\left|\Gamma_{G^{\prime}}(v)\right|<\left\lceil(m / n)^{1 / 2}\right\rceil-1$, then the connected component in $G^{\prime}$ which contains $v$ is a clique. It also implies that $\forall u, v \in V$, if $\left|\Gamma_{G^{\prime}}(v)\right|<\left\lceil(m / n)^{1 / 2}\right\rceil-1$ and $\left|\Gamma_{G^{\prime}}(u)\right| \geq\left\lceil(m / n)^{1 / 2}\right\rceil-1$, then $\operatorname{dist}_{G^{\prime}}(u, v)=\infty$.
4. $E \subseteq E^{\prime},\left|E^{\prime}\right| \leq|E|+m$.

Proof. For property 1, if $r>\lceil\log (\operatorname{diam}(G))\rceil+1$, then let $i=\lceil\log (\operatorname{diam}(G))\rceil+1$. Let $v \in V$. By property 3 of Lemma 32.4.1, if $\left|S_{v}^{(i)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, then $S_{v}^{(i)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq\right.$ $\left.2^{i}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2 \cdot 2^{\lceil\log (\operatorname{diam}(G))\rceil}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$. Furthermore, if $\left|S_{v}^{(i)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, then $\left|S_{v}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, which means that $S_{v}^{(i-1)}=\{u \in V \mid$ $\left.\operatorname{dist}_{G}(u, v) \leq 2^{i-1}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{[\log (\operatorname{diam}(G))\rceil}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\right.$
$\infty\}=S_{v}^{(i)}$. Then due to the condition in line 24 , it will end the procedure in this round, which contradicts to $r>\lceil\log (\operatorname{diam}(G))\rceil+1=i$. Similarly, if $r>\lceil\log (m / n)\rceil+1$, then let $i=\lceil\log (m / n)\rceil+1$. Furthermore, if $\left|S_{v}^{(i)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, then $\left|S_{v}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$, which means that $S_{v}^{(i-1)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{i-1}\right\} \neq\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{i}\right\}=S_{v}^{(i)}$. Thus, there exists $u \in S_{v}^{(i)}$ such that $\left|S_{v}^{(i)}\right|>\operatorname{dist}_{G}(u, v)>2^{i-1}>m / n \geq\left\lceil(m / n)^{1 / 2}\right\rceil$ which leads to a contradiction.

For property 2 , if $u, v$ are in the same connected component in $G$, then since $E \subseteq$ $E^{\prime}, u, v$ are in the same connected component in $G^{\prime}$. If $u, v$ are in the same connected component in $G^{\prime}$, then there should be a path $u=u_{1} \rightarrow u_{2} \rightarrow \cdots \rightarrow u_{p}=v$ in $G^{\prime}$, i.e. $\forall j \in[p-1],\left(u_{j}, u_{j+1}\right) \in E^{\prime} .\left(u_{j}, u_{j+1}\right) \in E^{\prime}$ implies that either $\left(u_{j}, u_{j+1}\right) \in E$ or $u_{j} \in S_{u_{j+1}}^{(r)}$ or $u_{j+1} \in S_{u_{j}}^{(r)}$. By property 2 of Lemma 32.4.1, we know that $\forall j \in[p-1], u_{j}$ and $u_{j+1}$ are in the same connected component in $G$. Thus, $u$ and $v$ are in the same connected component in $G$.

For property 3, due to line 25, if $\left|\Gamma_{G^{\prime}}(v)\right|<\left\lceil(m / n)^{1 / 2}\right\rceil-1$, then we have $\left|S_{v}^{(r)}\right|<$ $\left\lceil(m / n)^{1 / 2}\right\rceil$. By property 3 of Lemma 32.4.1, and the condition in line 24, we know $\{u \in V \mid$ $\left.\operatorname{dist}_{G}(u, v) \leq 2^{r}\right\}=S_{v}^{(r)}=S_{v}^{(r-1)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq 2^{r-1}\right\}$. Thus, $S_{v}^{(r)}=\{u \in V \mid$ $\left.\operatorname{dist}_{G}(u, v)<\infty\right\}$. Due to property 2, we have $\Gamma_{G^{\prime}}(v) \cup\{v\} \subseteq\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$. Notice that $S_{v}^{(r)} \subseteq \Gamma_{G^{\prime}}(v) \cup\{v\}$, thus, we have $\Gamma_{G^{\prime}}(v) \cup\{v\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$. Let $v^{\prime} \in\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$, then due to property $2, \Gamma_{G^{\prime}}\left(v^{\prime}\right) \cup\left\{v^{\prime}\right\} \subseteq\{u \in V \mid$ $\left.\operatorname{dist}_{G}\left(u, v^{\prime}\right)<\infty\right\}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$, then we have $\left|\Gamma_{G^{\prime}}\left(v^{\prime}\right) \cup\left\{v^{\prime}\right\}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. Thus, $\left|S_{v^{\prime}}^{(r)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. By property 3 of Lemma 32.4.1, and the condition in line 24, we know $\left\{u \in V \mid \operatorname{dist}_{G}\left(u, v^{\prime}\right) \leq 2^{r}\right\}=S_{v^{\prime}}^{(r)}=S_{v^{\prime}}^{(r-1)}=\left\{u \in V \mid \operatorname{dist}_{G}\left(u, v^{\prime}\right) \leq 2^{r-1}\right\}$. Thus, $S_{v^{\prime}}^{(r)}=\left\{u \in V \mid \operatorname{dist}_{G}\left(u, v^{\prime}\right)<\infty\right\}$. Thus, $\Gamma_{G^{\prime}}\left(v^{\prime}\right) \cup\left\{v^{\prime}\right\}=\left\{u \in V \mid \operatorname{dist}_{G}\left(u, v^{\prime}\right)<\infty\right\}=$
$\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$. Thus, $\forall p, q \in\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$, we have $(p, q) \in E^{\prime}$, which means that $\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$ is a clique in $G^{\prime}$.

Now consider two vertices $u, v \in V$. Suppose $\left|\Gamma_{G^{\prime}}(v)\right|<\left\lceil(m / n)^{1 / 2}\right\rceil-1$, then we have that $\left\{p \in V \mid \operatorname{dist}_{G}(p, v)<\infty\right\}$ is a clique in $G^{\prime}$. Thus, $\forall q \in\left\{p \in V \mid \operatorname{dist}_{G}(p, v)<\infty\right\}$, we have $\left|\Gamma_{G^{\prime}}(q)\right|=\left|\Gamma_{G^{\prime}}(v)\right|<\left\lceil(m / n)^{1 / 2}\right\rceil-1$. If $\left|\Gamma_{G^{\prime}}(u)\right| \geq\left\lceil(m / n)^{1 / 2}\right\rceil-1$, then $\operatorname{dist}_{G^{\prime}}(u, v)=\infty$.

For property 4 , by line 25 , we have $E \subseteq E^{\prime}$ and $\left|E^{\prime}\right| \leq|E|+\sum_{v \in V}\left|S_{v}^{(r)}\right| \leq|E|+n$. $m / n=|E|+m$ where the last inequality follows by the property 4 of Lemma 32.4.1.

### 32.4.2 Random Leader Selection

Given an undirected graph $G=(V, E)$, to design a connected component algorithm, a natural way is constantly contracting the vertices in the same component. One way to do the contraction is that we randomly choose some vertices as leaders, then contract non-leader vertices to the neighbor leader vertices.

In this section, we show that if $\forall v \in V$, the number of neighbors of $v$ is large enough, then we can just sample a small number of leaders such that for each non-leader vertex $v \in V$, there is at least one neighbor of $v$ which is chosen as a leader. A more generalized statement is stated in the following lemma.

Lemma 32.4.3. Let $V$ be a vertex set with $n$ vertices. Let $0<\gamma \leq n, \delta \in(0,1)$. For each $v \in V$, let $S_{v}$ be a subset of $V \backslash\{v\}$ with size at least $\gamma-1$. Let $l: V \rightarrow\{0,1\}$ be a random hash function such that $\forall v \in V, l(v)$ are i.i.d. Bernoulli random variables, i.e.

$$
l(v)= \begin{cases}1 & \text { with probability } p \\ 0 & \text { otherwise }\end{cases}
$$

If $p \geq \min ((10 \log (2 n / \delta)) / \gamma, 1)$, then, with probability at least $1-\delta$,

1. $\sum_{v \in V} l(v) \leq \frac{3}{2} p n$;
2. $\forall v \in V, \exists u \in S_{v} \cup\{v\}$ such that $l(u)=1$.

Proof. For a fixed vertex $v \in V$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\sum_{u \in S_{v} \cup\{v\}}(\mathbb{E}(l(u))-l(u))>\frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))\right) \\
\leq & \exp \left(-\frac{\frac{1}{2}\left(\frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))\right)^{2}}{\sum_{u \in S_{v} \cup\{v\}} \mathbb{V}(l(u))+\frac{1}{3} \cdot 1 \cdot \frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))}\right) \\
\leq & \exp \left(-\frac{\frac{1}{2}\left(\frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))\right)^{2}}{\sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))+\frac{1}{3} \cdot 1 \cdot \frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))}\right) \\
= & \exp \left(-\frac{3}{28} \cdot \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u))\right)=\exp \left(-\frac{3}{28} \cdot p \cdot\left|S_{v} \cup\{v\}\right|\right) \leq \frac{\delta}{2 n},
\end{aligned}
$$

where the first inequality follows by Bernstein inequality and $|l(u)-E(l(u))| \leq 1$, the second inequality follows by $\mathbb{V}(l(u)) \leq \mathbb{E}\left(l^{2}(u)\right)=\mathbb{E}(l(u))$. The last inequality follows by $\left|S_{v} \cup\{v\}\right| \geq \gamma$, and $p \geq \min ((10 \log (2 n / \delta)) / \gamma, 1)$. Since $\frac{1}{2} \sum_{u \in S_{v} \cup\{v\}} \mathbb{E}(l(u)) \geq 1$, with probability at least $1-\delta /(2 n), \sum_{u \in S_{v} \cup\{v\}} l(v) \geq 1$. By taking union bound over all $S_{v}$, with probability at least $1-\delta / 2, \forall v \in V, \exists u \in S_{v} \cup\{v\}, l(u)=1$.

Similarly, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\sum_{u \in V}(l(u)-\mathbb{E}(l(u)))>\frac{1}{2} \sum_{u \in V} \mathbb{E}(l(u))\right) \\
\leq & \exp \left(-\frac{\frac{1}{2}\left(\frac{1}{2} \sum_{u \in V} \mathbb{E}(l(u))\right)^{2}}{\sum_{u \in V} \mathbb{V}(l(u))+\frac{1}{3} \cdot 1 \cdot \frac{1}{2} \sum_{u \in V} \mathbb{E}(l(u))}\right) \\
\leq & \exp \left(-\frac{\frac{1}{2}\left(\frac{1}{2} \sum_{u \in V} \mathbb{E}(l(u))\right)^{2}}{\sum_{u \in V} \mathbb{E}(l(u))+\frac{1}{3} \cdot 1 \cdot \frac{1}{2} \sum_{u \in V} \mathbb{E}(l(u))}\right) \\
= & \exp \left(-\frac{3}{28} \cdot \sum_{u \in V} \mathbb{E}(l(u))\right) \\
= & \exp \left(-\frac{3}{28} \cdot p \cdot|V|\right) \leq \frac{\delta}{2 n} \leq \frac{\delta}{2} .
\end{aligned}
$$

Since $\sum_{u \in V} \mathbb{E}(l(u))=p \cdot n$, with probability at least $1-\delta / 2, \sum_{u \in V} l(u) \leq 1.5 p n$.
By taking union bound, with probability at least $1-\delta, \sum_{u \in V} l(u) \leq 1.5 p n$ and $\forall v \in$ $V, \exists u \in S_{v} \cup\{v\}, l(u)=1$.

If the number of neighbors of each vertex is not large, then we can still have a constant fraction of vertices which can contract to a leader.

Lemma 32.4.4. Let $V$ be a vertex set with $n$ vertices. Let $S_{v}$ be a subset of $V \backslash\{v\}$ with size at least 1. Let $l: V \rightarrow\{0,1\}$ be a random hash function such that $\forall v \in V, l(v)$ are i.i.d. Bernoulli random variables, i.e.

$$
l(v)= \begin{cases}1 & \text { with probability } \frac{1}{2} \\ 0 & \text { otherwise }\end{cases}
$$

Let $L=\{v \in V \mid l(v)=1\} \cup\left\{v \in V \mid \forall u \in S_{v} \cup\{v\}, l(u)=0\right\} . \mathbb{E}(L) \leq 0.75 n$.

Proof. For $v \in V, \operatorname{Pr}(l(v)=1)=\frac{1}{2}$. Let $u \in S_{v}$. Then $\operatorname{Pr}\left(\forall x \in S_{v} \cup\{v\}, l(x)=0\right) \leq$ $\operatorname{Pr}(l(v)=0, l(u)=0)=0.25 . \mathbb{E}(|L|)=\sum_{v \in V} \operatorname{Pr}(v \in L) \leq 0.75 n$.

### 32.4.3 Tree Contraction Operation

In this section, we introduce the contraction operation. Firstly, let us introduce the concept of the parent pointers which can define a rooted forest.

Definition 32.4.2. Given a set of vertices $V$, let par : $V \rightarrow V$ satisfy that $\forall v \in V, \exists i>0$ such that $\operatorname{par}^{(i)}(v)=\operatorname{par}^{(i+1)}(v)$, where $\forall v \in V, j>0, \operatorname{par}^{(j)}(v)$ is defined as part $\left(\operatorname{par}^{(j-1)}(v)\right)$, and $\operatorname{par}^{(0)}(v)=v$. Then, we call such par a set of parent pointers on $V$. For $v \in V$, if $\operatorname{part}(v)=v$, then we say $v$ is a root of par. par can have more than one root. The depth of $v \in V, \operatorname{dep}_{\mathrm{par}}(v)$ is the smallest $i \in \mathbb{Z}_{\geq 0}$ such that $\operatorname{par}^{(i)}(v)=\operatorname{par}^{(i+1)}(v)$. The root of $v \in V$, $\operatorname{par}^{(\infty)}(v)$ is defined as $\operatorname{par}^{\left(\operatorname{dep}_{\operatorname{par}}(v)\right)}(v)$. The depth of par, dep(par) is defined as $\max _{v \in V} \operatorname{dep}_{\mathrm{par}}(v)$.

It is easy to see that a set of parent pointers par on $V$ formed a rooted forest on $V$. For a vertex $v \in V$, if $\operatorname{part}(v)=v$, then $v$ is a root in the forest. Otherwise $\operatorname{part}(v)$ is the parent of $v$ in the forest.

In the following, we define the union operation of several sets of parent pointers.

Definition 32.4.3. Let $\operatorname{par}_{1}: V_{1} \rightarrow V_{1}, \operatorname{par}_{2}: V_{2} \rightarrow V_{2}, \cdots, \operatorname{par}_{k}: V_{k} \rightarrow V_{k}$ be $k$ sets of parent pointers on vertex sets $V_{1}, V_{2}, \cdots, V_{k}$ respectively, where $\forall i \neq j \in[k], V_{i} \cap V_{j}=\emptyset$. Then par $=\operatorname{par}_{1} \cup \operatorname{par}_{2} \cup \cdots \cup \operatorname{par}_{k}$ is a set of parent pointers on the vertex set $V_{1} \cup V_{2} \cup \cdots \cup V_{k}$ such that $\forall i \in[k], v \in V_{i}, \operatorname{part}(v)=\operatorname{par}_{i}(v)$.

Now we focus on the parent pointers which can preserve the connectivity of the graph.

Definition 32.4.4. Given a graph $G=(V, E)$ and a set of parent pointers par on $V$, if $\forall v \in V$, we have $\operatorname{dist}_{G}(v, \operatorname{part}(v))<\infty$, then par is compatible with $G$.

It is easy to show the following fact:
Fact 32.4.5. Given a graph $G=(V, E)$ and a set of parent pointers par which is compatible with $G$, then $\forall u, v \in V$ with $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, we have $\operatorname{dist}_{G}(u, v)<\infty$.

Proof. By the definition of compatible, $\forall v \in V$, $\operatorname{dist}_{G}(v, \operatorname{part}(v))<\infty$. By induction, $\forall l \in$ $\mathbb{Z}_{>0}, v \in V$, we have $\operatorname{dist}_{G}\left(v, \operatorname{par}^{(l)}(v)\right) \leq \operatorname{dist}_{G}\left(v, \operatorname{par}^{(l-1)}(v)\right)+\operatorname{dist}_{G}\left(\operatorname{par}^{(l-1)}(v), \operatorname{par}^{(l)}(v)\right)<$ $\infty$. Thus, for any pair of vertices $u, v \in V$, if $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, then $\operatorname{dist}_{G}(u, v) \leq$ $\operatorname{dist}_{G}\left(u, \operatorname{par}^{(\infty)}(u)\right)+\operatorname{dist}_{G}\left(\operatorname{par}^{(\infty)}(v), v\right)<\infty$.

In this section, we describe a procedure which can be used to reduce the number of vertices. The input of the procedure is an undirected graph $G=(V, E)$ and a set of parent pointers par : $V \rightarrow V$, where par is compatible with $G$. The output of the procedure will be the root of each vertex in $V$ and an undirected graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ which satisfies $V^{\prime}=\{v \in$ $V \mid \operatorname{part}(v)=v\}, E^{\prime}=\left\{(u, v) \in V^{\prime} \times V^{\prime} \mid u \neq v, \exists(p, q) \in E, \operatorname{par}^{(\infty)}(p)=u, \operatorname{par}^{(\infty)}(q)=v\right\}$. Notice that $V^{\prime}$ only contains all the roots in the forest induced by par, and $\left|E^{\prime}\right| \leq|E|$.

Lemma 32.4.6. Let $G=(V, E)$ be an undirected graph, par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2). Then TreeContraction(G, par) (See Algorithm 32.2) will output $\left(G^{\prime}, g^{(r)}\right)$ with $r \leq\lceil\log \operatorname{dep}(\mathrm{par})\rceil$ satisfies the following properties:

1. $\forall v \in V, g^{(r)}(v)=\operatorname{par}^{(\infty)}(v)$.
2. $V^{\prime}=\{v \in V \mid \operatorname{part}(v)=v\}$.
3. $E^{\prime}=\left\{(u, v) \in V^{\prime} \times V^{\prime} \mid u \neq v, \exists(p, q) \in E, \operatorname{par}^{(\infty)}(p)=u, \operatorname{par}^{(\infty)}(q)=v\right\}$.

Proof. One crucial observation is the following claim.

```
Algorithm 32.2 Tree Contraction Operation
    procedure TreeContraction \((G=(V, E)\), par : \(V \rightarrow V) \quad \triangleright\) Lemma 32.4.6,
    Corollary 32.4.8
                            \(\triangleright\) Output: \(G^{\prime}=\left(V^{\prime}, E^{\prime}\right), \operatorname{par}^{(\infty)}(v)\) for all \(v \in V\)
        Initially, for each \(v \in V\) let \(g^{(0)}(v) \leftarrow \operatorname{part}(v)\). Let \(V^{\prime}=\emptyset, E^{\prime}=\emptyset\).
        \(l \leftarrow 0\).
        for \(\exists v \in V, \operatorname{part}\left(g^{(l)}(v)\right) \neq g^{(l)}(v)\) do
                \(l \leftarrow l+1\).
            For each \(v \in V\), compute \(g^{(l)}(v)=g^{(l-1)}\left(g^{(l-1)}(v)\right) . \quad \triangleright g^{(l)}\) is \(\operatorname{par}^{\left(2^{l}\right)}\)
        end for
        \(r \leftarrow l . \quad \triangleright r\) is the number of iterations, and is used in the analysis.
        For \(v \in V\), if \(\operatorname{part}(v)=v\), let \(V^{\prime} \leftarrow V^{\prime} \cup\{v\}\).
        For \((u, v) \in E\), if \(g^{(r)}(u) \neq g^{(r)}(v)\), let \(E^{\prime} \leftarrow E^{\prime} \cup\left\{\left(g^{(r)}(u), g^{(r)}(v)\right)\right\}\).
        \(\triangleright \forall v \in V\), contract \(v\) to \(\operatorname{par}^{(\infty)}(v)\)
        return \(g^{(r)}(v)\) as \(\operatorname{par}^{(\infty)}(v)\) for all \(v \in V\), and \(G^{\prime}=\left(V^{\prime}, E^{\prime}\right)\)
    end procedure
```

Claim 32.4.7. $\forall l \in\{0,1, \cdots, r\}, v \in V$, we have $g^{(l)}(v)=\operatorname{par}^{\left(2^{l}\right)}(v)$.

Proof. The proof is by induction. When $l=0, \forall v \in V, g^{(0)}(v)=\operatorname{part}(v)=\operatorname{par}^{(1)}(v)$, the claim is true. Suppose for $l-1$, we have $\forall v \in V, g^{(l-1)}(v)=\operatorname{par}^{\left(2^{l-1}\right)}(v)$, then $\forall v \in V, g^{(l)}(v)=$ $g^{(l-1)}\left(g^{(l-1)}(v)\right)=\operatorname{par}^{\left(2^{l-1}\right)}\left(\operatorname{par}^{\left(2^{l-1}\right)}(v)\right)=\operatorname{par}^{\left(2^{l}\right)}(v)$. So the claim is true.

If $r>\lceil\log \operatorname{dep}(\operatorname{par})\rceil$, then $r-1 \geq\lceil\log \operatorname{dep}(\operatorname{par})\rceil$. Due to claim 32.4.7, we have $\forall v \in V, g^{(r-1)}(v)=\operatorname{par}^{\left(2^{r-1}\right)}(v)=\operatorname{par}^{(\infty)}(v)$. Due to the condition in line 5 , the loop will stop when $l \leq r-1$ which leads to a contradiction to line 9 . Thus, at the end of the algorithm, $r$ should be at most $\lceil\log \operatorname{dep}($ par $)\rceil$.

Since we have $\forall v \in V, \operatorname{part}\left(g^{(r)}(v)\right)=g^{(r)}(v)$ at the end of the Algorithm 32.2, $\forall v \in V, g^{(r)}(v)$ must be $\operatorname{par}^{(\infty)}(v)$. Then due to line 10 and line 11, we have $V^{\prime}=\{v \in V \mid$ $\operatorname{part}(v)=v\}, E^{\prime}=\left\{(u, v) \in V^{\prime} \times V^{\prime} \mid u \neq v, \exists(p, q) \in E, \operatorname{par}^{(\infty)}(p)=u, \operatorname{par}^{(\infty)}(q)=v\right\}$.

Definition 32.4.5. Let $G=(V, E)$ be an undirected graph, par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2). Then the number of iteration of Treecontraction( $G$, par) is defined as the value of $r$ at the end of the procedure.

Corollary 32.4.8 (Preserved connectivity and diameter). Let $G=(V, E)$ be an undirected graph, par: $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) which is compatible (See Definition 32.4.4) with $G$. Then at the end of the Algorithm 32.2, $r \leq\lceil\log \operatorname{dep}(\operatorname{par})\rceil$ and the output $\left(G^{\prime}, g^{(r)}\right)$ will satisfy the following properties:

1. $\operatorname{diam}\left(G^{\prime}\right) \leq \operatorname{diam}(G)$.
2. $\forall u, v \in V, \operatorname{dist}_{G}(u, v)<\infty \Rightarrow \operatorname{dist}_{G^{\prime}}\left(\operatorname{par}^{(\infty)}(u), \operatorname{par}^{(\infty)}(v)\right)<\infty$.
3. $\forall u, v \in V, \operatorname{dist}_{G}(u, v)<\infty \Leftarrow \operatorname{dist}_{G^{\prime}}\left(\operatorname{par}^{(\infty)}(u), \operatorname{par}^{(\infty)}(v)\right)<\infty$.

Proof. By Lemma 32.4.6, we have $r \leq\lceil\log \operatorname{dep}(\operatorname{par})\rceil$, $V^{\prime}=\{v \in V \mid \operatorname{part}(v)=v\}$ and $E^{\prime}=\left\{(u, v) \in V^{\prime} \times V^{\prime} \mid u \neq v, \exists(p, q) \in E, \operatorname{par}^{(\infty)}(p)=u, \operatorname{par}^{(\infty)}(q)=v\right\}$.

For any two vertices $u, v \in V$ which are in the same connected component in $G$, then there should be a path $u=u_{1} \rightarrow u_{2} \rightarrow \cdots \rightarrow u_{p}=v$ in graph $G$. So $\forall i \in[p-1],\left(u_{i}, u_{i+1}\right) \in E$ which means that either $\operatorname{par}^{(\infty)}\left(u_{i}\right)=\operatorname{par}^{(\infty)}\left(u_{i+1}\right)$ or $\left(\operatorname{par}^{(\infty)}\left(u_{i}\right), \operatorname{par}^{(\infty)}\left(u_{i+1}\right)\right) \in E^{\prime}$. Thus, $\operatorname{par}^{(\infty)}\left(u_{1}\right) \rightarrow \operatorname{par}^{(\infty)}\left(u_{2}\right) \rightarrow \cdots \rightarrow \operatorname{par}^{(\infty)}\left(u_{p}\right)$ is a valid path in $G^{\prime}$, and the length of this path in $G^{\prime}$ is at most $p$. Thus, the properties 1 and 2 are true.

For any two vertices $u, v \in V$ which are not in the same connected component in $G$, but there is a path $\operatorname{par}^{(\infty)}(u)=u_{1}^{\prime} \rightarrow u_{2}^{\prime} \rightarrow \cdots \rightarrow u_{p}^{\prime}=\operatorname{par}^{(\infty)}(v)$ in $G^{\prime}$, then it means that there exists vertices $u_{1,1}, u_{1,2}, u_{2,1}, u_{2,2}, \cdots, u_{p, 1}, u_{p, 2} \in V$ which satisfies
(a) $\forall i \in[p-1],\left(u_{i, 2}, u_{i+1,1}\right) \in E, \operatorname{par}^{(\infty)}\left(u_{i, 2}\right)=u_{i}^{\prime}, \operatorname{par}^{(\infty)}\left(u_{i+1,1}\right)=u_{i+1}^{\prime}$.
(b) $u_{1,1}=u, u_{p, 2}=v$.
(c) $\forall i \in[p], \operatorname{par}^{(\infty)}\left(u_{i, 1}\right)=\operatorname{par}^{(\infty)}\left(u_{i, 2}\right)$. By Fact 32.4.5, we have $\operatorname{dist}_{G}\left(u_{i, 1}, u_{i, 2}\right)<\infty$.

Thus, there exists a path from $u$ to $v$. This contradicts to that $u, v$ are not in the same connected component. Therefore, property 3 is also true.

### 32.4.4 Connectivity Algorithm

In this section, we described a batch algorithm for graph connectivity/connected components problem. The input is an undirected graph $G=(V, E)$, a space/rounds tradeoff parameter $m$, and the rounds parameter $r \leq|V|$. The output is a function col : $V \rightarrow V$ such that $\forall u, v \in V, \operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow \operatorname{col}(u)=\operatorname{col}(v)$.

The algorithm is described in Algorithm 32.3. The following theorem shows the correctness of Algorithm 32.3.

Theorem 32.4.9 (Correctness of Algorithm 32.3). Let $G=(V, E)$ be an undirected graph, $m \geq 4|V|$, and $r \leq|V|$ be the rounds parameter. If $\operatorname{Connectivity~}(G, m, r)$ (Algorithm 32.3) does not output FAIL, then $\forall u, v \in V$, we have $\operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow \operatorname{col}(u)=$ $\operatorname{col}(v)$.

Proof. Firstly, we show that the input of line 18 is valid.

Claim 32.4.10. $\forall i \in[r], \operatorname{par}_{i}$ is a set of parent pointers on $V_{i}^{\prime \prime}$, (See Definition 32.4.2) and is compatible (See Definition 32.4.4) with $G_{i}^{\prime \prime}$.

Proof. $\forall v \in V_{i}^{\prime \prime}$, if $v \in L_{i}$, then $\operatorname{par}_{i}(v)=v$. For $v \in V_{i}^{\prime \prime} \backslash L_{i}$, due to property 3 of Lemma 32.4.2, we have $\operatorname{par}_{i}(v) \in V_{i}^{\prime \prime}$. Since $\operatorname{par}_{i}(v) \in L_{i}$, we have $\operatorname{par}_{i}\left(\operatorname{par}_{i}(v)\right)=\operatorname{par}_{i}(v)$. Thus, $\operatorname{par}_{i}: V_{i}^{\prime \prime} \rightarrow V_{i}^{\prime \prime}$ is a set of parent pointers on $V_{i}^{\prime \prime}$. Due to property 2 of Lemma 32.4.2 and $\operatorname{dist}_{G_{i}^{\prime}}\left(\operatorname{par}_{i}(v), v\right)<\infty$, we know that $\operatorname{dist}_{G_{i-1}}\left(\operatorname{par}_{i}(v), v\right)<\infty$. Thus, $\operatorname{dist}_{G_{i}^{\prime \prime}}\left(\operatorname{par}_{i}(v), v\right)<$ $\infty$. It implies that $\operatorname{par}_{i}$ is compatible with $G_{i}^{\prime \prime}$.

The following claim shows that the number of the remaining vertices cannot increase after each round.

Claim 32.4.11. If $\operatorname{Connectivity~}(G, m, r)$ does not output FAIL, then $\forall i \in[r], V_{i} \subseteq V_{i}^{\prime \prime} \subseteq$ $V_{i}^{\prime}=V_{i-1}$.

Proof. Let $i \in[r]$. Due to Claim 32.4.10, the input of line 18 is valid. Then, we can apply property 2 of Lemma 32.4 .6 to get $V_{i} \subseteq V_{i}^{\prime \prime}$. By the construction of $V_{i}^{\prime \prime}$ we have $V_{i}^{\prime \prime} \subseteq V_{i}^{\prime}$. Since the procedure Neighborincrement $\left(m, G_{i-1}\right)$ (Algorithm 32.1) does not change the vertex set, we have $V_{i}^{\prime}=V_{i-1}$.

Now, we show that $\forall u, v \in V_{i}, \operatorname{dist}_{G_{i}}(u, v)<\infty \Leftrightarrow \operatorname{dist}_{G}(u, v)<\infty$.
Claim 32.4.12. If $\operatorname{Connectivity~}(G, m, r)$ does not output FAIL, then $\forall i \in[r], \forall u, v \in V_{i}$, we have $\operatorname{dist}_{G_{i}}(u, v)<\infty \Leftrightarrow \operatorname{dist}_{G}(u, v)<\infty$.

Proof. The proof is by induction. Suppose $\forall u, v \in V_{i-1}, \operatorname{dist}_{G_{i-1}}(u, v)<\infty \Leftrightarrow \operatorname{dist}_{G}(u, v)<$ $\infty . \forall w, z \in V_{i}$, according to Claim 32.4.11, $w, z \in V_{i}^{\prime \prime}$. By property 2,3 of Lemma 32.4.8, and property 2 of Lemma 32.4.6, $\operatorname{dist}_{G_{i}}(w, z)<\infty \Leftrightarrow \operatorname{dist}_{G_{i}^{\prime \prime}}(w, z)<\infty$. Due to property 2,3 of Lemma 32.4.2, there is no edge in $E_{i-1}$ between $V_{i}^{\prime \prime}$ and $V_{i}^{\prime} \backslash V_{i}^{\prime \prime}$. According to Claim 32.4.11, $w, z \in V_{i-1}$. Thus, $\operatorname{dist}_{G_{i}^{\prime \prime}}(w, z)<\infty \Leftrightarrow \operatorname{dist}_{G_{i-1}}(w, z)<\infty$. By induction hypothesis, we have $\forall w, z \in V_{i}, \operatorname{dist}_{G_{i}}(w, z)<\infty \Leftrightarrow \operatorname{dist}_{G}(w, z)$.

The following claim states that once a vertex $v \in V$ is contracted to an another vertex, it will never be operated.

Claim 32.4.13. Suppose Connectivity $(G, m, r)$ does not output FAIL. $\forall i \in\{0,1, \cdots, r\}$, $v \in V$, we have $h_{i}(v)=$ null $\Leftrightarrow v \in V_{i}$. Furthermore, $\forall v \in V, \exists j \in[r]$ such that $h_{0}(v)=$ $h_{1}(v)=\cdots=h_{j-1}(v)=$ null and $h_{j}(v)=h_{j+1}(v)=\cdots=h_{r}(v) \neq{\operatorname{null}, \operatorname{dist}_{G}\left(v, h_{r}(v)\right)<\infty . ~}_{\text {. }}$.

Proof. When $i=0, \forall v \in V, h_{0}(v)=$ null, $v \in V_{0}=V$. Suppose it is true that $\forall v \in$ $V, h_{i-1}(v)=$ null $\Leftrightarrow v \in V_{i-1}$. If $v \notin V_{i}$, according to Claim 32.4.11, there are three cases: $v \in V_{i}^{\prime \prime} \backslash V_{i}, v \in V_{i}^{\prime} \backslash V_{i}^{\prime \prime}, v \notin V_{i-1}$. In the first case, due to line $22, h_{i}(v) \neq$ null. In the second case, due to line $21, h_{i}(v) \neq$ null, In the third case, due to line $23, h_{i}(v) \neq$ null. If $h_{i}(v)=$ null, then $h_{i}(v)$ cannot be updated by line 21 , line 22 or line 23 which implies that $v \in V_{i-1}, v \notin V_{i}^{\prime} \backslash V_{i}^{\prime \prime}, v \notin V_{i}^{\prime \prime} \backslash V_{i}$. Thus, $v \in V_{i}$.

Since the procedure does not FAIL, we have $n_{r}=0$ which means that $\forall v \in V, h_{r}(v) \neq$ null. Notice that by line 23 , if $h_{i-1}(v) \neq$ null, then $h_{i}(v)=h_{i-1}(v)$. Thus, $\forall v \in V, \exists j \in[r]$ such that $h_{0}(v)=h_{1}(v)=\cdots=h_{j-1}(v)=$ null and $h_{j}(v)=h_{j+1}(v)=\cdots=h_{r}(v) \neq$ null.

For $v \in V$, if $h_{j}(v) \neq$ null and $h_{j-1}(v)=$ null, then $h_{j}(v)$ can only be updated by 21 or line 22 . In both cases, $\operatorname{dist}_{G_{j-1}}\left(v, h_{j}(v)\right)<\infty$. By Claim 32.4.12, we have that $\operatorname{dist}_{G}\left(v, h_{j}(v)\right)<\infty$.

In the following, we show that $h_{r}$ is a rooted tree such that $\operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow u, v$ have the same root. Due to Claim 32.4.13, if Connectivity $(G, m, r)$ does not output FAIL, then $n_{r}=0$ which implies that $\forall v \in V, h_{r}(v) \neq$ null. Thus, we can define $h_{r}^{(k)}(v)$ for $k \in \mathbb{Z}_{>0}$ as applying $h_{r}$ on $v k$ times. $\forall v \in V$, by Claim 32.4.13, let $j \in[r]$ satisfy that $h_{j}(v) \neq$ null and $h_{j-1}(v)=$ null. If $h_{j}(v)$ is updated by line 22 , then $h_{j}\left(h_{j}(v)\right)=$ null. If $h_{j}(v)$ is updated by line 21 , then $h_{j}\left(h_{j}(v)\right)=h_{j}(v)$. In both cases, $h_{j}$ cannot create a cycle. Thus, we can define $h_{r}^{(\infty)}(v)=h_{r}^{(k)}(v)$ for some $k$ which satisfies $h_{r}\left(h_{r}^{(k)}(v)\right)=h_{r}^{(k)}(v)$.

Claim 32.4.14. Suppose Connectivity $(G, m, r)$ does not output FAIL. Then $\forall u, v \in V$, we have $\operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow h_{r}^{(\infty)}(u)=h_{r}^{(\infty)}(v)$.

Proof. Let $u, v \in V$. By Claim 32.4.13, if $h_{r}^{\infty}(u)=h_{r}^{\infty}(v)$ we have $\operatorname{dist}_{G}(u, v)<\infty$.

If $\operatorname{dist}_{G}(u, v)<\infty$, then let $u^{\prime}=h_{r}^{(\infty)}(u), v^{\prime}=h_{r}^{(\infty)}(v)$. By Claim 32.4.13, $\operatorname{dist}_{G}\left(u^{\prime}, v^{\prime}\right) \leq$ $\operatorname{dist}_{G}\left(u, u^{\prime}\right)+\operatorname{dist}_{G}(u, v)+\operatorname{dist}_{G}\left(v, v^{\prime}\right)<\infty$, and we can find $j \in[r]$ such that $h_{j}\left(u^{\prime}\right) \neq$ null, $h_{j-1}\left(u^{\prime}\right)=$ null. Without loss of generality, we can assume $h_{j-1}\left(v^{\prime}\right)=$ null (otherwise we can swap $u^{\prime}$ and $\left.v^{\prime}\right)$. Due to Claim 32.4.13, $u^{\prime}, v^{\prime} \in V_{i-1}$. Since $h_{j}\left(u^{\prime}\right)=h_{r}\left(u^{\prime}\right)=u^{\prime}, h_{j}\left(u^{\prime}\right)$ can be only updated by line 21, and $u^{\prime} \in V_{j}^{\prime} \backslash V_{j}^{\prime \prime}$. Then due to property 3 of Lemma 32.4.6, $v^{\prime}$ should be in $\Gamma_{G_{i}^{\prime}}(u) \cup\{u\}$. Since $h_{j}\left(v^{\prime}\right)=h_{r}\left(v^{\prime}\right)=v^{\prime}$, we can conclude that $u^{\prime}=v^{\prime}$.

If Connectivity $(G, m, r)$ does not output FAIL, then in line 26 , col is exactly $h_{r}^{(\infty)}$. By Claim 32.4.14, we have $\forall u, v \in V$, $\operatorname{dist}_{G}(u, v)<\infty \Leftrightarrow \operatorname{col}(u)=\operatorname{col}(v)$.

Now let us consider the number of iterations of Algorithm 32.3 and the success probability.

Definition 32.4.6 (Total iterations). Let $G=(V, E)$ be an undirected graph, $\operatorname{poly}(n) \geq$ $m>4 n$, and $r \leq n$ be the rounds parameter where $n$ is the number of vertices in $G$. The total number of iterations of Connectivity $(G, m, r)$ (Algorithm 32.3) is defined as $\sum_{i=1}^{r}\left(k_{i}+r_{i}^{\prime}\right)$, where $k_{i}$ denotes the number of iterations (See Definition 32.4.1) of Neighborincrement ( $m, G_{i-1}$ ) (see line 9), and $r_{i}^{\prime}$ denotes the number of iterations (See Definition 32.4.5) of TreeContraction $\left(G_{i}^{\prime \prime}, \operatorname{par}_{i}\right)$ (see line 18).

Theorem 32.4.15 (Success probability and total iterations). Let $G=(V, E)$ be an undirected graph, $\operatorname{poly}(n) \geq m>4 n$, and $r \leq n$ be the rounds parameter where $n=|V|$. Let $c>0$ be a sufficiently large constant. If $r \geq c \log \log _{m / n}(n)$, then with probability at least 0.98 , Connectivity $(G, m, r)$ (Algorithm 32.3) will not return FAIL. If $\operatorname{Connectivity~}(G, m, r)$
succeeds, let $k_{i}$ denote the number of iterations (See Definition 32.4.1) of NeighborIncrement $\left(m, G_{i-1}\right)$ (see line 9), and let $r_{i}^{\prime}$ denote the number of iterations of (See Definition 32.4.5) of TreeContraction( $G_{i}^{\prime \prime}$ (see line 18), then

1. $\forall i \in[r], r_{i}^{\prime}=0$.
2. $\forall i \in[r], k_{i}$ is at most $\lceil\log (\operatorname{diam}(G))\rceil+1$.
3. The number of iterations of line 26 is at most $\lceil\log r\rceil$.
4. $\sum_{i=1}^{r} k_{i} \leq O(r \log (\operatorname{diam}(G)))$.

Let $c_{1}>0$ be a sufficiently large constant. If $m \geq c_{1} n \log ^{4} n$, then with probability at least 0.99, $\sum_{i=1}^{r} k_{i} \leq O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right)$. If $m<c_{1} n \log ^{4} n$, then with probability at least 0.98, $\sum_{i=1}^{r} k_{i} \leq O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)+(\log \log (n))^{2}\right)$.

Proof. Suppose Connectivity $(G, m, r)$ succeeds. Property 1 follows by $\forall v \in V_{i}^{\prime \prime}, \operatorname{par}_{i}\left(\operatorname{par}_{i}(v)\right)=$ $\operatorname{par}_{i}(v)$ and Lemma 32.4.6. Property 2 follows by $\operatorname{diam}\left(G_{r}\right) \leq \operatorname{diam}\left(G_{r}^{\prime \prime}\right) \leq \operatorname{diam}\left(G_{r}^{\prime}\right) \leq$ $\operatorname{diam}\left(G_{r-1}\right) \leq \operatorname{diam}\left(G_{r-1}^{\prime \prime}\right) \leq \operatorname{diam}\left(G_{r-1}^{\prime}\right) \leq \cdots \leq \operatorname{diam}\left(G_{0}\right)=\operatorname{diam}(G)$ and property 1 of Lemma 32.4.2. Property 3 follows by the depth of $h_{r}$ is at most $r$ and Lemma 32.4.6. Property 4 follows by property 2 .

Now let us prove the success probability. Let $i \in[r]$. If $p_{i}<0.5$, then we can apply Lemma 32.4.3 on vertex set $V_{i}^{\prime \prime}$, parameter $\gamma_{i}$, and hash function $l_{i}$. Notice that the set $S_{v}$ in the statement of Lemma 32.4.3 is $\Gamma_{G_{i}^{\prime}}(v)$ in the algorithm. Notice that $\left|V_{i}^{\prime \prime}\right| \leq n$. Then in the $i^{\text {th }}$ round, if $p_{i}<0.5$, then with probability at most $1 /\left(100 n^{2}\right), L_{i}$ will be $\left\{v \in V_{i}^{\prime \prime} \mid l_{i}(v)=1\right\}$, and $n_{i}=\left|L_{i}\right| \leq 1.5 p_{i} n_{i-1}$. By taking union bound over all $i \in[r]$,
we have that with probability at least 0.99 , event $\mathcal{E}$ happens: for all $i \in[r]$, if $p_{i}<0.5$, then $n_{i} \leq 1.5 p_{i} n_{i-1} \leq 0.75 n_{i-1}$. Suppose $\mathcal{E}$ happens. For $i \in[r], p_{i}=0.5$, if we apply Lemma 32.4.4, then condition on $n_{i-1}$, we have $\mathbb{E}\left(n_{i}\right) \leq 0.75 n_{i-1}$. Thus, we know $\forall i \in$ $[r], \mathbb{E}\left(n_{i}\right) \leq 0.75 \mathbb{E}\left(n_{i-1}\right) \leq 0.75^{i} n$.

Next, we discuss the case for $p_{0}=0.5$ and the case for $p_{0}<0.5$ separately.
If $p_{0}=0.5$, then $m \leq n \cdot(600 \log n)^{4}$. By Markov's inequality, when $i^{*} \geq 4 \log _{4 / 3}(6000 \log n)$, with probability at least $0.99, n_{i^{*}} \leq n /(600 \log n)^{4}$ and thus $p_{i^{*}}<0.5$. Condition on this event and $\mathcal{E}$, we have

$$
\begin{aligned}
n_{r} & \leq \frac{\left(\frac{\left(\frac{n_{i i^{1.5}}^{m_{0} .5}}{}(45 \log n+150)\right)^{1.5}}{m^{0.5}}(45 \log n+150)\right)^{\cdots}}{\cdots} \quad \text { (Apply } r^{\prime}=r-i^{*} \text { times) } \\
& =\frac{n_{i^{*}}^{1.5 r^{\prime}}}{m^{1.5 r^{\prime}-1}}(45 \log n+150)^{2 \cdot\left(1.5^{r^{\prime}}-1\right)} \\
& =n_{i^{*}} /\left(m / n_{i^{*}}\right)^{1.5^{r^{\prime}}-1} \cdot(45 \log n+150)^{2 \cdot\left(1.5^{r^{\prime}}-1\right)} \\
& \leq n /\left(m /\left(n_{i^{*}}(45 \log n+150)^{2}\right)\right)^{1.5^{r^{\prime}}-1} \\
& \leq n /\left(m /\left(n_{i^{*}}(45 \log n+150)^{2}\right)\right)^{1.5^{r^{\prime} / 2}} \\
& \leq n /(m / n)^{1.5^{r^{\prime} / 2}} \leq \frac{1}{2}
\end{aligned}
$$

where the second inequality follows by $n_{i^{*}} \leq n$, the third inequality follows by $r^{\prime} \geq 5$, the forth inequality follows by $n_{i^{*}} \leq n /(600 \log n)^{4}$, and the last inequality follows by $r^{\prime} \geq \frac{2}{\log 1.5} \log \log _{m / n}(2 n)$. Since $4 n \leq m \leq n \cdot(600 \log n)^{4}, \log \log _{m / n} n=\Theta(\log \log n)$. Let $c>0$ be a sufficiently large constant. Thus, when $r \geq c \log \log _{m / n} n \geq i^{*}+r^{\prime}=$ $4 \log (6000 \log n) / \log (4 / 3)+\frac{2}{\log 1.5} \log \log _{m / n}(2 n)$, with probability at least 0.98 , CONNECTIVITY $(G, m, r)$ will not fail.

Since property 1 of Lemma 32.4.2, we have $k_{i} \leq O\left(\log \left(\min \left(m / n_{i-1}, \operatorname{diam}(G)\right)\right)\right)$.
Thus,

$$
\begin{aligned}
& \sum_{i=1}^{r} k_{i}=\sum_{i=1}^{i^{*}} k_{i}+\sum_{i=i^{*}+1}^{r} k_{i} \leq O\left((\log \log n)^{2}\right)+\sum_{i=i^{*}+1}^{r} k_{i} \\
\leq & O\left((\log \log n)^{2}\right)+\sum_{i: i \geq i^{*}+1, m / n_{i-1} \leq \operatorname{diam}(G)} k_{i}+\sum_{i: i \leq r, m / n_{i-1}>\operatorname{diam}(G)} k_{i} \\
\leq & O\left((\log \log n)^{2}\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{2}(\operatorname{diam}(G))\right\rceil} \log \left(2^{1.25^{i}}\right)\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{\operatorname{diam}(G)}(m)\right\rceil} \log (\operatorname{diam}(G))\right) \\
\leq & O\left((\log \log n)^{2}\right)+O(\log (\operatorname{diam}(G)))+O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right) \\
\leq & O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)+(\log \log (n))^{2}\right),
\end{aligned}
$$

where the first inequality follows by $i^{*}=O(\log \log n)$ and $\forall i \leq\left[i^{*}\right], m / n_{i-1} \leq \operatorname{poly}(\log n)$, the third inequality follows by $m / n_{i+1} \geq\left(m / n_{i}\right)^{1.5} /(45 \log n+150) \geq\left(m / n_{i}\right)^{1.25}$. If $m>n \cdot(600 \log n)^{4}$, then $\forall i \in\{0\} \cup[r-1]$, we have $p_{i}<0.5$. Since $\mathcal{E}$ happens. We have:

$$
\begin{aligned}
n_{r} & \leq \frac{\left(\frac{\left(\frac{n^{1.5}}{m^{0.5}}(45 \log n+150)\right)^{1.5}}{m^{0.5}}(45 \log n+150)\right)}{\cdots} \\
& =\frac{n^{1.5^{r}}}{m^{1.5^{r}-1}}(45 \log n+150)^{2 \cdot\left(1.5^{r}-1\right)} \\
& =n /(m / n)^{1.5^{r}-1} \cdot(45 \log n+150)^{2 \cdot\left(1.5^{r}-1\right)} \\
& =n /\left(m /\left(n(45 \log n+150)^{2}\right)\right)^{1.5^{r}-1} \\
& \leq n /\left(m /\left(n(45 \log n+150)^{2}\right)\right)^{1.5^{r / 2}} \\
& \leq n /\left(m /\left(n(200 \log n)^{2}\right)\right)^{1.5^{r / 2}} \\
& \leq \frac{1}{2}
\end{aligned}
$$

where the second inequality follows by $r \geq 5$, the third inequality follows by $45 \log n+150 \leq$ $200 \log n$, and the last inequality follows by

$$
r \geq c \log \log _{m / n} n \geq 2 \log _{1.5} \log _{(m / n)^{1 / 2}} 2 n \geq 2 \log _{1.5} \log _{m /\left(n(200 \log n)^{2}\right)} 2 n
$$

for a sufficiently large constant $c>0$.
By property 1 of Lemma 32.4.2, we have $k_{i} \leq O\left(\log \left(\min \left(m / n_{i-1}, \operatorname{diam}(G)\right)\right)\right)$. Thus,

$$
\begin{aligned}
\sum_{i=1}^{r} k_{i} & \leq \sum_{m / n_{i-1} \leq \operatorname{diam}(G)} k_{i}+\sum_{m / n_{i-1}>\operatorname{diam}(G)} k_{i} \\
& \leq O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{2}(\operatorname{diam}(G))\right\rceil} \log \left(2^{1.25^{i}}\right)\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{\operatorname{diam}(G)}(m)\right\rceil} \log (\operatorname{diam}(G))\right) \\
& \leq O(\log (\operatorname{diam}(G)))+O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right),
\end{aligned}
$$

where the first inequality follows by $m / n_{i+1} \geq\left(m / n_{i}\right)^{1.5} /(45 \log n+150) \geq\left(m / n_{i}\right)^{1.25}$.
Since $n_{r}$ is an integer, $n_{r}$ must be 0 when $n_{r} \leq 1 / 2$. Let $c>0$ be a sufficiently large constant. For all $m \geq 4 n$, if $r \geq c \log \log _{m / n} n$ then $\operatorname{Connectivity~}(G, m, r)$ will succeed with probability at least 0.98 .

### 32.5 Spanning Forest

### 32.5.1 Local Shortest Path Tree

In this section, we introduce an important procedure which will be used in the spanning tree algorithm. Roughly speaking, our procedure can merge several local shortest path trees into a larger local shortest path tree. Before we describe the details of the procedure, let us look at some concepts.

Definition 32.5.1 (Local shortest path tree (LSPT)). Let $V^{\prime}$ be a set of vertices, $v$ be a vertex in $V^{\prime}$, and par : $V^{\prime} \rightarrow V^{\prime}$ be a set of parent pointers (See Definition 32.4.2) on $V^{\prime}$ which satisfies that $v$ is the only root of par. Let $T=\left(V^{\prime}\right.$, par $)$. Given an undirected graph $G=(V, E)$, if $V^{\prime} \subseteq V$ and $\forall u \in V^{\prime} \backslash\{v\},(u, \operatorname{part}(u)) \in E, \operatorname{dep}_{\mathrm{par}}(u)=\operatorname{dist}_{G}(u, v)$, then we say $T$ is a local shortest path tree (LSPT) in $G$, and $T$ has root $v$. The vertex set ( $V^{\prime}$ in the above) in $T$ is denoted as $V_{T}$. The set of parent pointers (par in the above) in $T$ is denoted as $\operatorname{par}_{T}$. For short, $\operatorname{dep}_{\operatorname{par}_{T}}$ is denoted as $\operatorname{dep}_{T}$, and $\operatorname{dep}(\operatorname{part}(T))$ is denoted as $\operatorname{dep}(T)$.

Definition 32.5.2. Given an undirected graph $G=(V, E)$, a vertex $v \in V$, and $s \in \mathbb{Z}_{\geq 0}$, we define the ball centered at $v$ with radius $s$ as the set $B_{G, s}(v)=\left\{u \in V \mid \operatorname{dist}_{G}(u, v) \leq s\right\}$.

If in the context graph $G$ is clear, then we use $B_{s}(v)$ to denote $B_{G, s}(v)$.
Definition 32.5.3 (Local complete shortest path tree (LCSPT)). Given an undirected graph $G=(V, E), s \in \mathbb{Z}_{\geq 0}$ and a local shortest path tree $T=\left(V_{T}, \operatorname{par}_{T}\right)$ in $G$ where $T$ has root $v \in V$. If $V_{T}=B_{G, s}(v)$, then we call $T$ a local complete shortest path tree (LCSPT) in $G$. The root of $T$ is $v$. The radius of $T$ is $s$.

Let $\widetilde{T}=\left(V_{\widetilde{T}}, \operatorname{par}_{\widetilde{T}}\right)$ with radius $s_{1} \in \mathbb{Z}_{\geq 0}$ and root $v$ be a local complete shortest path tree in some graph $G=(V, E)$. For $s_{2} \in \mathbb{Z}_{\geq 0}$, if for every $u \in V_{\widetilde{T}}$, we have a local complete
shortest path tree $T(u)=\left(V_{T(u)}, \operatorname{par}_{T(u)}\right)$ with root $u$ and radius $s_{2}$, then we can compute a larger local complete shortest path tree $\widehat{T}$ with root $v$ and radius $s_{1}+s_{2}$. The procedure is described in Algorithm 32.4.

Lemma 32.5.1. Let $G=(V, E)$ be an undirected graph, $s_{1}, s_{2} \in \mathbb{Z}_{\geq 0}$, and $v \in V$. Let $\widetilde{T}=\left(V_{\widetilde{T}}, \operatorname{par}_{\widetilde{T}}\right)$ with root $v$ and radius $s_{1}$ be a local complete shortest path tree in $G$, and $\operatorname{dep}_{\widetilde{T}}: V_{\widetilde{T}} \rightarrow \mathbb{Z}_{\geq 0}$ be the depth of every vertex in $\widetilde{T} . \forall u \in V_{\widetilde{T}}$, let $T(u)$ with root $u$ and radius $s_{2}$ be a local complete shortest path tree in $G$, and $\operatorname{dep}_{T(u)}: V_{T(u)} \rightarrow \mathbb{Z}_{\geq 0}$ be the depth of every vertex in $T(u)$. Let $\left(\widehat{T}=\left(V_{\widehat{T}}, \operatorname{par}_{\widehat{T}}\right), \operatorname{dep}_{\widehat{T}}\right)=\operatorname{TrEEEXPANSION}\left(\widetilde{T}, \operatorname{dep}_{\widetilde{T}},\{T(u) \mid u \in\right.$ $\left.V_{\widetilde{T}}\right\},\left\{\operatorname{dep}_{T(u)} \mid u \in V_{\widetilde{T}}\right\}$ ) (Algorithm 32.4), then $\widehat{T}$ is a local complete shortest path tree with root $v$ and radius $s_{1}+s_{2}$ in $G$. In addition, $\operatorname{dep}_{\widehat{T}}$ records the depth of every vertex in $\widehat{T}$.

Proof. If $x \in B_{s_{1}+s_{2}}(v)$, then there must exist $u \in V$ such that $\operatorname{dist}_{G}(v, u) \leq s_{1}$ and $\operatorname{dist}_{G}(u, x) \leq s_{2}$. Thus, $V_{\widehat{T}}=\bigcup_{u \in \widetilde{T}} V_{T(u)}=\bigcup_{u \in B_{s_{1}}(v)} B_{s_{2}}(u)=B_{s_{1}+s_{2}}(v)$.

Now we want to prove that $\operatorname{par}_{\widehat{T}}: V_{\widehat{T}} \rightarrow V_{\widehat{T}}$ also satisfies the condition that $\widehat{T}$ is a local shortest path tree. We can prove it by induction. If $\operatorname{dist}_{G}(u, v)=0$, then it means $u=v$. In this case, $\operatorname{par}_{\widehat{T}}(u)=\operatorname{par}_{\widetilde{T}}(u)=v$, and $h(u)=\operatorname{dep}_{\widetilde{T}}(u)=0$. Let $s \in\left[s_{1}+s_{2}\right]$. Suppose $\forall x \in B_{s-1}(v)$, we have $h(x)=\operatorname{dep}_{\widehat{T}}(x)=\operatorname{dist}_{G}(x, v)$. If $B_{s}(v)=B_{s-1}(v)$, then we are already done. Otherwise, let $x$ be the vertex which has $\operatorname{dist}_{G}(x, v)=s$. If $x \in B_{s_{1}}(v)$, then $h(x)=$ $\operatorname{dep}_{\widetilde{T}}(x)=\operatorname{dist}_{G}(x, v)$. Additionally, we have $\operatorname{par}_{\widehat{T}}(x)=\operatorname{par}_{\widetilde{T}}(x)$. Therefore, $\operatorname{dep}_{\widehat{T}}(x)=$ $\operatorname{dep}_{\widehat{T}}\left(\operatorname{par}_{\widetilde{T}}(x)\right)+1=\operatorname{dist}_{G}\left(v, \operatorname{par}_{\widetilde{T}}(x)\right)+1=\operatorname{dist}_{G}(v, x)$. If $x \in B_{s_{2}}(v) \backslash B_{s_{1}}(v)$, then $h(x)=$ $\min _{u: \operatorname{dist}_{G}(v, u) \leq s_{1}, \operatorname{dist}_{G}(u, x) \leq s_{2}} \operatorname{dep}_{\widetilde{T}}(u)+\operatorname{dep}_{T(u)}(x)=\min _{u: \operatorname{dist}_{G}(v, u) \leq s_{1}, \operatorname{dist}_{G}(u, x) \leq s_{2}} \operatorname{dist}_{G}(v, u)+$ $\operatorname{dist}_{G}(u, x)=\operatorname{dist}_{G}(v, x)=s$. And we have $\operatorname{dist}_{G}(v, x)=\operatorname{dist}_{G}\left(v, u_{x}\right)+\operatorname{dist}_{G}\left(u_{x}, x\right)$. Notice that $\operatorname{dist}_{G}\left(v, \operatorname{par}_{T\left(u_{x}\right)}(x)\right)=\operatorname{dist}_{G}\left(v, u_{x}\right)+\operatorname{dist}_{G}\left(u_{x}, \operatorname{par}_{T\left(u_{x}\right)}(x)\right)=\operatorname{dist}_{G}(v, x)-1=s-1$.

Thus,

$$
\operatorname{dep}_{\widehat{T}}(x)=\operatorname{dep}_{\widehat{T}}\left(\operatorname{par}_{\widehat{T}}(x)\right)+1=\operatorname{dep}_{\widehat{T}}\left(\operatorname{par}_{T\left(u_{x}\right)}(x)\right)+1=s
$$

To conclude, $\widehat{T}$ is a local complete shortest path tree with root $v$ and radius $s_{1}+s_{2}$ in $G$. In addition, $\operatorname{dep}_{\widehat{T}}$ records the depth of every vertex in $\widehat{T}$.

### 32.5.2 Multiple Local Shortest Path Trees

In this section, we show a procedure which is a generalization of neighbor increment procedure shown in Section 32.4.1. The input of the procedure is an undirected graph $G=(V, E)$ and a parameter $m$ which is larger than $|V|=n$. The output will be $n$ local shortest path trees (See Definition 32.5.1) such that $\forall v \in V$, there is a shortest path tree with root $v$. Furthermore, the size of each shortest path tree is at least $\left\lceil(m /|V|)^{1 / 4}\right\rceil$ and at most $\left[(m /|V|)^{1 / 2}\right\rceil$. The algorithm is described in Algorithm 32.6. The high level idea is that we firstly use doubling technique and the algorithm described in Section 32.5.1 to get local complete shortest path trees rooted at every vertex with multiple radius, and then use these LCSPTs to find large enough local shortest path trees rooted at every vertex. The doubling algorithm is described in Algorithm 32.5.

Definition 32.5.4. Given a graph $G=(V, E)$ and a parameter $m \in \mathbb{Z}_{\geq 0}, m \geq|V|$, the number of iterations of MultiRadiusLCSPT $(G, m)$ (Algorithm 32.5) is the value of $r$ at the end of the procedure.

Lemma 32.5.2. Let $G=(V, E)$ be an undirected graph, and $m$ be a parameter which is at least $|V|$. Let $\left(r,\left\{T_{i}(v) \mid i \in\{0\} \cup[r], v \in V\right\},\left\{\operatorname{dep}_{T_{i}(v)} \mid i \in\{0\} \cup[r], v \in V, T_{i}(v) \neq \operatorname{null}\right\}\right)=$ MultiRadiusLCSPT(G,m) (Algorithm 32.5). We have following properties.

1. $\forall i \in\{0\} \cup[r], v \in V$, if $T_{i}(v) \neq$ null, then $T_{i}(v)$ is a LCSPT (See Definition 32.5.3) with root $v$ and radius $2^{i}$ in $G$. Furthermore, $\operatorname{dep}_{T_{i}(v)}$ records the depth of every vertex in $T_{i}(v)$.
2. $\forall i \in\{0\} \cup[r], v \in V,\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil \Leftrightarrow T_{i}(v)=$ null.
3. For $v \in V$, if $T_{r}(v) \neq$ null, then $V_{T_{r}(v)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$.
4. The number of iterations (see Definition 32.5.4) $r \leq \min (\lceil\log (\operatorname{diam}(G))\rceil,\lceil\log (m / n)\rceil)+$ 1.

Proof. For property 1, we can prove it by induction. If $i=0$, the property holds by line 4, line 5 and line 7. Now suppose $\forall v \in V$, if $T_{i-1}(v)$ is not null, then $T_{i-1}(v)$ is a LCSPT with root $v$ and radius $2^{i-1}$ in $G$, and $\operatorname{dep}_{T_{i}(v)}$ records the depth of every vertex in $T_{i}(v)$. For $v \in V$, notice that the only place that will make $T_{i}(v)$ not null is line 15 , and if the procedure run line 15, any of $T_{i-1}(v)$ and $T_{i-1}(u)$ with $u \in V_{T_{i-1}(v)}$ cannot be null. By Lemma 32.5.1, since the radius of $T_{i-1}(v)$ is $2^{i-1}$, and $\forall u \in V_{T_{i-1}(v)}, T_{i-1}(u)$ has radius $2^{i-1}, T_{i}(v)$ is a LCSPT with root $v$ and radius $2^{i}$. Furthermore $\operatorname{dep}_{T_{i}(v)}$ records the depth of every vertex in $T_{i}(v)$.

For property 2 , if $i=0$, then this property holds by line 4 to line 7 . For $i \in[r]$, our proof is by induction. Suppose the property holds for $i-1$. Now consider $T_{i}(v)$ for $v \in V$. The only way to make $T_{i}(v)$ not null is line 15 . If the procedure invokes line 15 , then any of $T_{i-1}(v)$ and $T_{i-1}(u)$ with $u \in V_{T_{i-1}(v)}$ cannot be null. By property 1 and Lemma 32.5.1, $T_{i}(v)$ will be a LCSPT with root $v$ and radius $2^{i}$ in line 15. If $\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$, then $T_{i}(v)$ is set to be null in line 16 . Thus, we already got $\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil \Rightarrow T_{i}(v)=$ null. Now we want to show $\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil \Leftarrow T_{i}(v)=$ null. If $T_{i}(v)=$ null, then there are three cases. The first case is that $T_{i}(v)$ is set at line 12 . In this case, $T_{i-1}(v)=$ null implies $\left|B_{G, 2^{i}}(v)\right| \geq\left|B_{G, 2^{i-1}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$. The second case is that $T_{i}(v)$ is set at line 13. In this case, $\exists u \in V_{T_{i-1}(v)}=B_{G, 2^{i-1}}(v)$ such that $\left|B_{G, 2^{i-1}}(u)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$ which implies $\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$. In the final case, $T_{i}(v)$ is set at line 16 , and thus, $\left|B_{G, 2^{i}}(v)\right| \geq$ $\left\lceil(m / n)^{1 / 4}\right\rceil$.

For property 3 , if $T_{r}(v) \neq$ null, then by property 1 , we know $V_{T_{r}(v)}=B_{G, 2^{r}}(v)$. By the condition in line 19, we know $V_{T_{r}(v)}=V_{T_{r-1}(v)}$ which implies $B_{G, 2^{r}}(v)=B_{G, 2^{r-1}}(v)$. Thus, $V_{T_{r}(v)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\}$.

For property 4, we can prove it by contradiction. If $r>\lceil\log (\operatorname{diam}(G))\rceil+1$, then let $i=\lceil\log (\operatorname{diam}(G))\rceil+1$. By the condition in line 19, we know there is a vertex $v \in$ $V$ such that $T_{i}(v) \neq$ null and $V_{T_{i}(v)} \neq V_{T_{i-1}(v)}$. It means that $B_{G, 2^{i}}(v) \neq B_{G, 2^{i-1}}(v)$, i.e. $\exists u \in V, \operatorname{dist}_{G}(v, u)>2^{i-1}$. But this contradicts to $i=\lceil\log (\operatorname{diam}(G))\rceil+1$. Similarly, if $r>\lceil\log (m / n)\rceil+1$, then let $i=\lceil\log (m / n)\rceil+1$. By the condition in line 19, we know there is a vertex $v \in V$ such that $T_{i}(v) \neq$ null and $V_{T_{i}(v)} \neq V_{T_{i-1}(v)}$. If $2^{i-1} \leq \operatorname{diam}(G)$, then we have $V_{T_{i}(v)} \neq V_{T_{i-1}(v)}$ which leads to a contradiction. If $2^{i-1} \geq \operatorname{diam}(G)$, then $\left|B_{G, 2^{i-1}}(v)\right| \geq 2^{i-1} \geq m / n \geq\left\lceil(m / n)^{1 / 4}\right\rceil$ which contradicts to property 2.

Next, we show how to use Algorithm 32.5 to design an algorithm which can output $|V|$ number of local shortest path trees rooted at every vertex in $V$. The details of the algorithm is described in Algorithm 32.6, and the guarantees of the algorithm is stated in the following lemma.

Lemma 32.5.3. Let $G=(V, E)$ be an undirected graph, and $m$ be a parameter which is at least $16|V|$. Let $\left(\{\widetilde{T}(v) \mid v \in V\}\right.$, $\left.\left\{\operatorname{dep}_{\widetilde{T}(v)} \mid v \in V\right\}\right)=\operatorname{MultipleLargeTrees}(G, m)$. (Algorithm 32.6) Then, the output satisfies the following properties.

1. $\forall v \in V, \widetilde{T}(v)$ is a LSPT (See Definition 32.5.1) with root $v$, and $\operatorname{dep}_{\widetilde{T}(v)}$ records the depth of every vertex in $\widetilde{T}(v)$.
2. $\forall v \in V, u \in V_{\widetilde{T}(v)}, w \in V \backslash V_{\widetilde{T}(v)}$, it satisfies $\operatorname{dist}_{G}(v, u) \leq \operatorname{dist}_{G}(v, w)$.

$$
\begin{aligned}
& \text { 3. } \forall v \in V \text {, either }\left|V_{\widetilde{T}(v)}\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil \text { or } V_{\widetilde{T}(v)}=\left\{u \in V \mid \operatorname{dist}_{G}(u, v)<\infty\right\} \text {. } \\
& \text { 4. } \forall v \in V,\left|V_{\widetilde{T}(v)}\right| \leq\left\lfloor(m / n)^{1 / 2}\right\rfloor
\end{aligned}
$$

Proof. Before we prove above properties, we first show some crucial observations.
Claim 32.5.4. $\forall v \in V, i \in\{0\} \cup[r]$, if $T_{i}(v) \neq$ null, then $T_{i}(v)$ is a LCSPT with root $v$ and radius $2^{i}$ in graph $G$. Furthermore, $\operatorname{dep}_{T_{i}(v)}: V_{T_{i}(v)} \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $T_{i}(v)$. If $T_{i}(v)=$ null, then $\left|B_{G, 2^{i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$.

Proof. Follows by property 1 and property 2 of Lemma 32.5.2 directly.
Claim 32.5.5. Let $v \in V$ be a vertex with $T_{r}(v)=$ null. Then, $\forall i \in\{0\} \cup[r], \widetilde{T}_{i}(v)$ is a LCSPT (See Definition 32.5.3) with root $v$ and radius $s_{i}(v)$ in $G$, and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ records the depth of every vertex in $\widetilde{T}_{i}(v)$. Furthermore, we have $\left|B_{G, s_{i}(v)}(v)\right|<\left\lceil(m / n)^{1 / 4}\right\rceil,\left|B_{G, s_{i}(v)+2^{r-i}}(v)\right| \geq$ $\left\lceil(m / n)^{1 / 4}\right\rceil$.

Proof. Let $v \in V$ be a vertex with $T_{r}(v)=$ null. When $i=0$, then due to line 5 and line 6, $\widetilde{T}_{0}(v)$ is a LCSPT (See Definition 32.5.3) with root $v$ and radius $0=s_{0}(v)$ in $G$. According to property 2 of Lemma 32.5.2, since $T_{r}(v)=$ null, we know $\left|B_{G, 0+2^{r}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$.

For $i \in[r]$, we prove it by induction. Suppose the claim is true for $i-1$. By Claim 32.5.4, Lemma 32.5.1 and the condition in line 9, if the procedure executes line 10 , then we know $\widetilde{T}_{i}(v)$ is a LCSPT with root $v$ and radius $s_{i-1}(v)+2^{r-i}$ in $G$ at the end of the execution of line 10 , and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ records the depth of every vertex in $\widetilde{T}_{i}(v)$. If $\left|V_{\widetilde{T}_{i}(v)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$, then $\left|B_{G, s_{i-1}(v)+2^{r-i}}(v)\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$. The procedure will execute line 11, and thus $s_{i}(v)$ is the radius of $\widetilde{T}_{i}(v)$. In addition, since $s_{i}(v)=s_{i-1}(v)+2^{r-i}$ and
$\left|B_{G, s_{i-1}(v)+2^{r-i+1}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$, we have $\left|B_{G, s_{i}(v)+2^{r-i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$. If at the end of line 10, $\left|V_{\widetilde{T}_{i}(v)}\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$, then we know $\left|B_{G, s_{i-1}(v)+2^{r-i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$. In this case, $\widetilde{T}_{i}(v), s_{i}(v)$ and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ will be set to be $\widetilde{T}_{i-1}(v), s_{i-1}(v)$ and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ respectively, and thus $\left|B_{G, s_{i}(v)}(v)\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$. If the condition in line 9 does not hold, then we know $\left|B_{G, s_{i-1}(v)+2^{r-i}}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$ by claim 32.5.4. In this case, $\widetilde{T}_{i}(v), s_{i}(v)$ and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ will also be set to be $\widetilde{T}_{i-1}(v), s_{i-1}(v)$ and $\operatorname{dep}_{\widetilde{T}_{i}(v)}$ respectively, and thus $\left|B_{G, s_{i}(v)}(v)\right|<$ $\left\lceil(m / n)^{1 / 4}\right\rceil$.

Claim 32.5.5 shows that for each vertex $v \in V$, we know $\widetilde{T}_{r}(v)$ is a LCSPT with root $v$ and radius $s_{r}(v)$ in $G$ such that $\left|B_{G, s_{r}(v)}(v)\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$ and $\left|B_{G, s_{r}(v)+1}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$.

Now, let us prove property 1 and property 2. For $v \in V$, if $T_{r}(v) \neq$ null, then $\widetilde{T}(v), \operatorname{dep}_{\widetilde{T}(v)}$ will be set to be $T_{r}(v), \operatorname{dep}_{T_{r}(v)}$ respectively. By Claim 32.5.4, the properties holds. Let $v$ be a vertex in $V$ with $T_{r}(v)=$ null. If $\widetilde{T}(v)$ is assigned at line 22 , then by Lemma 32.5.1, we know $\widetilde{T}(v)$ is a LCSPT with root $v$, and $\operatorname{dep}_{\widetilde{T}(v)}$ records the depth of every vertex in $\widetilde{T}(v)$. Thus, both properties hold. If $\widetilde{T}(v)$ is assigned at line 28 , then there are two cases for the vertices in $V_{\widetilde{T}(v)}$ :

1. If $x$ is in $V_{\widetilde{T}_{r}(v)}$, then since Claim 32.5 .5 shows $\widetilde{T}_{r}(v)$ is a LCSPT with root $v$, it is easy to show $\operatorname{dep}_{\widetilde{T}(v)}(x)=\operatorname{dep}_{\widetilde{T}_{r}(v)}(x)=\operatorname{dist}_{G}(v, x)$, and $\operatorname{par}_{\widetilde{T}(v)}(x)=\operatorname{par}_{\widetilde{T}_{r}(v)}(x) \in E$.
2. if $x$ is in $N\left(u_{v}\right)$ but not in $V_{\widetilde{T}_{r}(v)}$, then since $\widetilde{T}_{r}(v)$ is a LCSPT with root $v$ and radius $s_{r}(v), \operatorname{dist}_{G}(v, x) \geq s_{r}(v)+1$. Also notice that $\operatorname{dist}_{G}(v, x) \leq \operatorname{dist}_{G}\left(v, u_{v}\right)+\operatorname{dist}_{G}\left(u_{v}, x\right) \leq$ $s_{r}(v)+1$. Therefore, $\operatorname{dist}_{G}(v, x)=s_{r}(v)+1, \operatorname{dep}_{\widetilde{T}(v)}(x)=\operatorname{dep}_{\widetilde{T}(v)}\left(u_{v}\right)+1=\operatorname{dist}_{G}(v, x)=$ $s_{r}(v)+1$. Since $x \in N\left(u_{v}\right),\left(\operatorname{par}_{\widetilde{T}(v)}(x), x\right)=\left(u_{v}, x\right) \in E$.

Thus, $\widetilde{T}$ is a LSPT with root $v$, and it proves property 1. Due to above both cases, we know $B_{G, s_{r}(v)}(v) \subseteq V_{\widetilde{T}}$, and $\forall x \in V_{\widetilde{T}(v)}$, $\operatorname{dist}_{G}(v, x) \leq s_{r}(v)+1$. Thus, property 2 holds.

For property 3 and property 4, we have two cases. The first case is when $v$ satisfies $T_{r}(v) \neq$ null. In this case $\widetilde{T}(v)=T_{r}(v)$, due to property 3,4 of Lemma 32.5.2, we have $V_{\widetilde{T}(v)}=\left\{u \in V \mid \operatorname{dist}_{G}(v, u)<\infty\right\}$, and $\left|V_{\widetilde{T}(v)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil \leq\left\lfloor(m / n)^{1 / 2}\right\rfloor$. The second case is $T_{r}(v)=$ null. In this case, if $\widetilde{T}(v)$ is assigned at line 22 , then $V_{\widetilde{T}(v)}=B_{G, s_{r}(v)+1}(v)$. Then by Claim 32.5.5, we can get $\left|V_{\widetilde{T}(v)}\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$. Because $\left|V_{\widetilde{T}_{r}(v)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$ and $\forall u \in V_{\widetilde{T}_{r}(v)},\left|V_{T_{0}(u)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil$, we know $\left|V_{\widetilde{T}(v)}\right| \leq\left\lfloor(m / n)^{1 / 2}\right\rfloor$. If $\widetilde{T}(v)$ is assigned at line 28, then $\left|V_{\widetilde{T}(v)}\right| \geq\left|N\left(u_{v}\right)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil$, and $\left|V_{\widetilde{T}(v)}\right| \leq\left|V_{\widetilde{T}_{r}(v)}\right|+\left|N\left(u_{v}\right)\right|<2 \cdot\left\lceil(m / n)^{1 / 4}\right\rceil \leq$ $\left\lfloor(m / n)^{1 / 2}\right\rfloor$.

Definition 32.5.5. Let graph $G=(V, E)$, and let $m$ be a parameter which is at least $16|V|$. The number of iterations of $\left(\{\widetilde{T}(v) \mid v \in V\},\left\{\operatorname{dep}_{\widetilde{T}(v)} \mid v \in V\right\}\right)=\operatorname{MultipleLargeTrees}(G, m)$ (Algorithm 32.6) is defined as the value of $r$ in the procedure.

Lemma 32.5.6 (Number of iterations of Algorithm 32.6). Let $G=(V, E)$ be an undirected graph, and let $m$ be a parameter which is at least $16|V|$. The number of iterations (see Definition 32.5.5) of $\left(\{\widetilde{T}(v) \mid v \in V\},\left\{\operatorname{dep}_{\widetilde{T}(v)} \mid v \in V\right\}\right)=\operatorname{MultipleLargeTrees}(G, m)$ (Algorithm 32.6) is at most $\min (\lceil\log (\operatorname{diam}(G))\rceil,\lceil\log (m / n)\rceil)+1$.

Proof. It follows by property 4 of Lemma 32.5.2 directly.

### 32.5.3 Path Generation and Root Changing

In this section, we show a procedure which can output a path from a certain vertex to the root in a rooted tree. Then we show how to use the procedure to change the root of a rooted tree to a certain vertex in the tree. To output the vertex-root path, we have two stages. The first stage is using doubling method to compute the depth and the $2^{i}$ th (for all $i \in\{0,1, \cdots, \log (\operatorname{dep})\}$ ) ancestor of each vertex. The second stage is using divide-and-conquer technique to split the path into segments, and recursively find the path for each segment. Once we have the procedure to find the vertex-root path, then we can use it to implement root-changing. The idea is very simple, if we want to change the root to a certain vertex, we just need to find the path from that vertex to the root, and reverse the parent pointers of every vertex on the path. The path finding procedure is described in Algorithm 32.8. The root changing procedure is described in Algorithm 32.9.

Definition 32.5.6. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. The number of iterations of FindAncestors(par) is defined as the value of $r$ at the end of the procedure.

Lemma 32.5.7. Let par : $V \rightarrow V$ be $a$ set of parent pointers (See Definition 32.4.2) on $a$ vertex set V. Let $\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=$ FindAnCestors(par) (Algorithm 32.7). Then the number of iterations (see Definition 32.5.6) r should be at most $\lceil\log (\operatorname{dep}(\operatorname{par})+1)\rceil$, $\operatorname{dep}_{\mathrm{par}}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$, and $\forall i \in\{0\} \cup[r], v \in V g_{i}(v)=$ $\operatorname{par}^{\left(2^{i}\right)}(v)$.

Proof. $h_{l}$ and $g_{l}$ will satisfies the properties in the following claim.

Claim 32.5.8. $\forall i \in\{0\} \cup[r], v \in V g_{i}(v)=\operatorname{par}^{\left(2^{i}\right)}(v)$, and if $\operatorname{dep}_{\mathrm{par}}(v) \leq 2^{i}-1$ then $h_{i}(v)=\operatorname{dep}_{\mathrm{par}}(v)$. Otherwise $\operatorname{dep}_{\mathrm{par}}(v)=$ null.

Proof. The proof is by induction. The claim is obviously true when $i=0$. Suppose the claim is true for $i-1$. We have $g_{i}(v)=g_{i-1}\left(g_{i-1}(v)\right)=\operatorname{par}^{\left(2^{i-1}\right)}\left(\operatorname{par}^{\left(2^{i-1}\right)}(v)\right)=\operatorname{par}^{\left(2^{i}\right)}(v)$. If $h_{i}(v) \neq$ null, then there are two cases. In the first case, we have $h_{i}(v)=h_{i-1}(v)$. By induction we know $h_{i}(v)=\operatorname{dep}_{\mathrm{par}}(v)$. In the second case, we have $h_{i}(v)=h_{i-1}\left(g_{i-1}(v)\right)+2^{i-1}=$ $\operatorname{dep}_{\mathrm{par}}\left(\operatorname{par}^{\left(2^{i-1}\right)}(v)\right)+2^{i-1}$. Notice that in this case $h_{i-1}(v)=$ null, thus by the induction, $\operatorname{dep}_{\mathrm{par}}(v) \geq 2^{i-1}$. Therefore, $\operatorname{dep}_{\mathrm{par}}(v)=\operatorname{dep}_{\mathrm{par}}\left(\operatorname{par}^{\left(2^{i-1}\right)}(v)\right)+2^{i-1}=h_{i}(v)$. If $h_{i}(v)=$ null, then it means that $h_{i-1}\left(\operatorname{par}^{\left(2^{i-1}\right)}(v)\right)=$ null which implies that $\operatorname{dep}_{\mathrm{par}}(v) \geq 2^{i}$.

Due to the above claim, we know that if $i \geq\left\lceil\log \left(\operatorname{dep}_{\mathrm{par}}(v)+1\right)\right\rceil$ then $h_{i}(v) \neq$ null. Thus, we have $r \leq\lceil\log (\operatorname{dep}(\operatorname{par})+1)\rceil$. Since the procedure returns $h_{r}$ as $\operatorname{dep}_{\mathrm{par}}$, the returned $\operatorname{dep}_{\mathrm{par}}$ is correct.

Lemma 32.5.9. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $q$ be a vertex in $V$. Let $\left(\operatorname{dep}_{\text {par }}, P, w\right)=\operatorname{FindPath(par,q)}$ (Algorithm 32.8). Then $\operatorname{dep}_{\mathrm{par}}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$ and $P \subseteq V$ is the set of all vertices on the path from $q$ to the root of $q$, i.e. $P=\left\{v \in V \mid \exists k \geq 0, v=\operatorname{par}^{(k)}(q)\right\}$. If $\operatorname{dep}_{\mathrm{par}}(q) \geq 1$, then $w=\operatorname{par}^{\left(\operatorname{dep}_{\mathrm{par}}(q)-1\right)}(q)$. Furthermore, $k$ should be at most $\lceil\log (\operatorname{dep}(\operatorname{par}))\rceil$.

Proof. By Lemma 32.5.7, since $\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=\operatorname{FindAncestors}($ par $)$, we know $r$ should be at most $\lceil\log (\operatorname{dep}($ par $)+1)\rceil$, $\operatorname{dep}_{p a r}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$, and $\forall i \in\{0\} \cup[r], v \in V g_{i}(v)=\operatorname{par}^{\left(2^{i}\right)}(v)$. Thus $k=\left\lceil\log \left(\operatorname{dep}_{\mathrm{par}}(q)\right)\right\rceil \leq$ $\lceil\log (\operatorname{dep}($ par $)+1)\rceil$

Now let us prove that $P$ is the vertex set of all the vertices on the path from $q$ to the root of $q$. We use divide-and-conquer to get $P$. The following claim shows that $S_{i}$ is a set of segments which is a partition of the path, and each segment has length at most $2^{k-i}$.

Claim 32.5.10. $\forall i \in\{0\} \cup[k], S_{i}$ satisfies the following properties:

1. $\exists(x, y) \in S_{i}$ such that $x=q$.
2. $\exists(x, y) \in S_{i}$ such that $y=g_{r}(q)$.
3. $\forall(x, y) \in S_{i}, \operatorname{dep}_{\mathrm{par}}(y)-\operatorname{dep}_{\mathrm{par}}(x) \leq 2^{k-i}$.
4. $\forall(x, y) \in S_{i}$, if $y \neq g_{r}(q)$, then $\exists\left(x^{\prime}, y^{\prime}\right) \in S_{i}, x^{\prime}=y$.
5. $\forall(x, y) \in S_{i}, \exists j \in \mathbb{Z}_{\geq 0}, \operatorname{par}^{(j)}(x)=y$.

Proof. Our proof is by induction. According to line 4, all the properties hold when $i=0$. Suppose all the properties hold for $i-1$. For property 1, by induction we know there exists $(x, y) \in S_{i-1}$ such that $x=q$. Then by line 8 and line 9 , there must be an $\left(x, y^{\prime}\right)$ in $S_{i}$. For property 2, by induction we know there exists $(x, y) \in S_{i-1}$ such that $y=g_{r}(q)$. Thus, there must be an $\left(x^{\prime}, y\right)$ in $S_{i}$. For property 3 , if $(x, y)$ is added into $S_{i}$ by line 9 , then $\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}(y) \leq 2^{k-i}$. Otherwise, in line 8 , we have $\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}\left(g_{k-i}(x)\right) \leq$ $2^{k-i}, \operatorname{dep}_{\mathrm{par}}\left(g_{k-i}(x)\right)-\operatorname{dep}_{\mathrm{par}}(y) \leq 2^{k-i+1}-2^{k-i}=2^{k-i}$. For property 4 , if $(x, y)$ is added into $S_{i}$ by line 9 , then by induction there is $\left(y, y^{\prime}\right) \in S_{i-1}$, and thus by line 9 and line 8 , there must be $\left(y, y^{\prime \prime}\right) \in S_{i}$. Otherwise, in line 8 will generate two pairs $\left(x, g_{k-i}(x)\right),\left(g_{k-i}(x), y\right)$. For $\left(x, g_{k-i}(x)\right)$, the property holds. For $\left(g_{k-i}(x), y\right)$, there must be $\left(y, y^{\prime}\right) \in S_{i-1}$ and thus there should be $\left(y, y^{\prime \prime}\right) \in S_{i}$. For property 5 , since $g_{k-i}(x)=\operatorname{par}^{(k-i)}(x)$, for all pairs generated by line 8 and line 9 , the property holds.

By Claim 32.5.10, we know
$S_{k}=\left\{(q, \operatorname{part}(q)),\left(\operatorname{part}(q), \operatorname{par}^{(2)}(q)\right),\left(\operatorname{par}^{(2)}(q), \operatorname{par}^{(3)}(q)\right), \cdots,\left(\operatorname{par}^{\left(\operatorname{dep}_{\operatorname{par}}(q)-1\right)}(q), \operatorname{par}^{\left(\operatorname{dep}_{\operatorname{par}}(q)\right)}(q)\right)\right\}$.
Thus, $P$ is the set of all the vertices on the path from $q$ to the root of $q$. And $w=$ $\operatorname{par}^{\left(\operatorname{dep}_{\mathrm{par}}(q)-1\right)}(q)$ when $\operatorname{dep}_{\mathrm{par}}(q) \geq 1$.

Lemma 32.5.11. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $q$ be a vertex in $V$. Let $\widehat{\text { par }}=$ RootChange(par, q) (Algorithm 32.9).
 if $\operatorname{par}^{(\infty)}(v)=\operatorname{par}^{(\infty)}(q)$ then $\widehat{\operatorname{par}}^{(\infty)}(v)=q$. Otherwise $\widehat{\operatorname{par}}^{(\infty)}(v)=\operatorname{par}^{(\infty)}(v) . \forall u \neq v \in$ $V, \operatorname{part}(v)=u \Leftrightarrow$ either $\widehat{\operatorname{par}}(v)=u$ or $\widehat{\operatorname{par}}(u)=v$. Furthermore, $\operatorname{dep}(\widehat{\operatorname{par}}) \leq 2 \operatorname{dep}($ par $)$.

Proof. For a vertex $v \in V$, if $\left\{u \mid i \in \mathbb{Z}_{\geq 0}, u=\operatorname{par}^{(i)}(v)\right\} \cap P=\emptyset$, then we have $\forall i \in$ $\mathbb{Z}_{\geq 0}, \operatorname{par}^{(i)}(v)=\widehat{\operatorname{par}^{(i)}}(v)$. According to Lemma 32.5.9, $P=\left\{u \in V \mid i \in \mathbb{Z}_{\geq 0}, \operatorname{par}^{(i)}(q)=u\right\}$. Then for all $v \in P \backslash\{q\}$, if $\operatorname{part}(u)=v$ then $\widehat{\operatorname{par}}(v)=u$. Thus, $\forall u \in P, \widehat{\operatorname{par}}^{(\infty)}(u)=q$. Let $i^{*}$ be the smallest number such that $\operatorname{par}^{\left(i^{*}\right)}(v) \in P$. Then $\widehat{\operatorname{par}}^{\left(i^{*}\right)}(v) \in P$. Thus, $\widehat{\operatorname{par}}^{(\infty)}(v)=$ $\widehat{\operatorname{par}}{ }^{(\infty)}\left(\widehat{\operatorname{par}}^{\left(i^{*}\right)}(v)\right)=q$. Furthermore, we have $\forall v \in V, \operatorname{dep}(\widehat{\operatorname{par}}) \leq \operatorname{dep}(\operatorname{par})+\operatorname{dep}_{\mathrm{par}}(q) \leq$ 2dep(par).

### 32.5.4 Spanning Forest Expansion

In this section, we give the definition of spanning forest. If we are given a spanning forest of a contracted graph and spanning trees of each contracted component, then we show a procedure which can merge them to get a spanning forest of the original graph. Before go to the details, let us formally define the spanning forest.

Definition 32.5.7 (Rooted Spanning Forest). Let $G=(V, E)$ be an undirected graph. Let par : $V \rightarrow V$ be a set of parent pointers which is compatible (Definition 32.4.4) with $G$. If $\forall u, v \in V, \operatorname{dist}_{G}(u, v)<\infty \Rightarrow \operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, and $\forall v \in V, \operatorname{part}(v) \neq v \Rightarrow$ $(v, \operatorname{part}(v)) \in E$, then we call par a rooted spanning forest of $G$.

The Algorithm 32.10 shows how to combine the spanning forest in the contracted graph with local spanning trees to get a spanning forest in the graph before contraction. Figure 32.1 shows an example.

Lemma 32.5.12. Let $G_{2}=\left(V_{2}, E_{2}\right)$ be an undirected graph. Let $\widetilde{\operatorname{par}}: V_{2} \rightarrow V_{2}$ be a set of parent pointers (See Definition 32.4.2) which satisfies that $\forall v \in V_{2}$ with $\widetilde{\operatorname{par}}(v) \neq v$, $(v, \widetilde{\operatorname{par}}(v))$ must be in $E_{2}$. Let $G_{1}=\left(V_{1}, E_{1}\right)$ be an undirected graph satisfies $V_{1}=\left\{v \in V_{2} \mid\right.$ $\widetilde{\operatorname{par}}(v)=v\}, E_{1}=\left\{(u, v) \in V_{1} \times V_{1} \mid u \neq v, \exists(x, y) \in E_{2}, \widetilde{\operatorname{par}^{(\infty)}}(x)=u, \widetilde{\operatorname{par}^{(\infty)}}(y)=v\right\}$. Let par : $V_{1} \rightarrow V_{1}$ be a rooted spanning forest (See Definition 32.5.7) of $G_{1}$. Let $f: V_{1} \times V_{1} \rightarrow$ $\{$ null $\} \cup\left(V_{2} \times V_{2}\right)$ satisfy the following property: for $u \neq v \in V_{1}$, if $\operatorname{part}(u)=v$, then $f(u, v) \in\left\{(x, y) \in E_{2} \mid \widetilde{\operatorname{par}}^{(\infty)}(x)=u, \widetilde{\operatorname{par}}^{(\infty)}(y)=v\right\}$, and $f(v, u) \in\left\{(x, y) \in E_{2} \mid\right.$ $\left.\widetilde{\operatorname{par}}{ }^{(\infty)}(x)=v, \widetilde{\operatorname{par}}{ }^{(\infty)}(y)=u\right\}$. Let $\widehat{\operatorname{par}}=$ FORESTEXPANSION $($ par, $\widetilde{\operatorname{par}}, f)$. Then $\widehat{\operatorname{par}}: V_{2} \rightarrow$ $V_{2}$ is a rooted spanning forest of $G_{2}$. In addition, $\operatorname{dep}(\widehat{\operatorname{par}}) \leq(2 \cdot \operatorname{dep}(\widetilde{\operatorname{par}})+1)(\operatorname{dep}(\operatorname{par})+1)$.

Proof. Let $x, y \in V_{2}, u=\widetilde{\operatorname{par}^{(\infty)}}(x), v=\widetilde{\operatorname{par}^{(\infty)}}(y) \in V_{1}$ if $\operatorname{dist}_{G_{2}}(x, y)<\infty$, then since $E_{1}=\left\{\left(u^{\prime}, v^{\prime}\right) \in V_{1} \times V_{1} \mid u^{\prime} \neq v^{\prime}, \exists\left(x^{\prime}, y^{\prime}\right) \in E_{2}, \widetilde{\operatorname{par}}{ }^{(\infty)}\left(x^{\prime}\right)=u^{\prime}, \widetilde{\operatorname{par}}^{(\infty)}\left(y^{\prime}\right)=v^{\prime}\right\}$, it must be true that $\operatorname{dist}_{G_{1}}(u, v)<\infty$. Since par is a spanning forest of $G_{1}$, we have $\operatorname{par}^{(\infty)}(u)=$ $\operatorname{par}^{(\infty)}(v)$. It suffices to say $\forall x \in V_{2}, \widehat{\operatorname{par}}^{(\infty)}(x)=\operatorname{par}^{(\infty)}\left(\widetilde{\operatorname{par}}^{(\infty)}(x)\right)$. We can prove it by
 this case, we have $\widehat{\operatorname{par}}^{(\infty)}(x)=\widetilde{\operatorname{par}}^{(\infty)}(x)=u=\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}\left(\widetilde{\operatorname{par}}^{(\infty)}(x)\right)$, and also we have $\operatorname{dep}_{\widetilde{\mathrm{par}}}(x)=\operatorname{dep}_{\widetilde{\mathrm{par}}}(x)$. Now suppose for all $x \in V_{2}$ with $\operatorname{dep}_{\mathrm{par}}(\widetilde{\operatorname{par}}(\infty)(x)) \leq i-1$, it has $\widehat{\operatorname{par}}^{(\infty)}(x)=\operatorname{par}^{(\infty)}\left(\widetilde{\operatorname{par}}{ }^{(\infty)}(x)\right)$ and $\operatorname{dep}_{\widehat{\operatorname{par}}}(x) \leq i \cdot(2 \operatorname{dep}(\widetilde{\operatorname{par}})+1)$. Let $y \in V_{2}$ satisfy $\operatorname{dep}_{\mathrm{par}}(\widetilde{\operatorname{par}}(\infty)(y))=i$. Let $v=\widetilde{\operatorname{par}^{(\infty)}}(y)$. By line 8 and the properties of $f$, we know $\widetilde{\operatorname{par}}^{(\infty)}\left(x_{v}\right)=v$, and $\widetilde{\operatorname{par}}{ }^{(\infty)}\left(y_{v}\right)=\operatorname{part}(v)$. By line 9, line 10 and Lemma 32.5.11, we have $\widehat{\operatorname{par}}_{v}^{(\infty)}(y)=x_{v}, \widehat{\operatorname{par}}\left(x_{v}\right)=y_{v}$. Thus, there must be $k \leq 2 \operatorname{dep}_{\widehat{\mathrm{par}}}(y)$ such that $\widehat{\operatorname{par}}^{(k)}(y)=x_{v}$. Since $\widehat{\operatorname{par}}^{(\infty)}\left(y_{v}\right)=\operatorname{par}^{(\infty)}(v)$ and $\operatorname{dep}_{\widehat{\operatorname{par}}}\left(y_{v}\right) \leq i \cdot(2 \operatorname{dep}(\widetilde{\operatorname{par}})+1)$, we have $\widehat{\operatorname{par}}^{(\infty)}(y)=$ $\operatorname{par}^{(\infty)}(v)=\operatorname{par}^{(\infty)}\left(\widetilde{\operatorname{par}}{ }^{(\infty)}(y)\right)$ and $\operatorname{dep}_{\widehat{\operatorname{par}}}(y) \leq(i+1) \cdot(2 \operatorname{dep}(\widetilde{\operatorname{par}})+1)$.

In addition, by the properties of $f$ and Lemma 32.5.11, $\forall v \in V_{2}$ with $\widehat{\operatorname{par}}(v) \neq v$, we have $(v, \widehat{\operatorname{par}}(v)) \in E_{2}$. To conclude, $\widehat{\operatorname{par}}: V_{2} \rightarrow V_{2}$ is a spanning forest of $G_{2}$, and $\operatorname{dep}(\widehat{\operatorname{par}}) \leq(\operatorname{dep}(\operatorname{par})+1)(2 \operatorname{dep}(\widetilde{\operatorname{par}})+1)$.

### 32.5.5 Spanning Forest Algorithm

In this section, we show how to apply the ideas shown in connectivity algorithm to get an spanning forest algorithm. Algorithm 32.11 can output a spanning forest of a graph $G$, but the edges are not orientated. Then in the Algorithm 32.12, we assign each forest edge an direction thus it is a rooted spanning forest.

Before we prove the correctness of the algorithms, let us briefly introduce the meaning of each variables appeared in the algorithms.

In Algorithm 32.11, $G_{0}$ is the original input graph, for $i \in\{0\} \cup[r-1], G_{i}^{\prime}$ is obtained by deleting all the small size connected components in $G_{i}$, and $G_{i+1}$ is obtained by contracting some vertices of $G_{i}^{\prime}$. For a vertex $v$ in graph $G_{i}$, if $h_{i}(v)=$ null, then it means that the connected component which contains $v$ is deleted when obtaining $G_{i}^{\prime}$. If $h_{i}(v) \neq$ null, it means that the vertex $v$ is contracted to the vertex $h_{i}(v)$ when obtaining $G_{i+1}$. $\operatorname{par}_{i}$ is a rooted forest (may not be spanning) in graph $G_{i}$, if a tree from the forest is spanning in $G_{i}$, then all the vertex in that tree will be deleted when obtaining $G_{i}^{\prime}$. Otherwise all the vertices in that tree will be contracted to the root, and the root will be one of the vertex in $G_{i+1}$. Since each connected component in $G_{i+1}$ is obtained by contraction of some vertices in a connected component in $G_{i}$, each edge in $G_{i+1}$ must correspond to an edge in $G_{i}$ where the end vertices of the edge are contracted to different vertices. Thus, each edge in $G_{i}$ should correspond to an edge in $G$, and $g_{i}: E_{i} \rightarrow E$ records the such correspondence. $D_{i}$ records the edges added to the spanning forest $F$ in the $i^{\text {th }}$ round. For each vertex $v$ in graph $G_{i}$, $\widetilde{T}_{i}(v)$ is a local shortest path tree (See definition 32.5.1) which is either with a large size or is a spanning tree in the component of $v . L_{i}$ is a set of random leaders in $G_{i}^{\prime}$ such that in each local shortest path tree $\widetilde{T}_{i}(v)$, there is at least one leader shown in the tree. The following
lemmas formally state the properties of the algorithm.

Lemma 32.5.13. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If SpanningForest $(G, m, r)$ (Algorithm 32.11) does not return FAIL, then $\operatorname{diam}(G)=\operatorname{diam}\left(G_{0}\right) \geq \operatorname{diam}\left(G_{0}^{\prime}\right) \geq \operatorname{diam}\left(G_{1}\right) \geq \operatorname{diam}\left(G_{1}^{\prime}\right) \geq \cdots \geq$ $\operatorname{diam}\left(G_{r}\right)$.

Proof. By property 3 of Lemma 32.5.3, $\forall[i] \in\{0\} \cup[r-1]$, there is no edge between $V_{i} \backslash V_{i}^{\prime}$ and $V_{i}^{\prime}$. Thus, $\operatorname{diam}\left(G_{i}^{\prime}\right) \leq \operatorname{diam}\left(G_{i}\right)$. Then due to property 1 of Corollary 32.4.8, we have $\operatorname{diam}\left(G_{i+1}\right) \leq \operatorname{diam}\left(G_{i}^{\prime}\right)$.

Lemma 32.5.14. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If SpanningForest ( $G, m, r$ ) (Algorithm 32.11) does not return $F A I L$, then $\forall i \in\{0\} \cup[r-1], \operatorname{dep}\left(\operatorname{par}_{i}\right) \leq \min \left(\operatorname{diam}(G),\left\lfloor\left(m / n_{i}\right)^{1 / 2}\right\rfloor\right)$.

Proof. Let $v \in V_{i}$. If $v \in V_{i} \backslash V_{i}^{\prime}$, then due to property 3 of Lemma 32.5.3, we have $V_{\widetilde{T}_{i}(v)}=$ $V_{\widetilde{T}_{i}\left(u_{v}\right)}$. Due to Lemma 32.5.13 and Lemma 32.5.3, we have $\operatorname{dep}_{\operatorname{par}_{i}}(v) \leq \operatorname{dep}\left(\widetilde{T}_{i}\left(u_{v}\right)\right) \leq$ $\min \left(\operatorname{diam}(G),\left\lfloor\left(m / n_{i}\right)^{1 / 2}\right\rfloor\right)$. For $v \in V_{i}$, we define $\operatorname{dist}_{G_{i}}\left(v, L_{i}\right)=\min _{u \in L_{i}} \operatorname{dist}_{G_{i}}(v, u)$. By Lemma 32.5.3, we know $\operatorname{dist}_{G_{i}}\left(v, L_{i}\right)=\operatorname{dist}_{G_{i}}\left(v, z_{i}(v)\right)$. Since $\widetilde{T}_{i}(v)$ is a LSPT (See Definition 32.5.1), by applying Lemma 32.5.9, we know $\operatorname{dist}_{G_{i}}\left(v, L_{i}\right)=\operatorname{dist}_{G_{i}}\left(w_{i}(v), L_{i}\right)+1$, and $\left(v, w_{i}(v)\right) \in E_{i}$. Thus, by induction on $\operatorname{dist}_{G_{i}}\left(v, L_{i}\right)$, we can get $\operatorname{dep}_{\operatorname{par}_{i}}(v) \leq \operatorname{dist}_{G_{i}}\left(v, L_{i}\right)$. By Lemma 32.5.13 and Lemma 32.5.3, we can conclude $\operatorname{dep}\left(\operatorname{par}_{i}\right)(v) \leq \min \left(\operatorname{diam}(G),\left\lfloor\left(m / n_{i}\right)^{1 / 2}\right\rfloor\right)$.

Lemma 32.5.15. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If SpanningForest $(G, m, r)$ (Algorithm 32.11) does
not return FAIL, then $\forall i \in\{-1,0\} \cup[r-1]$, we can define

$$
\forall v \in V, h^{(i)}(v)= \begin{cases}v & i=-1 \\ h_{i}\left(h^{(i-1)}(v)\right) & h^{(i-1)}(v) \neq \text { null } \\ \text { null } & \text { otherwise }\end{cases}
$$

Then we have following properties:

1. If $h^{(i)}(v) \neq$ null, then $h^{(i)}(v) \in V_{i+1}$.
2. $\forall u, v \in V, h^{(i)}(u) \neq h^{(i)}(v),(u, v) \in E$, we have $\left(h^{(i)}(u), h^{(i)}(v)\right) \in E_{i+1}$.
3. $\forall(x, y) \in E_{i+1},(u, v)=g_{i+1}(x, y)$, we have $(u, v) \in E, h^{(i)}(u)=x, h^{(i)}(v)=y$.

Proof. For property 1, we can prove it by induction. It is true for $i=-1$. If $h_{0}(v) \neq$ null, we know $h_{0}(v)$ must be assigned at line 19. Due to property 2 of Lemma 32.4.6, $h_{0}(v) \in V_{1}$. Suppose $\forall v \in V, h^{(i-1)}(v) \neq$ null, we have $h^{(i-1)}(v) \in V_{i}$. For a vertex $v$ with $h^{(i)}(v) \neq$ null, according to the definition of $h^{(i)}(v)$, we know $h^{(i-1)}(v) \neq$ null. Let $u=h^{(i-1)}(v)$. u must be a vertex in $G_{i}$ by the induction hypothesis. Since $h^{(i)}(v) \neq$ null, we know $h_{i}(u) \neq$ null. Thus, $h_{i}(u)$ must be assigned at line 19. Due to property 2 of Lemma 32.4.6, $h_{i}(u)$ must be in $G_{i+1}$, which implies $h^{(i)}(v) \in V_{i+1}$.

For property 2 , we can also prove it by induction. It is true for $i=-1$. If $(u, v) \in E$, then due to property 3 of Lemma 32.5.3, either both $u, v$ are in $V_{0}^{\prime}$ or both $u, v$ are in $V_{0} \backslash V_{0}^{\prime}$. If both $u, v$ are in $V_{0} \backslash V_{0}^{\prime}$, then $h_{0}(u)=h_{0}(v)=$ null. Otherwise, if $h_{0}(u) \neq h_{0}(v)$, then due to property 3 of Lemma 32.4.6, $\left(h_{0}(u), h_{0}(v)\right) \in E_{1}$. Now suppose we have $\forall u, v \in V$, if $h^{(i-1)}(u) \neq h^{(i-1)}(v),(u, v) \in E$, then $\left(h^{(i-1)}(u), h^{(i-1)}(v)\right) \in E_{i}$. Let $(u, v) \in E, h^{(i)}(u) \neq$ $h^{(i)}(v)$. Let $x=h^{(i-1)}(u), y=h^{(i-1)}(v)$. Due to property 3 of Lemma 32.5.3, either both $x, y$
are in $V_{i}^{\prime}$ or both are in $V_{i} \backslash V_{i}^{\prime}$. If $x, y \in V_{i} \backslash V_{i}^{\prime}$, then $h_{i}(x)=h_{i}(y)=$ null which contradicts to $h^{(i)}(u) \neq h^{(i)}(v)$. Thus, both of $x, y \in V_{i}^{\prime}$. Then due to property 3 of Lemma 32.4.6, $\left(h_{i}(x), h_{i}(v)\right) \in E_{i+1}$. Thus, $\left(h^{(i)}(u), h^{(i)}(v)\right) \in E_{i+1}$.

For property 3, we can prove it by induction. It is true for $i=-1$. Let us consider the case when $i=0$. Due to property 3 of Lemma 32.4.6 and the definition of $g_{0}, g_{1}$, we have $\forall(x, y) \in E_{1},(u, v)=g_{1}(x, y), h_{0}(u)=x, h_{0}(v)=y,(u, v) \in E$. Now suppose the property holds for $i-1$. Let $(x, y) \in E_{i+1}$. Then $g_{i+1}(x, y)=g_{i}\left(x^{\prime}, y^{\prime}\right)$ for some $\left(x^{\prime}, y^{\prime}\right) \in E_{i}, h_{i}\left(x^{\prime}\right)=$ $x, h_{i}\left(y^{\prime}\right)=y$. Let $(u, v)=g_{i}\left(x^{\prime}, y^{\prime}\right)$. By the induction hypothesis $(u, v) \in E, h^{(i-1)}(u)=$ $x^{\prime}, h^{(i-1)}(v)=y^{\prime}$. Thus, $h^{(i)}(u)=x, h^{(i)}(v)=y$.

Lemma 32.5.16. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If SpanningForest $(G, m, r)$ (Algorithm 32.11) does not return $F A I L$, then $\forall i \in\{-1,0\} \cup[r-1]$, we can define

$$
\forall v \in V, h^{(i)}(v)= \begin{cases}v & i=-1 \\ h_{i}\left(h^{(i-1)}(v)\right) & h^{(i-1)}(v) \neq \text { null } \\ \text { null } & \text { otherwise }\end{cases}
$$

Let $\forall i \in\{0\} \cup[r], \widehat{G}_{i}=\left(V_{i}, \widehat{E}_{i}=\left\{(x, y) \mid(u, v) \in \bigcup_{j=i}^{r-1} D_{j}, h^{(j-1)}(u)=x, h^{(j-1)}(v)=y\right\}\right)$. Then $\widehat{G}_{i}$ is a spanning forest of $G_{i}$.

Proof. The proof is by induction. When $i=r$, since $V_{r}=\emptyset, \widehat{G}_{r}=(\emptyset, \emptyset)$ is a spanning forest of $G_{r}$. Now suppose $\widehat{G}_{i+1}$ is a spanning forest of $G_{i+1}$. Let $u, v \in V_{i}$. By property 2,3 of Lemma 32.5.15, we have $\widehat{E}_{i} \subseteq E_{i}$. Thus, if $\operatorname{dist}_{G_{i}}(u, v)=\infty$, then $\operatorname{dist}_{\widehat{G}_{i}}(u, v)=\infty$. If $\operatorname{dist}_{G_{i}}(u, v)<\infty$, there are several cases:

1. If $h_{i}(u)=h_{i}(v)=$ null, then due to line 10 , we know $u_{u}=u_{v}$, and $\widetilde{T}_{i}\left(u_{v}\right)$ is a spanning tree of the component which contains $u, v$. Thus, $\widehat{G}_{i}$ has a spanning tree of the component which contains $u, v$.
2. If $h_{i}(u)=h_{i}(v) \neq$ null, then $\operatorname{par}_{i}:\left\{x \in V_{i} \mid h_{i}(x)=h_{i}(v)\right\} \rightarrow\left\{x \in V_{i} \mid h_{i}(x)=h_{i}(v)\right\}$ is a tree, and $\forall y \in\left\{x \in V_{i} \mid h_{i}(x)=h_{i}(v)\right\}$, if $\operatorname{par}_{i}(y) \neq y$, then $\left(y, \operatorname{par}_{i}(y)\right) \in \widehat{E}_{i}$. Since $\widehat{G}_{i+1}$ does not have any cycle, there is a unique path from $u$ to $v$ in $\widehat{G}_{i}$.
3. If $h_{i}(u) \neq h_{i}(v)$, then neither of them can be null. Since $\widehat{G}_{i+1}$ is a spanning forest on $G_{i+1}$, there must be a unique path from $h_{i}(u)$ to $h_{i}(v)$ in $\widehat{G}_{i+1}$. Suppose the path in $\widehat{G}_{i+1}$ is $h_{i}(u)=p_{1}-p_{2}-\cdots-p_{t}=h_{i}(v)$. Then there must be a sequence of vertices in $G_{i}, u=p_{1,1}, p_{1,2}, p_{2,1}, p_{2,2}, \cdots, p_{t, 1}, p_{t, 2}=v$ such that $h_{i}\left(p_{j, 1}\right)=h_{i}\left(p_{j, 2}\right)=p_{j}$ and $\left(p_{j-1,2}, p_{j, 1}\right) \in \widehat{E}_{i}$. Thus, there is a unique path from $u$ to $v$.

Thus, $\widehat{G}_{i}$ is a spanning forest of $G_{i}$.

Corollary 32.5.17 (Correctness of Algorithm 32.11). Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If $\operatorname{SpAnningForest}(G, m, r)$ (Algorithm 32.11) does not return FAIL, then $\widehat{G}_{0}=(V, F)$ is a spanning forest of $G$.

Proof. Just apply Lemma 32.5 .16 for $i=0$ case.

Lemma 32.5.18. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If SpanningForest $(G, m, r)$ (Algorithm 32.11) does
not return FAIL, then $\forall i \in\{-1,0\} \cup[r-1]$, we can define

$$
\forall v \in V, h^{(i)}(v)= \begin{cases}v & i=-1 \\ h_{i}\left(h^{(i-1)}(v)\right) & h^{(i-1)}(v) \neq \text { null } \\ \text { null } & \text { otherwise }\end{cases}
$$

$\forall i \in\{0\} \cup[r-1], v \in V_{i}$ with $\operatorname{par}_{i}(v) \neq v$, there exists $(x, y) \in F$ such that $h^{(i-1)}(x)=$ $v, h^{(i-1)}(y)=\operatorname{par}_{i}(v)$.

Proof. By line 11, line 19, $\forall i \in\{0\} \cup[r-1], v \in V_{i}, \operatorname{par}_{i}(v) \neq v$, we have $g_{i}\left(v, \operatorname{par}_{i}(v)\right), g_{i}\left(\operatorname{par}_{i}(v), v\right) \in$ $D_{i} \subseteq F$. Since $\left(\operatorname{par}_{i}(v), v\right) \in E_{i}$, by property 3 of Lemma 32.5.15, $(x, y)=g_{i}\left(v, \operatorname{par}_{i}(v)\right)$ satisfies $h^{(i-1)}(x)=v, h^{(i-1)}(y)=\operatorname{par}_{i}(v)$.

Theorem 32.5.19 (Correctness of Algorithm 32.12). Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. If $\operatorname{SpAnNingForest}(G, m, r)$ (Algorithm 32.11) does not return FAIL, then let the output be the input of Orientate (•), (Algorithm 32.12) and the output par : $V \rightarrow V$ of $\operatorname{Orientate}(\cdot)$ will be a rooted spanning forest (See Definition 32.5.7) of $G$. Furthermore, $\operatorname{dep}(\operatorname{par}) \leq O(\operatorname{diam}(G))^{r}$.

Proof. The proof is by induction. We want to show $\widehat{\operatorname{par}}_{i}$ is a rooted spanning forest of $G_{i}$. When $i=r$, since $V_{r}=\emptyset$, the claim is true. Now suppose we have $\widehat{\operatorname{par}}_{i+1}$ is a spanning forest of $G_{i+1}$. Let $\widetilde{G}_{i+1}=\left(\widetilde{V}_{i+1}, E_{i+1}\right)$. It is easy to see $\widetilde{\operatorname{par}}_{i+1}: \widetilde{V}_{i+1} \rightarrow \widetilde{V}_{i+1}$ is a spanning forest of $\widetilde{G}_{i+1}$. An observation is $\widetilde{V}_{i+1}=\left\{v \in V_{i} \mid \operatorname{par}_{i}(v)=v\right\}$. Thus, $\widetilde{\operatorname{par}}_{i+1}, \operatorname{par}_{i}$ satisfies the condition in Lemma 32.5.12 when invoking ForestExpansion $\left(\widetilde{\operatorname{par}}_{i+1}, \operatorname{par}_{i}, f_{i+1}\right)$. By Lemma 32.5.18, we know $f_{i+1}$ also satisfies the condition in Lemma 32.5.12 when we invoke $\operatorname{FORESTEXPANSION}\left(\widetilde{\operatorname{par}}_{i+1}, \operatorname{par}_{i}, f_{i+1}\right)$. Thus, $\widehat{\operatorname{par}}_{i}$ is a rooted spanning forest of $G_{i}$ due to Lemma 32.5.12.

By Lemma 32.5.12, we have $\operatorname{dep}\left(\widehat{\operatorname{par}}_{i}\right) \leq 16 \operatorname{dep}\left(\widehat{\operatorname{par}}_{i+1}\right) \operatorname{diam}(G)$. By induction, we have $\operatorname{dep}(\operatorname{par}) \leq O(\operatorname{diam}(G))^{r}$.

Lemma 32.5.20. Let $G=(V, E)$ be an undirected graph, $m$ be a parameter which is at least $16|V|$, and $r \leq n$ be a round parameter. If $\operatorname{SpAnNingForest}(G, m, r)$ (Algorithm 32.11) does not return FAIL, then with probability at least 0.89, $\sum_{i=0}^{r} n_{i} \leq 40 n$.

Proof. Since $V_{r} \subseteq V_{r-1} \subseteq \cdots \subseteq V_{0}=V$, we have $n_{r} \leq n_{r-1} \leq n_{r-2} \leq \cdots \leq n$. Due to line 14 , line 15 and line 17 , we know $\forall i \in\{0\} \cup[r-1]$, $V_{i+1}=L_{i}$. If $p_{i}<1 / 2$, we know $p_{i}=(30 \log (n)+100) / \gamma_{i}$. Since $\left|V_{\widetilde{T}_{i}}(v)\right| \geq \gamma_{i}$, we can apply Lemma 32.4.3 to get $\operatorname{Pr}\left(\left|L_{i}\right| \leq 1.5 p_{i} n_{i}\right) \geq \operatorname{Pr}\left(\left|L_{i}\right| \leq 0.75 n_{i}\right) \geq 1-1 /(100 n)$. By taking union bound over all $i \in\{0\} \cup[r-1]$, with probability at least 0.99 , if $p_{i}<0.5$, then $n_{i+1} \leq 0.75 n_{i}$. By applying Lemma 32.4.4, condition on $n_{i}$ and $p_{i}=\frac{1}{2}$, we have $\mathbb{E}\left(n_{i+1}\right) \leq 0.75 n_{i}$. By Markov's inequality, with probability at 0.89 , we have $\sum_{i=0}^{r} n_{i} \leq 40 n$.

Now let us define the total iterations of Algorithm 32.11 as the following:

Definition 32.5.8 (Total iterations). Let graph $G=(V, E), m \leq \operatorname{poly}(|V|)$ be a parameter which is at least $16|V|$, and $r$ be a rounds parameter. The total number of iterations of $\operatorname{SpanningForest}(G, m, r)$ (Algorithm 32.11) is defined as $\sum_{i=0}^{r-1}\left(k_{i}+k_{i}^{\prime}\right)$, where $\forall i \in\{0\} \cup[r-1], k_{i}$ denotes the number of iterations (See Definition 32.5.5) of $\operatorname{MultipleLargeTrees}\left(G_{i}, m\right)$ (see line 8), and $k_{i}^{\prime}$ denotes the number of iterations (See Definition 32.4.5) of TreeContraction $\left(G_{i}^{\prime}, \operatorname{par}_{i}\right)$ (see line 17).

Theorem 32.5.21 (Success probability of Algorithm 32.11). Let $G=(V, E)$ be an undirected graph. Let $m \leq \operatorname{poly}(n)$ and $m \geq 16|V|$. Let $r$ be a rounds parameter. Let $c>0$
be a sufficiently large constant. If $r \geq c \log \log _{m / n} n$, then with probability at least 0.79 , SpanningForest $(G, m, r)$ (Algorithm 32.11) does not return FAIL. Furthermore, let $\forall i \in$ $\{0\} \cup[r-1], k_{i}$ be the number of iterations (See Definition 32.5.5) of MultipleLargeTrees $\left(G_{i}, m\right)$ and $k_{i}^{\prime}$ be the number of iterations (See Definition 32.4.5) of TreeContraction $\left(G_{i}^{\prime}, \operatorname{par}_{i}\right.$ : $\left.V_{i}^{\prime} \rightarrow V_{i}^{\prime}\right)$. Let $c_{1}>0$ be a sufficiently large constant. If $m \geq c_{1} n \log ^{8} n$, then with probability at least $0.99, \sum_{i=0}^{r-1} k_{i}+k_{i}^{\prime} \leq O\left(\min \left(\log (\operatorname{diam}(G)) \log _{\log }^{\operatorname{diam}(G)}(n), r \log (\operatorname{diam}(G))\right)\right)$. If $m<c_{1} n \log ^{8} n$, then with probability at least $0.98, \sum_{i=0}^{r-1} k_{i}^{\prime}+k_{i} \leq O(\min (\log (\operatorname{diam}(G))$ $\left.\left.\log \log _{\operatorname{diam}(G)}(n)+(\log \log n)^{2}, r \log (\operatorname{diam}(G))\right)\right)$.

Proof. Due to Lemma 32.5.20, with probability at last 0.89 , we have $\forall i \in[r], n_{i}^{\prime} \leq 40 n$. Thus, we can condition on that $\operatorname{SpanningForest}(G, m, r)$ will not fail on line 21.

Due to Lemma 32.5.6, $k_{i} \leq O\left(\log \left(\operatorname{diam}\left(G_{i}\right)\right)\right) \leq O(\log (\operatorname{diam}(G)))$. Due to Corollary 32.4.8 and Lemma 32.5.14, $k_{i}^{\prime} \leq O(\log (\operatorname{diam}(G)))$. Thus, $\sum_{i \in\{0\} \cup[r-1]} k_{i}^{\prime}+k_{i} \leq O(r \log (\operatorname{diam}(G)))$.

Since $V_{r} \subseteq V_{r-1} \subseteq V_{r-2} \subseteq \cdots \subseteq V_{0}=V$, we have $n_{r} \leq n_{r-1} \leq n_{r-2} \leq \cdots \leq n$. Due to line 14 , line 15 and line 17 , we know $\forall i \in\{0\} \cup[r-1]$, $V_{i+1}=L_{i}$. If $p_{i}<1 / 2$, we know $p_{i}=(30 \log (n)+100) / \gamma_{i}$. Since $\left|V_{\widetilde{T}_{i}}(v)\right| \geq \gamma_{i}$, we can apply Lemma 32.4.3 to get $\operatorname{Pr}\left(\left|L_{i}\right| \leq 1.5 p_{i} n_{i}\right) \geq 1-1 /(100 n)$. By taking union bound over all $i \in\{0\} \cup[r-1]$, with probability at least 0.99 , if $p_{i}<0.5$, then $n_{i+1} \leq 1.5 p_{i} n_{i} \leq 0.75 n_{i}$. Let $\mathcal{E}$ be the event that $\forall i \in\{0\} \cup[r-1]$, if $p_{i}<0.5$, then $n_{i+1} \leq 1.5 p_{i} n_{i}$. Now, we suppose $\mathcal{E}$ happens.

If $p_{0}=0.5$, then $m \leq n \cdot(600 \log n)^{8}$. By applying Lemma 32.4.4, $\mathbb{E}\left(n_{i+1}\right)=\mathbb{E}\left(\left|L_{i}\right|\right) \leq$ $0.75 \mathbb{E}\left(n_{i}\right) \leq \cdots \leq 0.75^{i+1} n$. By Markov's inequality, when $i^{*} \geq 8 \log (6000 \log n) / \log (4 / 3)$, with probability at least $0.99, n_{i^{*}} \leq n /(600 \log n)^{8}$ and thus $p_{i^{*}}<0.5$. Condition on this
event and $\mathcal{E}$, we have

$$
\begin{aligned}
n_{r} & \leq \frac{\left(\frac{\left(\frac{n_{i *}^{1.25}}{m_{0.25}(45 \log n+150)}\right)^{1.25}}{m^{0.25}}(45 \log n+150)\right)^{\cdots}}{\cdots} \quad \quad \quad \text { (Apply } r^{\prime}=r-i^{*} \text { times) } \\
& =n_{i^{*}} /\left(m / n_{i^{*}}\right)^{1.25^{r^{\prime}}-1} \cdot(45 \log n+150)^{4 \cdot\left(1.25^{r^{\prime}}-1\right)} \\
& \leq n /\left(m /\left(n_{i^{*}}(45 \log n+150)^{4}\right)\right)^{1.25^{r^{\prime}-1}} \\
& \leq n /\left(m /\left(n_{i^{*}}(45 \log n+150)^{4}\right)\right)^{1.25^{r^{\prime} / 2}} \leq n /(m / n)^{1.25^{r^{\prime} / 2}} \leq 1 / 2,
\end{aligned}
$$

where the second inequality follows by $n_{i^{*}} \leq n$, the third inequality follows by $r^{\prime} \geq 5$, the forth inequality follows by $n_{i^{*}} \leq n /(600 \log n)^{8}$, and the last inequality follows by $r^{\prime} \geq \frac{2}{\log 1.25} \log \log _{m / n}(2 n)$. Since $16 n \leq m \leq n \cdot(600 \log n)^{8}, \log \log _{m / n} n=\Theta(\log \log n)$. Let $c>0$ be a sufficiently large constant. Thus, when $r \geq c \log \log _{m / n} n \geq i^{*}+r^{\prime}=$ $8 \log (6000 \log n) / \log (4 / 3)+\frac{2}{\log 1.25} \log \log _{m / n}(2 n)$, with probability at least $0.98, n_{r}=0 \mathrm{im}-$ plies that $\operatorname{SpanningForest}(G, m, r)$ will not fail. Due to Lemma 32.5.6, we have $k_{i} \leq$
$O\left(\min \left(\log \left(m / n_{i}\right), \log (\operatorname{diam}(G))\right)\right)$.Thus,

$$
\begin{aligned}
& \sum_{i=0}^{r-1} k_{i} \\
= & \sum_{i=0}^{i^{*}} k_{i}+\sum_{i=i^{*}+1}^{r-1} k_{i} \\
\leq & O\left((\log \log n)^{2}\right)+\sum_{i=i^{*}+1}^{r-1} k_{i} \\
\leq & O\left((\log \log n)^{2}\right)+\sum_{i: i \geq i^{*}+1, m / n_{i} \leq \operatorname{diam}(G)} k_{i}+\sum_{i: i \leq r, m / n_{i}>\operatorname{diam}(G)} k_{i} \\
\leq & O\left((\log \log n)^{2}\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{2}(\operatorname{diam}(G)) 7\right.} \log \left(2^{1.25^{i}}\right)\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{\operatorname{diam}(G)}(m)\right\rceil} \log (\operatorname{diam}(G))\right) \\
\leq & O\left((\log \log n)^{2}\right)+O(\log (\operatorname{diam}(G)))+O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right) \\
\leq & O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)+(\log \log (n))^{2}\right),
\end{aligned}
$$

where the first inequality follows by $i^{*}=O(\log \log n)$ and $\forall i \leq\left[i^{*}\right], m / n_{i} \leq \operatorname{poly}(\log n)$, the third inequality follows by $m / n_{i+1} \geq\left(m / n_{i}\right)^{1.25} /(45 \log n+100) \geq\left(m / n_{i}\right)^{1.125}$. Due to Corollary 32.4.8 and Lemma 32.5.14, we also have $k_{i}^{\prime} \leq O\left(\min \left(\log \left(m / n_{i}\right), \log (\operatorname{diam}(G))\right)\right)$. Then, by the same argument, we have $\sum_{i=0}^{r-1} k_{i}^{\prime}=O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)+(\log \log (n))^{2}\right)$.

If $m>n \cdot(600 \log n)^{8}$, then $\forall i \in\{0\} \cup[r-1]$, we have $p_{i}<0.5$. Since $\mathcal{E}$ happens.

We have:

$$
\begin{aligned}
n_{r} & \leq \frac{\left(\frac{\left(\frac{n^{1.25}}{m^{0.25}}(45 \log n+150)\right)^{1.25}}{m^{0.25}}(45 \log n+150)\right)}{\cdots} \\
& =\frac{n^{1.25^{r}}}{m^{1.25^{r}-1}}(45 \log n+150)^{4 \cdot\left(1.25^{r}-1\right)} \\
& =n /(m / n)^{1.25^{r}-1} \cdot(45 \log n+150)^{4 \cdot\left(1.25^{r}-1\right)} \\
& =n /\left(m /\left(n(45 \log n+150)^{4}\right)\right)^{1.25^{r}-1} \\
& \leq n /\left(m /\left(n(45 \log n+150)^{4}\right)\right)^{1.25^{r / 2}} \\
& \leq n /\left(m /\left(n(200 \log n)^{4}\right)\right)^{1.25^{r / 2}} \\
& \leq \frac{1}{2},
\end{aligned}
$$

where the second inequality follows by $r \geq 5$, the third inequality follows by $45 \log n+150 \leq$ $200 \log n$, and the last inequality follows by

$$
r \geq c \log \log _{m / n} n \geq 2 \log _{1.25} \log _{(m / n)^{1 / 2}} 2 n \geq 2 \log _{1.25} \log _{m /\left(n(200 \log n)^{4}\right)} 2 n,
$$

for a sufficiently large constant $c>0$. Since $n_{r}$ is an integer, $n_{r}$ must be 0 when $n_{r} \leq 1 / 2$. SpanningForest $(G, m, r)$ will succeed with probability at least 0.99. Due to Lemma 32.5.6, we have $k_{i} \leq O\left(\min \left(\log \left(m / n_{i}\right), \log (\operatorname{diam}(G))\right)\right)$. Thus,

$$
\begin{aligned}
\sum_{i=0}^{r-1} k_{i} & \leq \sum_{m / n_{i} \leq \operatorname{diam}(G)} k_{i}+\sum_{m / n_{i}>\operatorname{diam}(G)} k_{i} \\
& \leq O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{2}(\operatorname{diam}(G))\right\rceil} \log \left(2^{1.25^{i}}\right)\right)+O\left(\sum_{i=0}^{\left\lceil\log _{1.25} \log _{\operatorname{diam}(G)}(m)\right\rceil} \log (\operatorname{diam}(G))\right) \\
& \leq O(\log (\operatorname{diam}(G)))+O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right),
\end{aligned}
$$

where the second inequality follows by $m / n_{i+1} \geq\left(m / n_{i}\right)^{1.25} /(45 \log n+100) \geq\left(m / n_{i}\right)^{1.125}$. Due to Corollary 32.4.8 and Lemma 32.5.14, we also have $k_{i}^{\prime} \leq O\left(\min \left(\log \left(m / n_{i}\right), \log (\operatorname{diam}(G))\right)\right)$. Then, by the same argument, we have $\sum_{i=0}^{r-1} k_{i}^{\prime}=O(\log (\operatorname{diam}(G)))+O\left(\log (\operatorname{diam}(G)) \log \log _{\operatorname{diam}(G)}(n)\right)$.

### 32.6 Depth-First-Search Sequence for Tree and Applications 32.6.1 Lowest Common Ancestor and Multi-Paths Generation

Given a rooted forest induced by par : $V \rightarrow V$ which is a set of parent pointers (See Definition 32.4.2) on $V$, and a set of $q$ queries $Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right) \mid u_{i}, v_{i} \in V\right\}$, we show an algorithm which can return a mapping lca : $Q \rightarrow(V \cup\{$ null $\}) \times(V \cup\{$ null $\}) \times$ $(V \cup\{$ null $\})$ such that $\forall\left(u_{i}, v_{i}\right) \in Q,\left(p, p_{u_{i}}, p_{v_{i}}\right)=\operatorname{lca}\left(u_{i}, v_{i}\right)$ satisfies the following properties:

1. If $\operatorname{par}^{(\infty)}\left(u_{i}\right)=\operatorname{par}^{(\infty)}\left(v_{i}\right)$, then $p$ is the lowest ancestor of $u_{i}$ and $v_{i}$. Otherwise $p=p_{u_{i}}=p_{v_{i}}=$ null.
2. Suppose $p \neq$ null. If $p \neq u_{i}$, then $p_{u_{i}}$ is an ancestor of $u_{i}$ and $\operatorname{part}\left(p_{u_{i}}\right)=p$. Otherwise, $p_{u_{i}}=$ null.
3. Suppose $p \neq$ null. If $p \neq v_{i}$, then $p_{v_{i}}$ is an ancestor of $v_{i}$ and $\operatorname{part}\left(p_{v_{i}}\right)=p$. Otherwise, $p_{v_{i}}=$ null.

Before we describe the algorithms, let us formally define ancestor and the lowest common ancestor.

Definition 32.6.1 (Ancestor). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. For $u, v \in V$, if $\exists k \in \mathbb{Z}_{\geq 0}$ such that $u=\operatorname{par}^{(k)}(v)$, then $u$ is an ancestor of $v$.

Definition 32.6.2 (Common ancestor and the lowest common ancestor). par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. For $u, v \in V$, if $w$ is an ancestor of $u$ and is also an ancestor of $v$, then $w$ is a common ancestor of $(u, v)$. If a common
ancestor $w$ of $(u, v)$ satisfies $\operatorname{dep}_{\mathrm{par}}(w) \geq \operatorname{dep}_{\mathrm{par}}(x)$ for any common ancestor $x$ of $(u, v)$, then $w$ is the lowest common ancestor (LCA) of $(u, v)$.

Definition 32.6.3 (Path between two vertices). par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. For $u, v \in V$, if $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, then the path from $u$ to $v$ is a sequence $\left(x_{1}, x_{2}, \cdots, x_{j}, x_{j+1}, \cdots x_{k}\right)$ such that $\forall i \neq i^{\prime} \in[k], x_{i} \neq$ $x_{i^{\prime}}, x_{1}=u, x_{k}=v, x_{j}$ is the lowest common ancestor of $(u, v), \forall i \in[j-1], \operatorname{part}\left(x_{i}\right)=x_{i+1}$, and $\forall i \in\{j+1, j+2, \cdots, k\}, \operatorname{part}\left(x_{i}\right)=x_{i-1}$.

The algorithm which can compute the lowest common ancestor is described in Algorithm 32.13.

Lemma 32.6.1. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\}$ be a set of $q$ pairs of vertices, and $\forall i \in[q], u_{i} \neq v_{i}$. Let lca $=\mathrm{LCA}($ par, $Q)$ (Algorithm 32.13). Then for any $(u, v) \in Q$, $\left(p, p_{u}, p_{v}\right)=\operatorname{lca}(u, v)$ satisfies the following properties:

1. If $\operatorname{par}^{(\infty)}(u) \neq \operatorname{par}^{(\infty)}(v)$, then $p=p_{u}=p_{v}=$ null.
2. If $u$ (or $v$ ) is the lowest common ancestor of $(u, v)$, then $p=u, p_{u}=$ null, $p_{v} \neq u$ is an ancestor of $v$ such that $\operatorname{part}\left(p_{v}\right)=u$ (or $p=v, p_{v}=$ null, $p_{u} \neq v$ is an ancestor of $u$ such that $\operatorname{part}\left(p_{u}\right)=v$.)
3. If neither $u$ nor $v$ is the lowest common ancestor of $(u, v)$ and $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, then $p$ is the lowest common ancestor of $(u, v), p_{u} \neq p$ is an ancestor of $u, p_{v} \neq p$ is an ancestor of $v$, and $\operatorname{part}\left(p_{u}\right)=\operatorname{part}\left(p_{v}\right)=p$.

Proof. According to Lemma 32.5.7, $r$ should be at most $\lceil\log (\operatorname{dep}(\operatorname{par})+1)\rceil$, $\operatorname{dep}_{\text {par }}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$, and $\forall i \in\{0\} \cup[r], v \in V g_{i}(v)=\operatorname{par}^{\left(2^{i}\right)}(v)$. Then property 1 follows by line 5 directly.

Then for all $(u, v) \in Q$ with $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, either $(u, v) \in Q^{\prime}$ or $(v, u) \in Q^{\prime}$. For each $(u, v) \in Q^{\prime}$, we have $\operatorname{dep}_{\mathrm{par}}(u) \geq \operatorname{dep}_{\mathrm{par}}(v)$. For all $(u, v) \in Q^{\prime}$, with $\operatorname{dep}_{\mathrm{par}}(u)>$ $\operatorname{dep}_{\mathrm{par}}(v)$, by induction we can prove that $\forall i \in\{0\} \cup[r-1],(x, y)=h_{i}(u, v)$ satisfies that $x$ is an ancestor of $u, y=v, \operatorname{dep}_{\mathrm{par}}(x)>\operatorname{dep}_{\mathrm{par}}(v)$ and $\operatorname{par}^{\left(2^{i}\right)}(x)$ is an ancestor of $v$. Thus, for $\left(p, p_{u}, p_{v}\right)=\operatorname{lca}(u, v)$, if $v$ is the lowest common ancestor of $u$, then we have $p=v, p_{u}=h_{0}(u), p_{v}=$ null. In this case, $h_{0}(u)$ is an ancestor of $u$, and $\operatorname{dep}_{\mathrm{par}}(u)=$ $\operatorname{dep}_{\mathrm{par}}(v)+1, \operatorname{part}\left(h_{0}(u)\right)=v$. Thus, property 2 holds.

For all $(u, v) \in Q$ with $\operatorname{par}^{(\infty)}(u)=\operatorname{par}^{(\infty)}(v)$, if neither $u$ nor $v$ is the lowest common ancestor of $(u, v)$, then we know either $(u, v)$ or $(v, u)$ is in $Q^{\prime \prime}$. Now let $(u, v) \in Q^{\prime \prime}$. We have $\operatorname{dep}_{\mathrm{par}}\left(h_{r}^{\prime}(u)\right)=\operatorname{dep}_{\mathrm{par}}\left(h_{r}^{\prime}(v)\right), h_{r}^{\prime}(u) \neq h_{r}^{\prime}(v)$, and $h_{r}^{\prime}(u), h_{r}^{\prime}(v)$ are ancestors of $u, v$ respectively. We can prove by induction to get $\forall i \in\{0\} \cup[r], h_{i}^{\prime}(u) \neq h_{i}^{\prime}(v)$ and $\operatorname{par}^{\left(2^{i}\right)}\left(h_{i}^{\prime}(u)\right)=$ $\operatorname{par}^{\left(2^{i}\right)}\left(h_{i}^{\prime}(v)\right)$ is a common ancestor of $(u, v)$. Thus, $p=\operatorname{part}\left(h_{0}^{\prime}(u)\right)=\operatorname{part}\left(h_{0}^{\prime}(v)\right)$ is the lowest common ancestor of $(u, v)$, and $\operatorname{dep}_{\mathrm{par}}\left(h_{0}^{\prime}(u)\right)=\operatorname{dep}_{\mathrm{par}}\left(h_{0}^{\prime}(v)\right)=\operatorname{dep}_{\mathrm{par}}(p)+1$. Since $p_{u}=h_{0}^{\prime}(u), p_{v}=h_{0}^{\prime}(v)$, property 3 holds.

In Algorithm 32.14, we show a generalization of Algorithm 32.8 such that we can find multiple vertex-to-ancestor paths simultaneously.

The following lemma claims the properties of the outputs of Algorithm 32.14. And the proof is similar to the proof of Lemma 32.5.9.

Lemma 32.6.2. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\} \subseteq V \times V$ satisfy $\forall j \in[q], v_{j}$ is an ancestor (See Definition 32.6.1) of $u_{j}$ in par. Let $\left(\operatorname{dep}_{\mathrm{par}},\left\{P_{j} \mid j \in[q]\right\}\right)=\operatorname{MultiPath}(\operatorname{par}, Q)$ (Algorithm 32.14). Then $\operatorname{dep}_{\mathrm{par}}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$ and $\forall j \in[q], P_{j} \subseteq V$ is the set of all vertices on the path from $u_{j}$ to $v_{j}$, i.e. $P_{j}=\{v \in$ $\left.V \mid \exists k_{1}, k_{2} \in \mathbb{Z}_{\geq 0}, v=\operatorname{par}^{\left(k_{1}\right)}\left(u_{j}\right), v_{j}=\operatorname{par}^{\left(k_{2}\right)}(v)\right\}$. Furthermore, $r$ should be at most $\lceil\log (\operatorname{dep}(\operatorname{par})+1)\rceil$.

Proof. By Lemma 32.5.7, since $\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=$ FindAncestors(par), we know $r$ should be at most $\lceil\log (\operatorname{dep}(\operatorname{par})+1)\rceil$, $\operatorname{dep}_{\text {par }}: V \rightarrow \mathbb{Z}_{\geq 0}$ records the depth of every vertex in $V$, and $\forall i \in\{0\} \cup[r], v \in V g_{i}(v)=\operatorname{par}^{\left(2^{i}\right)}(v)$.

For $j \in[q]$, let us prove that $P_{j}$ is the vertex set of all the vertices on the path from $u_{j}$ to its ancestor $v_{j}$. We use divide-and-conquer to get $P_{j}$. The following claim shows that $S_{j}^{(i)}$ is a set of segments which is a partition of the path from $u_{j}$ to $v_{j}$, and each segment has length at most $2^{r-i}$.

Claim 32.6.3. $\forall i \in\{0\} \cup[r], j \in[q] S_{j}^{(i)}$ satisfies the following properties:

1. $\exists(x, y) \in S_{j}^{(i)}$ such that $x=u_{j}$.
2. $\exists(x, y) \in S_{j}^{(i)}$ such that $y=v_{j}$.
3. $\forall(x, y) \in S_{j}^{(i)}$, $\operatorname{dep}_{\mathrm{par}}(y)-\operatorname{dep}_{\mathrm{par}}(x) \leq 2^{r-i}$.
4. $\forall(x, y) \in S_{j}^{(i)}$, if $y \neq v_{j}$, then $\exists\left(x^{\prime}, y^{\prime}\right) \in S_{j}^{(i)}, x^{\prime}=y$.
5. $\forall(x, y) \in S_{j}^{(i)}, \exists k \in \mathbb{Z}_{\geq 0}, \operatorname{par}^{(k)}(x)=y$.

Proof. We fix a $j \in[q]$. Our proof is by induction. According to line 4 , all the properties hold when $i=0$. Suppose all the properties hold for $i-1$. For property 1 , by induction we know there exists $(x, y) \in S_{j}^{(i-1)}$ such that $x=u_{j}$. Then by line 9 and line 10 , there must be an $\left(x, y^{\prime}\right)$ in $S_{j}^{(i)}$. For property 2, by induction we know there exists $(x, y) \in S_{j}^{(i-1)}$ such that $y=$ $v_{j}$. Thus, there must be an $\left(x^{\prime}, y\right)$ in $S_{j}^{(i)}$. For property 3 , if $(x, y)$ is added into $S_{j}^{(i)}$ by line 10, then $\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}(y) \leq 2^{r-i}$. Otherwise, in line 9 , we have $\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}\left(g_{r-i}(x)\right) \leq$ $2^{r-i}, \operatorname{dep}_{\mathrm{par}}\left(g_{r-i}(x)\right)-\operatorname{dep}_{\mathrm{par}}(y) \leq 2^{r-i+1}-2^{r-i}=2^{r-i}$. For property 4 , if $(x, y)$ is added into $S_{j}^{(i)}$ by line 10 , then by induction there is $\left(y, y^{\prime}\right) \in S_{j}^{(i-1)}$, and thus by line 10 and line 9 , there must be $\left(y, y^{\prime \prime}\right) \in S_{j}^{(i)}$. Otherwise, in line 9 will generate two pairs $\left(x, g_{r-i}(x)\right),\left(g_{r-i}(x), y\right)$. For $\left(x, g_{r-i}(x)\right)$, the property holds. For $\left(g_{r-i}(x), y\right)$, there must be $\left(y, y^{\prime}\right) \in S_{i-1}$ and thus there should be $\left(y, y^{\prime \prime}\right) \in S^{(i)}$. For property 5 , since $g_{r-i}(x)=\operatorname{par}^{(r-i)}(x)$, for all pairs generated by line 9 and line 10, the property holds.

By Claim 32.6.3, we know

$$
\begin{aligned}
& S_{j}^{(r)}=\{ \\
&\left(u_{j}, \operatorname{part}\left(u_{j}\right)\right), \\
&\left(\operatorname{part}^{\left.\left(u_{j}\right), \operatorname{par}^{(2)}\left(u_{j}\right)\right),}\right. \\
&\left(\operatorname{par}^{(2)}\left(u_{j}\right), \operatorname{par}^{(3)}\left(u_{j}\right)\right), \\
& \cdots, \\
&\left(\operatorname{par}^{\left(\operatorname{dep}_{\operatorname{par}}\left(u_{j}\right)-\operatorname{dep}_{\operatorname{par}}\left(v_{j}\right)-1\right)}\left(u_{j}\right), \operatorname{par}^{\left(\operatorname{dep}_{\operatorname{par}}\left(u_{j}\right)-\operatorname{dep}_{\operatorname{par}}\left(v_{j}\right)\right)}\left(u_{j}\right)\right) \\
&\}
\end{aligned}
$$

Thus, $P_{j}$ is the set of all the vertices on the path from $u_{j}$ to an ancestor $v_{j}$.

### 32.6.2 Depth-First-Search Sequence for a Tree

Since we can use our spanning tree algorithm to get a rooted tree, in this section, we only consider how to get a Depth-First-Search (DFS) sequence for a rooted tree. Before we go to the details, let us firstly give formal definitions of some useful concepts.

Definition 32.6.4 (Children in the forest). Given a set of parent pointers (See Definition 32.4.2) par : $V \rightarrow V$ on a vertex set $V . \forall u, v \in V, u \neq v$ if $\operatorname{part}(u)=v$, then we say $u$ is a child of $v . \forall v \in V$, we can define $\operatorname{child}_{\text {par }}(v)$ as the set of all children of $v$, i.e. $\operatorname{child}_{\mathrm{par}}(v)=\{u \in V \mid u \neq v, \operatorname{part}(u)=v\}$. Furthermore, if $u$ is the $k^{\text {th }}$ smallest vertex in the children set child $\mathrm{par}_{\mathrm{par}}(v)$, then we say $\operatorname{rank}_{\mathrm{par}}(u)=k$, or $u$ is the $k^{\text {th }}$ child of $v$. If $\operatorname{part}(v)=v$, then $\operatorname{rank}_{\mathrm{par}}(v)=1$. We use child $\mathrm{par}_{\mathrm{par}}(v, k)$ to denote the $k^{\text {th }}$ child of $v$.

For simplicity of the notation, if par : $V \rightarrow V$ is clear in the context, we just use $\operatorname{child}(v), \operatorname{rank}(v)$ and $\operatorname{child}(v, k)$ to denote $\operatorname{child}_{\mathrm{par}}(v), \operatorname{rank}_{\mathrm{par}}(v)$ and $\operatorname{child} \mathrm{par}_{\mathrm{par}}(v, k)$ respectively.

Definition 32.6.5 (Leaves in the forest). Given a set of parent pointers (See Definition 32.4.2) par : $V \rightarrow V$ on a vertex set $V$. If $\operatorname{child}_{\text {par }}(v)=\emptyset$, then $v$ is called a leaf. The set of all the leaves of par is defined as leaves $(\operatorname{par})=\left\{v \mid \operatorname{child}_{\text {par }}(v)=\emptyset\right\}$.

Definition 32.6.6 (Subtree). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $v \in V, V^{\prime}=\{u \in V \mid v$ is an ancestor (Definition 32.6.1) of $u\}$. Let par ${ }^{\prime}: V^{\prime} \rightarrow V^{\prime}$ be a set of parent pointers on $V^{\prime}$. If $\forall u \in V^{\prime} \backslash\{v\}, \operatorname{par}^{\prime}(u)=\operatorname{part}(u)$, and $\operatorname{par}^{\prime}(v)=v$, then we say par' is the subtree of $v$ in par. For $u \in V^{\prime}$, we say $u$ is in the subtree of $v$.

Definition 32.6.7 (Depth-First-Search (DFS) sequence). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $v$ be a vertex in $V$. If $v$ is a leaf (See Definition 32.6.5) in par, then the DFS sequence of the subtree (See Definition 32.6.6) of $v$ is $(v)$. Otherwise the DFS sequence of the subtree of $v$ in par is recursively defined as

$$
\left(v, a_{1,1}, a_{1,2}, \cdots, a_{1, n_{1}}, v, a_{2,1}, a_{2,2}, \cdots, a_{2, n_{2}}, v, \cdots, a_{k, 1}, a_{k, 2}, \cdots, a_{k, n_{k}}, v\right)
$$

where $k=|\operatorname{child}(v)|$ is the number of children (See Definition 32.6.4) of $v$, and $\forall i \in$ $[k],\left(a_{i, 1}, \cdots, a_{i, n_{i}}\right)$ is the DFS sequence of the subtree of child $(v, i)$, i.e. the $i^{\text {th }}$ child of $v$.

If $\forall u \in V, \operatorname{par}^{(\infty)}(u)=v$, then the subtree of $v$ is exactly par, and thus the DFS sequence of the subtree of $v$ is also called the DFS sequence of par.

Here are some useful facts of the above defined DFS sequence.
Fact 32.6.4. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $A=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ be the DFS sequence (See Definition 32.6.7) of par. Then, A satisfies the following properties:

1. $\forall v \in V, v$ appears exactly $|\operatorname{child}(v)|+1$ times in $A$.
2. If $a_{i}$ is the $k^{\text {th }}$ time that $v$ appears, and $a_{j}$ is the $(k+1)^{\text {th }}$ time that $v$ appears. Then $\left(a_{i+1}, a_{i+2}, \cdots, a_{j-1}\right)$ is the DFS sequence of the subtree of $\operatorname{child}(v, k)$ (See Definition 32.6.4), the $k^{\text {th }}$ child of $v$. Furthermore, $a_{i+1}$ is the first time that $\operatorname{child}(v, k)$ appears, and $a_{j-1}$ is the last time of $\operatorname{child}(v, k)$ appears.
3. If $a_{i}$ is the first time that $v$ appears, and $a_{j}$ is the last time that $v$ appears. Then $\left(a_{i}, a_{i+1}, \cdots, a_{j}\right)$ is the DFS sequence of the subtree of $v$.

$$
\text { 4. } m=2|V|-1 \text {. }
$$

Proof. The property 1, 2,3 directly follows by Definition 32.6.7.
For property 4 , notice that $\forall u \in V, \operatorname{part}(u) \neq u, u$ can only be a child of $\operatorname{part}(u)$. Thus, $\sum_{v \in V}(|\operatorname{child}(v)|+1)=|V|-1+|V|=2|V|-1$.

Due to the above fact, if $v$ is a leaf in par, then it will only once in the DFS sequence. Thus, we are able to determine the order of all the leaves.

Definition 32.6.8 (The order of the leaves). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $A=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ be the DFS sequence (See Definition 32.6.7) of par . Let $u, v$ be two leaves (See definition 32.6.5) of par. If $u$ appears before $v$ in $A$, then we say $u<_{\text {par }} v$.

### 32.6.2.1 Leaf Sampling

Given a set of rooted trees, our goal is to sample a set of leaves for each tree, and to give an order of those sampled leaves. The algorithm is shown in Algorithm 32.15.

Lemma 32.6.5. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $m>0, \delta \in(0,1)$ be parameters, and let $|V| \leq m^{1 / \delta}$. Let $\left(a_{1}, a_{2}, \cdots, a_{s}\right)=\operatorname{LEAFSAMPLing(par,~} m, \delta$ ) (Algorithm 32.15). Then it has following properties:

1. $a_{1}<_{\text {par }} a_{2}<_{\text {par }} \cdots<_{\text {par }} a_{s}$.
2. If $|V| \leq m$ or $\mid$ leaves(par) $\mid \leq 8\left\lceil m^{1 / 3}\right\rceil$, then $\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}=$ leaves(par). Otherwise, with probability at least $1-1 /\left(100 m^{5 / \delta}\right), \forall v \in \operatorname{leaves}(\mathrm{par}) \backslash\left\{a_{1}\right\}$, there is a vertex
$w \in\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}$ such that $w<_{\text {par }} v$ and the number of leaves between $w$ and $v$ is at most $\mid$ leaves(par) $\mid /\left\lceil m^{1 / 3}\right\rceil$, i.e. $\left|\left\{u \in \operatorname{leaves(par)~} \mid w<_{\text {par }} u<_{\text {par }} v\right\}\right| \leq$ | leaves(par) $\mid /\left\lceil m^{1 / 3}\right\rceil$.
3. If $|V|>m$ and $\mid$ leaves(par) $\mid>8\left\lceil m^{1 / 3}\right\rceil$, then with probability at least $1-1 /\left(100 m^{5 / \delta}\right)$, $s=|S|=\left|\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}\right| \leq 960\left\lceil m^{1 / 3}\right\rceil(1+\log (m) / \delta)$.

Proof. Firstly, let us focus on property 1. According to line 11 to line 13 and Lemma 32.5.7, we know $\forall k \in \mathbb{Z}_{\geq 0} \operatorname{rank}_{\operatorname{par}}\left(\operatorname{par}^{(k)}\left(a_{1}\right)\right)=1$, and $\operatorname{par}^{\prime}\left(a_{1}\right)=a_{1}$ which implies that $a_{1}$ is a leaf. Due to the definition of 32.6.7, we know that $a_{1}$ must be the first leaf appeared in the DFS sequence of par. We can prove the property by induction. Suppose we already have $a_{1}<_{\text {par }} a_{2}<_{\text {par }} \cdots<_{\text {par }} a_{i-1}$. According to line 19 and Lemma 32.6.1, $p_{a_{i-1}, a_{i}}$ is the LCA of $\left(a_{i-1}, a_{i}\right) \cdot p_{a_{i-1} a_{i}, a_{i-1}}$ is a child of $p_{a_{i-1}, a_{i}}$ and is an ancestor of $a_{i-1} \cdot p_{a_{i-1} a_{i}, a_{i}}$ is a child of $p_{a_{i-1}, a_{i}}$ and is an ancestor of $a_{i}$. By Fact 32.6.4, since $\operatorname{rank}\left(p_{a_{i-1} a_{i}, a_{i-1}}\right)<\operatorname{rank}\left(p_{a_{i-1} a_{i}, a_{i}}\right)$, we have $a_{i-1}<_{\text {par }} a_{i}$. To conclude, we have $a_{1}<_{\text {par }} a_{2}<_{\text {par }} \cdots<_{\text {par }} a_{s}$.

For property 2 , if $|V| \leq m$ or $\mid$ leaves(par) $\mid \leq 8\left\lceil m^{1 / 3}\right\rceil$, then by line 6 and line 7 , we know $\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}=$ leaves(par).

Now consider the case when $|V|>m$ and $\mid$ leaves(par) $\mid>8\left\lceil m^{1 / 3}\right\rceil$. Let $t=\left\lceil m^{1 / 3}\right\rceil$. Let leaves(par) $=\left\{u_{1}, u_{2}, \cdots, u_{q}\right\}$, and let $u_{1}<_{\text {par }} u_{2}<_{\text {par }} \cdots<_{\text {par }} u_{q}$. Let us partition $u_{1}, \cdots, u_{q}$ into $4 \cdot t$ groups $G_{1}=\left\{u_{1}, u_{2}, \cdots, u_{\lfloor q /(4 t)\rfloor}\right\}, G_{2}=\left\{u_{\lfloor q /(4 t)\rfloor+1}, u_{\lfloor q /(4 t)\rfloor+2}, \cdots, u_{2 \cdot\lfloor q /(4 t)\rfloor}\right\}, \cdots, G_{4 t}=$ $\left\{u_{(4 t-1)\lfloor q /(4 t)\rfloor+1}, u_{(4 t-1)\lfloor q /(4 t)\rfloor+2}, \cdots, u_{q}\right\}$. Then each group has size at least $q /(8 t)$ and at most
$q /(2 t)$. For a certain $G_{i}$, by Chernoff bound, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|G_{i} \cap S\right| \leq \frac{1}{2} \cdot \frac{q}{8 t} \cdot p\right) \\
\leq & \exp \left(-\frac{1}{8} \cdot \frac{q}{8 t} \cdot p\right) \\
\leq & 1 /\left(100 m^{10 / \delta}\right)
\end{aligned}
$$

where the last inequality follows by $p=\min (1,(10+10 \log (m) / \delta) \cdot 64 t / q)$. Notice that $q \leq|V| \leq m^{1 / \delta}$. We can take union bound over all $G_{i}$. Then with probability at least $1-1 /\left(100 m^{5 / \delta}\right), \forall i \in[4 t], G_{i} \cap S \neq \emptyset$. Thus, $\forall v \in$ leaves(par), there is a vertex $w \in$ $\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}$ such that $w<_{\text {par }} v$ and the number of leaves between $w$ and $v$ is at most $\mid$ leaves(par) $\mid /\left\lceil m^{1 / 3}\right\rceil$, i.e. $\mid\left\{u \in\right.$ leaves(par) $\left.\mid w<_{\text {par }} u<_{\text {par }} v\right\}|\leq|$ leaves(par) $\mid /\left\lceil m^{1 / 3}\right\rceil$.

For property 3 , by applying Chernoff bound, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\mid S \cap \text { leaves }(\operatorname{par})\left|\geq \frac{3}{2}\right| \text { leaves }(\operatorname{par}) \mid \cdot p\right) \\
\leq & \exp \left(\left.-\frac{1}{12} \cdot \right\rvert\, \text { leaves }(\mathrm{par}) \mid \cdot p\right) \\
\leq & 1 /\left(100 \mathrm{~m}^{10 / \delta}\right)
\end{aligned}
$$

where the last inequality follows by $p=\min (1,(10+10 \log (m) / \delta) \cdot 64 t / \mid$ leaves $($ par $) \mid)$.
Since $\left.\frac{3}{2} \right\rvert\,$ leaves(par) $\mid \cdot p \leq 960\left\lceil m^{1 / 3}\right\rceil(1+\log (m) / \delta)$, we complete the proof.

### 32.6.2.2 DFS Subsequence

Let par : $V \rightarrow V$ be a set of parent pointers on a vertex set $V$, and par has a unique root $v$. Let $\left\{u_{1}, u_{2}, \cdots, u_{q}\right\}=$ leaves(par), and $u_{1}<_{\text {par }} u_{2}<_{\text {par }} \cdots<_{\text {par }} u_{q}$. One observation is that the DFS sequence of par can be generated in the following way:

1. The first part of the DFS sequence is the path from $v$ to $u_{1}$.
2. Then it follows by the path from part $\left(u_{1}\right)$ to the LCA of $\left(u_{1}, u_{2}\right)$, the path from one of the child of the LCA of $\left(u_{1}, u_{2}\right)$ to $u_{2}$, the path from part $\left(u_{2}\right)$ to the LCA of $\left(u_{2}, u_{3}\right)$, the path from one of the child of the LCA of $\left(u_{2}, u_{3}\right)$ to $u_{3}, \cdots$, the path from one of the child of the LCA of $\left(u_{q-1}, u_{q}\right)$ to $u_{q}$.
3. The last part of the DFS sequence is a path from $\operatorname{part}\left(u_{q}\right)$ to $v$.

Fact 32.6.6. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root $v$. Let $\left\{u_{1}, u_{2}, \cdots, u_{q}\right\}=$ leaves(par) (See Definition 32.6.5), and $u_{1}<_{\text {par }} u_{2}<_{\text {par }} \cdots<_{\text {par }} u_{q}$. Let $A=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ be the DFS sequence (See Definition 32.6.7) of par. Then,

1. If $u_{1}$ appears at $a_{i}$, then $\left(a_{1}, a_{2}, \cdots, a_{i}\right)$ is the path from $v$ to $u_{1}$.
2. $\forall i \in[q-1]$, if $u_{i}$ appears at $a_{j}$, and $u_{i+1}$ appears at $a_{k}$, then $\exists j<t<k$ such that $a_{t}$ is the LCA of $\left(u_{i}, u_{i+1}\right)$. In addition, $\left(a_{j}, a_{j+1}, \cdots, a_{t}\right)$ is the path from $a_{j}$ to $a_{t}$, and $\left(a_{t}, a_{t+1}, \cdots, a_{k}\right)$ is the path from $a_{t}$ to $a_{k}$.
3. If $u_{q}$ appears at $a_{i}$, then $\left(a_{i}, a_{i+1}, \cdots, a_{m}\right)$ is the path from $u_{q}$ to $v$.

Proof. Property 1, 3 follows by the definition of DFS sequence (See Definition 32.6.7) and a simple induction.

Now consider property 2 . Since $A$ is a DFS sequence, $\forall l \in\{j, j+1, \cdots, k-1\}$, either $\operatorname{part}\left(a_{l}\right)=a_{l+1}$ or $\operatorname{part}\left(a_{l+1}\right)=a_{l}$. Thus, the path between $u_{i}$ and $u_{i+1}$ is a subsequence of
$\left(a_{j}, a_{j+1}, \cdots, a_{k}\right)$. If $\operatorname{part}\left(a_{l+1}\right)=a_{l}$ but $a_{l+1}$ is not on the path between $u_{i}$ and $u_{i+1}$, then there must be a leaf $x$ in the subtree of $a_{l+1}$ which implies $u_{i}<_{\text {par }} x<_{\text {par }} u_{i+1}$, and thus leads to a contradiction. If $\operatorname{part}\left(a_{l}\right)=a_{l+1}$ but $a_{l+1}$ is not on the path between $u_{i}$ and $u_{i+1}$, then both $u_{i}$ and $u_{i+1}$ should be in the subtree of $a_{l}$, and both of $u_{i}$ and $u_{i+1}$ should be in the DFS sequence of the subtree of $a_{l}$. But we know $a_{l+1}$ cannot be in the DFS sequence of the subtree of $a_{l}$. This leads to a contradiction.

Lemma 32.6.7. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, with a unique root. Let $v \in V$. Let $V^{\prime}=V \backslash\{u \in V \mid v$ is an ancestor (See Definition 32.6.1) of $\imath$ Let $\operatorname{par}^{\prime}: V^{\prime} \rightarrow V^{\prime}$ satisfy $\forall u \in V^{\prime}, \operatorname{par}^{\prime}(u)=\operatorname{part}(u)$. Then the DFS sequence (See Definition 32.6.7) of $\mathrm{par}^{\prime}$ is a subsequence of the DFS sequence of par.

Proof. The proof follows by the property 3 of Fact 32.6.4 directly.

Corollary 32.6.8. Let par : $V \rightarrow V$ be $a$ set of parent pointers (See Definition 32.4.2) on $a$ vertex set $V$, and par has a unique root. Let $v_{1}, v_{2}, \cdots, v_{t}$ be $t$ vertices in $V$. Let $V^{\prime}=V \backslash\{u \in$ $V \mid \exists v \in\left\{v_{1}, \cdots, v_{t}\right\}, v$ is an ancestor (See Definition 32.6.1) of $\left.u\right\}$. Let $\operatorname{par}^{\prime}: V^{\prime} \rightarrow V^{\prime}$ satisfy $\forall u \in V^{\prime}, \operatorname{par}^{\prime}(u)=\operatorname{part}(u)$. Then the DFS sequence (See Definition 32.6.7) of $\operatorname{par}^{\prime}$ is a subsequence of the DFS sequence of par.

Proof. The proof is by induction on $t$. When $t=1$, then the statement is true by Lemma 32.6.7. Suppose the statement is true for $t-1$. Let $V^{\prime \prime}=V \backslash\left\{u \in V \mid \exists v \in\left\{v_{1}, \cdots, v_{t-1}\right\}, v\right.$ is an ancestor of $\left.u\right\}$, and let $\operatorname{par}^{\prime \prime}: V^{\prime \prime} \rightarrow V^{\prime \prime}$ satisfy $\forall v \in V^{\prime \prime}, \operatorname{par}^{\prime \prime}(v)=\operatorname{part}(v)$. By induction hypothesis, the DFS sequence of par" is a subsequence of the DFS sequence of par. If one of the $v_{1}, \cdots, v_{t-1}$ is an ancestor of $v_{t}$, then $\operatorname{par}^{\prime}=\operatorname{par}^{\prime \prime}$, thus, the DFS sequence of $\mathrm{par}^{\prime}$ is a subsequence of
the DFS sequence of par. Otherwise, we have $V^{\prime}=V^{\prime \prime} \backslash\left\{u \in V^{\prime \prime} \mid v_{t}\right.$ is an ancestor of $\left.u\right\}$. By Lemma 32.6.7, the DFS sequence of par' is a subsequence of the DFS sequence of par" ${ }^{\prime \prime}$. Thus, the DFS sequence of par ${ }^{\prime}$ is a subsequence of the DFS sequence of par.

Lemma 32.6.9 (Removing several subtrees). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $m>0, \delta \in(0,1)$ be parameters, and let $|V| \leq m^{1 / \delta}$. Let $\left(V^{\prime}, A\right)=\operatorname{SuBDFS}($ par, $m, \delta)$ (Algorithm 32.16). Then $\forall u \in V^{\prime}$, we have $\operatorname{part}(u) \in V^{\prime}$. Furthermore, with probability at least $1-1 /\left(100 m^{5 / \delta}\right)$, $\forall u \in V \backslash V^{\prime}$, the number of leaves (See Definition 32.6.5) in the subtree (See Definition 32.6.6) of $u$ is at most $\left\lfloor\mid\right.$ leaves(par) $\left.\mid /\left\lceil m^{1 / 3}\right\rceil\right\rfloor$.

Proof. By Lemma 32.6.5, we know $L \subseteq$ leaves(par), and $l_{1}<_{\text {par }} l_{2}<_{\text {par }} \cdots<_{\text {par }} l_{t}$.
We first prove $\forall u \in V^{\prime}$, $\operatorname{part}(u) \in V^{\prime}$. Our proof is by induction on the leaf $l_{i}$. By Lemma 32.6.1, we have that $\forall i \in[t-1], p_{l_{i}, l_{i+1}}$ is the LCA of $\left(l_{i}, l_{i+1}\right), p_{i, l_{i+1}}$ is an ancestor of $l_{i+1}$, and $p_{i, l_{i+1}} \neq p_{l_{i}, l_{i+1}}, \operatorname{part}\left(p_{i, l_{i+1}}\right)=p_{l_{i}, l_{i+1}}$. By Lemma 32.14, $P_{1}$ contains all the vertices on the path from $l_{1}$ to the root $v . P_{1}$ is the set of all the ancestors of $l_{1}$. Thus, every ancestor $u$ of $l_{1}$ is in $P_{1}$ and satisfies $\operatorname{part}(u) \in V^{\prime} . P_{2}$ contains all the vertices on the path from $l_{1}$ to an ancestor of $l_{1}$. Thus, $P_{2} \subseteq P_{1}$. Suppose now $P_{1} \cup P_{2} \cup \cdots \cup P_{2 i-2}=\{u \in V \mid$ $\exists j \in[i-1], u$ is an ancestor of $\left.l_{j}\right\}$. Notice that $P_{2 i-1}$ contains all the vertices on the path from $l_{i}$ to the ancestor $p_{i-1, l_{i}}$. Since $\operatorname{part}\left(p_{i-1, l_{i}}\right)=p_{l_{i-1}, l_{i}}$ is also an ancestor of $l_{i-1}$, we have $P_{1} \cup P_{2} \cup \cdots \cup P_{2 i-2} \cup P_{2 i-1}=\left\{u \in V \mid \exists j \in[i], u\right.$ is an ancestor of $\left.l_{j}\right\}$. Since $P_{2 i}$ contains all the vertices on the path from $l_{i}$ to an ancestor of $l_{i}$, we have $P_{2 i} \subseteq P_{1} \cup P_{2} \cup \cdots \cup P_{2 i-2} \cup P_{2 i-1}$. To conclude, we have $V^{\prime}=P_{1} \cup P_{2} \cup \cdots \cup P_{2 t}=\left\{u \in V \mid \exists j \in[t], u\right.$ is an ancestor of $\left.l_{j}\right\}$. Thus, $\forall u \in V^{\prime}$, we have $\operatorname{part}(u) \in V^{\prime}$.

By Lemma 32.6.5, with probability at least $1-1 /\left(100 m^{5 / \delta}\right), \forall u \in$ leaves(par) $\backslash$ $L$, there exists $w \in L, w<_{\text {par }} u$ such that $\mid\left\{x \in\right.$ leaves(par) $\left.\mid w<_{\text {par }} x<_{\text {par }} u\right\} \mid \leq$ $\left\lfloor\mid\right.$ leaves(par) $\left.\mid /\left\lceil m^{1 / 3}\right\rceil\right\rfloor$. In the following, we condition on the above event happens. Let $u \in V \backslash V^{\prime}$. Due to Fact 32.6.4, the DFS sequence of the subtree of $u$ in par must be a consecutive subsequence of the DFS sequence of par. Thus, $\exists x, y \in$ leaves(par), the leaves
 number of leaves in the subtree of $u$ is more than $\left\lfloor\mid\right.$ leaves(par) $\left.\mid /\left\lceil m^{1 / 3}\right\rceil\right\rfloor$, then $\exists l_{i} \in L$, $u$ is an ancestor of leaf $l_{i}$. But $l_{i} \in V^{\prime}$ contradicts to $u \notin V^{\prime}$. Thus, the number of leaves in the subtree of $u$ is at most $\left\lfloor\mid\right.$ leaves(par) $\left.\mid /\left\lceil m^{1 / 3}\right\rceil\right\rfloor$.

Lemma 32.6.10 ( $A$ is a subsequence). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $m>0, \delta \in(0,1)$ be parameters, and let $|V| \leq m^{1 / \delta} . \operatorname{Let}\left(V^{\prime}, A\right)=\operatorname{SuBDFS}(\mathrm{par}, m, \delta)$ (Algorithm 32.16). Then $A$ is a subsequence of the DFS sequence of par. Furthermore, $\forall u \in V^{\prime}$, u appears in $A$ exactly $\left|\operatorname{child}_{\mathrm{par}}(u)+1\right|$ times, and $\forall u \notin V^{\prime}, u$ does not appear in $A$.

Proof. We first show that $A^{\prime}$ is the DFS sequence of par ${ }^{\prime}$.
Claim 32.6.11. $A^{\prime}$ is the DFS sequence of $\mathrm{par}^{\prime}: V^{\prime} \rightarrow V^{\prime}$.

Proof. By Lemma 32.6.5, we know $\left\{l_{1}, l_{2}, \cdots, l_{t}\right\}=L \subseteq$ leaves(par), and $l_{1}<_{\text {par }} l_{2}<_{\text {par }}$ $\cdots<_{\text {par }} l_{t}$. By Lemma 32.6.1, we have that $\forall i \in[t-1], p_{l_{i}, l_{i+1}}$ is the LCA of $\left(l_{i}, l_{i+1}\right), p_{i, l_{i+1}}$ is an ancestor of $l_{i+1}$, and $p_{i, l_{i+1}} \neq p_{l_{i}, l_{i+1}}, \operatorname{part}\left(p_{i, l_{i+1}}\right)=p_{l_{i}, l_{i+1}}$. By Lemma 32.14, $\forall i \in[t]$, $P_{2 i-1}$ and $P_{2 i}$ only contains some ancestors of $l_{i}$. Thus, leaves $\left(\operatorname{par}^{\prime}\right)=L$.

According to Lemma 32.6.9 and Corollary 32.6.8, the DFS sequence of par ${ }^{\prime}$ is a subsequence of the DFS sequence of par. Thus, we still have $l_{1}<\operatorname{par}^{\prime} l_{2}<\operatorname{par}^{\prime}<\operatorname{par}^{\prime} \cdots<\operatorname{par}^{\prime} l_{t}$.

Due to Lemma 32.14, $P_{1}$ contains all the vertices on the path from $l_{1}$ to the root $v, P_{2 t}$ contains all the vertices on the path from $l_{t}$ to the root $v, \forall i \in[t-1], P_{2 i}$ contains all the vertices on the path from $\operatorname{par}^{\prime}\left(l_{i}\right)$ to the LCA of $\left(l_{i}, l_{i+1}\right)$, and $P_{2 i+1}$ contains all the vertices on the path from $l_{i+1}$ to $p_{i, l_{i+1}}$. Thus, $A_{1}^{\prime}$ is the path from the root $v$ to leaf $l_{1}, A_{2 t}^{\prime}$ is the path from $l_{t}$ to the root $v, \forall i \in[t-1], A_{2 i}^{\prime} A_{2 i+1}^{\prime}$ is the path from $\operatorname{par}^{\prime}\left(l_{i}\right)$ to $l_{i+1}$. Due to Fact 32.6.6, $A^{\prime}=A_{1}^{\prime} A_{2}^{\prime} \cdots A_{2 t}^{\prime}$ is the DFS sequence of $\mathrm{par}^{\prime}$.

Let us define some notations. Let $\widetilde{A}=\left\{\widetilde{a}_{1}, \widetilde{a}_{2}, \cdots, \widetilde{a}_{\widetilde{s}}\right\}$ be the DFS sequence of par. $\forall u \in V$, let $\operatorname{st}_{\widetilde{A}}(u)=j$ such that $\widetilde{a}_{j}$ is the first time that $u$ appears in $\widetilde{A}$. We define $\operatorname{ed}_{\widetilde{A}}(u)$ be the position such that $\widetilde{a}_{\text {ed }_{\tilde{A}}(u)}$ is the last time that $u$ appears in $\widetilde{A}$. Similarly, $\forall u \in V^{\prime}$, we can define $\operatorname{st}_{A^{\prime}}(u), \mathrm{st}_{A}(u), \operatorname{ed}_{A^{\prime}}(u), \mathrm{ed}_{A}(u)$ to be the positions of the first time $u$ appears in $A^{\prime}$, the first time $u$ appears in $A$, the last time $u$ appears in $A^{\prime}$, and the last time $u$ appears in $A$ respectively.

Since $v$ is the root (in both par and par'), it suffices to prove that $\left(a_{\mathrm{st}_{A}(v)}, a_{\text {st }_{A}(v)+1}, \cdots, a_{\operatorname{ed}_{A}(v)}\right)$ is a subsequence of $\left(\widetilde{a}_{\text {st }_{\tilde{A}}(v)}, \widetilde{a}_{\text {st }_{\tilde{A}}(v)+1}, \cdots, \widetilde{a}_{\text {ed }_{\tilde{A}}(v)}\right)$. Our proof is by induction on $\operatorname{dep}_{\text {par }}(u)$ for $u \in V^{\prime}$. If $\operatorname{dep}_{\mathrm{par}}(u)=\operatorname{dep}($ par $)$, then $u$ must be a leaf in par (or par, since par' and par are the same on $V^{\prime}$. In this case, $\operatorname{st}_{A}(u)=\operatorname{ed}_{A}(u), \operatorname{st}_{\widetilde{A}}(u)=\operatorname{ed}_{\widetilde{A}}(u)$, and $\left(a_{\mathrm{st}_{A}(u)}\right)=\left(\widetilde{a}_{\mathrm{st}_{\tilde{A}}(u)}\right)=$ $(u)$. Suppose for all $u \in V^{\prime}$ with $\operatorname{dep}_{\text {par }}(u)>d$, we have that $\left(a_{\text {st }_{A}(u)}, \cdots, a_{\operatorname{ed}_{A}(u)}\right)$ is a subsequence of $\left(\widetilde{a}_{\text {st }_{\tilde{A}}(u)}, \cdots, \widetilde{a}_{\text {ed }_{\tilde{A}}(u)}\right)$. Let $u$ be a vertex in $V^{\prime}$ with $\operatorname{dep}_{\text {par }}(u)=d$. If $u$ is a leaf, then it is the same as the previous argument. Now let us consider the case when $u$ is not a leaf. According to Claim 32.6.11, $A^{\prime}$ is the DFS sequence of par' . Due to line $30, A$ is obtained by duplicating each element of $A^{\prime}$ several times. Let $w_{1}, w_{2}, \cdots, w_{k}$ be the children of $u$ in par', and $\operatorname{rank}_{\operatorname{par}^{\prime}}\left(w_{1}\right)=1, \operatorname{rank}_{\operatorname{par}^{\prime}}\left(w_{2}\right)=2, \cdots, \operatorname{rank}_{\operatorname{par}^{\prime}}\left(w_{k}\right)=\left|\operatorname{child}_{\operatorname{par}^{\prime}}(u)\right|$. Then, according to

Fact 32.6.4, $\left(a_{\text {st }_{A}(u)}, \cdots, a_{\operatorname{ed}_{A}(u)}\right)$ should look like:
$\left(u, \cdots, u, a_{\operatorname{st}_{A}\left(w_{1}\right)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{1}\right)}, u, \cdots, u, a_{\operatorname{st}_{A}\left(w_{2}\right)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{2}\right)}, \cdots, a_{\operatorname{st}_{A}\left(w_{k}\right)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{k}\right)}, u, \cdots, u\right)$
where the number of $u$ before $a_{\mathrm{st}_{A}\left(w_{1}\right)}$ is $\operatorname{rank}_{\mathrm{par}}\left(w_{1}\right)$ (see line 26), the number of $u$ before $a_{\text {st }_{A}\left(w_{i}\right)}$ for $i \in[k] \backslash\{1\}$ is $\operatorname{rank}_{\operatorname{par}}\left(w_{i}\right)-\operatorname{rank}_{\mathrm{par}}\left(w_{i-1}\right)$ (see line 28), and the number of $u$ after $a_{\operatorname{ed}_{A}\left(w_{k}\right)}$ is $\left|\operatorname{child}_{\mathrm{par}}(u)\right|-\operatorname{rank}_{\mathrm{par}}\left(w_{k}\right)+1$ (see line 27). Since $\widetilde{A}$ is the DFS sequence of par, according to Fact 32.6.4, the number of $u$ in $\widetilde{A}$ before $\widetilde{a}_{\text {st }_{\tilde{A}}\left(w_{1}\right)}$ is $\operatorname{rank}_{\mathrm{par}}\left(w_{1}\right)$. By our induction hypothesis, $\left(a_{\text {st }_{A}\left(w_{1}\right)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{1}\right)}\right)$ is a subsequence of $\left(\widetilde{a}_{\mathrm{st}_{\tilde{A}}\left(w_{1}\right)}, \cdots, \widetilde{a}_{\text {ed }_{\tilde{A}}\left(w_{1}\right)}\right)$. Thus, $\left(a_{\mathrm{st}_{A}(u)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{1}\right)}\right)$ is a subsequence of $\left(\widetilde{a}_{\mathrm{st}_{\tilde{\mathcal{A}}}(u)}, \cdots, \widetilde{a}_{\mathrm{ed}_{\tilde{A}\left(w_{1}\right)}}\right)$. According to Fact 32.6.4, $\forall i \in$ $[k] \backslash\{1\}$, the number of $u$ in $\widetilde{A}$ between $\widetilde{a}_{\text {ed }_{\tilde{A}}\left(w_{i-1}\right)}$ and $\widetilde{a}_{\mathrm{st}_{\tilde{A}}\left(w_{i}\right)}$ is $\operatorname{rank}_{\mathrm{par}}\left(w_{i}\right)-\operatorname{rank}_{\mathrm{par}}\left(w_{i-1}\right)$. By our induction hypothesis, for all $i \in[k] \backslash\{1\},\left(a_{\operatorname{st}_{A}\left(w_{i}\right)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{i}\right)}\right)$ is a subsequence of $\left(\widetilde{a}_{\text {st }_{\tilde{A}}\left(w_{i}\right)}, \cdots, \widetilde{a}_{\operatorname{ed}_{\tilde{A}}\left(w_{i}\right)}\right)$. Thus, $\left(a_{\operatorname{st}_{A}(u)}, \cdots, a_{\operatorname{ed}_{A}\left(w_{k}\right)}\right)$ is a subsequence of $\left(\widetilde{a}_{\mathrm{st}_{\tilde{A}}(u)}, \cdots, \widetilde{a}_{\left.\mathrm{ed}_{\tilde{A}\left(w_{k}\right)}\right)}\right)$. According to Fact 32.6.4, the number of $u$ in $\widetilde{A}$ after $\widetilde{a}_{\text {ed }_{\tilde{A}}\left(w_{k}\right)}$ is $\left|\operatorname{child}_{\text {par }}(u)\right|-\operatorname{rank}_{\mathrm{par}}\left(w_{k}\right)+1$. Thus, $\left(a_{\mathrm{st}_{A}(u)}, \cdots, a_{\operatorname{ed}_{A}(u)}\right)$ is a subsequence of $\left(\widetilde{a}_{\mathrm{st}_{\tilde{A}}(u)}, \cdots, \widetilde{a}_{\mathrm{ed}_{\tilde{A}(u)}}\right)$. Furthermore, the number of $u$ appears in $A$ is $\left|\operatorname{child}_{\mathrm{par}}(u)\right|-\operatorname{rank}_{\mathrm{par}}\left(w_{k}\right)+1+\operatorname{rank}_{\mathrm{par}}\left(w_{1}\right)+\sum_{i=2}^{k} \operatorname{rank}_{\mathrm{par}}\left(w_{i}\right)-$ $\operatorname{rank}_{\mathrm{par}}\left(w_{i-1}\right)=\left|\operatorname{child}_{\mathrm{par}}(u)\right|+1$.

Since $A^{\prime}$ is the DFS sequence of $\operatorname{par}^{\prime}, \forall u \notin V^{\prime}, u$ does not appear in $A^{\prime}$. Thus, $\forall u \notin V^{\prime}$, $u$ does not appear in $A$.

### 32.6.2.3 DFS Sequence

In this section, we show how to use Algorithm 32.16 as a subroutine to output a DFS sequence. The high level idea is that we use Algorithm 32.16 to generate subsequences of
the DFS sequence in each iteration, and we ensure that the miss part of the DFS sequence must be the DFS sequences of many subtrees. After the $i^{\text {th }}$ iteration, we should ensure that the number of leaves of each subtree which has missing DFS sequence is at most $n / m^{i}$, where $m$ is some parameter depends on some computational resources (e.g. memory size of a machine). The description of the algorithm is shown in Algorithm 32.17. Figure 32.2 shows one step in our algorithm.

Theorem 32.6.12 (Correctness of DFS sequence). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $n=$ $|V|, m=n^{\delta}$ for some constant $\delta \in(0,1)$. If $A=\operatorname{DFS}($ par, $m)$ (Algorithm 32.17) does not output FAIL, then $A$ is the DFS sequence of par.

Proof. It suffices to prove the following claim.
Claim 32.6.13. Let $i \in\{0\} \cup[r] . A_{i}$ is a subsequence of the DFS sequence of par. $\forall v \in V_{i}$, $\operatorname{part}(v) \in V_{i}$. Furthermore, $\forall v \in V_{i}$, $v$ appears in $A_{i}$ exactly $\left|\operatorname{child}_{\mathrm{par}}(v)\right|+1$ times, and $\forall v \notin V_{i}, v$ does not appear in $A_{i}$.

Proof. Our proof is by induction on $i$. If $i=0$, then by Lemma 32.6.10, $A_{0}$ is a subsequence of the DFS sequence of par, $\forall v \in V_{0}, v$ appears in $A_{0}$ exactly $\left|\operatorname{child}_{\text {par }}(v)\right|+1$ times, and $\forall v \notin V_{0}, v$ does not appear in $A_{0}$. By Lemma 32.6.9, we have $\forall v \in V_{0}, \operatorname{part}(v) \in V_{0}$.

Suppose the claim is true for $i-1$. Let $u \in V_{i}$.
If $u \in V_{i-1}$, then since $V_{i-1} \subseteq V_{i}$, part $(u) \in V_{i}$. Otherwise $u \in V_{i, v}$ for some $v$ with $\operatorname{par}_{i}(v)=v$. If $u=v$, then $\operatorname{part}(v) \in V_{i-1} \subseteq V_{i}$. Otherwise, by Lemma 32.6.9, $\operatorname{part}(u) \in$ $V_{i, v} \subseteq V_{i}$.

Now consider the property of $A_{i}$. If $u \in V_{i-1}$, then since $A_{i-1}$ is a subsequence of $A_{i}$, and by Lemma $32.6 .10 u$ cannot appear in any $A_{i, v}, u$ must appear in $A_{i}$ exactly $|\operatorname{child} \mathrm{par}(u)|+1$ times. Otherwise $u \in V_{i, v}$ for some $v$ with $\operatorname{par}_{i}(v)=v$. By Lemma 32.6.10, $u$ must appear in $A_{i, v}\left|\operatorname{child}_{\operatorname{par}_{i, v}}(u)\right|+1=\left|\operatorname{child}_{\text {par }}(u)\right|+1$ times. Since $u$ cannot appear in $A_{i-1}, u$ must appear in $A_{i}$ exactly $\left|\operatorname{child}_{\text {par }}(u)\right|+1$ times. For $v \in V_{i}^{\prime}$ with $\operatorname{par}_{i}(v)=v$, according to Fact 32.6.4 and $\forall w \in\{x \in V \mid v$ is an ancestor of $x\}$, $w$ cannot be in $V_{i-1}$, the $\operatorname{rank}_{\mathrm{par}}(v)^{\text {th }}$ time appearance of $v$ and the $\left(\operatorname{rank}_{\mathrm{par}}(v)+1\right)^{\text {th }}$ time appearance of $v$ should be adjacent in $A_{i-1}$. Due to Lemma 32.6.10, $A_{i, v}$ is a subsequence of the DFS sequence of the subtree of $v$ in par. Due to Fact 32.6.4, $A_{i}$ is still a subsequence of the DFS sequence of par after insertion of the sequence $A_{i, v}$.

For any $x \notin V_{i}$, by Lemma $32.6 .10, x$ cannot be in any $A_{i, v}$. By our induction hypothesis, $x$ cannot be in $A_{i-1}$. Thus, $x$ cannot be in $A_{i}$.

If the procedure does not output FAIL, then according to the above Claim 32.6.13, $\forall v \in V_{r}=V, v$ appears in $A_{r}=A$ exactly $\left|\operatorname{child}_{\mathrm{par}}(v)\right|+1$ times, and $A_{r}=A$ is a subsequence of the DFS sequence of par. Due to Fact 32.6.4, $A=A_{r}$ is the DFS sequence of par.

The following lemma claims the success probability of Algorithm 32.17.

Theorem 32.6.14 (Success probability). Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $n=|V|, m=n^{\delta}$ for some constant $\delta \in(0,1)$. With probability at least $1-1 /\left(100 n^{4}\right), A=\operatorname{DFS}($ par, $m)$ (Algorithm 32.17) does not output FAIL.

Proof. $\forall i \in[r], v \in V_{i}^{\prime}$ with $\operatorname{par}_{i}(v)=v$, let $\mathcal{E}_{i, v}$ be the event that $\forall u \in V_{i}^{\prime}(v) \backslash V_{i, v}$, the number of leaves in the subtree of $u$ in par is at most $\mid$ leaves $\left(\operatorname{par}_{i, v}\right) \mid / n^{\delta / 3}$. Notice that due to Lemma 32.6.9, if $\operatorname{par}_{i}(v)=v$, then $v$ will be in $V_{i}$. Thus, we use $\mathcal{E}_{v}$ to denote the event $\mathcal{E}_{i, v}$. By Lemma 32.6.9, $\mathcal{E}_{v}$ happens with probability at least $1-1 /\left(100 n^{5}\right)$. By taking union bound over all $v$, with probability at least $1-1 /\left(100 n^{4}\right)$, all the events $\mathcal{E}_{v}$ will happen.

Claim 32.6.15. Condition on all the events $\mathcal{E}_{v}$ happen. $\forall i \in[r], v \in V_{i}^{\prime}$ with $\operatorname{par}_{i}(v)=v$, we have $\mid$ leaves $\left(\operatorname{par}_{i, v}\right) \mid \leq n / n^{(i-1) \delta / 3}$.

Proof. When $i=1$, the claim is obviously true, since $\mid$ leaves $\left(\operatorname{par}_{i, v}\right) \mid \leq n$. Suppose the claim holds for $i-1$. Let $v \in V_{i}^{\prime}$ with $\operatorname{par}_{i}(v)=v$. There must be $v^{\prime} \in V_{i-1}^{\prime}$ with $\operatorname{par}_{i-1}\left(v^{\prime}\right)=v^{\prime}$, and $v \in V_{i-1}^{\prime}\left(v^{\prime}\right) \backslash V_{i-1, v^{\prime}}$. Since $\mathcal{E}_{v^{\prime}}$ happens, the number of leaves in the subtree of $v$ in par is at most | leaves $\left(\operatorname{par}_{i-1, v^{\prime}}\right) \mid / n^{\delta / 3} \leq n / n^{(i-1) \delta / 3}$.

If $V_{r}^{\prime} \neq \emptyset$, then $\exists v \in V_{r}^{\prime}$ with $\operatorname{par}_{i}(v)=v$ and $\left|\operatorname{leaves}\left(\operatorname{par}_{i, v}\right)\right| \geq 1$. If all the events $\mathcal{E}_{v}$ happens, it will contradict to Claim 32.6.15. Thus, if all the events $\mathcal{E}_{v}$ happens, $V_{r}^{\prime}$ must be $\emptyset$, and thus $V_{r}=V$ which implies that the procedure will not fail.

### 32.6.3 Range Minimum Query

Range Minimum Query (RMQ) problem is defined as following: given a sequence of $n$ numbers $a_{1}, a_{2}, \cdots, a_{n}$, the goal is to preprocess the sequence $a$ to get a data structure such that for any query $(p, q),(p<q)$ we can efficiently find the element which is the minimum in $a_{p}, a_{p+1}, \cdots, a_{q}$. A classic method is to preprocess a sparse table $f$ in $\log (n)$ number of iterations such that $\forall i \in[n], j \in[\lceil\log n\rceil] \cup\{0\}, f_{i, j}=\arg \min _{i \leq i^{\prime} \leq \min \left(n, i+2^{j}-1\right)} a_{i}$. To answer
 1) $\rfloor$. In this section, we firstly show a modified data structure. We will compute $\widehat{f}_{i, j}=$ $\arg \min _{i \leq i^{\prime} \leq \min \left(n, i+\left\lceil n^{\delta}\right\rceil^{j}-1\right)} a_{i^{\prime}}$ The Algorithm is shown in Algorithm 32.18. Then we show how to use $\widehat{f}$ to compute $f$ in Algorithm 32.19.

Lemma 32.6.16. Let $a_{1}, a_{2}, \cdots, a_{n}$ be a sequence of numbers, and $\delta \in(0,1)$. Let $\left\{\widehat{f}_{p, q}\right\}$ be the output of $\operatorname{SpARSETABLE}^{+}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right)$ (Algorithm 32.18). Then $\forall p \in[n], q \in$ $\{0\} \cup[\lceil 1 / \delta\rceil], \widehat{f}_{p, q}=\arg \min _{p \leq p^{\prime} \leq \min \left(n, i+\left\lceil n^{\delta}\right\rceil^{q}-1\right)} a_{p^{\prime}}$.

Proof. The proof is by induction on $q$. When $q=0$, the statement obviously holds for all $\widehat{f}_{p, 0}$. Suppose all $p \in[n], \widehat{f}_{p, 0}, \widehat{f}_{p, 1}, \cdots, \widehat{f}_{p, q-1}$ satisfy the property. The first observation is that the value of $\widehat{f}_{p, q}$ will be assigned in the procedure when $l=q, j=\lfloor(p-$ $1) / m\rfloor, i^{\prime}=(p-1) \bmod m$. Then by line $8, z_{j, l}^{*}$ will be the position of the minimum value in $a_{j \cdot m+m}, a_{j \cdot m+m+2}, \cdots, a_{j \cdot m+m^{l}-1}$ by our induction hypothesis. Then by line $11, \widehat{f}_{i+i^{\prime}, l}$ will be the position of the minimum value in $a_{j \cdot m+i^{\prime}+1}, a_{j \cdot m+i^{\prime}+2}, \cdots, a_{j \cdot m+i^{\prime}+m^{l}}$. Thus, Since $j \cdot m+i^{\prime}+1=p, \widehat{f}_{p, q}$ satisfies the property.

Lemma 32.6.17. Let $a_{1}, a_{2}, \cdots, a_{n}$ be a sequence of numbers, and $\delta \in(0,1)$. Let $\left\{f_{p, q}\right\}$ be the output of $\operatorname{SparseTable}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right)$ (Algorithm 32.19). Then $\forall p \in[n], q \in$ $\{0\} \cup[\lceil\log n\rceil], f_{p, q}=\arg \min _{p \leq p^{\prime} \leq \min \left(n, i+2^{q}-1\right)} a_{p^{\prime}}$.

Proof. Let $m=\left\lceil n^{\delta}\right\rceil$. By Lemma 32.6.16, $\forall x \in[n], y \in\{0\} \cup[[1 / \delta\rceil], \widehat{f}_{x, y}=\arg \min _{x \leq x^{\prime} \leq \min \left(n, i+m^{y}-1\right)} a_{x^{\prime}}$. Thus, by the definition of $S_{t}$, we know $z_{j, t}^{*}=\arg \min _{j \cdot m+m+1 \leq z \leq j \cdot m+2^{t}} a_{z}$. An observation is that the value of $f_{p, q}$ will be assigned in the procedure when $t=q, j=\lfloor(p-1) / m\rfloor, i^{\prime}=(p-1)$ mod $m$. By line 23, we know

$$
f_{p, q}=f_{i+i^{\prime}, t}=\arg \min _{z: i+i^{\prime}+1 \leq z \leq i+i^{\prime}+2^{t}} a_{z}=\arg \min _{p \leq p^{\prime} \leq \min \left(n, i+2^{q}-1\right)} a_{p^{\prime}} .
$$

### 32.6.4 Applications of DFS Sequence

In this section, we briefly discuss some applications of the DFS sequence of a tree.
Since the DFS sequence of a subtree should be a continuous subsequence of the DFS sequence of the tree, one direct application of the DFS sequence is to compute the size of each subtree, i.e. for each subtree with root $v$, we can find the first place $v$ appeared and the last place $v$ appeared, and then calculate the vertices between those two appearances.

Another application of the DFS sequence and the range minimum query is to output a data structure which can answer any LCA query in $O(1)$ time (for both sequential and parallel). This is better than the data structure provided by Section 32.6 .1 which needs $O(\log D)$ time (for both sequential and parallel) to answer the query.

Since it is easy to output a data structure which can answer the depth of each vertex in $O(1)$ time (in both sequential and parallel), together with the lowest common ancestor data structure, we can answer the query of the tree distance between any two vertices in $O(1)$ time (for both sequential and parallel).

### 32.7 The MPC Model

In this section, let us introduce the computational model studied in this paper. Suppose we have $p$ machines indexed from 1 to $p$ each with memory size $s$ words, where $n$ is the number of words of the input and $p \cdot s=O\left(n^{1+\gamma}\right), s=\Theta\left(n^{\delta}\right)$. Here $\delta \in(0,1)$ is a constant, $\gamma \in \mathbb{R}_{\geq 0}$, and a word has $\Theta(\log (s \cdot p))$ bits. Thus, the total space in the system is only $O\left(n^{\gamma}\right)$ factor more than the input size $n$, and each machine has local memory size sublinear in $n$. When $0 \leq \gamma \leq O(1 / \log n)$, the total space is just linear in the input size. The computation proceeds in rounds. At the beginning of the computation, the input is distributed on the local memory of $\Theta(n / s)$ input machines. Input machines and other machines are identical except that input machine can hold a part of the input in its local memory at the beginning of the computation while each of other machines initially holds nothing. In each round, each machine performs computation on the data in its local memory, and sends messages to other machines (including the sender itself when it wants to keep the data) at the end of the round. Although any two machines can communicate directly in any round, the total size of messages (including the self-sent messages) sent or received of a machine in a round is bounded by $s$, its local memory size. In the next round, each machine only holds the received messages in its local memory. At the end of the computation, the output is distributed on the output machines. Output machines and other machines are identical except that output machine can hold a part of the output in its local memory at the end of the computation while each of other machines holds nothing. We call the above model $(\gamma, \delta)$ - MPC model. The model is exactly the same as the model $\operatorname{MPC}(\epsilon)$ defined by [BKS13] with $\epsilon=\gamma /(1+\gamma-\delta)$ and the number of machines $p=O\left(n^{1+\gamma-\delta}\right)$. Since we care more about the total space used by the algorithm, we use $(\gamma, \delta)$ to characterize the model, while in [BKS13] they use parameter
$\epsilon$ to characterize the repetition of the data. The main complexity measure is the number of rounds $R$ required to solve the problem.

### 32.7.1 Basic MPC Algorithms

Sorting One of the most important algorithms in MPC model is sorting. The following theorem shows that there is an efficient sorting algorithm.

Theorem 32.7.1 ([GSZ11, Goo99]). Sorting can be solved in $c / \delta$ rounds in $(0, \delta)$ - MPC model for any constant $\delta \in(0,1)$, where $c \geq 0$ is a universal constant. Precisely, there is an algorithm $\mathcal{A}$ in $(0, \delta)$ - MPC model such that for any set $S$ of $n$ comparable items stored $O\left(n^{\delta}\right)$ per machine on input machines, $\mathcal{A}$ can run in $c / \delta$ rounds and leave the $n$ items sorted on the output machines, i.e. the ouput machine with smaller index holds a smaller part of $O\left(n^{\delta}\right)$ items.

Notice that for any $\delta^{\prime} \geq \delta, O(1)$ number of machines with $\Theta\left(n^{\delta^{\prime}}\right)$ memory can always simulate the computation of $O\left(n^{\delta^{\prime}-\delta}\right)$ number of machines with $\Theta\left(n^{\delta}\right)$ memory. Thus, if an algorithm $\mathcal{A}$ can solve a problem in $(\gamma, \delta)-$ MPC model in $R(n)$ rounds, then $\mathcal{A}$ can be simulated in $\left(\gamma^{\prime}, \delta^{\prime}\right)$ - MPC model still in $R(n)$ rounds with all $\gamma^{\prime} \geq \gamma, \delta^{\prime} \geq \delta$.

Indexing In the indexing problem, a set $S=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ of $n$ items are stored $O\left(n^{\delta}\right)$ per machine on input machines. The output is

$$
S^{\prime}=\{(x, y) \mid x \in S, y-1 \text { is the number of items before } x\}
$$

of $n$ pairs stored $O\left(n^{\delta}\right)$ per machine on output machines. Here, "an item $x^{\prime} \in S$ is before $x \in S^{\prime \prime}$ means that $x^{\prime}$ is held by a input machine with a smaller index, or $x^{\prime}, x$ are stored in the same input machine but $x^{\prime}$ has a smaller local memory address.

Prefix sum In the prefix sum problem, a set $S=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots,\left(x_{n}, y_{n}\right)\right\}$ of $n$ (item, number) pairs are stored $O\left(n^{\delta}\right)$ per machine on input machines. The output is

$$
S^{\prime}=\left\{\left(x, y^{\prime}\right) \mid(x, y) \in S, y^{\prime}-y=\sum_{(\widetilde{x}, \tilde{y}) \text { is before }(x, y)} \widetilde{y}\right\}
$$

of $n$ pairs stored $O\left(n^{\delta}\right)$ per machine on output machines. Here, "an pair $(\widetilde{x}, \widetilde{y}) \in S$ is before $(x, y) \in S^{\prime \prime}$ means that $(\widetilde{x}, \widetilde{y})$ is held by a input machine with a smaller index, or $(\widetilde{x}, \widetilde{y}),(x, y)$ are stored in the same input machine but $(\widetilde{x}, \widetilde{y})$ has a smaller local memory address. Notice that indexing problem is a special case of prefix sum problem.

Theorem 32.7.2 ([GSZ11]). Indexing/prefix sum problem can be solved in $c / \delta$ rounds in $(0, \delta)$ - MPC model for any constant $\delta \in(0,1)$, where $c \geq 0$ is a universal constant.

Once each item has an index, it is able to reallocate them onto the machines.

Load balance Sometimes, local computations of a machine may generate new data. When some machines are not able to keep the new data generated, we need to do loading balance. Fortunately, this operation can be done in constant number of rounds of computations.

For arbitrary constant $\delta \in(0,1)$, we are able to spend constant number of rounds to reallocate the data in $(0, \delta)$ - MPC model such that if a machine is not empty, the size of its local data is at least $n^{\delta} / k$ and is at most $2 n^{\delta} / k$ where $k>1$ is an arbitrary constant. The method is very simple, we can use the algorithm mentioned in Theorem 32.7.2 to index each data item, and then send them to the corresponding machine.

Predecessor In the predecessor problem, a set $S=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots,\left(x_{n}, y_{n}\right)\right\}$ of $n$ (item, $0 / 1$ ) pairs are stored $O\left(n^{\delta}\right)$ per machine on input machines. The output machines are all input machines. If an input (also output) machine holds a tuple $\left(x_{i}, y_{i}\right) \in S$ at the beginning of the computation, then at the end of the computation, that machine should still hold the tuple $\left(x_{i}, y_{i}\right)$. In addition, if an input (also output) machine holds a tuple $(x, 0) \in S$ at the beginning of the computation, then at the end of the computation, that machine should hold a tuple $\left(x, x^{\prime}\right)$ such that $\left(x^{\prime}, 1\right) \in S$, and $\left(x^{\prime}, 1\right)$ is the last tuple occurred before $(x, 0)$. Here, " $\left(x^{\prime}, 1\right)$ is before $(x, 0)$ " means that $\left(x^{\prime}, 1\right)$ is held by a input machine with a smaller index, or $\left(x^{\prime}, 1\right),(x, 0)$ are stored in the same input machine but $\left(x^{\prime}, 1\right)$ has a smaller local memory address.

Theorem 32.7.3 ([GSZ11]). Predecessor problem can be solved in c/ $\delta$ rounds in $(0, \delta)-\mathrm{MPC}$ model for any constant $\delta \in(0,1)$, where $c \geq 0$ is a universal constant.

Roughly speaking the algorithm is as the following: firstly, build a $\Theta\left(n^{\delta}\right)$ branching tree on the machines, then follows by bottom-up stages to collect the last $\left(x_{l}, 1\right)$ tuple in each large interval and then follows by top-down stages to compute the predecessors of every prefix. For completeness, we describe the algorithm for predecessor problem in the following:

## Predecessor Algorithm:

- Setups:
- There are $2 p=\Theta\left(n^{\delta}\right)$ machines indexed from 1 to $2 p$ each with local memory size $s=\Theta\left(n^{\delta}\right)$. The machine with index from $p+1$ to $2 p$ are input/output machines.
$-\left(x_{1}, y_{1}\right), \cdots\left(x_{n}, y_{n}\right)$ are stored on input/output machine $p+1$ to $2 p$, where $\forall i \in$ $[n], y_{i} \in\{0,1\}$.
- The goal: If an input machine holds a tuple $(x, y)$ with $y=0$, then it will create a tuple $\left(x, x^{\prime}\right)$ at the end of the computation, where $\left(x^{\prime}, y^{\prime}\right)$ is the last tuple with $y^{\prime}=1$ stored before $(x, y)$.
- Bottom-up stage ( $O(1 / \delta)$ constant rounds):
- Let $d=s / 10$ be the branching factor.
- In the $i^{\text {th }}$ round, each machine $j$ with $j$ in the range $\left\lfloor p / d^{i-1}\right\rfloor+1$ to $\lfloor(2 p-$ 1) $\left./ d^{i-1}\right\rfloor+1$ sends the last $\left(x_{l}, y_{l}\right)$ tuple with $y_{l}=1$ in its local memory to machine $\lfloor(j-1) / d\rfloor+1$. If machine $j$ does not have any tuple with $y_{l}=1$, it just sends an arbitrary tuple to machine $\lfloor(j-1) / d\rfloor+1$.
- Until the end of the computation, machine $j$ sends itself messages to keep the data. The stage ends when machine 1 receives messages.
- Top-down stage $(O(1 / \delta)$ constant rounds):
- Let $d=s / 10$ be the branching factor.
- In the $i^{\text {th }}$ round, each machine $j$ with $j$ in the range $\left\lfloor d^{i-2}\right\rfloor+1$ to $\min \left(d^{i-1}, p\right)$ sends to each machine $h$ in the range $(j-1) d+1$ to $\min (j \cdot d, 2 p)$ a tuple $\left(x_{l}, y_{l}\right)$ which is the last tuple with $y_{l}=1$ appeared before machine $h$.
- The stage ends when machine $2 p$ receives messages.
- The last round:
- Machine $i \in\{p+1, \cdots, 2 p\}$ scans its local memory, for each tuple $(x, y)$ with $y=0$, create a tuple $\left(x, x^{\prime}\right)$ where $\left(x^{\prime}, y^{\prime}\right)$ is the last tuple stored before $(x, y)$ with $y^{\prime}=1$.


### 32.7.2 Data Organization

In this section, we introduce the method to organize the data in the system.

Set Let $S=\left\{x_{1}, x_{2}, \cdots, x_{m}\right\}$ be a set of $m$ items, and each item $x_{i}$ can be described by $O(1)$ number of words. If $x \in S$ is equivalent to that there is a unique machine which holds a pair (" $S$ ", $x$ ) in its local memory, then we say that $S$ is stored in the system. Here " $S$ " is the name of the set $S$ and can be described by $O(1)$ number of words.

Let $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ be a set of $m$ sets, where $\forall i \in[m], S_{i}$ is stored in the system, and the name " $S_{i}$ " of each set $S_{i}$ can be described by $O(1)$ number of words. If $S \in \mathcal{S}$ is equivalent to that there is a unique machine which holds a pair (" $\mathcal{S}$ ", " $S$ ") in its local memory, then we say $\mathcal{S}$ is stored in the system. Here " $\mathcal{S}$ " is the name of $\mathcal{S}$ and can be described by $O(1)$ number of words.

Let $S$ be a set stored in the system. If machine $i$ has a pair ( $" S$ ",$x)$, then we say that the element $x$ of $S$ is held by the machine $i$. If every element of $S$ is held by a machine with index in $\{i, i+1, \cdots, j\}$, then we say $S$ is stored on the machine $i$ to the machine $j$.

The total space needed to store $S$ is $\Theta(m)$.

Mapping Let $f: U \rightarrow H$ be a mapping from a finite set $U$ to a set $H$. In the following, we show how to use a set to represent a mapping.

Definition 32.7.1 (Set representation of a mapping). Let $f: U \rightarrow H$ be a mapping from a finite set $U$ to a set $H$. Let $S=\{(x, y) \mid x \in U, y=f(x)\}$. then the set $S$ is a set representation of the mapping $f$.

Let $U$ be a finite set where each element of $U$ can be described by $O(1)$ number of words. Let $S$ be a set representation of the mapping $f: U \rightarrow H$. If $S$ is stored in the system, then we say $f$ is stored in the system. If $S$ is stored on the machine $i$ to the machine $j$, then $f$ is stored on the machine $i$ to the machine $j$. At any time of the system, there can be at most one set representation $S$ of $f$ stored in the system. Furthermore, the name of $S$ is " $f$ " which is the same as the name of mapping $f$, and can be described by $O(1)$ number of words.

The total space needed to store $f$ is the total space needed to store $S$, and thus is $\Theta(|U|)$.

Sequence Let $A=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ be a sequence of $m$ elements. In the following, we show how to use a set to represent a sequence.

Definition 32.7.2 (Set representation of a sequence). Let $A=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ be a sequence of $n$ elements. If a set $S=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots,\left(x_{m}, y_{m}\right)\right\} \subseteq \mathbb{R} \times\left\{a_{1}, a_{2}, \cdots, a_{m}\right\}$ satisfies $x_{1}<x_{2}<\cdots<x_{m}, y_{1}=a_{1}, y_{2}=a_{2}, \cdots, y_{m}=a_{m}$, then the set $S$ is a set representation of the sequence $A$. Furthermore, if $x_{1}=1, x_{2}=2, \cdots, x_{m}=m$, then $S$ is a standard set representation of $A$.

Let $A$ be a sequence of elements where each element can be described by $O(1)$ number of words. Let $S$ be a set representation of the sequence $A$. If $S$ is stored in the system, then we say $A$ is stored in the system. If $S$ is stored on the machine $i$ to the machine $j$, then $A$ is stored on the machine $i$ to the machine $j$. At any time of the system, there can be at most one set representation $S$ of $A$ stored in the system. Furthermore, the name of $S$ is
" $A$ " which is the same as the name of sequence $A$, and can be described by $O(1)$ number of words.

The total space needed to store $A$ is the total space needed to store $S$, and thus is $\Theta(m)$.

### 32.7.3 Set Operations

In this section, we introduce some MPC model operations for sets.

Duplicates removing There are $n$ tuples stored in the machines. But there are some duplicates of them. The goal is to remove all the duplicates. To achieve this, we can just sort all the tuples. After sorting, if a tuple is different from its previous tuple, then we keep it. Otherwise, we remove the tuple.

Sizes of sets Suppose we have $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. Our goal is to get the sizes of all the sets. We can firstly sort all the tuples such that the tuples from the same set are consecutive. Then we can calculate the index of each tuple. Every machine can scan all the tuples in its local memory, if $x$ is an element of set $S_{i}$ and has the smallest/largest index $y$, then create a pair ("boundary of ' $S_{i}$ '", $y$ ). Then we sort all the created pairs, then for each set $S_{i}$, there are two pairs ("boundary of ' $S_{i}$ ' ", $y_{1}$ ), ("boundary of ' $S_{i}$ ' ", $y_{2}$ ) stored on the same machine. Each machine can store its local memory. For each pair of tuples ("boundary of ' $S_{i}$ '", $y_{1}$ ), ("boundary of ' $S_{i}$ '", $y_{2}$ ) with $y_{1}<y_{2}$, the machine can generate a new tuple (" $f$ ", (" $S_{i}$ ", $\left.y_{2}-y_{1}+1\right)$ ). Finally, there will be a mapping $f$ stored in the system, where $f\left(S_{i}\right)=\left|S_{i}\right|$. Thus, the total number of rounds is a constant.

Copies of sets $\quad$ Suppose we have $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. Let $s_{1}, s_{2}, \cdots, s_{k} \in$ $\mathbb{Z}_{\geq 1}$. If a machine holds an element $x \in S_{i}$, then the machine knows the value of $s_{i}$. Our goal is to create sets $S_{1,1}, S_{1,2}, \cdots, S_{1, s_{1}}, S_{2,1}, S_{2,2}, \cdots, S_{2, s_{2}}, \cdots, S_{k, s_{k}}$ and make them stored in the system, where $S_{i, j}$ is a copy of $S_{i}$.

The idea is very simple: for an element $x \in S_{i}$, we need to make $s_{i}$ copies (" $S_{i, 1}$ ", $x$ ), (" $S_{i, 2}$ ", $x$ ), $\cdots,\left(\right.$ " $S_{i, s_{i}}$ ", $x$ ) of tuple (" $S_{i}$ ", $x$ ). But the issue is that $s_{i}$ may be very large such that it is not able to generate all the copies of a tuple on a single machine. For the above reason, we implement it in three steps: firstly we compute the new "position" of each original tuple among all the copies, then send the original tuples to their new "positions", and finally filling the gap by generating copies between any two adjacent original tuples. Precisely, each machine can scan its local memory, and assign each tuple ( " $S_{i}$ ", $x$ ) a weight $s_{i}$. Then we can use prefix sum algorithm (See Theorem 32.7.2) to compute the prefix sum of each tuple (" $S_{i}$ ", $x$ ). The prefix sum $\operatorname{pos}\left(\right.$ " $S_{i}$ ", $x$ ) of a tuple (" $S_{i}$ ", $x$ ) denotes the new "position" of the last copy of this tuple when all the copies are generated. Let $n=\sum_{i=1}^{k} s_{i} \cdot\left|S_{i}\right|$. Let machine 1 to $t$ be $t$ empty machines each maintains $s / 10$ "positions", i.e. machine 1 has "positions" 1 to $s / 10$, machine 2 has "positions" $s / 10+1$ to $2 s / 10$, and so on. Let $t \cdot s / 10=\Theta(n)$. The machine which holds tuple (" $S_{i}$ ", $x$ ) sends the tuple (" $S_{i}$ " $x$ ) to the "position" $\operatorname{pos}\left(\right.$ " $S_{i}$ ", $\left.x\right)-s_{i}+1$, and sends the tuple (" $S_{i, s_{i}}$ ", x) to the "position" $\operatorname{pos}\left(" S_{i}\right.$ ", $x$ ). Then each machine $i \in[t]$ scans its "positions". If a "position" received a tuple, the machine marks that "position" as " 1 ". Otherwise, the machine marks that position as " 0 ". Now we can apply the predecessor algorithm (See Theorem 32.7.3) such that each empty "position" learns its predecessor tuple. If the predecessor tuple of an empty "position" $l$ is (" $S_{i}$ ", $x$ ), and the predecessor tuple is at "position" $l^{\prime}$, then create a tuple ( " $S_{i, l-l}$ ",$x$ ) at this empty position. Thus, at the end of all the computations, $S_{1,1}, S_{1,2}, \cdots, S_{1, s_{1}}, S_{2,1}, S_{2,2}, \cdots, S_{2, s_{2}}, \cdots, S_{k, s_{k}}$ are stored on the system.

Indexing elements in sets Suppose we have $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. The goal is to compute a mapping $f$ such that $\forall i \in[k], x \in S_{i}, x$ is the $f\left(S_{i}, x\right)^{\text {th }}$ element of
$S_{i}$.
To achieve this goal, we can sort (See Theorem 32.7.1) all the tuples such that the elements from the same set are stored consecutively on several machines. Then we can run indexing algorithm (See Theorem 32.7.2) to compute the global index of each tuple. In the next, each machine scans its local data. If ( " $S_{i}$ ", $x$ ) is in the local memory, and $x$ is the first element of $S_{i}$, then the machine marks this tuple as " 1 ". For other tuples in the local memory, the machine marks them as " 0 ". Then we can invoke predecessor algorithm (See Theorem 32.7.3) on all the tuples. At the end of the computation, each machine scans its all tuples. For a tuple (" $S_{i}$ ", $x$ ) with global index $l$, the machine determine the index of $x$ in $S_{i}$ based on the global index $l^{\prime}$ of its predecessor (" $S_{i}$ ", $x$ ). Precisely, the machine creates a tuple (" $f$ ", $\left(\left(\right.\right.$ " $S_{i}$ ", $\left.\left.\left.x\right), l-l^{\prime}+1\right)\right)$ stored in the memory. Thus at the end of the computation, the desired mapping $f$ is stored in the system.

Set merging Suppose we need to merge several sets $S_{1}, S_{2}, \cdots, S_{k}$ stored on the system, i.e. create a new set $S=\bigcup_{i=1}^{k} S_{i}$. To implement this operation, each machine scans its local memory. If there is a tuple ( " $S_{i}$ ", x) in its memory, then it creates a tuple (" $S$ ", $x$ ). Finally, we just need to remove all the duplicates.

Set membership Suppose we have $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. There is an another set $Q=\left\{\left(x_{1}, y_{1}\right), \cdots,\left(x_{q}, y_{q}\right)\right\}$ also stored in the system where $x_{i}$ is the name of a set $S$, and $y_{i}$ is an item. The goal is to answer whether $y_{i}$ is in $S$.

To achieve this, we can firstly sort all the tuples. For tuple with form (" $S_{i}$ ", $x$ ), the first key is $S_{i}$, the second key is $x$, and the third key is $-\infty$ which has the highest priority.

For tuple with form (" $Q$ ", $(x, y)$ ), the first key is $x$, the second key is $y$, and the third key is $\infty$ which has the lowest priority. The comparison in the sorting procedure firstly compare the first key, then the second key, and finally the third key. After sorting, for each tuple with form (" $S_{i}$ ", $x$ ), we mark it as " 1 ". For each tuple with form (" $Q$ ", $(x, y)$ ), we mark it as " 0 ". Now we can apply the predecessor algorithm (See Theorem 32.7.3). For each tuple $(" Q$ ", $(x, y))$, if its predecessor is (" $S$ ", $y$ ) where $x$ is the name of " $S$ ", then we create a tuple (" $f$ ", $((x, y), 1))$; Otherwise, we create a tuple (" $f$ ", $((x, y), 0))$. Thus, at the end of the computation, there is a mapping $f$ stored on the system such that for each $(x, y) \in Q$, if $x$ is the name of some set $S_{i}$, and $y \in S_{i}$, then $f(x, y)=1$; Otherwise $f(x, y)=0$.

### 32.7.4 Mapping Operations

In this section, we introduce some MPC model operations for mapping. The most important operation is called Multiple queries.

Multiple queries We have $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. Without loss of generality, $S_{1}, S_{2}, \cdots, S_{t}(t \leq k)$ are sets representations of mappings (See Definition 32.7.1) $f_{1}: U_{1} \rightarrow H_{1}, f_{2}: U_{2} \rightarrow H_{2}, \cdots, f_{t}: U_{t} \rightarrow H_{t}$ respectively. When a machine does local computation, it may need to query some values which are in the form $f_{i}(u)$ for some $u \in U_{i}$. The following lemma shows that we can answer all the such queries simultaneously in constant number of rounds in $(0, \delta)$ - MPC model for all constant $\delta \in(0,1)$. It means that we can use constant number of rounds to simulate concurrent read operations on a shared memory where $S_{1}, \cdots, S_{k}$ are stored in the shared memory.

Lemma 32.7.4 (Multiple queries). Let $\delta \in(0,1)$ be an arbitrary constant. There is a constant number of rounds algorithm $\mathcal{A}$ in $(0, \delta)$ - MPC model which satisfies the following properties. The input of $\mathcal{A}$ contains two parts. The first part are $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored (See Section 32.7.2 for data organization of sets) on the input machines, where $S_{1}, S_{2}, \cdots, S_{t}$ $(t \leq k)$ are sets representations of mappings (See Definition 32.7.1) $f_{1}: U_{1} \rightarrow H_{1}, f_{2}: U_{2} \rightarrow$ $H_{2}, \cdots, f_{t}: U_{t} \rightarrow H_{t}$ respectively. The second part is a set

$$
Q=\left\{\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right), \cdots,\left(x_{q}, y_{q}, z_{q}\right)\right\}
$$

stored on the input machines, where $\forall(x, y, z) \in Q, x$ is the name " $f_{i}$ " of the mapping $f_{i}$ for some $i \in[t], y$ is an element in $U_{i}$, and $z$ is the index of the input machine which holds the element $(x, y, z)$ of $Q$. The total input size $n=|Q|+\sum_{i=1}^{k}\left|S_{i}\right|$. The output machines
are all the input machines. $\forall i \in[k], x \in S_{i}$, if the element $x$ of $S_{i}$ is held by the input (also output) machine $j$, then at the end of the computation, the element $x$ of $S_{i}$ should still be held by the output (also input) machine $j$. Let $Q^{\prime}$ be the set $\{(x, y, z, w) \mid \exists(x, y, z) \in Q, w=$ $f_{i}(y)$, where $x$ is the name of $\left.f_{i}\right\}$. At the end of the computation, $Q^{\prime}$ is stored on the output (also input) machines such that $\forall(x, y, z, w) \in Q^{\prime}$, the element $(x, y, z, w)$ of $Q^{\prime}$ is held by the machine $z$.

Proof. The idea is that we can firstly use sorting (See Theorem 32.7.1) to make queries and the corresponding values be stored consecutively in several machines. The issue remaining is that there may be many queries queried the same position such that some queries may not be stored in the machine which holds the corresponding value. In this case, we need to find the predecessor by invoking the algorithm shown in Theorem 32.7.3.

The Multiple queries algorithm is shown as the following:

Multiple Queries Algorithm:

- Setups:
- There are $3 p=\Theta\left(n^{\delta}\right)$ machines indexed from 1 to $3 p$ each with local memory size $s=\Theta\left(n^{\delta}\right)$.
- The machine with index from $2 p+1$ to $3 p$ are input/output machines.
- Sets $S_{1}, S_{2}, \cdots, S_{k}, Q$ are stored on machine $2 p+1$ to $3 p . \quad$ Corresponding to Lemma 32.7.4
- The first round:
- Machine $i \in\{2 p+1, \cdots, 3 p\}$ scans its local memory, and send all the tuples with form (" $f_{j}$ ", $(x, y)$ ) or (" $Q$ ", $(x, y, z)$ ) to machine $i-p$, where " $f_{j}$ " is the name of $f_{j}$ (also $S_{j}$ ) for $j \in[t]$. Until the end of the computation, machine $i$ sends itself messages to keep its local data.
- Using constant number $(O(1 / \delta))$ of rounds to sort:
- Use machine 1 to $2 p$ to sort all the tuples stored on machine $p+1$ to $2 p$, and thus at the end of this stage, machine $p+1$ to $2 p$ holds sorted tuples. For tuple with the form (" $f_{j}$ ", $(x, y)$ ), the first key value is " $f_{j}$ ", the second key value is $x$ and the third key value is $-\infty$ which is the highest priority. For tuple with form (" $Q$ ", $(x, y, z)$ ), the first key value is $x$, the second key value is $y$, and the third key value is $\infty$ which is the lowest priority. The comparison in the sorting is: Firstly compare the first key. If they are the same, then compare the second key. If they are still the same, compare the third key.
- Using constant number $(O(1 / \delta))$ of rounds to find predecessors:
- Machine $p+1$ to $2 p$ scans its local memory. For a tuple in the form (" $f_{j}$ ", $(x, y)$ ), the machine marked it as " 1 ". For a tuple in the form (" $Q$ ", $(x, y, z)$ ), the machine marked it as " 0 ".
- Machine 1 to $2 p$ together invoke the Predecessor algorithm (Theorem 32.7.3), where the input is on machine $p+1$ to machine $2 p$.
- The last round:
- Machine $p+1$ to $2 p$ scans its local memory. For each tuple with form (" $Q$ ", $(x, y, z)$ ), it sends machine $z$ a tuple (" $Q^{\prime \prime},(x, y, z, w)$ ), where $x$ is the name of $f_{j}$, and $w=f_{j}(y)$.


### 32.7.5 Sequence Operations

In this section, we introduce some MPC model operations for sequence.

Sequence standardizing Suppose there is a sequence $A$, and one of its set representation (see Definition 32.7 .2 ) $S$ is stored in the system. The goal is to modify the set $S$ such that $S$ is a standard set representation of $A$.

We can compute the index (see Indexing elements in sets in Section 32.7.3) of elements in $S$. Then for each element $(x, y) \in S$, we can query (see Multiple queries in Section 32.7.4) the index of $(x, y)$ in $S$. Suppose the index is $i$, we modify the tuple ("S", $(x, y))$ to (" $\left.S^{\prime \prime},(i, y)\right)$.

Sequence duplicating Suppose there is a sequence $A=\left(a_{1}, a_{2}, \cdots, a_{s}\right)$, and one of its set representation (see Definition 32.7.2) $S$ is stored in the system. Furthermore, there is a mapping $f:[s] \rightarrow \mathbb{Z}_{\geq 0}$ which is also stored in the system. The goal is to get a set $S^{\prime}$ stored in the system such that $S^{\prime}$ is a set representation of the sequence:

$$
(\underbrace{a_{1}, a_{1}, \cdots, a_{1}}_{f(1) \text { times }}, \underbrace{a_{2}, a_{2}, \cdots, a_{2}}_{f(2) \text { times }}, \cdots, \underbrace{a_{s}, a_{s}, \cdots, a_{s}}_{f(s) \text { times }}) .
$$

Firstly, we can standardize (see the above paragraph Sequence standardizing) the set $S$. Then for each tuple (" $S$ ", $\left(i, a_{i}\right)$ ), we create a tuple ( " $S_{i}$ ", $a_{i}$ ), and we can query (see Multiple queries in Section 32.7.4) the value of $f(i)$. Then we can copy (see Copies of sets in Section 32.7.3) set $S_{i} f(i)$ times. For each tuple ( $S_{i, j}$ ", $a_{i}$ ), we create a tuple (" $S^{\prime \prime}$ ", ( $\left.(i, j), a_{i}\right)$ ). Then we can compute the index (see Indexing elements in sets in Section 32.7.3) of each element in $S^{\prime}$. For each tuple (" $S^{\prime \prime}$ ", $\left((i, j), a_{i}\right)$ ), we can query
(see Multiple queries in Section 32.7.4) the index $i^{\prime}$ of it, and then modify the tuple as (" $\left.S^{\prime \prime \prime},\left(i^{\prime}, a_{i}\right)\right)$.

Sequence insertion Suppose there are $k+1$ sequences $A=\left(a_{1}, a_{2}, \cdots, a_{s}\right), A_{1}, \cdots, A_{k}$ which have sets representations (see Definition 32.7.2) $S, S_{1}, \cdots, S_{k}$ respectively and stored on the system. There is also a mapping $f:[k] \rightarrow\{0\} \cup[s]$ stored on the system where $\forall i \neq j \in[k], f(i) \neq f(j)$. The goal is to insert each sequence $A_{i}$ into the sequence $A$, and $A_{i}$ should be between the element $a_{f(i)}$ and $a_{f(i)+1}$.

Firstly, we can standardize (see Sequence standardizing in Section 32.7.3) S. Then we can compute the total size (see Sizes of sets in Section 32.7.3) $N=|S|+\left|S_{1}\right|+\cdots+\left|S_{k}\right|+1$. For each tuple (" $S$ ", $\left(i, a_{i}\right)$ ), we can modify it as (" $S$ ", $\left(i \cdot N, a_{i}\right)$ ). For each tuple (" $S_{i}$ ", $\left(j, a_{i j}\right)$ ), we query (see Multiple queries in Section 32.7.4) the value of $f(i)$, then create a tuple (" $S$ ", $\left.\left(f(i) \cdot N+j, a_{i j}\right)\right)$.

### 32.7.6 Multiple Tasks

In this section, we show that if the entire computational tasks consist of some independent small computational tasks, then we are able to schedule the machines such that the small computational tasks can be computed simultaneously.

Task and multiple tasks problem A computational task here is running a specific algorithm on specific input data.

There are $k$ sets $S_{1}, S_{2}, \cdots, S_{k}$ stored in the system. Let $n=\sum_{i=1}^{k}\left|S_{i}\right|$ be the total input size. There are $h$ independent computational tasks $T_{1}, T_{2}, \cdots, T_{h}$. Each task $T_{i}$ needs to take some sets $\mathcal{S}_{i} \subseteq\left\{S_{1}, S_{2}, \cdots, S_{k}\right\}$ as its input, and is running a $\left(\gamma_{i}, \delta_{i}\right)$ - MPC algorithm in $r_{i}$ rounds where $\gamma_{i} \in \mathbb{R}_{\geq 0}$, constant $\delta_{i} \in(0,1) . \forall i \in[h]$, let $n_{i}=\sum_{S \in s_{i}}|S|$ be the input size of task $T_{i}$. Without loss of generality, we can assume that the input of different tasks are disjoint. Otherwise we can use sets copying technique (See Section 32.7.3) to generate different copies of input sets for the tasks shared the same input set. The goal here is to use the small number of rounds to finish all the tasks. Since we can always use sorting and indexing to extract the desired input data. The most naive way is to compute the tasks one-by-one. This can be trivially done in $r=O\left(\sum_{i=1}^{h} r_{i}\right)$ rounds in $(\gamma, \delta)-$ MPC model for $\gamma=\log _{n}(h)+\max _{i \in[h]} \gamma_{i}, \delta=\max _{i \in[h]} \delta_{i}$. Here we show how to compute all the tasks simultaneously in $r=O\left(\max _{i \in[h]} r_{i}\right)$ rounds in $(\gamma, \delta)$ - MPC model for $\gamma=\log _{n}(m)-1, \delta=\max _{i \in[h]} \delta_{i}$, where $m=\Theta\left(n+\sum_{i=1}^{h} n_{i}^{1+\gamma_{i}}\right)$.

Each machine scans its local memory. If the machine holds a tuple (" $S_{i}$ ", $x$ ), and $S_{i}$ is a part of input of task $T_{j}$, then it creates a tuple (" $W_{j}$ ", ("S $\left.S_{i}, x\right)$ ). Thus, at the end of this step, there are additional $h$ sets $W_{1}, W_{2}, \cdots, W_{h}$ stored in the system. Here $W_{i}, i \in[h]$
contains all the information of input data of task $T_{i}$. Then we can compute a mapping $f$ such that $\forall i \in[h], f\left(W_{i}\right)=\left|W_{i}\right|$ (see Section 32.7.3). Thus, we know the input size of each task. Then each machine scans its local memory. If the machine holds a tuple ("f", (" $\left.\left.W_{i} ",\left|W_{i}\right|\right)\right)$, then it creates a tuple (" $H_{i}$ ", $\left.\left|W_{i}\right|\right)$, i.e. a set $H_{i}=\left\{\left|W_{i}\right|\right\}$. Then for each set $H_{i}=\left\{\left|W_{i}\right|\right\}, i \in[h]$, we can copy (see Section 32.7.3) it $s_{i}=c \cdot\left|W_{i}\right|^{1+\gamma_{i}}$ times for a sufficiently large $c$ to get sets $H_{i, 1}=H_{i, 2}=\cdots=H_{i, s_{i}}=\left|W_{i}\right|$. Each set $H_{i, j}$ is just a placeholder of one unit working space of the task $T_{i}$. Thus, the number of copies of the set $H_{i}$ is the total space needed for the task $T_{i}$. We can sort all the tuples (" $H_{i, j}{ }^{\prime},\left|W_{i}\right|$ ) on machines with index in $I=\{2,5,8,11, \cdots, 3 p-1\}$, where local memory $s=\Theta\left(n^{\delta}\right)$, total required memory $m=\Theta\left(n+\sum_{i=1}^{h} n_{i}^{1+\gamma_{i}}\right)$, and $p=\Theta(m / s)$ For each machine with index $q \in I$, the tuples on that machine must be in the following form
(" $H_{i, j}$ ", $\left.\left|W_{i}\right|\right),\left(" H_{i, j+1} ",\left|W_{i}\right|\right), \cdots,\left(" H_{i, s_{i}}\right.$ ", $\left.\left|W_{i}\right|\right),\left(" H_{i+1,1} ",\left|W_{i+1}\right|\right), \cdots,\left(" H_{i+1, s_{i+1}}\right.$ ", $\left.\left|W_{i+1}\right|\right)$, $\left(" H_{i+2,1}\right.$ ", $\left.\left|W_{i+2}\right|\right), \cdots,\left(" H_{i+2, s_{i+2}}\right.$ ", $\left.\left|W_{i+2}\right|\right), \cdots,\left(" H_{i^{\prime}, 1^{\prime}},\left|W_{i^{\prime}}\right|\right), \cdots\left(\right.$ " $H_{i^{\prime}, j^{\prime}}$ ", $\left.\left|W_{i^{\prime}}\right|\right)$.

Then machine $q$ just sends all the tuples (" $H_{i, j}$ ", $\left.\left|W_{i}\right|\right),\left(" H_{i, j+1}\right.$ ", $\left.\left|W_{i}\right|\right), \cdots,\left(" H_{i, s_{i}}\right.$ ", $\left.\left|W_{i}\right|\right)$ to machine $q-1$, and sends all the tuples (" $H_{i^{\prime}, 1}$ ", $\left.\left|W_{i^{\prime}}\right|\right)$, (" $H_{i^{\prime}, 2}$ ", $\left.\left|W_{i^{\prime}}\right|\right), \cdots\left(\right.$ " $H_{i^{\prime}, j^{\prime}}$ ", $\left.\left|W_{i^{\prime}}\right|\right)$ to machine $q+1$. Thus, $\forall i \in[h]$,

1. either all the $H_{i, 1}, H_{i, 2}, \cdots, H_{i, s_{i}}$ are stored on consecutive machines, machine $q$ to machine $q^{\prime}$, and any of machine $q$ to machine $q^{\prime}$ does not hold other tuples,
2. or there is a unique machine $q$ which holds all the sets $H_{i, 1}, H_{i, 2}, \cdots, H_{i, s_{i}}$.

For each machine $q \in[3 p]$, if $H_{i, 1}$ is held by machine $q$, then it creates a tuple ("st", (" $T_{i}$ ", q)). If $H_{i, s_{i}}$ is held by machine $q$, then it creates a tuple ("ed", (" $T_{i}$ ", q)). The mapping st, ed
then are stored in the system, where $\operatorname{st}\left(T_{i}\right)$ is the index of the first machine assigned to task $T_{i}$, and $\operatorname{ed}\left(T_{i}\right)$ is the index of the last machine assigned to task $T_{i}$. Recall that $W_{i}$ contains all the information of the input data to task $T_{i}$. The remaining task is to move the input data of task $T_{i}$ to the machines with index from $\operatorname{st}\left(T_{i}\right)$ to $\operatorname{ed}\left(T_{i}\right)$. According to Section 32.7.3, we can compute a mapping $f^{\prime}$, such that $f^{\prime}\left(W_{i}, x\right)$ records the index of $x \in W_{i}$ in set $W_{i}$. Now, each machine scans its local memory. For each tuple (" $W_{j}$ ", (" $S_{i}$ ", $x$ ) ), the machine needs to query the value of $f^{\prime}\left(W_{j},\left(" S_{i}\right.\right.$ ", $\left.x\right)$ ), the value of $\operatorname{st}\left(T_{j}\right)$ and the value of $\operatorname{ed}\left(T_{j}\right)$. By Lemma 32.7.4, these queries can be handled simultaneously in constant number of rounds. Then the machine can send the tuple (" $S_{i}$ ", $x$ ) to the corresponding machine based on the value of $f^{\prime}\left(W_{j},\left(" S_{i}\right.\right.$ ", x) ), st $\left(T_{j}\right)$, and $\operatorname{ed}\left(T_{j}\right)$. Finally, $\forall i \in[h]$, since $\delta \geq \delta_{i}$ and $\left(\operatorname{ed}\left(T_{i}\right)-\operatorname{st}\left(T_{i}\right)+1\right) \cdot s=\Theta\left(n_{i}^{1+\gamma_{i}}\right)$, the machines with index from $\operatorname{st}\left(T_{i}\right)$ to ed $\left(T_{i}\right)$ can simulate task $T_{i}$ in $r_{i}$ number of rounds.

### 32.8 Implementations in MPC Model

In this section, we show how to implement all the previous batch algorithms in MPC model.

### 32.8.1 Neighbor Increment Operation

Lemma 32.8.1. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. NeighborIncrement $(m, G)$ (Algorithm 32.1) can be implemented in $(\gamma, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.4.1) of NeighborIncrement $(m, G)$.
 Then for each (" $S_{v}^{(0) ", ~ u) ~ w e ~ c a n ~ c o m p u t e ~ t h e ~ i n d e x ~(s e e ~ I n d e x i n g ~ e l e m e n t s ~ i n ~ s e t s ~ a n d ~}$ Multiple queries) of $u$ in set $S_{v}^{(0)}$. If the index of $u$ in set $S_{v}^{(0)}$ is at least $\left\lceil(m / n)^{1 / 2}\right\rceil$, then


Now let us discuss how to implement line 14 and line 17 in the $i^{\text {th }}$ iteration. Firstly, we can compute the size of every set stored in the system (see Sizes of sets). Then for each
 $S_{u}^{(i-1)}$. If $\left|S_{u}^{(i-1)}\right| \geq\left\lceil(m / n)^{1 / 2}\right\rceil$, then create a tuple ("temp $v_{v}^{i "}, u$ ). We can index (see Indexing elements in sets) all the elements in set temp ${ }_{v}^{i}$, and only keep the element with index 1 . Thus, temp ${ }_{v}^{i}$ has a only element $u$, and we need to create a set $S_{v}^{(i)}=S_{u}^{(i-1)}$. Notice that there may be many $v \in V$ which needs need to implement $S_{v}^{(i)}=S_{u}^{(i-1)}$. Thus, for each tuple ("temp $v_{v}^{i "}, u$ ), we create a tuple (" $\left.\operatorname{target}_{u}^{i} ", v\right) . v \in \operatorname{target}{ }_{u}^{i}$ means that $S_{v}^{(i)}$ needs a copy of $S_{u}^{(i-1)}$. Thus, $\left|\operatorname{target}_{u}^{i}\right|$ means that $S_{u}^{(i-1)}$ needs to copy $\left|\operatorname{target}_{u}^{i}\right|$ times. For each tuple
 set $S_{u}^{(i-1)}$ can be copied (see Copies of sets) $\left|\operatorname{target}_{u}^{i}\right|$ times. For each tuple ("target ${ }_{u}^{i}$ ", $v$ ), we query (see Multiple queries) the index (see Indexing elements in sets) of $v$ in set $\operatorname{target}_{u}^{i}$, and then create a tuple (" $f^{i}$ ", (("target $\left.\left.{ }_{u}^{i "}, x\right), v\right)$ ), where $x$ is the index of $v$ in $\operatorname{target}{ }_{u}^{i}$. Thus $f^{i}$ is a mapping such that $f^{i}\left(\operatorname{target}_{u}^{i}, x\right)$ is the $x^{\text {th }}$ element in $\operatorname{target}_{u}^{i}$. For

 Duplicates removing) of elements of for every set $S_{v}^{(i)}$. For each tuple ("temp ${ }_{v}^{i}$ ", u), query (see Multiple queries) the size (see Sizes of sets) of $S_{v}^{(i)}$ and $S_{u}^{(i-1)}$. If $\left|S_{v}^{(i)}\right|>\left|S_{u}^{(i-1)}\right|$, then we create a tuple (" $g^{i "},(v,(u$, "delete" $\left.))\right)$; Otherwise, create a tuple (" $g^{i "},(v,(u$, "keep" $))$ ). Finally, for each tuple $\left(S_{v}^{(i)}, x\right)$, we query (see Multiple queries) $(u, o)=g^{i}(v)$, if $u=x$ and $o=$ "delete", the machine deletes the tuple $\left(S_{v}^{(i)}, x\right)$.

Next, let us discuss how to implement line 20. Similar as before, we can compute the
 the corresponding machine queries (see Multiple queries) the size of $S_{u}^{(i-1)}$. If $\left|S_{u}^{(i-1)}\right| \geq$ $\left\lceil(m / n)^{1 / 2}\right\rceil$, then create a tuple ("temp ${ }_{v}^{i "}, u$ ). For each tuple (" $V$ ", $v$ ), we can create a tuple ("temp ${ }_{v}^{i "}$, null). Then for each tuple (" $V$ ", $v$ ) we can query (see Multiple queries) the size (see Sizes of sets) of temp ${ }_{v}^{i}$. If $\left|\operatorname{temp}_{v}^{i}\right|=1$, then we create a tuple (" $f^{\prime i}$ ", 1 ); Otherwise, we create a tuple (" $f^{\prime \prime} ", 0$ ). Thus, mapping $f^{\prime i}$ is stored in the system, and $f^{\prime \prime}(v)=1$ if and only if $\forall u \in S_{v}^{(i-1)},\left|S_{u}^{(i-1)}\right|<\left\lceil(m / n)^{1 / 2}\right\rceil$. For each tuple (" $S_{v}^{(i-1) \text { ", }} u$ ), we query (see Multiple queries) the value $f^{\prime i}(v)$. If $f^{\prime i}(v)=1$, we create a tuple ("target ${ }_{u}^{i}$ ", $v$ ). Thus, $v \in \operatorname{target}^{i}{ }_{u}$ means that $S_{u}^{(i-1)}$ should be a part of $S_{v}^{(i)}$. $\left|\operatorname{target}{ }_{u}^{i}\right|$ means that $S_{u}^{(i-1)}$ needs to copy $\left|\operatorname{target}{ }_{u}^{i}\right|$

sets) of $\operatorname{target}{ }_{u}^{i}$. Then we can copy (see Copies of sets) each set $S_{u}^{(i-1)}\left|\operatorname{target}_{u}^{i}\right|$ times. Then for each tuple (" $\operatorname{target}_{u}^{i}$ ", $v$ ), we can query (see Multiple queries) the index $x$ (see Indexing elements in sets) of $v$ in set $\operatorname{target}_{u}^{i}$, and then create a tuple (" $f^{i}$ ", (( " $\left.\left.\operatorname{target}_{u}^{i} ", x\right), v\right)$ ) which means that the $x^{\text {th }}$ element of $\operatorname{target}_{u}^{i}$ is $f^{i}\left(\operatorname{target}_{u}^{i}, x\right)=v$. For each tuple ( " $S_{u, j}^{(i-1) \text { ", }, x) \text {, we }}$ query (see Multiple queries) the value $v=f^{i}\left(\operatorname{target}_{u}^{i}, j\right.$ ), and then create a tuple (" $S_{v}^{(i)}$ ", $x$ ). We then remove the duplicates (see Duplicates removing) of elements of for every set $S_{v}^{(i)}$.

Finally, let us consider how to implement line 24 . It is very simple, we only need to query the sizes of sets. For each tuple (" $V$ ", v), query (see Multiple queries) the size (see Sizes of sets) of $S_{v}^{(i)}$ and $S_{v}^{(i-1)}$, if $v$ satisfies the condition, create a tuple ("Done", v). Every machine queries (see Multiple queries) the size (see Sizes of sets) of Done. If it is $|V|$, then all the machines know that they finish the loop. In the end, for each tuple $\left(S_{v}^{(r)}, u\right)$ we create tuples (" $\left.E^{\prime \prime},(u, v)\right),\left(" E^{\prime "},(v, u)\right)$, and for each tuple (" $E$ ", $(u, v)$ ) we create tuple (" $E^{\prime \prime},(u, v)$ ). Then we then remove the duplicates (see Duplicates removing) of elements of $E$.

In the $i^{\text {th }}$ iteration, we only need to maintain sets $V, E, S_{v}^{(i-1)}$. Since all the copy operation will create at most $n \cdot(m / n)^{1 / 2} \cdot(m / n)^{1 / 2}=m$ tuples, the total space needed is $\Theta(m)$ plus the space needed to maintain $V, E, S_{v}^{(i)}$. By Property 4 of Lemma 32.4.1, $\left|S_{v}^{(i)}\right| \leq m / n$. Thus, the total space is $\Theta(m)+|V|+|E|+\sum_{v \in V}\left|S_{v}^{(i)}\right|=\Theta(m)+N=\Theta(m)$.

The above implementation shows that the parallel time is $O(r)$, where $r$ is the number of iterations (see Definition 32.4.1).

### 32.8.2 Tree Contraction Operation

In this section, we show how to implement Algorithm 32.2 in MPC model.

Lemma 32.8.2. Let graph $G=(V, E)$ and par : $V \rightarrow V$ be a set of parent points (see Definition 32.4.2) on the vertex set $V$. TreeContraction(G, par) (Algorithm 32.2) can be implemented in $(0, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.4.5) of TreeContraction( $G$, par).

Proof. Let $N=|V|+|E|$. Then the total space is $\Theta(N)$.
Initially, each machine scans its local memory. If there is a tuple (" $V$ ", $v$ ), then it queries the value of $\operatorname{part}(v)$. It needs $O(1)$ parallel time to answer all the queries (see Multiple
 the initialization stage, mapping $g^{(0)}$, par, set $V, E$ are stored in the system.

In the $l^{\text {th }}$ iteration, Each machine scans its local memory. If there is a tuple (" $V$ ", $v$ ), then it queries the value of $g^{(l-1)}(v)$. This can be done by Multiple queries. Then it queries the value of $\operatorname{part}\left(g^{(l-1)}(v)\right)$. This can also be done by Multiple queries. If $\operatorname{part}\left(g^{(l-1)}(v)\right)=$ $g^{(l-1)}(v)$, it creates a tuple ("Done", $v$ ). Then the machines can compute the sizes (see Section 32.7.3) of $V$ and Done. Each machine queries the size of $V$ and Done. This can be done by Multiple queries. Then if $|V|=\mid$ Done $\mid$, every machine knows that the iterations are finished. Otherwise, the machine which holds (" $V$ ", $v$ ) queries the value of $g^{(l-1)}\left(g^{(l-1)}\right)(v)$. This can be done by Multiple queries. And then it creates a tuple (" $\left.g^{(l) "},\left(v, g^{(l-1)}\left(g^{(l-1)}\right)(v)\right)\right)$.

At the end, if a machine holds a tuple (" $V$ ", $v$ ), then the queries part $(v)$. If $v=$
$\operatorname{part}(v)$, it creates a tuple (" $\left.V^{\prime \prime}, v\right)$. If a machine holds a tuple (" $E$ ", $(u, v)$ ), then it queries $g^{(r)}(u), g^{(r)}(v)$, and creates a tuple (" $\left.E^{\prime "},\left(g^{(r)}(u), g^{(r)}(v)\right)\right)$.

Since at the end of each iteration $l$, the system only stores mappings par : $V \rightarrow V, g^{(r)}$ : $V \rightarrow V$, and sets $V, E$, the total space used is at most $O(N)$. Thus, we can implement the algorithm in $(0, \delta)$ - MPC model.

The total parallel time is $O(r)$. By Corollary 32.4.8, $r=O(\operatorname{dep}($ par $))$. Thus, the total parallel time is $O(\operatorname{dep}(\mathrm{par}))$.

### 32.8.3 Graph Connectivity

Theorem 32.8.3. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. Let $r>0$ be a round parameter. Connectivity ( $G, m, r$ ) (Algorithm 32.3) can be implemented in $(\gamma, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(R)$, where $R$ is the total number of iterations (see Definition 32.4.6) of $\operatorname{Connectivity~}(G, m, r)$.

Proof. Initially, we store sets $V_{0}, E_{0}, V, E$ and mapping $h_{0}$ in the system. Now consider the $i^{\text {th }}$ round. Due to Lemma 32.8.1, line 9 can be implemented in total space $\Theta(m)$ and with $O\left(k_{i}\right)$ parallel time, where $k_{i}$ is the number of iterations (See Definition 32.4.1) of NeighborIncrement $\left(m, G_{i-1}\right)$. To store $V_{i}^{\prime}$ and $E_{i}^{\prime}$, we need total space $\Theta(m)$. Line 10 can be implemented by operations described in Sizes of sets and Multiple queries (see Section 32.7). Line 11 can be implemented by the operations described in Set membership and Multiple queries. To implement line 14 , for each tuple (" $V_{i}^{\prime \prime "}, v$ ), we can create a tuple ("l", $(v, x)$ ) where $x=1$ with probability $p_{i}, x=0$ with probability $1-p_{i}$. To calculate $p_{i}$, the machine only needs to know $n_{i-1}$. This can be done by the operations described in Sizes of sets and Multiple queries. Line 15 and line 16 can be implemented by operations described in Set membership and Multiple queries. For line 17, set $L_{i} \cap\left(\Gamma_{G_{i}^{\prime}}(v) \cup\{v\}\right)$ can be computed by operations described in Set membership and Multiple queries. Then, by operations in Indexing elements in sets and Multiple queries, we can get $\min _{u \in L_{i} \cap\left(\Gamma_{G_{i}^{\prime}}(v) \cup\{v\}\right)} u$. Finally, by operation described in Multiple queries, $\forall v \in V_{i}^{\prime \prime}$ with $v \notin L_{i}$, the tuple (" $\operatorname{par}_{i} ",(v, x)$ ) can be created, where $x=\min _{u \in L_{i} \cap\left(\Gamma_{G_{i}^{\prime}}(v) \cup\{v\}\right)} u$. Due to Lemma 32.8.2, line 18 can be implemented in total $\Theta(m)$ space and $O\left(r_{i}^{\prime}\right)$ parallel running
time, where $r_{i}^{\prime}$ is the number of iterations (see Definition 32.4.5) of TreeContraction $\left(G_{i}^{\prime \prime}, \operatorname{par}_{i}\right)$. Line 21 can be implemented by operations in Set membership, Indexing elements in sets and Multiple queries. Line 22 can be implemented by operations in Set membership and Multiple queries. Line 23 can be implemented by Multiple queries. For other $v \in V$ with $h_{i}(v)=$ null assigned by line 8 , we can use the operations in Set membership and Multiple queries to find those $v$, and create a tuple (" $h_{i}$ ", $v$, null).

Thus, in the $i^{\text {th }}$ round, the parallel time needed is $O\left(k_{i}+r_{i}^{\prime}\right)$. At the end of the $i^{\text {th }}$ round, we only need to keep sets $V_{i}, E_{i}, V, E$ and mapping $h_{i}$ in the system. It will take total space at most $O(m)$.

Due to Lemma 32.8.2, line 26 can be implemented in at most $O(m)$ total space and $O(\log r)$ parallel time.

Thus, the total parallel time is $O\left(\log r+\sum_{i=1}^{r}\left(k_{i}+r_{i}^{\prime}\right)\right)=O\left(\sum_{i=1}^{r}\left(k_{i}+r_{i}^{\prime}\right)\right)$. By definition 32.4.6, the total parallel time is $O(R)$, where $R$ is the total number of iterations of $\operatorname{Connectivity}(G, m, r)$. The total space in the computation is always at most $\Theta(m)$.

Here, we are able to conclude the following theorem for graph connectivity problem.

Theorem 32.8.4. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm (see Algorithm 32.3) which can output the connected components for any graph $G=(V, E)$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time, where $D$ is the diameter of $G, n=|V|, N=|V|+|E|$ and $\gamma^{\prime}=(1+\gamma) \log _{n} \frac{2 N}{n^{1 /(1+\gamma)}}$. The success probability is at least 0.98. In addition, if the algorithm fails, then it will return FAIL.

Proof. The implementation of Algorithm 32.3 in MPC model is shown by Theorem 32.8.3.

The correctness of Algorithm 32.3 is proved by Theorem 32.4.9. The total parallel time of Algorithm 32.3 is proved by Theorem 32.4.15.

### 32.8.4 Algorithms for Local Shortest Path Trees

In this section, we mainly explained how to implement local shortest path tree algorithms described in Section 32.5.1 and Section 32.5.2.

Lemma 32.8.5. Let $G=(V, E)$ be an undirected graph, $s_{1}, s_{2} \in \mathbb{Z}_{\geq 0}$, and $v \in V$. Let $\widetilde{T}=\left(V_{\widetilde{T}}, \operatorname{par}_{\widetilde{T}}\right)$ with root $v$ and radius $s_{1}$ be a local complete shortest path tree (see Definition 32.5.3) in $G$, and $\operatorname{dep}_{\widetilde{T}}: V_{\widetilde{T}} \rightarrow \mathbb{Z}_{\geq 0}$ be the depth of every vertex in $\widetilde{T}$. $\forall u \in V_{\widetilde{T}}$, let $T(u)$ with root $u$ and radius $s_{2}$ be a local complete shortest path tree in $G$, and $\operatorname{dep}_{T(u)}$ : $V_{T(u)} \rightarrow \mathbb{Z}_{\geq 0}$ be the depth of every vertex in $T(u)$. Then TreeExpansion $\left(\widetilde{T}, \operatorname{dep}_{\widetilde{T}},\{T(u) \mid\right.$ $\left.u \in V_{\widetilde{T}}\right\}$, $\left\{\operatorname{dep}_{T(u)} \mid u \in V_{\widetilde{T}}\right\}$ ) (Algorithm 32.4) can be implemented in ( $0, \delta$ ) - MPC model for any constant $\delta \in(0,1)$ in $O(1)$ parallel time.

Proof. For line 3, we apply operation shown in Copies of sets to copy each $V_{T(u)}$, then we can merge (see Set merging) all the copies to get $V_{\widehat{T}}$. To implement line 4 and line 5, we only need to apply the operation shown in Multiple queries. To implement line 6, for each tuple (" $V_{T(u)}$ ", $x$ ), we can firstly check whether $x \in V_{\widehat{T}} \backslash V_{\widetilde{T}}$ by operations described in Set membership and Multiple queries. If $x \in V_{\widehat{T}} \backslash V_{\widetilde{T}}$, then we can query the values of $\operatorname{dep}_{\widetilde{T}}(u)$ and $\operatorname{dep}_{T(u)}(x)$ by operations shown in Multiple queries. Then we create a tuple ("temp ${ }_{x}$ ", $\left(\operatorname{dep}_{\widetilde{T}}(u)+\operatorname{dep}_{T(u)}(x), u\right)$ ). By Indexing elements in sets and Multiple queries, we can find the element with the smallest index in set temp ${ }_{x}$, and thus that element is $\left(\operatorname{dep}_{\widetilde{T}}\left(u_{x}\right)+\operatorname{dep}_{T\left(u_{x}\right)}(x), u_{x}\right)$. Finally, the remaining things in line 6 and line 7 can be done by the operations described by Multiple queries.

For all the operations, the total space is always linear. The parallel time needed for the above operations is also a constant.

Lemma 32.8.6. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. MultiRadiusLCSPT $(G, m)$ (Algorithm 32.5) can be implemented in $(\gamma, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.5.4) of MultiRadiusLCSPT $(G, m)$.

Proof. To implement line 4 to line 6 , we can scan all the tuples (" $E$ ", $(u, v)$ ), then query the size of $\{v\} \cup \Gamma_{G}(v)$ and the size of $\{u\} \cup \Gamma_{G}(u)$, where these operations are described in Sizes of sets and Multiple queries. Then based on the sizes, we decide whether we need to create the corresponding tuples for $V_{T_{0}(v)}, V_{T_{0}(u)}, \operatorname{par}_{T_{0}(u)}, \operatorname{part}\left(T_{0}(v)\right)$.

Now consider the main loop. We focus on the $i^{\text {th }}$ round. Line 12 can be implemented by the operation described in Multiple queries. To implement line 13, for each tuple (" $V_{T_{i-1}(v)}$ ", $u$ ), we can query (see Multiple queries) whether $T_{i-1}(u)$ is null. If $T_{i-1}(u)$ is null, then we create a tuple (" $\operatorname{temp}_{v}$ ", $u$ ). Then for each tuple (" $V$ ", $v$ ), we can query the size of temp ${ }_{v}$ by operations described in Sizes of sets and Multiple queries. If the size is not 0 , then $T_{i}(v)$ must be null. Line 15 can be implemented by coping input for different tasks and running tasks in parallel, where it only needs operations shown in Copies of sets, Multiple queries and Multiple Tasks (see Section 32.7.6). According to Lemma 32.8.5, it only needs $O(1)$ parallel time. Line 16 and line 19 only need the operation shown in Multiple queries.

Thus, the total parallel time is $O(r)$ where $r$ is the number of iterations (see Definition 32.5.4) of MultiRadiusLCSPT $(G, m)$. For the total space, we stored the sets $V_{T_{i}(v)}$ for all $i \in[r], v \in V$ and mappings $\operatorname{par}_{T_{i}(v)}, \operatorname{dep}_{T_{i}(v)}$ for all $i \in[r], v \in V$. By Lemma 32.5.2, the total space to store all of them is at most $O\left(r \cdot n \cdot(m / n)^{1 / 4}\right)=O(m)$. In the $i^{\text {th }}$ round of
the main loop, line 15 may make copies of the set. By Lemma 32.5.2, the input size of each task will be at most $O\left((m / n)^{1 / 4} \cdot(m / n)^{1 / 4}\right)$. Since the there are at most $n$ tasks, the total space needed is at most $O(m)$.

Lemma 32.8.7. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. MultipleLargeTrees $(G, m)$ (Algorithm 32.6) can be implemented in $(\gamma, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.5.5) of MultipleLargeTrees( $G, m$ ).

Proof. By Lemma 32.8.6, line 3 can be implemented in total space $m$ and $O(r)$ parallel time where $r$ is the number of iterations (see Definition 32.5.4) of MultiRadiusLCSPT( $G, m$ ). Line 4 to line 6 can be implemented by the operation described by Multiple queries. The implementation of line 7 to line 17 is similar as the implementation of the main loop of Algorithm 32.5 (See Lemma 32.8.6 for details of the implementation). The implementation of line 18 and line 19 only needs the operation described in Indexing elements in sets and Multiple queries. Line 22 can be implemented by copying input sets for different tasks and running multiple tasks in parallel, where the operations needed are described in Copies of sets, Multiple queries and Multiple Tasks (see Section 32.7.6). Line 24 to line 28 can be implemented by the operations described in Copies of sets, Set membership, Indexing elements in sets, and Multiple queries.

The total parallel time of the first loop is $O(r)$ since it has $r$ rounds. The second loop can be done in one round. Thus the parallel time of the second loop is $O(1)$. Then the total parallel time is $O(r)$. Due to Lemma 32.8.6 and Lemma 32.5.6, $r$ is the number of iterations (see Definition 32.5.5) of MultipleLargeTrees $(G, m)$.

We stored all the $V_{T_{i}(v)}, V_{\widetilde{T}_{i}(v)}, \operatorname{par}_{T_{i}(v)}, \operatorname{par}_{\widetilde{T}_{i}(v)}, \operatorname{dep}_{T_{i}(v)}, \operatorname{dep}_{\widetilde{T}_{i}(v)}$ in the system. By Lemma 32.5.3 and Lemma 32.5.2, the total space needed to store them is at most $O(m)$. Furthermore, at any round, the size of all the input copies for multiple tasks is at most $n \cdot(m / n)^{1 / 4} \cdot(m / n)^{1 / 4}=O(m)$. Thus, the total space needed is $O(m)$.

### 32.8.5 Path Generation and Root Changing

Lemma 32.8.8. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $n=|V|$. FindAncestors(par) (Algorithm 32.7) can be implemented in $(\gamma, \delta)-$ MPC model for any $\gamma \geq \frac{\log n}{\log \log n}$ and any constant $\delta \in(0,1)$. The parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.5.6) of FindAncestors(par).

Proof. The structure of the whole algorithm is the same as the Algorithm 32.2 (see Lemma 32.8.2). All the steps can be done by operation described in Multiple queries.

Since the number of rounds needed is $r$, the parallel time is $O(r)$. For the total space, we need to store all the mappings $g_{1}, \cdots, g_{r}$. At the end of the $i^{\text {th }}$ round, we need to store mapping $h_{i}$. According to Lemma 32.5.7, $r=O(\log n)$ Thus, the total space is $O(r n)=O(n \log n)$.

Lemma 32.8.9. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $q$ be a vertex in $V$, and $n=|V|$. FindPath(par, q) (Algorithm 32.8) can be implemented in $(\gamma, \delta)-$ MPC model for any $\gamma \geq \frac{\log n}{\log \log n}$ and any constant $\delta \in(0,1)$. The parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.5.6) of FindAncestors(par) (Algorithm 32.7).

Proof. By Lemma 32.8.8, FindAncestors(par) can be implemented in $(\gamma, \delta)$ - MPC model for $\gamma \geq \frac{\log n}{\log \log n}$ and any constant $\delta \in(0,1)$. All the other other steps in the algorithm can be done by operation described in Multiple queries. Notice that, after each round, we need to do load balancing which can be done by operation described in Load balance.

The number of rounds must be smaller than $O(r)$, where $r$ should be the number of iterations of FindAncestors(par) according to Lemma 32.8.8.

We store all the mappings $g_{i}, \operatorname{dep}_{\mathrm{par}}$ in the system. They need $O(n \log n)$ total space. In the $i^{\text {th }}$ round, we only need to additionally store set $S_{i}$ which has size at most $O(n)$. Thus, the total space needed is at most $O(n \log n)$.

Lemma 32.8.10. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $q$ be a vertex in $V$. RootChange(par, $q$ ) (Algorithm 32.9) can be implemented in $(\gamma, \delta)-$ MPC model for any $\gamma \geq \frac{\log n}{\log \log n}$ and any constant $\delta \in(0,1)$. The parallel running time is $O(r)$, where $r$ is the number of iterations (see Definition 32.5.6) of FindAncestors(par) (Algorithm 32.7).

Proof. By Lemma 32.8.9, FindPath(par, $q$ ) can be implemented in $(\gamma, \delta)$ - MPC model. The remaining steps in the procedure can be implemented by the operation described by Multiple queries, and has $O(1)$ parallel running time.

The total space needed is the total space needed for $\operatorname{FindPath}($ par, $q$ ) plus the space needed to store mapping $h, \widehat{\text { par. Thus the total space needed is } O(n \log n)+O(n)=}$ $O(n \log n)$.

The parallel running time is linear in the parallel running time of $\operatorname{FindPath}(p a r, q)$. Then, by Lemma 32.8.9, the parallel running time is $O(r)$ where $r$ is the number of iterations (see Definition 32.5.6) of FindAncestors(par).

### 32.8.6 Spanning Forest Algorithm

Lemma 32.8.11. Let $G_{2}=\left(V_{2}, E_{2}\right)$ be an undirected graph. Let $\widetilde{\mathrm{par}}: V_{2} \rightarrow V_{2}$ be a set of parent pointers (See Definition 32.4.2) which satisfies that $\forall v \in V_{2}$ with $\widetilde{\operatorname{par}}(v) \neq v$, ( $v, \widetilde{\operatorname{par}}(v)$ ) must be in $E_{2}$. Let $G_{1}=\left(V_{1}, E_{1}\right)$ be an undirected graph satisfies $V_{1}=\left\{v \in V_{2} \mid\right.$ $\widetilde{\operatorname{par}}(v)=v\}, E_{1}=\left\{(u, v) \in V_{1} \times V_{1} \mid u \neq v, \exists(x, y) \in E_{2}, \widetilde{\operatorname{par}}^{(\infty)}(x)=u, \widetilde{\operatorname{par}}^{(\infty)}(y)=v\right\}$. Let par: $V_{1} \rightarrow V_{1}$ be a rooted spanning forest (See Definition 32.5.7) of $G_{1}$. Let $f: V_{1} \times$ $V_{1} \rightarrow\{$ null $\} \cup\left(V_{2} \times V_{2}\right)$ satisfy the following property: for $u \neq v \in V_{1}$, if $\operatorname{part}(u)=v$, then $f(u, v) \in\left\{(x, y) \in E_{2} \mid \widetilde{\operatorname{par}}^{(\infty)}(x)=u, \widetilde{\operatorname{par}}^{(\infty)}(y)=v\right\}$, and $f(v, u) \in\{(x, y) \in$ $\left.E_{2} \mid \widetilde{\operatorname{par}}^{(\infty)}(x)=v, \widetilde{\operatorname{par}}^{(\infty)}(y)=u\right\}$. Let $n=\left|V_{2}\right|$. Then ForestExpansion(par, $\left.\widetilde{\operatorname{par}}, f\right)$ (Algorithm 32.10) can be implemented in ( $\gamma, \delta$ ) - MPC model for any $\gamma \geq \log n / \log \log n$ and any constant $\delta \in(0,1)$ in parallel running time $O(R)$, where $R=\log (\operatorname{dep}(\widetilde{\operatorname{par}}))$.

Proof. Due to Lemma 32.8.2, line 3 can be done in $O(R)$ parallel time for $R=\log (\operatorname{dep}(\widetilde{\mathrm{par}}))$. Line 9 corresponds to multiple tasks, we can implement them parallelly by operations described in Multiple queries, and Multiple Tasks (see Section 32.7.6). By Lemma 32.8.10, the total space needed is at most $O(n \log n)$ and the parallel running time is at most $O(R)$ where $R=\log (\operatorname{dep}(\widetilde{\text { par }}))$.

Theorem 32.8.12. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. Let $r>0$ be a round parameter. $\operatorname{Spanning} \operatorname{Forest}(G, m, r)$ (Algorithm 32.11) can be implemented in $(\gamma, \delta)-$ MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(R)$, where $R$ is the total number of iterations (see Definition 32.5.8) of SpanningForest( $G, m, r$ ).

Proof. At the beginning of the algorithm, we just store sets $V, E, V_{0}, E_{0}$ and mapping $g_{0}$ in the system.

Consider the $i^{\text {th }}$ round of the loop. By Lemma 32.8.7, line 8 can be implemented in total space $\Theta(m)$ and in parallel running time $O\left(k_{i}\right)$ where $k_{i}$ is the number of iterations (see Definition 32.5.5) of MultipleLargeTrees $\left(G_{i}, m\right)$. Line 9 can be implemented by operations described in Sizes of sets, Set membership, and Multiple queries. Line 10 can be implemented by operations described in Indexing elements in sets, Set membership, and Multiple queries. In line 12 , to calculate $\gamma_{i}$, we need to query $n_{i}$, this can be done by operations described in Sizes of sets and Multiple queries. In line 14, to compute $L_{i}$, we only need operations described in Set membership and Multiple queries. Line 15 can be implemented by operations shown in Set membership, Indexing elements in sets and Multiple queries. By Lemma 32.8.9, for line 16, there are multiple tasks each can be implemented in $O\left(\left|V_{\widetilde{T}_{i}(v)}\right| \log \left|V_{\widetilde{T}_{i}(v)}\right|\right)$ total space, and $O\left(k_{i}\right)$ parallel time. We can schedule these multiple tasks (see Section 32.7.6) such that we can finish them in parallel in $O\left(k_{i}\right)$ parallel time. According to Lemma 32.8.2, for line 17, we can implement it in $O\left(n_{i}\right)=O(n)$ total space, and in $O\left(k_{i}^{\prime}\right)$ parallel time, where $k_{i}^{\prime}$ is the number of iterations (see Definition 32.4.5) of TreeContraction $\left(G_{i}^{\prime}, \operatorname{par}_{i}\right)$. Line 19 can be done by the operation described in Multiple queries. Line 20 can be done by the operation described in Indexing elements in sets and Multiple queries.

Thus, the parallel time is $O(R)$, where $R=\sum_{i=0}^{r-1}\left(k_{i}+k_{i}^{\prime}\right)$. By definition of the total number of iterations (see Definition 32.5.8) of $\operatorname{SpanningForest}(G, m, r) . R$ is the total number of iterations of SpanningForest $(G, m, r)$.

For the space, we store all the sets $V, E, V_{i}, D_{i}$ and mappings $\operatorname{par}_{i}, h_{i}$ in all the rounds.

Notice that $\sum_{i=0}^{r}\left|V_{i}\right| \leq 40|V|$. Thus this part takes only $O(N)$ space. In the $i^{\text {th }}$ round, we additionally store all the sets $V_{\widetilde{T}_{i}(v)}, V_{i}^{\prime}, E_{i}^{\prime}, L_{i}$ and all the mappings $\operatorname{par}_{\widetilde{T}_{i}(v)}, \operatorname{dep}_{\widetilde{T}_{i}(v)}, l_{i}, z_{i}$. The total space for this part is at most $O(m)$. For line 16 , it creates multiple tasks. The input of each task is at most $\left|V_{\widetilde{T}_{i}(v)}\right| \leq\left(m / n_{i}\right)^{1 / 2}$. There are at most $n_{i}$ tasks, and by Lemma 32.8.9, each task will need space at most $O\left(\left|V_{\widetilde{T}_{i}(v)}\right| \log \left|V_{\widetilde{T}_{i}(v)}\right|\right)$. Thus, the space for this part is at most $O(m)$. To conclude, the total space needed is at most $O(m)$.

Theorem 32.8.13. Let graph $G=(V, E), n=|V|, N=|V|+|E|$ and $m=\Theta\left(N^{\gamma}\right)$ for some arbitrary $\gamma \in[0,2]$. Let $r>0$ be a round parameter. If $\operatorname{SpanningForest}(G, m, r)$ (Algorithm 32.11) does not return FAIL, then let the output be the input of Orientate (•) (Algorithm 32.12), and $\operatorname{Orientate}(\cdot)$ can be implemented in $(\gamma, \delta)$ - MPC model for any constant $\delta \in(0,1)$. Furthermore, the parallel running time is $O(R)$, where $R$ is the total number of iterations (see Definition 32.5.8) of SpanningForest( $G, m, r$ ).

Proof. Line 4 to line 7 can be implemented by operations described in Multiple queries. Notice that there is a trick here, if $f_{i}(u, v)=$ null, we do not need to store the tuple (" $f_{i}$ ", $((u, v)$, null $)$ ) in the system. The total space needed to store all the mappings $f_{i}$ and all the sets $F_{i}$ for $i \in\{0\} \cup[r]$ is at most $\sum_{i=0}^{r}\left|V_{i}\right|=O(m)$.

Line 10 and line 11 can be implemented by operations described in Set membership and Multiple queries.

We now look at the second loop, and focus on round $i$. Line 12 can be implemented by Lemma 32.8.11. The total space needed is at most $O\left(\left|V_{i}\right| \cdot\left(m /\left|V_{i}\right|\right)^{1 / 2} \cdot \log \left(m /\left|V_{i}\right|\right)\right)=O(m)$. The parallel running time needed is at most $O\left(k_{i}\right)$, where $k_{i}$ is the number of iterations (see

Definition 32.5.5) of MultipleLargeTrees $\left(G_{i}, m\right), G_{i}$ is the intermediate graph in the procedure $\operatorname{SpanningForest}(G, m, r)$.

Thus, the parallel running time is $O(R)$, where $R$ is the total number of iterations (see Definition 32.5.8) of SpanningForest $(G, m, r)$. The total space needed is $O(m)$.

Now, we are able to conclude the following theorem for spanning forest problem.
Theorem 32.8.14. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm (see Algorithm 32.11 and Algorithm 32.12) which can output the rooted spanning forest for any graph $G=(V, E)$ in $O\left(\min \left(\log D \cdot \log \frac{1}{\gamma^{\prime}}, \log n\right)\right)$ parallel time, where $D$ is the diameter of $G, n=|V|, N=|V|+|E|$ and $\gamma^{\prime}=(1+\gamma) \log _{n} \frac{2 N}{n^{1 /(1+\gamma)}}$. The success probability is at least 0.98. In addition, if the algorithm fails, then it will return FAIL.

Proof. Algorithm 32.11 outputs all the edges in the spanning forest and all the contraction information. Algorithm 32.12 takes the output of Algorithm 32.11 as its input, and outputs a rooted spanning forest.

The implementation of Algorithm 32.11 and Algorithm 32.12 in MPC model is shown by Theorem 32.8.12 and Theorem 32.8.13 respectively. The correctness of Algorithm 32.11 and Algorithm 32.12 is proved by Corollary 32.5.17 and Theorem 32.5.19 respectively. The parallel time of Algorithm 32.11 and Algorithm 32.12 is proved by Theorem 32.5.21.

A byproduct of our spanning forest algorithm is an estimator of the diameter of the graph.

Theorem 32.8.15. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)-$ MPC algorithm which can output an diameter estimator $D^{\prime}$ for any graph $G=(V, E)$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time such that $D \leq D^{\prime} \leq D^{O\left(\log \left(1 / \gamma^{\prime}\right)\right)}$, where $D$ is the diameter of $G, n=|V|, N=|V|+|E|$ and $\gamma^{\prime}=(1+\gamma) \log _{n} \frac{2 N}{n^{1 /(1+\gamma)}}$. The success probability is at least 0.98. In addition, if the algorithm fails, then it will return FAIL.

Proof. By Theorem 32.8.14, we can find a rooted spanning forest. By Theorem 32.5.19, the depth of that rooted spanning forest is at most $D^{O\left(\log \left(1 / \gamma^{\prime}\right)\right)}$. Then we can implement a doubling algorithm (e.g. Modified Lemma 32.8.8, Algorithm 32.7 without maintaining useless $g_{l}$ ) with log in depth parallel time to output the depth of that spanning forest.

### 32.8.7 Lowest Common Ancestor and Multi-Paths Generation

Lemma 32.8.16. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\}$ be a set of $q$ pairs of vertices, and $\forall i \in[q], u_{i} \neq v_{i}$. Let $n=|V|, N=n+q$. LCA(par, $Q$ ) (Algorithm 32.13) can be implemented in $(\gamma, \delta)-$ MPC model for any $\gamma \geq \log \log N / \log N$ and any constant $\delta \in(0,1)$ in $O(\log (\operatorname{dep}(\mathrm{par})))$ parallel running time.

Proof. By Lemma 32.8.8, line 3 can be implemented in space $O(N \log N)$ and $O(\log (\operatorname{dep}($ par $)))$ parallel running time. It is easy to see that all the other steps in the procedure can be done by the operations shown in Multiple queries.

Thus, the total space needed is $O(N \log N)$ and the parallel running time is $O(\log (\operatorname{dep}(\operatorname{par})))$.

Lemma 32.8.17. Let par: $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$. Let $Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\} \subseteq V \times V$ satisfy $\forall j \in[q]$, $v_{j}$ is an ancestor (See Definition 32.6.1) of $u_{j}$ in par. Let $n=|V|, N=n+q$. MultiPath(par, $Q$ ) (Algorithm 32.14) can be implemented in ( $\gamma, \delta$ ) - MPC model for any $\gamma$ with $N \log N+$ $\sum_{i=1}^{q}\left(\operatorname{dep}_{\mathrm{par}}\left(u_{i}\right)-\operatorname{dep}_{\mathrm{par}}\left(v_{i}\right)+1\right)=O\left(N^{\gamma}\right)$ and any constant $\delta \in(0,1)$ in $O(\operatorname{dep}(\operatorname{par}))$ parallel running time.

Proof. By Lemma 32.8.8, line 3 can be implemented in space $O(N \log N)$ and $O(\log (\operatorname{dep}(\operatorname{par})))$ parallel running time. It is easy to see that all the other steps in the procedure can be done by the operations shown in Multiple queries. Notice that after each round, we need to do load balancing (see Load balance) to make each machine have large enough available local
memory. The total space needed is to store all the pathes and the output of line 3. Notice that in round $i$, we do not need to keep $S_{j}^{\left(i^{\prime}\right)}$ for $i^{\prime}<i-1$, thus, the space to keep $S_{j}^{(i)}$ for all $j \in[q]$ only needs $O\left(\sum_{j=1}^{q}\left(\operatorname{dep}_{\mathrm{par}}\left(u_{j}\right)-\operatorname{dep}_{\mathrm{par}}\left(v_{j}\right)+1\right)\right)$ space.

Thus, the total space needed is at most $O\left(N \log N+\sum_{i=1}^{q}\left(\operatorname{dep}_{\mathrm{par}}\left(u_{i}\right)-\operatorname{dep}_{\mathrm{par}}\left(v_{i}\right)+\right.\right.$ $1))=O\left(N^{\gamma}\right)$. The parallel running time is then $O(\operatorname{dep}(\operatorname{par}))$.

### 32.8.8 Leaf Sampling

Lemma 32.8.18. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $n=|V|$. Let $\delta$ be an arbitrary constant in $(0,1)$, and let $m=\left\lceil n^{\delta}\right\rceil$. Then LeafSAmpling(par, $m, \delta$ ) (Algorithm 32.15) can be implemented in $(\gamma, \delta)$ - MPC model for any $\gamma \geq \log \log n / \log n$. Furthermore, with probability at least $1-1 /\left(100 m^{5 / \delta}\right)$, the parallel running time is at most $O(\log \operatorname{dep}(\mathrm{par}))$.

Proof. To implement line 4 , for each $v \in V$, we can add $\operatorname{part}(v)$ to a temporary set $X$. Then each $v$ can check whether $v$ is a leaf by checking whether $v$ is in $X$, and this can be done by the operations shown in Set membership and Multiple queries.

To implement line 5 , for each $v \in V$, we can add $v$ to the set $\operatorname{child}_{\operatorname{par}}(\operatorname{part}(v))$. Then rank can be computed by the operations shown in Indexing elements in sets and Multiple queries. For line 6 , we can implement it on a single machine, since a single machine has local memory $\Theta(m)$. For line 7 to line 9 , for each $x \in L$, we add $x$ into $S$ with probability $p$, where $p$ can be computed by querying the size of $L$ (see Sizes of sets and Multiple queries). Line 10 can be implemented by operation described in Indexing elements in sets, Set membership, and Multiple queries. By Lemma 32.8.2, line 11 can be implemented in total space $O(N \log N)$ and $O(\log \operatorname{dep}($ par $))$ parallel time. By Property 3 of Lemma 32.6.5, with probability at least $1-1 /\left(100 m^{5 / \delta}\right),|S|^{2}=O(m)$. Thus, $Q$ can be stored on a single machine. By Lemma 32.8.16, line 15 can be implemented in total space $O(n \log n+|Q|)=O(n \log n)$ and in $O(\log \operatorname{dep}($ par $))$ parallel time. By Lemma 32.8.8, line 17 can be implemented in total space $O(n \log n)$ and in $O(\log \operatorname{dep}(\operatorname{par}))$ parallel time. Then line 18 to line 22 can be implemented on a single machine.

Thus, the total space needed is at most $O(n \log n)$. The parallel time is at most $O(\log \operatorname{dep}($ par $))$

### 32.8.9 DFS Sequence

Lemma 32.8.19. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $n=|V|$. Let $\delta$ be an arbitrary constant in $(0,1)$, and let $m=\left\lceil n^{\delta}\right\rceil$. SubDFS (par, $\left.m, \delta\right)($ Algorithm 32.16) can be implemented in $(\gamma, \delta)-\mathrm{MPC}$ model for any $\gamma \geq \log \log n / \log n$. Furthermore, with probability at least $1-1 /\left(100 m^{5 / \delta}\right)$, the parallel running time is at most $O(\log \operatorname{dep}(\mathrm{par}))$.

Proof. By Lemma 32.8.18, line 5 can be implemented in total space $O(n \log n)$ and with probability at least $1-1 /\left(100 m^{5 / \delta}\right)$ has parallel running time $O(\log \operatorname{dep}(p a r))$. By Lemma 32.8.16, line 7 can be implemented in total space $O(n \log n)$ and in parallel running time $O(\log \operatorname{dep}($ par $))$. Line 9 can be implemented by operation shown in Multiple queries. By Lemma 32.8.17, since all the pathes are disjoint (except the first path and the last path intersecting on the root) and $V$ has $n$ vertices, line 10 can be implemented in $O(n \log n)$ total space and in $O(\log \operatorname{dep}($ par $))$ parallel running time. Loop in line 13 and Loop in line 16 can be implemented in parallel, and can be implemented by operations shown in Indexing elements in sets and Multiple queries. Line 20 can be implemented by operations shown in Indexing elements in sets and Multiple queries. Now we describe the implementation of line 21. Firstly, we can standardize (see Sequence standardizing) the sequence $A^{\prime}$. For each tuple (" $A^{\prime \prime},(j, u)$ ), create a tuple ("tempu", $)$ ). Thus, "tempu" is a set which contains all the positions that $u$ appeared. For each tuple ("tempu", $j$ ), we query (see Multiple queries) the index $i$ (see Indexing elements in sets) of $j$ in set ("tempu", $j$ ), and create a tuple ("pos", ((u,i),j)). Thus, the desired mapping pos is stored in the system. The loop in line 24 is implemented in parallel. Line 25 can be implemented by the operations shown
in Set membership and Multiple queries. Line 26 to line 28 can be implemented by the operation shown in Multiple queries. Finally, line 30 can be implemented by Multiple queries and Sequence duplicating.

The total space used in the procedure is at most $O(n \log n)$. The parallel running time is $O(\log \operatorname{dep}($ par $))$.

Theorem 32.8.20. Let par : $V \rightarrow V$ be a set of parent pointers (See Definition 32.4.2) on a vertex set $V$, and par has a unique root. Let $n=|V|, m=n^{\delta}$ for some arbitrary constant $\delta \in(0,1)$. DFS(par, $m$ ) (Algorithm 32.17) can be implemented in $(\gamma, \delta)$ - MPC model for any $\gamma \geq \log \log n / \log n$. With probability at least 0.99 , the parallel running time is $O(\log (\operatorname{dep}(\operatorname{par})))$.

Proof. By Lemma 32.8.19, line 5 can be implemented in total space $O(n \log n)$. With probability at least $1-1 /\left(100 n^{5}\right)$, the parallel running time is $O(\log (\operatorname{dep}(\operatorname{par})))$. Line 8 to line 10 can be implemented by operations shown in Set membership and Multiple queries. By Lemma 32.8.2, line 11 can be implemented in $O(n)$ total space, and $O(\log \operatorname{dep}(p a r))$ parallel running time. The loop in line 14 contains multiple tasks (see Section 32.7.6 Multiple Tasks), thus we can implement those tasks in parallel. By Lemma 32.8.19, line 17 can be implemented in total space $O\left(\left|V_{i}^{\prime}(v)\right| \log \left|V_{i}^{\prime}(v)\right|\right)$. Furthermore, with probability at least $1-1 /\left(100 n^{5}\right)$, the parallel running time is $O(\log (\operatorname{dep}(\operatorname{par})))$. Thus, the total space needed for those tasks is at most $O(n \log n)$. Line 19 can be implemented by operations shown in Indexing elements in sets, Sequence insertion and Multiple queries.

Thus, the total space needed is $O(n \log n)$. By taking union bound over all the task SubDFS, with probability at least 0.99 , the parallel running time is $O(\log \operatorname{dep}(\mathrm{par}))$.

Now we are able to conclude the following theorem.

Theorem 32.8.21. For any $\gamma \in[\beta, 2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$-MPC algorithm (Algorithm 32.17) which can output a Depth-First-Search sequence for any tree graph $G=(V, E)$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time, where $n=|V|$, $\beta=\Theta(\log \log n / \log n)$, $D$ is the diameter of $G$, and $\gamma^{\prime}=\gamma+\Theta(1 / \log n)$. The success probability is at least 0.98. In addition, if the algorithm fails, then it will return FAIL.

Proof. Firstly, by Theorem 32.8.14, we can find a rooted tree. Algorithm 32.17 can output the DFS sequence for a rooted tree.

The implementation and parallel time of Algorithm 32.17 is shown by Theorem 32.8.20. The correctness of Algorithm 32.17 is proved by Theorem 32.6.12. The success probability of Algorithm 32.17 is proved by Theorem 32.6.14.

### 32.8.10 Range Minimum Query

Lemma 32.8.22. Let $A=\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ be a sequence of numbers. Let $\delta$ be an arbitrary constant in $(0,1)$. SparseTABLE ${ }^{+}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right)$ (Algorithm 32.18) can be implemented in $(0, \delta)$ - MPC model with $O(1)$ parallel running time.

Proof. Let $A$ be the sequence $\left(a_{1}, a_{2}, \cdots, a_{n}\right)$. The algorithm takes $O(1 / \delta)$ rounds. $m$ is the local space of a machine. There are $\Theta(n / m)$ machines each holds a consecutive $\Theta(m)$ elements of sequence $A$. Now consider the round $l$. Machine $j \in\{0\} \cup[\lceil n / m\rceil]$ needs to compute $\widehat{f}_{j \cdot m+1, l}, \widehat{f}_{j \cdot m+2, l}, \cdots, \widehat{f}_{j \cdot m+m-1, l}$. The number of queries machine $j$ made in line 8 and line 11 is at most $\sum_{t=1}^{[1 / \delta\rceil}\left|S_{t}\right|+2 m \leq O(m / \delta)=O(m)$. Thus, there are total $O(n)$ queries. These queries can be answered simultaneously by operation shown in Multiple queries.

Thus, the total space needed is $O(n)$, and the parallel running time is $O(1)$.
Lemma 32.8.23. Let $a_{1}, a_{2}, \cdots, a_{n}$ be a sequence of numbers. Let $\delta$ be an arbitrary constant in $(0,1) . \operatorname{SparseTable}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right)$ (Algorithm 32.19) can be implemented in $(\gamma, \delta)-$ MPC model for any $\gamma \geq \log \log n / \log n$ in $O(1)$ parallel time.

Proof. By Lemma 32.8.22, line 4 can be implemented in $O(n)$ total space and $O(1)$ parallel time. The loop in line 15 is similar to Algorithm 32.18. Each machine $j$ needs to compute $f_{j \cdot m+1, t}, \cdots, f_{j \cdot m+m-1, t}$ for all $t \in[\lceil\log n\rceil] \cup\{0\}$. The difference from Algorithm 32.18 is that, it can compute for all $t$ at the same time since it only depends on the value of $\widehat{f}$. The number of queries made by each machine is $O(m \log n)$. Thus, the total number of queries is at most $O(n \log n)$. These queries can be answered simultaneously by operation shown in Multiple queries.

Thus, the total space needed is $O(n \log n)$, and the parallel running time is $O(1)$.

### 32.9 Minimum Spanning Forest

In this section, we discuss how to apply our connectivity/spanning forest algorithm to the Minimum Spanning Forest (MSF) and Bottleneck Spanning Forest (BSF) problem.

The input of MSF/BSF problem is an undirected graph $G=(V, E)$ together with a weight function $w: E \rightarrow \mathbb{Z}$, where $E$ contains $m$ edges $e_{1}, e_{2}, \cdots, e_{m}$ with $w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq$ $\cdots \leq w\left(e_{m}\right)$. The goal of MSF is to output a spanning forest such that the sum of weights of the edges in the forest is minimized. The goal of BSF is to output a spanning forest such that the maximum weight of the edges in the forest is minimized. $D$ is the diameter of the minimum spanning forest. If there are multiple choices of the minimum spanning forest, then let $D$ be the minimum diameter among all the minimum spanning forests.

For simplicity, in all of our proofs, we only discuss the case when all the edges have different weights, i.e. $w\left(e_{1}\right)<w\left(e_{2}\right)<\cdots<w\left(e_{m}\right)$. In this case, the minimum spanning forest is unique. It is easy to extend our algorithms to the case when there are edges with the same weight. We omit the proof for this fact.

Firstly, we show that $D$ is an upper bound of the diameter of $G^{\prime}$ where the vertex set of $G^{\prime}$ is the vertex set of $G$, and the edge set of $G^{\prime}$ is $\left\{e_{1}, e_{2}, \cdots, e_{i}\right\}$ for some arbitrary $i \in[m]$.

Lemma 32.9.1. Given a graph $G=(V, E)$ for $E=\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$ together with a weight function $w$ which satisfies $w\left(e_{1}\right)<w\left(e_{2}\right)<\cdots<w\left(e_{m}\right)$, then the diameter of $G^{\prime}=\left(V, E^{\prime}\right)$ is at most $D$, where $D$ is the diameter of the minimum spanning forest of $G$, and $E^{\prime}$ only contains the first $i$ edges of $E$, i.e. $e_{1}, e_{2}, \cdots, e_{i}$ for some arbitrary $i \in[m]$.

Proof. The proof follows by Kruskal's algorithm directly.

Our algorithms is based on the following simple but useful Lemma.

Lemma 32.9.2. Given a graph $G=(V, E)$ for $E=\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$ together with a weight function $w$ which satisfies $w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq \cdots \leq w\left(e_{m}\right), \forall 1 \leq i<j \leq m$ an edge e from $\left\{e_{i}, e_{i+1}, \cdots, e_{j}\right\}$ is in the minimum spanning forest of $G$ if and only if $e^{\prime}$ from $\left\{e_{i}^{\prime}, e_{i+1}^{\prime}, \cdots, e_{j}^{\prime}\right\}$ is in the minimum spanning forest of $G^{\prime}$, where the vertices of $G^{\prime}$ is obtained by contracting all the edges $e_{1}, e_{2}, \cdots, e_{i-1}$ of $G$, and $e^{\prime}, e_{i}^{\prime}, e_{i+1}^{\prime}, \cdots, e_{j}^{\prime}$ are the edges (or vertices) in $G^{\prime}$ which corresponds to the edges e, $e_{i}, e_{i+1}, \cdots, e_{j}$ before contraction.

Proof. The proof follows by Kruskal's algorithm directly.

A natural way to apply Lemma 32.9.2 to parallel minimum spanning forest algorithm is that we can divide the edges into several groups, and recursively solve the minimum spanning forest for each group of edges. More precisely, suppose we have total space $\Theta(\mathrm{km})$, we can divide $E$ into $k$ groups $E_{1}, E_{2}, \cdots, E_{k}$, where $E_{i}=\left\{e_{(i-1) \cdot m / k+1}, e_{(i-1) \cdot m / k+2}, \cdots, e_{i \cdot m / k}\right\}$. We can compute graph $G_{1}, G_{2}, \cdots, G_{k}$ where the vertices of $G_{i}$ is obtained by contracting all the edges from $e_{1}$ to $e_{(i-1) \cdot m / k}$, the edges of $G_{i}$ are corresponding to the edges in $E_{i}$. Then by Lemma 32.9.2, we can obtain the whole minimum spanning forest by solving these $k$ size $O(m / k)$ minimum spanning forest problems. For each sub-problem, we can assign it $\Theta(m)$ working space, thus each sub-problem still has $\Theta(k)$ factor more total space. Therefore, we can recursively apply the above argument.

Theorem 32.9.3. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm which can output a minimum spanning forest for any weighted graph $G=(V, E)$ with weights $w: E \rightarrow \mathbb{Z}$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right) \cdot 1 / \gamma^{\prime}\right)$ parallel time,
where $n=|V|, \forall e \in E,|w(e)| \leq \operatorname{poly}(n), D$ is the diameter of a minimum spanning forest of $G$, and $\gamma^{\prime}=\gamma / 2+\Theta(1 / \log n)$. The success probability is at least 0.98 . In addition, if the algorithm fails, then it will return FAIL.

Proof. Let $n=|V|, m=|E|$. Let $E=\left\{e_{1}, \cdots, e_{m}\right\}$ with $w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq \cdots \leq w\left(e_{m}\right)$. The total space in the system is $\Theta\left(m^{1+\gamma}\right)$. Let $k=\Theta\left(m^{\gamma / 2}\right)$. By our previous discussion, we can divide $E$ into $k$ groups $E_{1}, E_{2}, \cdots, E_{k}$, where $E_{i}=\left\{e_{(i-1) \cdot m / k+1}, e_{(i-1) \cdot m / k+2}, \cdots, e_{i \cdot m / k}\right\}$. By Lemma 32.9.1 and Theorem 32.8.4, we can use $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time and $\Theta\left(k m^{1+\gamma / 2}\right)$ total space to compute graph $G_{1}, G_{2}, \cdots, G_{k}$ where the vertices of $G_{i}$ is obtained by contracting all the edges from $e_{1}$ to $e_{(i-1) \cdot m / k}$, the edges of $G_{i}$ are corresponding to the edges in $E_{i}$ after contraction.

By Lemma 32.9.2, it suffices to recursively solve the minimum spanning forest problem for each group $G_{i}$. Since each time, we split the edges into $k$ groups, the recursion will have at most $O\left(1 / \gamma^{\prime}\right)$ levels. At the end of the recursion, we are able to determine for every edge $e$ whether $e$ is in the minimum spanning forest.

Now let us consider the success probability. Although Theorem 32.8.4 is a randomized algorithm, the parallel time is always bounded by $\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)$. If we repeat the algorithm until it succeeds, the expectation of number of trials is a constant. Furthermore, for each level of the recursion, we can regard the graphs in all the tasks composed one large graph. Thus, in real implementation, in each level of the recursion, we will only invoke one connectivity procedure. Thus in expectation, the total parallel time is $O(\min (\log D$. $\left.\left.\log \left(1 / \gamma^{\prime}\right), \log n\right) \cdot 1 / \gamma^{\prime}\right)$. By applying Markov's inequality, we complete the proof.

In the following theorem, we show that Lemma 32.9.2 can also be applied in approximate minimum spanning forest problem.

Theorem 32.9.4. For any $\gamma \in[\beta, 2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm which can output a $(1+\epsilon)$ approximate minimum spanning forest for any weighted graph $G=(V, E)$ with weights $w: E \rightarrow \mathbb{Z}_{\geq 0}$ in $O(\min (\log D$. $\left.\left.\log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time, where $n=|V|, N=|V|+|E|, \beta=\Theta\left(\log \left(\epsilon^{-1} \log n\right) / \log n\right)$, $\forall e \in E,|w(e)| \leq \operatorname{poly}(n), D$ is the diameter of a minimum spanning forest of $G$, and $\gamma^{\prime}=(1+\gamma-\beta) \log _{n} \frac{2 N}{n^{1 /(1+\gamma-\beta)}}$. The success probability is at least 0.98. In addition, if the algorithm fails, then it will return FAIL.

Proof. For each edge $e \in E$, we can round $w(e)$ to $w^{\prime}(e)$ such that $w^{\prime}(e)=0$ when $w(e)=0$, and $w^{\prime}(e)=(1+\epsilon)^{i}$ when $w(e) \neq 0$, and $i$ is the smallest integer such that $w(e) \leq(1+\epsilon)^{i}$.

Since $|w(e)| \leq \operatorname{poly}(n)$ for all $e \in E$, there are only $k=O(\log (n) / \epsilon)$ different values of $w^{\prime}(e)$. We can divide $E$ into $k$ groups, where the $i^{\text {th }}$ group $E_{i}$ contains all edges with the $i^{\text {th }}$ largest weight in $w^{\prime}$. By Lemma 32.9.1 and Theorem 32.8.4, we can use $O(\min (\log D$. $\left.\left.\log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time and $\Theta\left(k N^{1+\gamma-\beta}\right)=\Theta\left(N^{1+\gamma}\right)$ total space to compute graph $G_{1}, G_{2}, \cdots, G_{k}$ where the vertices of $G_{i}$ is obtained by contracting all the edges from $E_{1}$ to $E_{i-1}$, the edges of $G_{i}$ are corresponding to the edges in $E_{i}$ after contraction.

Then, for each $G_{i}$, since all the edges have the same $w^{\prime}$ weight, any spanning forest of $G_{i}$ is a minimum spanning forest of $G_{i}$. By Theorem 32.8.14, we can use $O(\min (\log D$. $\left.\log \left(1 / \gamma^{\prime}\right), \log n\right)$ ) parallel time and $\Theta\left(k N^{1+\gamma-\beta}\right)=\Theta\left(N^{1+\gamma}\right)$ total space to compute the spanning forest for each graph $G_{1}, G_{2}, \cdot, G_{k}$. By Lemma 32.9.2, the union of all the minimum spanning forest with respect to $w^{\prime}$ must be the minimum spanning forest of $G$ with respect
to $w^{\prime}$. Since all the weights $w$ are nonnegative integers, $w^{\prime}$ is a $(1+\epsilon)$ approximation to $w$. Therefore, our output minimum spanning forest with respect to $w^{\prime}$ is a $(1+\epsilon)$ approximation to the minimum spanning forest with respect to $w$.

For the success probability, we can apply the similar argument made in the proof of Theorem 32.9.3 to prove that the success probability is at least 0.98 .

In the following, we show that if we only need to find the largest edge in the minimum spanning tree, then we are able to get a better parallel time. It is an another application of our

Theorem 32.9.5. For any $\gamma \in[0,2]$ and any constant $\delta \in(0,1)$, there is a randomized $(\gamma, \delta)$ - MPC algorithm which can output a bottleneck spanning forest for any weighted graph $G=(V, E)$ with weights $w: E \rightarrow \mathbb{Z}$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right) \cdot \log \left(1 / \gamma^{\prime}\right)\right)$ parallel time, where $n=|V|, \forall e \in E,|w(e)| \leq \operatorname{poly}(n), D$ is the diameter of a minimum spanning forest of $G$, and $\gamma^{\prime}=\gamma / 2+\Theta(1 / \log n)$. The success probability is at least 0.98 . In addition, if the algorithm fails, then it will return FAIL.

Proof. Let $n=|V|, m=|E|$. Let $E=\left\{e_{1}, \cdots, e_{m}\right\}$ with $w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq \cdots \leq w\left(e_{m}\right)$. The total space in the system is $\Theta\left(m^{1+\gamma}\right)$. Let $k=\Theta\left(m^{\gamma / 2}\right)$. By our previous discussion, we can divide $E$ into $k$ groups $E_{1}, E_{2}, \cdots, E_{k}$, where $E_{i}=\left\{e_{(i-1) \cdot m / k+1}, e_{(i-1) \cdot m / k+2}, \cdots, e_{i \cdot m / k}\right\}$. By Lemma 32.9.1 and Theorem 32.8.4, we can use $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time and $\Theta\left(k m^{1+\gamma / 2}\right)$ total space to compute graph $G_{1}, G_{2}, \cdots, G_{k}$ where the vertices of $G_{i}$ is obtained by contracting all the edges from $e_{1}$ to $e_{(i-1) \cdot m / k}$, the edges of $G_{i}$ are corresponding to the edges in $E_{i}$ after contraction.

By Lemma 32.9.2, the edge with largest weight must be in the group $E_{i}$ for some $i$ with $G_{i+1}=G_{i+2}$. Thus, we reduce the problem size to $m / k$. By Remark 32.1.2, we can finish the recursion in $O\left(\log \left(1 / \gamma^{\prime}\right)\right)$ phases.

Suppose the bottleneck is $e_{i}$, then by Theorem 32.8.14, we can find a spanning forest by only using edges from $\left\{e_{1}, \cdots, e_{i}\right\}$ in $O\left(\min \left(\log D \cdot \log \left(1 / \gamma^{\prime}\right), \log n\right)\right)$ parallel time and in $\Theta\left(m^{1+\gamma / 2}\right)$ total space. Thus, the resulting spanning forest is a bottleneck spanning forest.

For the success probability, we can apply the similar argument made in the proof of Theorem 32.9.3 to prove that the success probability is at least 0.98 .

### 32.10 Directed Reachability vs. Boolean Matrix Multiplication

In this section, we discuss the directed graph reachability problem which is a directed graph problem highly related to the undirected graph connectivity. In the all-pair directed graph reachability problem, we are given a directed graph $G=(V, E)$, the goal is to answer for every pair $(u, v) \in V \times V$ whether there is a directed path from $u$ to $v$. There is a simple standard way to reduce Boolean Matrix Multiplication to all-pair directed graph reachability problem. In the Boolean Matrix Multiplication problem, we are given two boolean matrices $A, B \in\{0,1\}^{n \times n}$, the goal is to compute $C=A \cdot B$, where $\forall i, j \in[n], C_{i, j}=\bigvee_{k \in[n]} A_{i, k} \wedge B_{k, j}$. The reduction is as the following. We create $3 n$ vertices $u_{1}, u_{2}, \cdots, u_{n}, v_{1}, v_{2}, \cdots, v_{n}, w_{1}, w_{2}, \cdots, w_{n}$. For every $i, j \in[n]$, if $A_{i, j}=1$, then we add an edge from $u_{i}$ to $v_{j}$, and if $B_{i, j}=1$, then we add an edge from $v_{i}$ to $w_{j}$. Thus, $C_{i, j}=1$ is equivalent to there is a path from $u_{i}$ to $w_{j}$. Thus, if we can solve all-pair directed graph reachability problem in $O(T)$ sequential time, then we can solve Boolean Matrix Multiplication in $O(T)$ time. For the current status of sequential running time of Boolean Matrix Multiplication problem, we refer readers to [LG14] and the references therein.

Now, consider the multi-query directed graph reachability problem. In this problem, we are given a directed graph $G=(V, E)$ together with $|V|+|E|$ queries where each query queries the reachability from vertex $u$ to vertex $v$. The goal is to answer all these queries. A similar problem in the undirected graph is called multi-query undirected graph connectivity problem. In this problem, we are given an undirected graph $G=(V, E)$ together with $|V|+|E|$ queries where each query queries the connectivity between vertex $u$ and vertex $v$.

According to Theorem 32.8.4 and Lemma 32.7.4, there is a polynomial local running time fully scalable $\sim \log D$ parallel time $(0, \delta)$ - MPC algorithm for multi-query undirected
graph connectivity problem. Here polynomial local running time means that there is a constant $c>0$ (independent from $\delta$ ) such that every machine in one round can only have $O\left(\left(n^{\delta}\right)^{c}\right)$ local computation.

For multi-query directed graph reachability problem, we show that if there is a polynomial local running time fully scalable $(\gamma, \delta)$ - MPC algorithm which can solve multi-query reachability problem in $O\left(n^{\alpha}\right)$ parallel time, then we can solve all-pair directed graph reachability problem in $O\left(n^{2} \cdot n^{2 \gamma+\alpha+\epsilon}\right)$ sequential running time for any arbitrarily small constant $\epsilon>0$. Especially, if the algorithm is in $(0, \delta)-$ MPC model, and the parallel time is $n^{o(1)}$, then we will have an $O\left(n^{2+\epsilon+o(1)}\right)$ sequential running time algorithm for Boolean Matrix Multiplication which implies a break through in this field.

Suppose we have a such MPC algorithm. Let the input size be $\Theta(m)$, i.e. the number of edges is $\Theta(m)$, and the number of queries is also $\Theta(m)$. Then the total space is $\Theta\left(m^{1+\gamma}\right)$. Let $\delta=\epsilon /(c-2)$. Then the number of machines is $\Theta\left(m^{1+\gamma-\delta}\right)$. Now we just simulate this $(\gamma, \delta)$ - MPC algorithm sequentially, the total running time is $O\left(m^{1+\gamma-\delta} \cdot m^{c \delta} \cdot n^{\alpha}\right)=O(m$. $\left.n^{2 \gamma+\epsilon+\alpha}\right)$. To answer reachability for all pairs, we need total $O\left(n^{2} \cdot m \cdot n^{2 \gamma+\epsilon+\alpha} / m\right)=O\left(n^{2}\right.$. $\left.n^{2 \gamma+\alpha+\epsilon}\right)$ time. Therefore, we can use this algorithm to solve Boolean Matrix Multiplication in $O\left(n^{2} \cdot n^{2 \gamma+\alpha+\epsilon}\right)$ time.

Theorem 32.10.1. If there is a polynomial local running time fully scalable $(\gamma, \delta)$ - MPC algorithm which can answer $|V|+|E|$ pairs of reachability queries simultaneously for any directed graph $G=(V, E)$ in $O\left(|V|^{\alpha}\right)$ parallel time, then there is a sequential algorithm which can compute the multiplication of two $n \times n$ boolean matrices in $O\left(n^{2} \cdot n^{2 \gamma+\alpha+\epsilon}\right)$ time, where $\epsilon>0$ is a constant which can be arbitrarily small.

Proof. See above discussions.

### 32.11 Discussion on a Previous Conjectured Fast Algorithm

In this section, we discuss the hard example for the algorithm described by [RMCS13]. In [RMCS13], they conjectured that their Hash-to-Min connectivity algorithm can finish in $O(\log D)$ rounds. The description of their algorithm is as the following:

1. The input graph is $G=(V, E)$.
2. For each vertex $v \in V$, initialize a set $S_{v}^{(0)}=v$.
3. in round $i$ :
(a) Each vertex $v$ find $u \in S_{v}^{(i-1)}$ which has the minimum label, i.e. $u=\min _{x \in S_{v}^{(i-1)}} x$.
(b) $v$ sends $u$ the all the vertices in $S_{v}^{(i-1)}$.
(c) $v$ sends every $x \in S_{v}^{((i-1))} \backslash\{u\}$ the vertex $u$.
(d) Let $S_{v}^{(i)}$ be $\{v\}$ union the set of all the vertices received.
(e) If for all $v, S_{v}^{(i)}$ is the same as $S_{v}^{(i-1)}$, then finish the procedure.

The above procedure can be seen as the modification of the graph: in each round, all the vertices together create a new graph. For each vertex $v$, let $u$ be the neighbor of $v$ with the minimum label, and if $x$ is a neighbor of $v$, then add an edge between $x$ and $u$ in the new graph. So in each round, each vertex just communicates with its neighbors to update the new minimum neighbor it learned. At the end of the algorithm, it is obvious that the minimum vertex in each component will have all the other vertices in that component, and for each non minimum vertex, it will have the minimum vertex in the same component.

A hard example for this algorithm is shown by Figure 32.3. The example is a thin and tall grid graph with a vertex connected to all the vertices in the first column. The total number of vertices is $n$. The grid graph has $D=\frac{1}{2} \log n$ columns and $n / D$ rows. We index each column from left to right by 1 to $D$. We index each row from top to down by 1 to $n / D$. The single large degree vertex has label 0 . The $i^{\text {th }}$ row has the vertices with label $(i-1) \cdot D+1$ to $i \cdot D$ from the first column to the $D^{\text {th }}$ column. We claim that if vertex $v$ is the $i^{\text {th }}$ row and $j^{\text {th }}$ column, then before round $k$ for $2^{k}<i, k<j$, the neighbors of $v$ will only in column $j-1$, column $j$ and column $j+1$. Furthermore, the minimum neighbor of $v$ in column $j-1$ will be $v-\left(2^{k-1}-1\right) \cdot D-1$. The minimum neighbor of $v$ in column $j$ will be $v-2^{k-1} \cdot D$. The minimum neighbor of $v$ in column $j+1$ will be $v-D \cdot\left(2^{k-1}-1\right)+1$. This claim is true when $k=1$. Then by induction, we can prove the claim. Thus, it will take at least $\Theta(D)$ rounds to finish the procedure where $D=\Theta(\log n)$.

If we randomly label the vertices at the beginning, then consider the case we copy that hard structure at least $n^{n+2}$ times, then with high probability, there is a component which has the labels with the order as the same as described above. In this case, the procedure needs $\Omega(\log \log N)$ rounds, where $N=n^{n+3}$ is the total number of the vertices.

Also notice that, even we give more total space to this algorithm, this algorithm will not preform better. In our connectivity algorithm, if we have $\Omega\left(n^{1+\epsilon}\right)$ total space for some arbitrary constant $\epsilon>0$, then our parallel running time is $O(\log D)$.

### 32.12 Alternative Approach for Leader Selection

In this section, we show that there is a different way to select leaders (see Section 32.4.2). The number of leaders selected by this approach will depend on the sum of inverse degrees of all the vertices. Let us first introduce the concept of Min Parent Forest.

### 32.12.1 Min Parent Forest

Let $G=(V, E)$ be an undirected graph where $V$ denotes the vertex set of $G$, and $E$ denotes the edge set of $G$. Each vertex $v \in V$ has a weight $w(v) \in \mathbb{R}$, and it also has a unique label from $\mathbb{Z}$. For convenience, for each vertex $v \in V$, we also use $v$ to denote its label. Let $\Gamma_{G}(v)$ denote the set of neighbors of $v$, i.e. $\Gamma_{G}(v)=\{u \in V \mid(u, v) \in E\}$. If $G$ is clear in the context, we just use $\Gamma(v)$ to denote $\Gamma_{G}(v)$. The size of $\Gamma(v),|\Gamma(v)|$, is called the degree of $v$. Let $f_{G, w}: V \rightarrow V$ be the "min-weight-parent" function defined as the following:

1. If $w(v)=\min _{u \in \Gamma(v) \cup\{v\}} w(u)$, then $f_{G, w}(v)=v$.
2. Otherwise, let $u^{*} \in \Gamma(v)$ be the vertex which has the smallest weight, i.e. $w\left(u^{*}\right)=$ $\min _{u \in \Gamma(v)} w(u)$. If there is more than one choice of $u^{*}$, let $u^{*}$ be the one with the smallest label. And $f_{G, w}(v)$ is defined to be $u^{*}$.

We call ( $V, f_{G, w}$ ) the min-parent-forest of graph $G$ with vertex weights $w$. We can then define $i$-step "min-weight-parent" function. For $v \in V$, we define $f_{G, w}^{(0)}(v)=v$. For $i \in \mathbb{Z}_{>0}$, we can define $f_{G, w}^{(i)}$ as the following:

$$
\forall v \in V, f_{G, w}^{(i)}(v)=f_{G, w}\left(f_{G, w}^{(i-1)}(v)\right)
$$

In the following, we define the concept of roots in the min-parent-forest.

Definition 32.12.1 (Roots in the forest). Let $v \in V$, and let $\left(V, f_{G, w}\right)$ be the min-parentforest of graph $G=(V, E)$ with vertex weights $w$. If $f_{G, w}(v)=v$, then $v$ is a root in the forest $\left(V, f_{G, w}\right)$.

The depth of a vertex $v$ is defined as the distance on the tree between $v$ and the corresponding root in the forest.

Definition 32.12.2 (The depth of $v$ ). Let $v \in V$, and let $\left(V, f_{G, w}\right)$ be the min-parent-forest of graph $G=(V, E)$ with vertex weights $w$. The depth of $v$ in the forest $\left(V, f_{G, w}\right)$ is the smallest $i \in \mathbb{Z}_{\geq 0}$ such that $f_{G, w}^{(i)}(v)=f_{G, w}^{(i+1)}(v)$. We use $\operatorname{dep}_{G, w}(v)$ to denote the depth of $v$ in $\left(V, f_{G, w}\right)$. We call $f_{G, w}^{\left(\operatorname{dep}_{G, w}(v)\right)}(v)$ the root of $v$. For the simplicity of the notation, we also use $f_{G, w}^{(\infty)}(v)$ to denote the root of $v$.

The above definition is well defined since if $f_{G, w}^{(i+1)}(v) \neq f_{G, w}^{(i)}(v)$ then $w\left(f_{G, w}^{(i+1)}(v)\right)$ should be strictly smaller than $w\left(f_{G, w}^{(i)}(v)\right)$ by the definition of $f_{G, w}$ and $f_{G, w}^{(j)}$ for all $j \in \mathbb{Z}_{\geq 0}$. Therefore, there must exist $i$ such that $f_{G, w}^{(i)}(v)=f_{G, w}^{(i+1)}(v)$.

The depth of the forest is the largest depth among all the vertices.

Definition 32.12.3 (The depth of the min-parent-forest). The depth $\operatorname{dep}(G, w)$ of the forest ( $V, f_{G, w}$ ) is defined as:

$$
\operatorname{dep}(G, w)=\max _{v \in V} \operatorname{dep}_{G, w}(v)
$$

If the weights $w$ of vertices of $G$ are some i.i.d. random variables, then with high probability, the depth of $\left(V, f_{G, w}\right)$ is only $O(\log |V|)$. Precisely, we have the following Lemma.

Lemma 32.12.1 (The depth of the random min-parent-forest). Let $G=(V, E)$ be an undirected graph with $n$ vertices where $V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$, and the labels satisfies $v_{1}<$ $v_{2}<\cdots<v_{n}$. Let $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ be $n$ i.i.d. random variables drawn uniformly from $[N]$. If $N>n^{2} / \delta$ for some $\delta \in(0,1)$, then for any $t \geq 60 \log n$,

$$
\operatorname{Pr}_{w \sim[N]^{n}}(\operatorname{dep}(G, w) \leq t) \geq 1-\delta-e^{-\frac{1}{2} t} .
$$

Proof. Let $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ be $n$ i.i.d. random variables drawn uniformly from $[N]$. Let $\left(V, f_{G, w}\right)$ be the min-parent-forest of $(G, w)$. For a fixed $s \in V$, we create a set of random variables $z_{1}, z_{2}, \cdots, z_{n}$ by the following deterministic procedure:

1. Let $z_{1}=w(s), k=0, S_{k}=\{s\}, u_{k}=s, i=2, \operatorname{pos}(s) \leftarrow 1$.
2. Let $S_{k+1}=S_{k}$.
3. For $j=1 \rightarrow n$,
if $v_{j} \in \Gamma\left(u_{k}\right)$ and $v_{j} \notin S_{k}$ then let $\operatorname{pos}\left(v_{j}\right) \leftarrow i, S_{k+1} \leftarrow S_{k+1} \cup\left\{v_{j}\right\}, z_{i}=w\left(v_{j}\right)$, $i \leftarrow i+1$.
4. If $f_{G, w}\left(u_{k}\right) \neq u_{k}$, then let $u_{k+1}=f_{G, w}\left(u_{k}\right), k \leftarrow k+1$ and go to step 2 .
5. Otherwise, for $j=1 \rightarrow n$,
if $v_{j} \notin S_{k+1}$ then let $\operatorname{pos}\left(v_{j}\right) \leftarrow i, z_{i}=w\left(v_{j}\right), i \leftarrow i+1$.

It is easy to observe that $k$ is exactly $\operatorname{dep}_{G, w}(s)$ at the end of the above procedure. The reason is that $u_{0}=s=f_{G, w}^{(0)}(s), \forall j \in[k], u_{j}=f_{G, w}\left(u_{j-1}\right)=f_{G, w}^{(j)}(s)$ and $f_{G, w}\left(u_{k}\right)=u_{k}$.

Fact 32.12.2. $\forall v \in V, w(v)=z_{\operatorname{pos}(v)}$, where pos: $[V] \rightarrow[n]$ and $\operatorname{pos}^{-1}:[n] \rightarrow[V]$.

Claim 32.12.3. $\forall j \in\{0,1, \cdots, k+1\}, S_{j}=\left\{u_{0}\right\} \cup \bigcup_{p=0}^{j-1} \Gamma\left(u_{p}\right)$.

Proof. We can prove this by induction. The statement is obviously true for $S_{0}$ since $S_{0}=$ $\left\{u_{0}\right\}$. Now suppose the claim is true for $S_{j-1}$. Then according to the step 3 of the procedure $S_{j}=S_{j-1} \cup\left(\Gamma\left(u_{j-1}\right) \backslash S_{j-1}\right)=S_{j-1} \cup \Gamma\left(u_{j-1}\right)=\left\{u_{0}\right\} \cup \bigcup_{p=0}^{j-1} \Gamma\left(u_{p}\right)$.

Claim 32.12.4. $\forall j \in\{0,1, \cdots, k\}, w\left(u_{j}\right)=\min _{v \in S_{j}} w(v)$.

Proof. Since $\forall j \in[k], u_{j}=f_{G, w}\left(u_{j-1}\right)$, we have $w\left(u_{j}\right)=\min _{v \in \Gamma\left(u_{j-1}\right) \cup\left\{u_{j-1}\right\}} w(v)$. Then we have $w\left(u_{j}\right)=\min _{v \in\left\{u_{0}\right\} \cup \bigcup_{p=0}^{j-1} \Gamma\left(u_{p}\right)} w(v)=\min _{v \in S_{j}} w(v)$, where the last equality follows by Claim 32.12.3.

We use $\operatorname{pos}^{-1}(i)$ to denote vertex $v$ which satisfies $\operatorname{pos}(v)=i$. According to the step 3 , it is easy to see $\forall j \in\{0,1, \cdots, k+1\}$, we have $\left\{\operatorname{pos}^{-1}(i) \mid i \in\left[\left|S_{j}\right|\right]\right\}=S_{j}$.

Claim 32.12.5. $\forall j \in\{0,1, \cdots, k\}, z_{\operatorname{pos}\left(u_{j}\right)}=\min _{p \in\left[\operatorname{pos}\left(u_{j}\right)\right]} z_{p}$.

Proof. $z_{\operatorname{pos}\left(u_{j}\right)}=w\left(u_{j}\right)=\min _{v \in S_{j}} w(v)=\min _{v \in S_{j}} z_{\operatorname{pos}(v)}=\min _{p \in\left[\left|S_{j}\right|\right]} z_{p}=\min _{p \in\left[\operatorname{pos}\left(u_{j}\right)\right]} z_{p}$, where the second equality follows by Claim 32.12.4, and the last equality follows by $u_{j} \in S_{j}$, so $\operatorname{pos}\left(u_{j}\right) \leq\left|S_{j}\right|$.

Now we define an another set of random variables $y_{1}, y_{2}, \cdots, y_{n}$, where $\forall i \in[n], y_{i} \in$ $\{0,1\}$ and $y_{i}=1$ if and only if $z_{i}=\min _{j \in[i]} z_{j}$. According to Claim 32.12.5, we have that $\forall i \in\{0,1, \cdots, k\}, y_{\operatorname{pos}\left(u_{i}\right)}=1$. Thus, $\operatorname{dep}_{G, w}(s)=k \leq \sum_{i=1}^{n} y_{i}$. To upper bound $\operatorname{dep}_{G, w}(s)$, it suffices to upper bound $\sum_{i=1}^{n} y_{i}$.

Before we look at $y_{1}, \cdots, y_{n}$, we firstly focus on the properties of $z_{1}, \cdots, z_{n}$ :

Claim 32.12.6. $z_{1}, z_{2}, \cdots, z_{n}$ are $n$ i.i.d random variables drawn uniformly from $[N]$.

Proof. A key observation is that if $z_{1}, z_{2}, \cdots, z_{n}$ are given, then we can recover $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ exactly by the following deterministic procedure:

1. Let $w(s)=z_{1}, k=0, S_{k}=\{s\}, u_{k}=s, i=2$.
2. Let $S_{k+1}=S_{k}$.
3. For $j=1 \rightarrow n$,
if $v_{j} \in \Gamma\left(u_{k}\right)$ and $v_{j} \notin S_{k}$ then let $S_{k+1} \leftarrow S_{k+1} \cup\left\{v_{j}\right\}, w\left(v_{j}\right)=z_{i}, i \leftarrow i+1$.
4. If $f_{G, w}\left(u_{k}\right) \neq u_{k}$, then let $u_{k+1}=f_{G, w}\left(u_{k}\right), k \leftarrow k+1$ and go to step 2 .
5. Otherwise, for $j=1 \rightarrow n$,
if $v_{j} \notin S_{k+1}$ then let $\operatorname{pos}\left(v_{j}\right) \leftarrow i, w\left(v_{j}\right)=z_{i}, i \leftarrow i+1$.

Notice that after step $3, \forall v \in \Gamma\left(u_{k}\right) \cup\left\{u_{k}\right\}, w(v)$ is already recovered, thus we can implement step 4 . Thus, the above procedure is a valid procedure. Since $z_{1}, \cdots, z_{n}$ are generated by $w\left(v_{1}\right), \cdots, w\left(v_{n}\right)$, we can also know $z_{1}, \cdots, z_{n}$ by given $w\left(v_{1}\right), \cdots, w\left(v_{n}\right)$. This means that $H\left(z_{1}, z_{2}, \cdots, z_{n} \mid w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)\right)=H\left(w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right) \mid z_{1}, z_{2}, \cdots, z_{n}\right)=0$, where $H(\cdot)$ is the information entropy. Notice that

$$
\begin{aligned}
& I\left(z_{1}, z_{2}, \cdots, z_{n} ; w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)\right) \\
& =H\left(z_{1}, z_{2}, \cdots, z_{n}\right)-H\left(z_{1}, z_{2}, \cdots, z_{n} \mid w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)\right) \\
& =H\left(w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)\right)-H\left(w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right) \mid z_{1}, z_{2}, \cdots, z_{n}\right)
\end{aligned}
$$

where $I(\cdot)$ is the mutual information. Thus, $H\left(z_{1}, z_{2}, \cdots, z_{n}\right)=H\left(w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)\right)=$ $n \log N$. For $i \in[n]$, since the size of the support of $z_{i}$ is at $\operatorname{most} N, H\left(z_{i}\right) \leq \log N$ where the equality holds if and only if $z_{i}$ is uniformly distributed on $[N]$. Also notice that $H\left(z_{1}, z_{2}, \cdots, z_{n}\right) \leq \sum_{i=1}^{n} H\left(z_{i}\right)$, where the equality holds if and only if $z_{i}$ are independent. Since $\sum_{i=1}^{n} H\left(z_{i}\right) \leq n \log N$, we have $H\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\sum_{i=1}^{n} H\left(z_{i}\right)$, and for each $i \in[n]$, $H\left(z_{i}\right)=\log N$. Thus, $z_{1}, z_{2}, \cdots, z_{n}$ are i.i.d. random variables drawn uniformly from $[N]$.

Claim 32.12.7. If $N>n^{2} / \delta$ for some $\delta \in(0,1)$, then with probability at least $1-\delta$, $\forall i \neq j \in[n]$, we have $w\left(v_{i}\right) \neq w\left(v_{j}\right)$.

Proof. Recall that $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ are $n$ i.i.d. random variables drawn uniformly from $N$. For any $i \neq j \in[n]$, the $\operatorname{Pr}\left(w\left(v_{i}\right) \neq w\left(v_{j}\right)\right)=1 / N$, thus $\mathbb{E}(\mid\{(i, j) \in[n] \times[n] \mid i \neq$ $\left.\left.j, w\left(v_{i}\right) \neq w\left(v_{j}\right)\right\} \mid\right) \leq n^{2} / N$. By Markov's inequality,

$$
\operatorname{Pr}\left(\left|\left\{(i, j) \in[n] \times[n] \mid i \neq j, w\left(v_{i}\right) \neq w\left(v_{j}\right)\right\}\right| \geq 1\right) \leq n^{2} / N \leq \delta
$$

Thus,

$$
\operatorname{Pr}\left(\forall i \neq j \in[n], z_{i} \neq z_{j}\right) \geq 1-\delta
$$

Claim 32.12.8. Let $\mathcal{E}$ be the event that $\forall i \neq j \in[n], w\left(v_{i}\right) \neq w\left(v_{j}\right)$. Then, for any $t \geq$ $3 \sum_{i=1}^{n} \frac{1}{i}$, we have

$$
\operatorname{Pr}_{w \sim[N]^{n}}\left(\left.\sum_{i=1}^{n} y_{i} \geq t+\sum_{i=1}^{n} \frac{1}{i} \right\rvert\, \mathcal{E}\right) \leq e^{-\frac{3}{4} t} .
$$

Proof. Note that $\mathcal{E}$ happened if and only if we have $\forall i \neq j \in[n], z_{i} \neq z_{j}$. Due to Claim 32.12.6, $z_{1}, z_{2}, \cdots, z_{n}$ are i.i.d. random variables drawn uniformly from $[N]$, then conditioned on $\mathcal{E}$, $y_{1}, y_{2}, \cdots, y_{n}$ are independent, and the probability that $y_{i}=1$ is $1 / i$. Thus, we have:

$$
\begin{aligned}
& \operatorname{Pr}\left(\left.\sum_{i=1}^{n} y_{i} \geq \sum_{i=1}^{n} \frac{1}{i}+t \right\rvert\, \mathcal{E}\right) \\
= & \operatorname{Pr}\left(\sum_{i=1}^{n}\left(y_{i}-\mathbb{E}\left(y_{i} \mid \mathcal{E}\right)\right) \geq t \mid \mathcal{E}\right) \\
\leq & \exp \left(-\frac{\frac{1}{2} t^{2}}{\sum_{i=1}^{n} \mathbb{V}\left(y_{i} \mid \mathcal{E}\right)+\frac{1}{3} t}\right) \\
\leq & \exp \left(-\frac{\frac{1}{2} t^{2}}{\sum_{i=1}^{n} \frac{1}{i}+\frac{1}{3} t}\right) \\
\leq & \exp \left(-\frac{\frac{1}{2} t^{2}}{\frac{2}{3} t}\right) \\
= & \exp \left(-\frac{3}{4} t\right)
\end{aligned}
$$

where the first equality follows by $\mathbb{E}\left(y_{i} \mid \mathcal{E}\right)=1 / i$. The first inequality follows by Berinstein inequality. The second inequality follows by

$$
\sum_{i=1}^{n} \mathbb{V}\left(y_{i} \mid \mathcal{E}\right) \leq \sum_{i=1}^{n} \mathbb{E}\left(y_{i}^{2} \mid \mathcal{E}\right)=\sum_{i=1}^{n} \mathbb{E}\left(y_{i} \mid \mathcal{E}\right)=\sum_{i=1}^{n} \frac{1}{i}
$$

The third inequality follows by $\sum_{i=1}^{n} \frac{1}{i} \leq \frac{1}{3} t$.

For a fixed vertex $s \in V$, due to Claim 32.12.8, for any $t \geq 3 \sum_{i=1}^{n} 1 / i$, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\operatorname{dep}_{G, w}(s) \geq \sum_{i=1}^{n} 1 / i+t \mid \varepsilon\right) \leq e^{-\frac{3}{4} t} \tag{32.1}
\end{equation*}
$$

Thus, for any $t \geq 60 \log n$,

$$
\begin{aligned}
& \operatorname{Pr}_{w \sim[N]^{n}}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq t\right) \\
\leq & \operatorname{Pr}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i\right) \\
= & \operatorname{Pr}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i \mid \mathcal{E}\right) \operatorname{Pr}(\mathcal{E}) \\
& +\operatorname{Pr}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i \mid \neg \mathcal{E}\right) \operatorname{Pr}(\neg \mathcal{E}) \\
\leq & \operatorname{Pr}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i \mid \mathcal{E}\right)+\operatorname{Pr}(\neg \mathcal{E}) \\
\leq & \operatorname{Pr}\left(\exists s \in V \text { s.t. } \operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i \mid \mathcal{E}\right)+\delta \\
\leq & \sum_{s \in V} \operatorname{Pr}\left(\operatorname{dep}_{G, w}(s) \geq 5 t / 6+\sum_{i=1}^{n} 1 / i \mid \mathcal{E}\right)+\delta \\
\leq & n e^{-\frac{5}{8} t}+\delta \\
\leq & e^{-\frac{1}{2} t}+\delta
\end{aligned}
$$

where the first inequality follows by $\frac{1}{6} t \geq 10 \log n \geq \sum_{i=1}^{n} 1 / i$. The third inequality follows by Claim 32.12.7. The forth inequality follows by union bound. The fifth inequality follows by Equation (32.1). The sixth inequality follows by $e^{-\frac{1}{8} t} \leq \frac{1}{n}$.

Thus, we can conclude that for any $t \geq 60 \log n$, we have $\operatorname{Pr}(\operatorname{dep}(G, w) \leq t) \geq$ $1-\delta-e^{-\frac{1}{2} t}$.

Lemma 32.12.9 (The number of roots of the random min-parent-forest). Let $G=(V, E)$ be an undirected graph with $n$ vertices where $V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$, and the labels satisfies
$v_{1}<v_{2}<\cdots<v_{n}$. Let $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ be $n$ i.i.d. random variables drawn uniformly from $[N]$. Let $\delta \in(0,1)$. If $N>n^{3}$, then

$$
\operatorname{Pr}_{w \sim[N]^{n}}\left(\left|\left\{v \in V \mid f_{G, w}(v)=v\right\}\right| \geq \frac{2}{\delta} \sum_{v \in V} \frac{1}{|\Gamma(v)|+1}\right) \leq \delta
$$

Proof. Let $w\left(v_{1}\right), w\left(v_{2}\right), \cdots, w\left(v_{n}\right)$ be $n$ i.i.d. random variables drawn uniformly from $[N]$. Let $\mathcal{E}$ be the event that $\forall i \neq j \in[n], w\left(v_{i}\right) \neq w\left(v_{j}\right)$. Notice that for $i \neq j$, the probability that $w\left(v_{i}\right)=w\left(v_{j}\right)$ is $1 / N$. Thus, $\mathbb{E}\left(\left|\left\{(i, j) \in[n] \times[n] \mid i \neq j, w\left(v_{i}\right)=w\left(v_{j}\right)\right\}\right|\right) \leq n^{2} / N$. Thus, if $N>n^{2}$, then $\operatorname{Pr}(\neg \mathcal{E})=\operatorname{Pr}\left(\left|\left\{(i, j) \in[n] \times[n] \mid i \neq j, w\left(v_{i}\right)=w\left(v_{j}\right)\right\}\right| \geq 1\right) \leq n^{2} / N \leq \frac{1}{n}$. Now, we fix a vertex $v \in V$,

$$
\begin{aligned}
& \operatorname{Pr}\left(f_{G, w}(v)=v\right) \\
= & \operatorname{Pr}\left(f_{G, w}(v)=v \mid \mathcal{E}\right) \operatorname{Pr}(\mathcal{E})+\operatorname{Pr}\left(f_{G, w}(v)=v \mid \neg \mathcal{E}\right) \operatorname{Pr}(\neg \mathcal{E}) \\
\leq & \operatorname{Pr}\left(f_{G, w}(v)=v \mid \mathcal{E}\right)+\operatorname{Pr}(\neg \mathcal{E}) \\
\leq & \operatorname{Pr}\left(w(v)=\min _{u \in\{v\} \cup \Gamma(v)} w(u) \mid \mathcal{E}\right)+\frac{1}{n} \\
\leq & \frac{1}{|\Gamma(v)|+1}+\frac{1}{n} \\
\leq & \frac{2}{|\Gamma(v)|+1}
\end{aligned}
$$

where the third inequality follows by the symmetry of all the variables $w(u)$ for $u \in\{v\} \cup \Gamma(v)$ so condition on all the $w$ are different, with probability $\frac{1}{1+|\Gamma(v)|}, w(v)$ is the smallest one. The last inequality follows by $|\Gamma(v)|+1 \leq|V|=n$.

Thus, $\mathbb{E}\left(\left|\left\{v \in V \mid f_{G, w}(v)=v\right\}\right|\right) \leq \sum_{v \in V} \frac{2}{|\Gamma(v)|+1}$. Let $\delta \in(0,1)$, then by Markov's inequality,

$$
\operatorname{Pr}\left(\left|\left\{v \in V \mid f_{G, w}(v)=v\right\}\right| \geq \frac{2}{\delta} \sum_{v \in V} \frac{1}{|\Gamma(v)|+1}\right) \leq \delta
$$

### 32.12.2 Leader Selection via Min Parent Forest

Given a graph, we can randomly assign each vertex a weight, thus we have a min-parent-forest, then we select those roots in the min-parent-forest as leaders, and try to contract all the vertices to the leaders. If we replace line 13 to line 17 of Algorithm 32.3 by Algorithm 32.20. We can get a new algorithm with the following guarantees.

Theorem 32.12.10. Suppose we replace line 13 to line 17 of Algorithm 32.3 by Algorithm 32.20.

Let $G=(V, E)$ be an undirected graph, $m=\Omega(n)$, and $r \leq n$ be the rounds parameter where $n$ is the number of vertices in $G$. Let $c>0$ be a sufficiently large constant. If $r \geq c \log \log _{m / n}(n)$, then with probability at least $2 / 3$, the modified $\operatorname{Connectivity~}(G, m, r)$ (Algorithm 32.3) will not return FAIL, and the total number of iterations (see Definition 32.4.6) of the modified Connectivity $(G, m, r)$ is at most $O(r \cdot(\log D+\log \log n))$, where $D=\operatorname{diam}(G)$.

Proof. Let $k_{i}$ denote the number of iterations (see Definition 32.4.1) of NeighborIncrement $\left(m, G_{i-1}\right)$. By Lemma 32.4.2, we have $k_{i} \leq O(\log D)$. Thus, $\sum_{i=1}^{r} k_{i}=O(r \cdot \log D)$.

According to Lemma 32.12.1, with probability at least $1-\frac{2}{100 r}, \operatorname{dep}\left(G_{i}^{\prime \prime}, w_{i}\right) \leq O(\log n)$. By Lemma 32.4.6, with probability at least $1-\frac{2}{100 r}$, the number of iteration of Treecontraction $\left(G_{i}^{\prime \prime}, \operatorname{par}_{i}\right.$ (see Definition 32.4.5) $r_{i}^{\prime} \leq O(\log \log n)$ By taking union bound over all $i \in[r]$, then with probability at least $1-\frac{1}{50}, \sum_{i=1}^{r} r_{i}^{\prime} \leq O(r \cdot \log \log n)$.

Due to the Property 3 of Lemma 32.4.2, $\forall i \in[r], \forall v \in V_{i}^{\prime \prime}, u \in \Gamma_{G_{i}^{\prime}}(v)$, we have $u \in V_{i}^{\prime \prime}$ which means that $u \in \Gamma_{G_{i}^{\prime \prime}}(v)$. Thus, $\left|\Gamma_{G_{i}^{\prime \prime}}(v)\right| \geq\left\lceil\left(m / n_{i-1}\right)^{1 / 2}\right\rceil-1$. Then due
to Lemma 32.12.9, we have that with probability at most $\frac{1}{8}, n_{i} \geq 16 n_{i-1}^{3 / 2} / m^{1 / 2}$. Since $m / n \geq m / n_{i} \geq 1024$, we have that with probability at most $\frac{1}{8}, n_{i} \geq n_{i-1}^{11 / 10} / m^{1 / 10}$. Let $y_{1}, y_{2}, \cdots, y_{r}$ be $r$ random variables. If $n_{i} \geq n_{i-1}^{11 / 10} / m^{1 / 10}$, then $y_{i}=1$, otherwise $y_{i}=0$. We have $\mathbb{E}\left(\sum_{i=1}^{r} y_{i}\right) \leq \frac{r}{8}$. By Markov's inequality, we have $\operatorname{Pr}\left(\sum_{i=1}^{r} y_{i} \geq \frac{r}{2}\right) \leq \frac{1}{4}$. Thus, with probability at least $\frac{3}{4}, \sum_{i=1}^{r} y_{i} \leq \frac{r}{2}$. Notice that when $y_{i}=0$, then $n_{i} \leq n_{i-1}^{11 / 10} / m^{1 / 10}$, and when $y_{i}=1$, we have $n_{i} \leq n_{i-1}$. So if there are at least $\frac{r}{2}$ number of $y_{i} \mathrm{~S}$ which are 0 , then

$$
\begin{aligned}
n_{r} & \leq \frac{\left(\frac{\left(\frac{n^{1.1} m^{0.1}}{m^{0.1}}\right.}{m^{1.1}}\right)^{\cdots}}{\cdots} \quad \text { (Apply } r / 2 \text { times) } \\
& =\frac{n^{1.1^{r / 2}}}{m^{1.1^{r / 2-1}}} \\
& =n /(m / n)^{1.1^{r / 2-1}} \\
& \leq n /(m / n)^{1.1^{r / 4}} \\
& \leq \frac{1}{2}
\end{aligned}
$$

where the last inequality follows by $r \geq \frac{4}{\log 1.1}\left(\log \log _{m / n}(2 n)\right)$. Since $n_{r}$ is an integer, when $n_{r} \leq \frac{1}{2}, n_{r}=0$. Thus, we can conclude that if $r \geq c \cdot \log \log _{m / n} n$ for a sufficiently large constant $c>0$, then with probability at least $\frac{3}{4}-\frac{1}{50} \geq \frac{2}{3}$, the modified $\operatorname{Connectivity~}(G, m, r)$ will not output FAIL.

Notice that though the theoretical guarantees of the min-parent-forest leader selection method is worse than the random leader sampling, the merit of min-parent-forest leader selection method is that it can have an "early start".

Consider the case when the total space size $m$ is $\Theta(n)$. In this case, random leader sampling will always sample a half of the vertices as the leaders until the total space $m$ is
poly $(\log n)$ larger than the number of vertices. However, min-parent-forest leader selection method can make a large progress at the beginning, it will choose the number of leaders to be about the sum of inverse degrees. Furthermore, the depth of the min-parent-forest may not always have $\log n$ depth. Thus, it is an interesting question which leader selection approach has better performance in practice.

```
Algorithm 32.3 Graph Connectivity
    procedure Connectivity \((G=(V, E), m, r) \quad \triangleright\) Theorem 32.4.9, Theorem 32.4.15
        Output: FAIL or col : \(V \rightarrow V\).
        \(n \leftarrow|V|\)
        \(\forall v \in V, h_{0}(v) \leftarrow\) null.
        \(G_{0}=\left(V_{0}, E_{0}\right)=G\), i.e. \(V_{0}=V, E_{0}=E\).
        \(n_{0}=n\).
        for \(i=1 \rightarrow r\) do
                \(\forall v \in V, h_{i}(v) \leftarrow\) null. \(\quad \triangleright h_{i}(v)\) is the vertex that \(v\) contracts to
                \(G_{i}^{\prime}=\left(V_{i}^{\prime}, E_{i}^{\prime}\right)=\operatorname{NeIGHBORInCREMENT}\left(m, G_{i-1}\right) . \quad \triangleright\) Algorithm 32.1
                Compute \(V_{i}^{\prime \prime}=\left\{v \in V_{i}^{\prime}| | \Gamma_{G_{i}^{\prime}}(v) \mid \geq\left\lceil\left(m / n_{i-1}\right)^{1 / 2}\right\rceil-1\right\}\).
                Compute \(E_{i}^{\prime \prime}=\left\{(u, v) \in E_{i-1} \mid u \in V_{i}^{\prime \prime}, v \in V_{i}^{\prime \prime}\right\}\).
                \(G_{i}^{\prime \prime}=\left(V_{i}^{\prime \prime}, E_{i}^{\prime \prime}\right) . \quad G_{i}^{\prime \prime}\) is obtained by removing all the small components of \(G_{i}\)
                Let \(\gamma_{i}=\left\lceil\left(m / n_{i-1}\right)^{1 / 2}\right\rceil, p_{i}=\min \left((30 \log (n)+100) / \gamma_{i}, 1 / 2\right)\).
                Let \(l_{i}: V_{i}^{\prime \prime} \rightarrow\{0,1\}\) be a random hash function such that \(\forall v \in V_{i}^{\prime \prime}, l_{i}(v)\) are i.i.d.
    Bernoulli random variables, and \(\operatorname{Pr}\left(l_{i}(v)=1\right)=p_{i}\).
        Let \(L_{i}=\left\{v \in V_{i}^{\prime \prime} \mid l_{i}(v)=1\right\} \cup\left\{v \in V_{i}^{\prime \prime} \mid \forall u \in \Gamma_{G_{i}^{\prime}}(v) \cup\{v\}, l_{i}(u)=0\right\} . \triangleright L_{i}\) are
    leaders
        \(\forall v \in V_{i}^{\prime \prime}\) with \(v \in L_{i}\), let \(\operatorname{par}_{i}(v)=v\).
        \(\forall v \in V_{i}^{\prime \prime}\) with \(v \notin L_{i}\), let \(\operatorname{par}_{i}(v)=\min _{u \in L_{i} \cap\left(\Gamma_{G_{i}^{\prime}}(v) \cup\{v\}\right)} u . \quad \triangleright\) Non-leader finds a
    leader.
        Let \(\left(\left(V_{i}, E_{i}\right), g_{i}^{\left(r_{i}^{\prime}\right)}\right)=\operatorname{TrEEConTRACTION}\left(G_{i}^{\prime \prime}, \operatorname{par}_{i}\right) . \quad \triangleright\) Algorithm 32.2
            \(G_{i}=\left(V_{i}, E_{i}\right)\).
            \(n_{i}=\left|V_{i}\right|\).
            For each \(v \in V_{i}^{\prime} \backslash V_{i}^{\prime \prime}\), let \(h_{i}(v) \leftarrow \min _{u \in \Gamma_{G_{i}^{\prime}}(v) \cup\{v\}} u\). \(\triangleright\) Contract small component
    to one vertex
            For each \(v \in V_{i}^{\prime \prime} \backslash V_{i}\), let \(h_{i}(v) \leftarrow g_{i}^{\left(r_{i}^{\prime}\right)}(v) . \quad \triangleright\) Contract non-leader to leader
            For each \(v \in V\), if \(h_{i-1}(v) \neq\) null, then let \(h_{i}(v)=h_{i-1}(v)\).
        end for
        If \(n_{r} \neq 0\), return FAIL.
        \(((\widehat{V}, \widehat{E}), \operatorname{col})=\operatorname{TreeContraction}\left(G, h_{r}\right) . \quad \triangleright\) Algorithm 32.2
        return col.
    end procedure
```

```
Algorithm 32.4 Local Complete Shortest Path Tree Expansion
    procedure TreeExpansion \(\left(\widetilde{T}, \operatorname{dep}_{\tilde{T}},\left\{T(u) \mid u \in V_{\widetilde{T}}\right\},\left\{\operatorname{dep}_{T(u)} \mid u \in V_{\widetilde{T}}\right\}\right)\)
    Lemma 32.5.1
        \(\triangleright \widetilde{T}=\left(V_{\widetilde{T}}, \operatorname{par}_{\widetilde{T}}\right)\) with root \(v\) and radius \(s_{1}\) is a LCSPT in graph \(G=(V, E)\).
                \(\triangleright \operatorname{dep}_{\widetilde{T}}: V_{\widetilde{T}} \rightarrow \mathbb{Z}_{\geq 0}\) records the depth of every vertex in \(\widetilde{T}\).
            \(\triangleright \forall u \in V_{\widetilde{T}}, T(u)=\left(V_{T(u)}, \operatorname{par}_{T(u)}\right)\) with root \(u\) and radius \(s_{2}\) is a LCSPT in \(G\).
                    \(\triangleright \forall u \in V_{\widetilde{T}}, \operatorname{dep}_{T(u)}: V_{T(u)} \rightarrow \mathbb{Z}_{\geq 0}\) records the depth of every vertex in \(T(u)\).
        Output: \(\widehat{T}=\left(V_{\widehat{T}}, \operatorname{par}_{\widehat{T}}\right)\), \(\operatorname{dep}_{\widehat{T}}\).
        Let \(V_{\widehat{T}}=\bigcup_{u \in \widetilde{T}} V_{T(u)}\).
        \(\forall x \in V_{\widetilde{T}}, \operatorname{par}_{\widehat{T}}(x) \leftarrow \operatorname{par}_{\widetilde{T}}(x)\).
        \(\forall x \in V_{\widetilde{T}}, h(x) \leftarrow \operatorname{dep}_{\widetilde{T}}(x)\).
        \(\forall x \in V_{\widehat{T}} \backslash V_{\widetilde{T}}, u_{x} \leftarrow \underset{u: u \in V_{\widetilde{T}}, x \in V_{T(u)}}{\arg \min } \operatorname{dep}_{\widetilde{T}}(u)+\operatorname{dep}_{T(u)}(x), \operatorname{par}_{\widehat{T}}(x) \leftarrow \operatorname{par}_{T\left(u_{x}\right)}(x)\).
                                    \(\triangleright u_{x}\) is on the shortest path from \(x\) to \(v\).
        \(\forall x \in V_{\widehat{T}} \backslash V_{\widetilde{T}}, h(x) \leftarrow \operatorname{dep}_{\widetilde{T}}\left(u_{x}\right)+\operatorname{dep}_{T\left(u_{x}\right)}(x)\).
        return \(\widehat{T}=\left(V_{\widehat{T}}, \operatorname{par}_{\widehat{T}}\right)\), and return \(h: V_{\widehat{T}}: \rightarrow \mathbb{Z}_{\geq 0}\) as \(\operatorname{dep}_{\widehat{T}}\).
    end procedure
```

```
Algorithm 32.5 Doubling Algorithm for Local Complete Shortest Path Trees
    procedure MultiRadiusLCSPT \((G=(V, E), m) \quad \triangleright\) Lemma 32.5.2
            Output: \(r,\left\{T_{i}(v) \mid i \in\{0\} \cup[r], v \in V\right\},\left\{\operatorname{dep}_{T_{i}(v)} \mid i \in\{0\} \cup[r], v \in V, T_{i}(v) \neq \operatorname{null}\right\}\)
            Initialization:
            \(\forall v \in V\), if \(\left|\{v\} \cup \Gamma_{G}(v)\right|<\left\lceil(m / n)^{1 / 4}\right\rceil\), then let \(T_{0}(v) \leftarrow\left(\{v\} \cup \Gamma_{G}(v), \operatorname{par}_{T_{0}(v)}\right)\),
            where \(\operatorname{par}_{T_{0}(v)}:\{v\} \cup \Gamma_{G}(v) \rightarrow\{v\} \cup \Gamma_{G}(v)\), and \(\forall u \in\{v\} \cup \Gamma_{G}(v), \operatorname{par}_{T_{0}(v)}(u)=v\).
            \(\forall v \in V\), if \(\left|\{v\} \cup \Gamma_{G}(v)\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil\), then let \(T_{0}(v) \leftarrow\) null.
            \(\forall v \in V\), if \(T_{0}(v) \neq\) null, let \(\operatorname{dep}_{T_{0}(v)}: V_{T_{0}(v)} \rightarrow \mathbb{Z}_{\geq 0}\) s.t. \(\operatorname{dep}_{T_{0}(v)}(v)=0, \forall u \in\)
    \(\Gamma_{G}(v), \operatorname{dep}_{T_{0}(v)}(u)=1\).
            \(r=1\).
```


## Main Loop:

```
for true do
for \(v \in V\) do \(\triangleright\) If \(T_{r}(v) \neq\) null, \(T_{r}(v)\) is a local complete shortest path tree with radius \(2^{r}\).
if \(T_{r-1}(v)\) is null then \(T_{r}(v) \leftarrow\) null.
else if \(\exists u \in V_{T_{r-1}(v)}, T_{r-1}(u)\) is null then \(T_{r}(v) \leftarrow\) null.
else
\[
\left(T_{r}(v), \operatorname{dep}_{T_{r}(v)}\right)=\operatorname{TREEEXPANSION}\left(T_{r-1}(v), \operatorname{dep}_{T_{r-1}(v)}{ }_{u \in V_{T_{r-1}(v)}}^{\cup}\left\{T_{r-1}(u)\right\}, \underset{u \in V_{T_{r-1}(v)}}{\cup}\left\{\operatorname{dep}_{T_{r-1}(u)}\right\}\right) .
\]
\(\triangleright\) Algorithm 32.4
\[
\text { If }\left|V_{T_{r}(v)}\right| \geq\left\lceil(m / n)^{1 / 4}\right\rceil \text {, let } T_{r}(v) \leftarrow \text { null. }
\]
end if
end for
if \(\forall v \in V\) either \(T_{r}(v)=\) null or \(\left|V_{T_{r}(v)}\right|=\left|V_{T_{r-1}(v)}\right|\) then
return \(r,\left\{T_{i}(v) \mid i \in\{0\} \cup[r], v \in V\right\},\left\{\operatorname{dep}_{T_{i}(v)} \mid i \in\{0\} \cup[r], v \in V, T_{i}(v) \neq\right.\) null\}
end if
\(r \leftarrow r+1\).
end for
end procedure
```

```
Algorithm 32.6 Large Local Shortest Path Trees
    procedure MultipleLargeTrees \((G=(V, E), m) \quad \triangleright\) Lemma 32.5.3, Lemma 32.5.6
        Output: \(\{\widetilde{T}(v) \mid v \in V\},\left\{\operatorname{dep}_{\widetilde{T}(v)} \mid v \in V\right\}\).
        \(\left(r,\left\{T_{i}(v) \mid i \in\{0\} \cup[r], v \in V\right\},\left\{\operatorname{dep}_{T_{i}(v)} \mid i \in\{0\} \cup[r], v \in V, T_{i}(v) \neq\right.\right.\) null \(\left.\}\right)=\operatorname{MultiRADusLCSPT}(G, m) . \quad \triangleright\)
    Algorithm 32.5
        \(\forall v \in V\) with \(T_{r}(v) \neq\) null let \(\widetilde{T}(v)=T_{r}(v)\) and \(\operatorname{dep}_{\widetilde{T}(v)} \leftarrow \operatorname{dep}_{T_{r}(v)}\).
        \(\forall v \in V\) with \(T_{r}(v)=\) null, let \(\widetilde{T}_{0}(v)=\left(\{v\}, \operatorname{par}_{\widetilde{T}_{0}(v)}\right), s_{0}(v)=0\), and \(\operatorname{dep}_{\widetilde{T}_{0}(v)}:\{v\} \rightarrow\)
    \(\mathbb{Z}_{\geq 0}\),
        where \(\operatorname{par}_{\widetilde{T}_{0}(v)}:\{v\} \rightarrow\{v\}\) satisfies \(\operatorname{par}_{\widetilde{T}_{0}(v)}(v)=v\), and \(\operatorname{dep}_{\widetilde{T}_{0}(v)}(v)=0\).
        for \(i=1 \rightarrow r\) do
            for \(v \in\left\{u \in V \mid T_{r}(u)=\right.\) null \(\}\) do
                if \(\forall u \in V_{\widetilde{T}_{i-1}(v)}, T_{r-i}(u) \neq\) null then
                    \(\left(\widetilde{T}_{i}(v), \operatorname{dep}_{\tilde{T}_{i}(v)}\right)=\operatorname{TrREEXPANSION}\left(\tilde{T}_{i-1}(v), \operatorname{dep} \tilde{T}_{i-1}(v),{ }_{u \in V_{\tilde{T}_{i-1}(v)}}^{\cup}\left\{T_{r-i}(u)\right\},{ }_{u \in V_{\tilde{T}_{i-1}(v)}}^{\cup}\left\{\operatorname{dep}_{T_{r-i}(u)}\right\}\right)\).
                                    \(\triangleright\) Algorithm 32.4
                If \(\left|V_{\widetilde{T}_{i}(v)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil\), then let \(s_{i}(v)=s_{i-1}(v)+2^{r-i}\).
                Otherwise, let \(s_{i}(v)=s_{i-1}(v), \widetilde{T}_{i}(v) \leftarrow \widetilde{T}_{i-1}(v), \operatorname{dep}_{\widetilde{T}_{i}(v)} \leftarrow \operatorname{dep}_{\widetilde{T}_{i-1}(v)}\).
                else
                        Let \(s_{i}(v)=s_{i-1}(v), \widetilde{T}_{i}(v)=\widetilde{T}_{i-1}(v), \operatorname{dep}_{\widetilde{T}_{i}(v)} \leftarrow \operatorname{dep}_{\widetilde{T}_{i-1}(v)}\).
                end if
            end for
        end for \(\triangleright \widetilde{T}_{r}(v)\) is a LCSPT with root \(v\) and the largest radius s.t.
    \(\left|V_{\widetilde{T}_{r}(v)}\right|<\left\lceil(m / n)^{1 / 4}\right\rceil\).
        \(\forall v \in V\), if \(\left|\Gamma_{G}(v) \cup\{v\}\right| \leq\left\lceil(m / n)^{1 / 4}\right\rceil\), then let \(N(v)=\Gamma_{G}(v) \cup\{v\}\).
        Otherwise arbitrarily choose \(N(v) \subseteq \Gamma_{G}(v) \cup\{v\}\) with \(|N(v)|=\left\lceil(\mathrm{m} / n)^{1 / 4}\right\rceil\).
        for \(v \in\left\{u \in V \mid T_{r}(u)=\right.\) null \(\}\) do \(\triangleright \operatorname{Expand} \widetilde{T}_{r}(v)\) a little bit to get large enough \(\widetilde{T}\).
            if \(\forall u \in V_{\widetilde{T}_{r}(v)}, T_{0}(u) \neq\) null then
```



```
    Algorithm 32.4
        else
            Select an arbitrary \(u_{v} \in V_{\widetilde{T}_{r}(v)}\) with \(T_{0}\left(u_{v}\right)=\) null.
            Let \(V_{\widetilde{T}(v)}=N\left(u_{v}\right) \cup V_{\widetilde{T}_{r}(v)}\).
            \(\forall x \in V_{\widetilde{T}_{r}(v)}\), let \(\operatorname{par}_{\widetilde{T}(v)}(x)=\operatorname{par}_{\widetilde{T}_{r}(v)}(x), \operatorname{dep}_{\widetilde{T}(v)}(x)=\operatorname{dep}_{\widetilde{T}_{r}(v)}(x)\).
            \(\forall x \in N\left(u_{v}\right), x \notin V_{\widetilde{T}_{r}(v)}\), let \(\operatorname{par}_{\widetilde{T}(v)}(x)=u_{v}, \operatorname{dep}_{\widetilde{T}(v)}(x)=\operatorname{dep}_{\widetilde{T}_{r}(v)}\left(u_{v}\right)+1\).
            Let \(\widetilde{T}(v)=\left(V_{\widetilde{T}(v)}, \operatorname{par}_{\widetilde{T}(v)}\right)\).
            end if
        end for
        return \(\{\widetilde{T}(v) \mid v \in V\},\left\{\operatorname{dep}_{\widetilde{T}(v)} \mid v e^{24} \mathcal{F}^{2}\right\}\).
    end procedure
```

```
Algorithm 32.7 Depth and Ancestors of Every Vertex
    procedure FindAncestors (par : \(V \rightarrow V\) ) \(\triangleright\) Lemma 32.5.7
    For \(v \in V\) let \(g_{0}(v)=\operatorname{part}(v)\). If \(\operatorname{part}(v)=v\), let \(h_{0}(v)=0\). Otherwise, let \(h_{0}(v)=\)
    null.
        Let \(l=0\).
        for \(\exists v \in V, h_{l}(v)=\) null do
            \(l \leftarrow l+1\).
            for \(v \in V\) do
                    Let \(g_{l}(v)=g_{l-1}\left(g_{l-1}(v)\right) . \quad \triangleright g_{l}\) is \(\operatorname{par}^{\left(2^{l}\right)}\).
                    if \(h_{l-1}(v) \neq\) null then \(h_{l}(v)=h_{l-1}(v)\).
                    else if \(h_{l-1}\left(g_{l-1}(v)\right) \neq\) null then \(h_{l}(v)=h_{l-1}\left(g_{l-1}(v)\right)+2^{l-1}\).
                else \(h_{l}(v)=\) null.
                end if
            end for
        end for
        Let \(r=l\), \(\operatorname{dep}_{\mathrm{par}} \leftarrow h_{r}\).
        return \(r, \operatorname{dep}_{\text {par }},\left\{g_{i}: V \rightarrow V \mid i \in\{0\} \cup[r]\right\} . \quad \triangleright \operatorname{dep}_{\text {par }}: V \rightarrow \mathbb{Z}_{\geq 0}\)
    end procedure
```

```
Algorithm 32.8 Path in a Tree
    procedure FindPath (par : \(V \rightarrow V, q \in V\) ) \(\triangleright\) Lemma 32.5.9
    Output: \(\operatorname{dep}_{\mathrm{par}}: V \rightarrow \mathbb{Z}_{\geq 0}, P \subseteq V, w \in V \cup\{\) null \(\}\).
    \(\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=\) FindAncestors(par) \(\quad \triangleright\) Algorithm 32.7
    Let \(S_{0}=\left\{\left(q, g_{r}(q)\right)\right\}, k=\left\lceil\log \left(\operatorname{dep}_{\mathrm{par}}(q)\right)\right\rceil . \quad \triangleright S_{0}\) contains \((q\), the root of \(q)\)
    for \(i=1 \rightarrow k\) do \(\triangleright S_{i}\) is a set of segments partitioned the path from \(q\) to the root of
    \(q\)
            Let \(S_{i} \leftarrow \emptyset\).
            for \((x, y) \in S_{i-1}\) do
                if \(\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}(y)>2^{k-i}\) then \(S_{i} \leftarrow S_{i} \cup\left\{\left(x, g_{k-i}(x)\right),\left(g_{k-i}(x), y\right)\right\}\).
                else \(S_{i} \leftarrow S_{i} \cup\{(x, y)\}\).
                end if
            end for
        end for \(\quad \triangleright S_{k}\) only contains segments with length at most 1
        Let \(P \leftarrow\{q\}\)
        for \((x, y) \in S_{k}\) do
            Let \(P \leftarrow P \cup\{y\}\)
        end for
        Find \(w \in P\) with \(\operatorname{dep}_{\text {par }}(w)=1\). If \(w\) does not exist, let \(w \leftarrow\) null.
        return \(\left(\operatorname{dep}_{\mathrm{par}}, P, w\right)\)
    end procedure
```

```
Algorithm 32.9 Root Changing
    procedure RootChange(par : \(V \rightarrow V, q \in V\) ) \(\triangleright\) Lemma 32.5.11
        Output: \(\widehat{\text { par }: ~} V \rightarrow V\).
        \(\left(\operatorname{dep}_{\mathrm{par}}, P, w\right)=\operatorname{FindPATh}(\) par, \(q) . \quad \triangleright\) Algorithm 32.8
        \(\forall v \in V \backslash P\), let \(\widehat{\operatorname{par}}(v)=\operatorname{part}(v)\).
        Let \(\widehat{\operatorname{par}}(q)=q\).
        Let \(h:\{0\} \cup\left[\operatorname{dep}_{\mathrm{par}}(q)\right] \rightarrow P\) such that \(\forall i \in\{0\} \cup\left[\operatorname{dep}_{\mathrm{par}}(q)\right], h(i)=x\) where
    \(\operatorname{dep}_{\mathrm{par}}(x)=i\).
        for \(v \in P \backslash\{q\}\) do \(\triangleright\) Reverse par of all the vertices on the path from \(q\) to the root
    of \(q\).
            Let \(\widehat{\operatorname{par}}(v)=h\left(\operatorname{dep}_{\mathrm{par}}(v)+1\right)\).
        end for
        return \(\widehat{p a r}\).
    end procedure
```



Figure 32.1: Each tree with green edges on the top-left is a rooted tree of each contracted component. For example, there are five components $\{1,2,3\},\{4,5,6,7\},\{8,9$, $10,11,12\},\{13,14,15\},\{16,17\}$. The dashed edges in the bottom-left figure is a root spanning tree of five components. The red edges in the top-right figure correspond to the dashed edges in the bottom-left figure before contraction. In bottom-right figure, by changing (see blue edges) the root of each contracted tree, we get a rooted spanning tree in the original graph

```
Algorithm 32.10 Spanning Forest Expansion
    procedure ForestExpansion(par : \(V_{1} \rightarrow V_{1}, \widetilde{\text { par }: ~} V_{2} \rightarrow V_{2}, f: V_{1} \times V_{1} \rightarrow\{\) null \(\} \cup\)
    \(\left.\left(V_{2} \times V_{2}\right)\right)\)
                    \(\triangleright\) Lemma 32.5.12
    2: \(\quad\) Output: \(\widehat{\text { par }: ~} V_{2} \rightarrow V_{2}\).
        \(\left(\left(V_{2}^{\prime}, \emptyset\right), \widetilde{\operatorname{par}^{(\infty)}}\right)=\) TREECONTRACTION \(\left(\left(V_{2}, \emptyset\right), \widetilde{\text { par }}\right) . \quad \triangleright\) Algorithm 32.2
        for \(v \in V_{1}\) do
            Let \(V_{2}(v)=\left\{u \in V_{2} \mid \widetilde{\operatorname{par}}^{(\infty)}(u)=v\right\}\).
            Let \(\widetilde{\operatorname{par}}_{v}: V_{2}(v) \rightarrow V_{2}(v)\) such that \(\forall u \in V_{2}(v), \widetilde{\operatorname{par}}_{v}(u)=\widetilde{\operatorname{par}}(u)\).
            if \(\operatorname{part}(v) \neq v\) then
                Let \(\left(x_{v}, y_{v}\right)=f(v, \operatorname{part}(v))\).
                \(\widehat{\operatorname{par}}_{v}=\) RootChange \(\left(\widetilde{\operatorname{par}}_{v}, x_{v}\right) . \quad \triangleright\) Algorithm 32.9
                Let \(\widehat{\operatorname{par}}\left(x_{v}\right)=y_{v}\), and \(\forall u \in V_{2}(v) \backslash\left\{x_{v}\right\}, \widehat{\operatorname{par}}(u)=\widehat{\operatorname{par}}_{v}(u)\).
            else \(\forall u \in V_{2}(v)\) let \(\widehat{\operatorname{par}}(u)=\widetilde{\operatorname{par}}_{v}(u)\).
            end if
        end for
        return \(\widehat{\text { par. }}\)
    end procedure
```

```
Algorithm 32.11 Undirected Graph Spanning Forest
    procedure \(\operatorname{SpanningForest}(G=(V, E), m, r) \triangleright\) Corollary 32.5.17, Theorem 32.5.21
        Output: FAIL or \(\left\{V_{i} \subseteq V \mid i \in\{0\} \cup[r]\right\},\left\{\operatorname{par}_{i}: V_{i} \rightarrow V_{i} \mid i \in\{0\} \cup[r-1]\right\},\left\{h_{i}:\right.\)
    \(V_{i} \rightarrow V_{i+1} \cup\{\) null \(\left.\} \mid i \in\{0\} \cup[r-1]\right\}, F \subseteq E\).
        \(n_{0}=n=|V|, G_{0}=\left(V_{0}, E_{0}\right)=(V, E)\).
        Let \(g_{0}: E_{0} \rightarrow E\) be an identity map.
        Let \(n_{0}^{\prime}=n_{0}\).
        for \(i=0 \rightarrow r-1\) do
            \(D_{i} \leftarrow \emptyset\).
            \(\left(\left\{\widetilde{T}_{i}(v) \mid v \in V_{i}\right\},\left\{\operatorname{dep}_{\widetilde{T}_{i}(v)} \mid v \in V_{i}\right\}\right)=\operatorname{MultipleLargeTrees}\left(G_{i}, m\right) . \quad \triangleright\)
    Algorithm 32.6
            Let \(V_{i}^{\prime}=\left\{v \in V_{i}| | V_{\widetilde{T}_{i}(v)} \mid \geq\left\lceil\left(m / n_{i}\right)^{1 / 4}\right\rceil\right\}, E_{i}^{\prime}=\left\{(u, v) \in E_{i} \mid u, v \in V_{i}^{\prime}\right\}, G_{i}^{\prime}=\)
    \(\left(V_{i}^{\prime}, E_{i}^{\prime}\right)\).
            \(\forall v \in V_{i} \backslash V_{i}^{\prime}\), let \(h_{i}(v)=\) null, \(u_{v}=\min _{u \in V_{\widetilde{T}_{i}(v)}} u\). Let \(\operatorname{par}_{i}(v)=\operatorname{par}_{\widetilde{T}_{i}\left(u_{v}\right)}(v)\).
            \(\forall v \in V_{i} \backslash V_{i}^{\prime}\), if \(\operatorname{par}_{i}(v) \neq v\), then \(D_{i} \leftarrow D_{i} \cup\left\{g_{i}\left(\operatorname{par}_{i}(v), v\right), g_{i}\left(v, \operatorname{par}_{i}(v)\right)\right\}\).
            Let \(\gamma_{i}=\left\lceil\left(m / n_{i}\right)^{1 / 4}\right\rceil, p_{i}=\min \left((30 \log (n)+100) / \gamma_{i}, 1 / 2\right)\).
            Let \(l_{i}: V_{i}^{\prime} \rightarrow\{0,1\}\) be chosen randomly s.t. \(\forall v \in V_{i}^{\prime}, l_{i}(v)\) are i.i.d. Bernoulli
    random variables with \(\operatorname{Pr}\left(l_{i}(v)=1\right)=p_{i}\).
            Let \(L_{i}=\left\{v \in V_{i}^{\prime} \mid l_{i}(v)=1\right\} \cup\left\{v \in V_{i}^{\prime} \mid \forall u \in V_{\widetilde{T}_{i}(v)}, l_{i}(u)=0\right\}\).
            For \(v \in V_{i}^{\prime}\), let \(z_{i}(v)=\arg \min _{u \in L_{i} \cap V_{\widetilde{T}_{i}(v)}} \operatorname{dep}_{\widetilde{T}_{i}(v)}(u)\). If \(z_{i}(v)=v\), let \(\operatorname{par}_{i}(v)=v\).
            Otherwise, \(\left(\operatorname{dep}_{\widetilde{T}_{i}(v)}, P_{i}(v), w_{i}(v)\right)=\operatorname{FinDPATH}\left(\operatorname{par}_{\widetilde{T}_{i}(v)}, z_{i}(v)\right)\), and let \(\operatorname{par}_{i}(v)=\)
    \(w_{i}(v)\).
                                    \(\triangleright\) Algorithm 32.8
17: \(\quad \operatorname{Let}\left(\left(V_{i+1}, E_{i+1}\right), \operatorname{par}_{i}^{(\infty)}\right)=\operatorname{TrEeContraction}\left(G_{i}^{\prime}, \operatorname{par}_{i}: V_{i}^{\prime} \rightarrow V_{i}^{\prime}\right) . \quad \triangleright\)
    Algorithm 32.2
            \(G_{i+1}=\left(V_{i+1}, E_{i+1}\right), n_{i+1}=\left|V_{i+1}\right|\).
            \(\forall v \in V_{i}^{\prime}, h_{i}(v)=\operatorname{par}_{i}^{(\infty)}(v)\). If \(\operatorname{par}_{i}(v) \neq v\), then \(D_{i} \leftarrow D_{i} \cup\)
    \(\left\{g_{i}\left(\operatorname{par}_{i}(v), v\right), g_{i}\left(v, \operatorname{par}_{i}(v)\right)\right\}\).
            Let \(g_{i+1}: E_{i+1} \rightarrow E\) satisfy \(g_{i+1}(u, v)=\min _{(x, y) \in E_{i}, h_{i}(x)=u, h_{i}(y)=v} g_{i}(x, y)\).
            Let \(n_{i+1}^{\prime}=n_{i}^{\prime}+n_{i+1}\). If \(n_{i+1}^{\prime}>40 n\), then return FAIL.
        end for
        If \(n_{r} \neq 0\), return FAIL.
        Let \(F=\bigcup_{i \in\{0\} \cup[r-1]} D_{i}\).
        return \(\left\{V_{i} \mid i \in\{0\} \cup[r]\right\},\left\{\operatorname{par}_{i} \mid i \in\{0\} \cup[r-1]\right\},\left\{h_{i} \mid i \in\{0\} \cup[r-1]\right\}, F\).
    end procedure
```

```
Algorithm 32.12 Rooted Spanning Forest
    procedure ORIEntate \(\left(\left\{V_{i} \mid i \in\{0\} \cup[r]\right\},\left\{\operatorname{par}_{i} \mid i \in\{0\} \cup[r-1]\right\},\left\{h_{i} \mid i \in\{0\} \cup[r-\right.\right.\)
    1] \(\}, F)\)
                                    \(\triangleright\) Takes the output of Algorithm 32.11 as input.
                                    \(\triangleright\) Theorem 32.5.19
    2: \(\quad\) Output: par : \(V_{0} \rightarrow V_{0}\).
    3: \(\quad\) Let \(F_{0}=F\).
    4: \(\quad\) for \(i=0 \rightarrow r-1\) do
    5: \(\quad\) Initialize \(F_{i+1} \leftarrow \emptyset, f_{i+1}: V_{i+1} \times V_{i+1} \rightarrow\{\) null \(\}\).
    6: \(\quad \forall(u, v) \in F_{i}, h_{i}(u) \neq h_{i}(v)\), let \(F_{i+1} \leftarrow F_{i+1} \cup\left\{\left(h_{i}(u), h_{i}(v)\right)\right\}, f_{i+1}\left(h_{i}(u), h_{i}(v)\right) \leftarrow\)
    \((u, v)\).
        end for
        \(\widehat{\operatorname{par}}_{r}: \emptyset \rightarrow \emptyset\).
        for \(i=r \rightarrow 1\) do \(\quad \triangleright \widehat{\operatorname{par}}_{i}\) is the spanning forest of \(G_{i}\).
            Let \(\widetilde{V}_{i}=V_{i} \cup\left\{v \in V_{i-1} \mid h_{i-1}(v)=\right.\) null, \(\left.\operatorname{par}_{i-1}(v)=v\right\}\).
            Let \(\widetilde{\operatorname{par}}_{i}: \widetilde{V}_{i} \rightarrow \widetilde{V}_{i}\) satisfy \(\forall v \in V_{i}, \widetilde{\operatorname{par}}_{i}(v)=\widehat{\operatorname{par}}_{i}(v)\), and \(\forall v \in \widetilde{V}_{i} \backslash V_{i}, \widetilde{\operatorname{par}}_{i}(v)=v\).
            Let \(\widehat{\operatorname{par}}_{i-1}=\) FORESTEXPANSION \(\left(\widetilde{\operatorname{par}}_{i}, \operatorname{par}_{i-1}, f_{i}\right) . \quad \triangleright\) Algorithm 32.10
        end for
        Return \(\widehat{p a r}_{0}\) as par.
    end procedure
```

```
Algorithm 32.13 Lowest Common Ancestor
    procedure LCA \(\left(\right.\) par \(\left.: V \rightarrow V, Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\}\right) \quad \triangleright\) Lemma 32.6.1
        Output: lca : \(Q \rightarrow(V \cup\{\) null \(\}) \times(V \cup\{\) null \(\}) \times(V \cup\{\) null \(\})\)
        \(\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=\) FindAncestors(par). \(\quad \triangleright\) Algorithm 32.7
        \(\forall(u, v) \in Q\), if \(u=v\) then let lca \((u, v)=(u\), null, null), \(Q \leftarrow Q \backslash\{(u, v)\}\).
        \(\forall(u, v) \in Q, g_{r}(u) \neq g_{r}(v)\), let lca \((u, v)=\) (null, null, null).
        Let \(Q^{\prime}=\emptyset\).
        \(\forall(u, v) \in Q, g_{r}(u)=g_{r}(v)\), if \(\operatorname{dep}_{\mathrm{par}}(u) \geq \operatorname{dep}_{\mathrm{par}}(v)\), then let \(Q^{\prime} \leftarrow Q^{\prime} \cup\{(u, v)\} ;\)
    Otherwise let \(Q^{\prime} \leftarrow Q^{\prime} \cup\{(v, u)\}\).
        Let \(h_{r}: Q^{\prime} \rightarrow Q^{\prime}\) be an identity mapping.
        for \(i=r-1 \rightarrow 0\) do \(\quad \triangleright\) Move \(u\) to the almost same depth as \(v\).
            For each \((u, v) \in Q^{\prime}\), let \((x, v)=h_{i+1}(u, v)\). If \(\operatorname{dep}_{\mathrm{par}}(x)-2^{i}>\operatorname{dep}_{\mathrm{par}}(y)\), then let
    \(h_{i}(u, v)=\left(g_{i}(x), v\right)\); Otherwise let \(h_{i}(u, v)=(x, v)\).
        end for
        For each \((u, v) \in Q^{\prime}\) with \(\operatorname{part}\left(h_{0}(u)\right)=v\), if \((u, v) \in Q\), then let lca \((u, v)=\)
    \(\left(v, h_{0}(u)\right.\), null \()\); Otherwise lca \((v, u)=\left(v\right.\), null, \(\left.h_{0}(u)\right)\).
            Let \(Q^{\prime \prime}=\emptyset\).
            For each \((u, v) \in Q^{\prime}\) with \(\operatorname{part}\left(h_{0}(u)\right) \neq v, \operatorname{dep}_{\text {par }}\left(h_{0}(u)\right)>\operatorname{dep}_{\text {par }}(v)\) let \(Q^{\prime \prime} \leftarrow\)
    \(Q^{\prime \prime} \cup\{(u, v)\}, h_{r}^{\prime}(u, v) \leftarrow\left(\operatorname{part}\left(h_{0}(u)\right), v\right)\).
    5: \(\quad\) For each \((u, v) \in Q^{\prime}\) with \(\operatorname{dep}_{\mathrm{par}}(u)=\operatorname{dep}_{\mathrm{par}}(v)\) let \(Q^{\prime \prime} \leftarrow Q^{\prime \prime} \cup\{(u, v)\}, h_{r}^{\prime}(u, v) \leftarrow\)
    \((u, v)\).
        for \(i=r-1 \rightarrow 0\) do \(\quad \triangleright\) Move \(u, v\) to the lowest common ancestor.
            For each \((u, v) \in Q^{\prime \prime}\), let \((x, y)=h_{i+1}^{\prime}(u, v)\). If \(g_{i}(x) \neq g_{i}(y)\), then let \(h_{i}^{\prime}(u, v)=\)
    \(\left(g_{i}(x), g_{i}(y)\right)\); Otherwise let \(h_{i}^{\prime}(u, v)=(x, y)\).
        end for
        For each \((u, v) \in Q^{\prime \prime}\), if \((u, v) \in Q\), then let lca \((u, v)=\left(\operatorname{part}\left(h_{0}^{\prime}(u)\right), h_{0}^{\prime}(u), h_{0}^{\prime}(v)\right)\);
    Otherwise lca \((v, u)=\left(\operatorname{part}\left(h_{0}^{\prime}(v)\right), h_{0}^{\prime}(v), h_{0}^{\prime}(u)\right)\).
        return lca.
    end procedure
```

```
Algorithm 32.14 Multiple Paths
    procedure MultiPath(par : \(\left.V \rightarrow V, Q=\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{q}, v_{q}\right)\right\}\right) \quad \triangleright\)
    Lemma 32.6.2
        Output: \(\operatorname{dep}_{\text {par }}: V \rightarrow \mathbb{Z}_{\geq 0},\left\{P_{i} \subseteq V \mid i \in[q]\right\}\).
        \(\left(r, \operatorname{dep}_{\mathrm{par}},\left\{g_{i} \mid i \in\{0\} \cup[r]\right\}\right)=\) FindAncestors(par). \(\quad \triangleright\) Algorithm 32.7
        \(\forall j \in[q]\), let \(S_{j}^{(0)}=\left\{\left(u_{j}, v_{j}\right) \mid\left(u_{j}, v_{j}\right) \in Q\right\}\).
        for \(i=1 \rightarrow r\) do
            for \(j=1 \rightarrow q\) do \(\triangleright S_{j}^{(i)}\) is a set of segments partitioned the path from \(u_{j}\) to \(v_{j}\).
                Let \(S_{j}^{(i)} \leftarrow \emptyset\).
                for \((x, y) \in S_{j}^{(i-1)}\) do
                if \(\operatorname{dep}_{\mathrm{par}}(x)-\operatorname{dep}_{\mathrm{par}}(y)>2^{r-i}\) then \(S_{j}^{(i)} \leftarrow S_{j}^{(i)} \cup\left\{\left(x, g_{r-i}(x)\right),\left(g_{r-i}(x), y\right)\right\}\).
                    else \(S_{j}^{(i)} \leftarrow S_{j}^{(i)} \cup\{(x, y)\}\).
                    end if
            end for
            end for
        end for
                            \(\triangleright S_{j}^{(r)}\) only contains segments with length 1
            Let \(\forall j \in[q], P_{j} \leftarrow\left\{u_{j}\right\}\).
            for \(j=1 \rightarrow q\) do
                for \((x, y) \in S_{j}^{(r)}\) do
                    Let \(P_{j} \leftarrow P_{j} \cup\{y\}\).
            end for
        end for
    end procedure
```

```
Algorithm 32.15 Leaf Sampling
    procedure LeafSAmpling (par : \(V \rightarrow V, m, \delta)\)
        \(\triangleright\) Lemma 32.6.5
        Output: \(A=\left(a_{1}, a_{2}, \cdots, a_{s}\right)\).
        Let \(t=\left\lceil m^{1 / 3}\right\rceil\).
        Compute \(L=\) leaves(par).
        Compute rank : \(V \rightarrow \mathbb{Z}_{\geq 0}\) such that \(\forall v \in V, \operatorname{rank}(v)=\operatorname{rank}_{\operatorname{par}}(v) . \triangleright\) Definition 32.6.4
        If \(|V| \leq m\), let \(\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}=L\), and return \(A=\left(a_{1}, a_{2}, \cdots, a_{s}\right)\) which satisfies
    \(a_{1}<_{\text {par }} a_{2}<_{\text {par }} \cdots<_{\text {par }} a_{s} . \quad \triangleright<_{\text {par }}\) follows Definition 32.6.8
        If \(|L| \leq 8 t\), let \(S=L\).
        Let \(p=\min (1,640(1+\log (m) / \delta) t /|L|)\).
        If \(|L|>t\), sample each \(v \in L\) with probability \(p\) independently. let \(S\) be the set of
    samples.
        Compute \(\operatorname{par}^{\prime}: V \rightarrow V\) such that \(\forall v \in V\), if \(\operatorname{child}_{\text {par }}(v) \neq \emptyset\), then \(\operatorname{par}^{\prime}(v)=\)
    \(\operatorname{child}_{\text {par }}(v, 1)\); Otherwise let \(\operatorname{par}^{\prime}(v)=v . \quad \triangleright \operatorname{par}^{\prime}(v)\) points to \(v\) 's first child in par.
        \(\left(r^{\prime}, \operatorname{dep}_{\mathrm{par}^{\prime}}: V \rightarrow \mathbb{Z}_{\geq 0},\left\{g_{i}^{\prime}: V \rightarrow V \mid i \in\{0\} \cup\left[r^{\prime}\right]\right\}\right)=\) FindAncestors \(\left(\operatorname{par}^{\prime}\right)\).
        Find \(w \in V\) with \(\operatorname{part}(w)=w\). \(\triangleright\) Find the root.
        Let \(a_{1}=g_{r^{\prime}}^{\prime}(w), S \leftarrow S \cup\left\{a_{1}\right\}\). \(\quad\) Find the first leaf.
        Let \(Q=\{(u, v) \mid(u, v) \in S \times S, u \neq v\}\).
        Let lca \(=\mathrm{LCA}(\) par,\(Q) . \quad \triangleright\) Algorithm 32.13
        Let \(s=|S|\).
        \(\left(r, \operatorname{dep}_{\mathrm{par}}: V \rightarrow \mathbb{Z}_{\geq 0},\left\{g_{i}: V \rightarrow V \mid i \in\{0\} \cup[r]\right\}\right)=\) FindAncestors \((\) par \()\).
        for \(i=2 \rightarrow s\) do \(\quad \triangleright\) Determine the order of sampled leaves.
            For all \(x, y \in S \backslash\left\{a_{1}, a_{2}, \cdots, a_{i-1}\right\}\), let \(\left(p_{x, y}, p_{x y, x}, p_{x y, y}\right)=\operatorname{lca}(x, y)\).
            Find \(x^{*} \in S \backslash\left\{a_{1}, a_{2}, \cdots, a_{i-1}\right\}\) s.t. \(\forall y \in S \backslash\left\{a_{1}, a_{2}, \cdots, a_{i-1}, x^{*}\right\}, \operatorname{rank}\left(p_{x^{*} y, x^{*}}\right)<\)
    \(\operatorname{rank}\left(p_{x^{*} y, y}\right)\).
            Let \(a_{i}=x^{*}\).
        end for
        return \(A=\left(a_{1}, a_{2}, \cdots, a_{s}\right)\).
    end procedure
```

```
Algorithm 32.16 DFS subsequence
    procedure SubDFS(par : \(V \rightarrow V, m, \delta) \quad \triangleright\) Lemma 32.6.9, Lemma 32.6.10
        Output: \(V^{\prime} \subseteq V, A=\left(a_{1}, a_{2}, \cdots, a_{s}\right)\).
        If \(V=\{v\}\), return \(V^{\prime}=V, A=(v)\).
        Let \(v\) be the root in par, i.e. \(\operatorname{part}(v)=v\).
        \(L=\left(l_{1}, l_{2}, \cdots, l_{t}\right)=\operatorname{LEAFSAMPLING}(\) par \(, m, \delta) . \quad \triangleright\) Algorithm 32.15
        \(Q=\left\{\left(l_{i}, l_{i+1}\right) \mid i \in[t-1]\right\}\).
        lca \(=\operatorname{LCA}(\) par,\(Q) . \quad \triangleright\) Algorithm 32.13
        \(\forall i \in[t-1],\left(p_{l_{i}, l_{i+1}}, p_{i, l_{i}}, p_{i, l_{i+1}}\right)=\operatorname{lca}\left(l_{i}, l_{i+1}\right)\).
        \(Q^{\prime}=\left\{\left(l_{1}, v\right),\left(\operatorname{part}\left(l_{1}\right), p_{l_{1}, l_{2}}\right),\left(l_{2}, p_{1, l_{2}}\right),\left(\operatorname{part}\left(l_{2}\right), p_{l_{2}, l_{3}}\right),\left(l_{3}, p_{2, l_{3}}\right), \cdots,\left(l_{t}, p_{t-1, l_{t}}\right),\left(\operatorname{part}\left(l_{t}\right), v\right)\right\}\).
        \(\left(\operatorname{dep}_{\mathrm{par}},\left\{P_{i} \mid i \in[2 t]\right\}\right)=\operatorname{MultiPath}\left(\right.\) par, \(\left.Q^{\prime}\right) . \quad \triangleright\) Algorithm 32.14
        \(V^{\prime}=\bigcup_{i=1}^{2 t} P_{i}\).
        Let \(\operatorname{par}^{\prime}: V^{\prime} \rightarrow V^{\prime}\) satisfy \(\forall v \in V^{\prime}, \operatorname{par}^{\prime}(v)=\operatorname{part}(v)\).
        for \(i \in\{1,3,5, \cdots, 2 t-1\}\) do
            Compute \(A_{i}^{\prime}=\left(u_{1}, u_{2}, \cdots, u_{\left|P_{i}\right|}\right)\) such that \(\left\{u_{1}, u_{2}, \cdots, u_{\left|P_{i}\right|}\right\}=P_{i}\) and
    \(\operatorname{dep}_{\text {par }}\left(u_{1}\right)<\operatorname{dep}_{\mathrm{par}}\left(u_{2}\right)<\cdots<\operatorname{dep}_{\mathrm{par}}\left(u_{\left|P_{i}\right|}\right)\)
            end for
            for \(i \in\{2,4,6, \cdots, 2 t\}\) do
                Compute \(A_{i}^{\prime}=\left(u_{1}, u_{2}, \cdots, u_{\left|P_{i}\right|}\right)\) such that \(\left\{u_{1}, u_{2}, \cdots, u_{\left|P_{i}\right|}\right\}=P_{i}\) and
    \(\operatorname{dep}_{\text {par }}\left(u_{1}\right)>\operatorname{dep}_{\text {par }}\left(u_{2}\right)>\cdots>\operatorname{dep}_{\text {par }}\left(u_{\left|P_{i}\right|}\right)\)
            end for
            Let \(A^{\prime}=A_{1}^{\prime} A_{2}^{\prime} \cdots A_{2 t}^{\prime}\). \(\quad A^{\prime}\) is the concatenation of \(A_{1}^{\prime}, A_{2}^{\prime}, \cdots, A_{2 t}^{\prime}\).
            \(\forall u \in V^{\prime}\), compute \(\operatorname{rank}_{\mathrm{par}}(u)\) and \(\operatorname{rank}_{\mathrm{par}^{\prime}}(u)\).
            \(\forall u \in V^{\prime}, i \in\left[\left|\operatorname{child}_{\mathrm{par}^{\prime}}\right|+1\right]\) compute \(\operatorname{pos}(u, i)=j\) such that the \(j^{\text {th }}\) element in \(A^{\prime}\) is
    the \(i^{\text {th }}\) time that \(u\) appears.
            Let \(b\) be the length of \(A^{\prime}\).
            Initialize \(c:[b] \rightarrow \mathbb{Z}_{\geq 0}\). \(\triangleright c\) determine the number of copies needed for each element
    in \(A^{\prime}\)
            for \(u \in V^{\prime} \backslash\{v\}\) do
            If \(u \in\) leaves \(\left(\operatorname{par}^{\prime}\right)\), let \(c(\operatorname{pos}(u, 1))=1 . \quad \triangleright\) A leaf should only have one copy.
            If \(\operatorname{rank}_{\operatorname{par}^{\prime}}(u)=1\), let \(c\left(\operatorname{pos}\left(\operatorname{par}^{\prime}(u), 1\right)\right)=\operatorname{rank}_{\operatorname{par}}(u)\).
            If \(\operatorname{rank}_{\operatorname{par}^{\prime}}(u)=\left|\operatorname{child}_{\operatorname{par}^{\prime}}\left(\operatorname{par}^{\prime}(u)\right)\right|\), let \(c\left(\operatorname{pos}\left(\operatorname{par}^{\prime}(u), \operatorname{rank}_{\operatorname{par}^{\prime}}(u)+1\right)\right)=\)
    \(\left|\operatorname{child}_{\mathrm{par}}(\operatorname{part}(u))\right|+1-\operatorname{rank}_{\mathrm{par}}(u)\).
            If \(1 \leq \operatorname{rank}_{\operatorname{par}^{\prime}}(u)<\left|\operatorname{child}_{\mathrm{par}^{\prime}}\left(\operatorname{par}^{\prime}(u)\right)\right|\), let \(c\left(\operatorname{pos}\left(\operatorname{par}^{\prime}(u), \operatorname{rank}_{\operatorname{par}^{\prime}}(u)+1\right)\right)=\)
    \(\operatorname{rank}_{\mathrm{par}}\left(\operatorname{child}_{\mathrm{par}^{\prime}}\left(\operatorname{par}^{\prime}(u), \operatorname{rank}_{\operatorname{par}^{\prime}}(u)+1\right)\right)-\operatorname{rank}_{\mathrm{par}}(u)\).
            end for
            For each \(j \in[b]\), duplicate the \(j^{\text {th }}\) element of \(A^{\prime} c(j)\) times. Let \(A\) be the obtained
    sequence.
        return \(V^{\prime}, A\).
    end procedure


Figure 32.2: Given a tree that has 42 vertices (top-left), we label all the vertices from 1 to 42 . Firstly, we sample some leaves (red vertices, i.e. \(\{5,13,24,30,32,34,36,37,40,42\}\) ) in the tree (top-right tree). Then we find a DFS sequence of the tree (the tree formed by all the blue and red vertices in the bottom-left tree) which only contains all the sampled leaves and their ancestors. Finally, we recursively find the DFS sequences of remaining subtrees(bottom-right).
```

Algorithm 32.17 DFS sequence
procedure DFS(par : $V \rightarrow V, m$ )
$\triangleright$ Theorem 32.6.12, Theorem 32.6.14
Output: FAIL or $A=\left(a_{1}, a_{2}, \cdots, a_{2|V|-1}\right)$.
$n=|V|, \delta=1 / \log _{m} n$.
Let $\operatorname{par}_{0}=$ par.
$\left(V_{0}, A_{0}\right)=\operatorname{SuBDFS}\left(\operatorname{par}_{0}, m, \delta\right) . \quad \triangleright$ Algorithm 32.16
Let $r=\lceil 3 / \delta\rceil+2$.
for $i=1 \rightarrow r$ do $\quad \triangleright v \in V_{i} \Leftrightarrow v$ appears in $A_{i}$
$\triangleright$ If $v \in V_{i}$, then $v$ appears $\left|\operatorname{child}_{\text {par }}(v)\right|+1$ times in $A_{i}$
Let $V_{i}^{\prime}=V \backslash V_{i-1}$.
Initialize $\operatorname{par}_{i}: V_{i}^{\prime} \rightarrow V_{i}^{\prime}$.
For $v \in V_{i}^{\prime}$, if $\operatorname{part}(v) \in V_{i-1}$, let $\operatorname{par}_{i}(v)=v$; Otherwise, let $\operatorname{par}_{i}(v)=\operatorname{part}(v)$.
$\left(\left(V_{i}^{\prime \prime}, \emptyset\right), \operatorname{par}_{i}^{(\infty)}\right)=\operatorname{TrEECONTRACTION}\left(\left(V_{i}^{\prime}, \emptyset\right), \operatorname{par}_{i}\right) . \quad \triangleright$ Algorithm 32.2
$V_{i} \leftarrow V_{i-1}$.
$A_{i} \leftarrow A_{i-1}$.
for $v \in V_{i}^{\prime}, \operatorname{par}_{i}(v)=v$ do $\quad \triangleright$ The DFS sequence of the subtree of $v$ in par is
missing.
Let $V_{i}^{\prime}(v)=\left\{u \in V_{i}^{\prime} \mid \operatorname{par}_{i}^{(\infty)}(u)=v\right\}$.
Let $\operatorname{par}_{i, v}: V_{i}^{\prime}(v) \rightarrow V_{i}^{\prime}(v)$ satisfy $\forall u \in V_{i}^{\prime}(v), \operatorname{par}_{i, v}(u)=\operatorname{par}_{i}(u)$.
Let $\left(V_{i, v}, A_{i, v}\right)=\operatorname{SuBDFS}\left(\operatorname{par}_{i, v}, m, \delta\right) . \quad \triangleright$ Algorithm 32.16
$V_{i} \leftarrow V_{i} \cup V_{i, v}$.
Insert $A_{i, v}$ after the $\operatorname{rank}_{\mathrm{par}}(v)^{\mathrm{th}}$ time appearance of $v$ in $A_{i}$.
end for
end for
If $V_{r}=V$, return $A_{r}$ as $A$. Otherwise, return FAIL.
end procedure

```
```

Algorithm 32.18 A Sparser Table for RMQ
procedure SparseTable ${ }^{+}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right)$
$\triangleright$ Lemma 32.6.16
2 :
Initially, for all $i \in[n]$ let $\widehat{f}_{i, 0}=i . \forall i>n, j \in \mathbb{Z}$, let $\widehat{f}_{i, j}=0$, and let $a_{0}=\infty$. Let
$m=\left\lceil n^{\delta}\right\rceil$.
For $t \in[\lceil 1 / \delta\rceil]$, let $S_{t}=\left\{x \mid \exists y \in[m-1], x=y \cdot m^{t}\right\}$.
for $l=1 \rightarrow\lceil 1 / \delta\rceil$ do
for $j=0 \rightarrow\lceil n / m\rceil$ do
$i \leftarrow j \cdot m+1$.
$z_{j, l}^{*} \leftarrow \arg \min _{z: t \in[l-1], x \in S_{t}, z=\widehat{f_{j} \cdot m+1+x, t}} a_{z}$.
for $i^{\prime}=0 \rightarrow \min (m-1, n-i)$ do
$T \leftarrow\left\{x \in \mathbb{Z} \mid i+i^{\prime} \leq x \leq i+m-1\right\} \cup\left\{x \in \mathbb{Z} \mid i+m^{l} \leq x \leq\right.$
$\left.i+m^{l}+i^{\prime}-1\right\} \cup\left\{z_{j, l}^{*}\right\}$
$\widehat{f}_{i+i^{\prime}, l}=\arg \min _{z \in T} a_{z}$.
end for
end for
$l \leftarrow l+1$.
end for
return $\widehat{f}_{i, j}$ for $i \in[n], j \in\{0\} \cup[[1 / \delta\rceil]$.
end procedure

```
```

Algorithm 32.19 A Sparse Table for RMQ
procedure $\operatorname{SPARSETABLE}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right) \quad \triangleright$ Lemma 32.6.17
$\triangleright$ Output: $f_{i, j}$ for $i \in[n], j \in\{0\} \cup[\lceil\log n\rceil]$.
Initially, for all $i \in[n]$ let $f_{i, 0}=i . \forall i>n, j \in \mathbb{Z}$, let $f_{i, j}=0$, and let $a_{0}=\infty$. Let
$m=\left\lceil n^{\delta}\right\rceil$.
Let $\left\{\widehat{f}_{p, q} \mid p \in[n], q \in\{0\} \cup\lceil 1 / \delta\rceil\right\}=\operatorname{SpARSETABLE}^{+}\left(a_{1}, a_{2}, \cdots, a_{n}, \delta\right) . \quad \triangleright$
Algorithm 32.18
Let all undefined $\widehat{f}_{p, q}$ be 0 .
for $t \in[\lceil\log n\rceil]$ do
if $2^{t} \leq m$ then
$k_{t} \leftarrow-1$
$S_{t} \leftarrow \emptyset$
else
$k_{t} \leftarrow\left\lfloor\log _{m}\left(2^{t}-m\right)\right\rfloor$
$S_{t} \leftarrow\left\{x \mid x \in\left[2^{t}-m-m^{k_{t}}+1\right]\right.$ s.t. $x \equiv 1\left(\bmod m^{k_{t}}\right)$ or $\left(2^{t}-m-x\right) \equiv-1$
$\left.\left(\bmod m^{k_{t}}\right)\right\}$
end if
end for
for $j=0 \rightarrow\lceil n / m\rceil$ do
for $t=0 \rightarrow\lceil\log n\rceil$ do
$i \leftarrow j \cdot m+1$.
$z_{j, t}^{*} \leftarrow \arg \min _{z: x \in S_{t}, z=\widehat{f_{j} \cdot m+m+x, k_{t}}} a_{z}$.
for $i^{\prime}=0 \rightarrow \min (m-1, n-i)$ do
$T_{1} \leftarrow\left\{x \in \mathbb{Z} \mid i+i^{\prime} \leq x \leq \min \left(i+m-1, i+i^{\prime}+2^{t}-1\right)\right\}$
$T_{2} \leftarrow\left\{x \in \mathbb{Z} \mid \max \left(i+2^{t}, i+i^{\prime}\right) \leq x \leq i+2^{t}+i^{\prime}-1\right\}$
$T \leftarrow T_{1} \cup T_{2} \cup\left\{z_{j, t}^{*}\right\}$
$f_{i+i^{\prime}, t}=\arg \min _{z \in T} a_{z}$.
end for
end for
end for
return $f_{i, j}$ for $i \in[n], j \in\{0\} \cup[[\log n\rceil]$.
end procedure

```


Figure 32.3: A hard example for [RMCS13]. For each \(i \in\{2,3, \cdots, n / D-1\}\) and \(j \in\) \(\{1,2, \cdots, D-1\}\), node \((i-1) \cdot D+j\) has degree 4 . For node \(D\) and \(n\), they have degree 2 . Node 0 has degree \(D\). All the other nodes have degree 3 .
```

Algorithm 32.20 Leader Selection via Min Parent Forest
1: Let $N=100 \mathrm{rn}^{10}$.
2: $\forall v \in V_{i}^{\prime}$, let $w_{i}(v)$ be i.i.d. random variables drawn uniformly from [ $N$ ].
3: $\forall v \in V_{i}^{\prime \prime}$, let $\operatorname{par}_{i}(v)=f_{G_{i}^{\prime}, w_{i}}(v) . \quad \triangleright\left(V_{i}^{\prime}, f_{G_{i}^{\prime}, w_{i}}\right)$ is a min-parent-forest of $G_{i}^{\prime}$ with $w_{i}$.

```


Figure 32.4: An example where \(\#\) roots \(\approx \sum_{i=1}^{20} 1 /\left(d\left(v_{i}\right)+1\right)\). For each node, it has two numbers, the first number is the ID, and the second number is weight. \(\sum_{i=1}^{20} 1 /\left(d\left(v_{i}\right)+1\right)=\) \(1 / 4+1 / 3+1 / 3+1 / 6+1 / 5+1 / 5+1 / 5+1 / 5+1 / 5+1 / 6+1 / 4+1 / 6+1 / 8+1 / 7+1 / 6\) \(+1 / 9+1 / 8+1 / 7+1 / 6+1 / 4 \approx 3.89\) and \#roots \(=4\).
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\section*{Appendix A}

\section*{Probability and Inequality Tools}

\section*{A. 1 Scalar version probability tools}

Lemma A.1.1 (Chernoff bounds [Che52]). Let \(x_{1}, \cdots, x_{n}\) be independent random variables. Assume that \(x_{i} \in[0,1]\) always, for each \(i \in[n]\). Let \(x=\sum_{i=1}^{n}\) and \(\mu=\mathbb{E}[x]=\sum_{i=1}^{n} \mathbb{E}\left[x_{i}\right]\). Then for any \(\epsilon>0\)
\[
\operatorname{Pr}[x \geq(1+\epsilon) \mu] \leq \exp \left(-\frac{\epsilon^{2}}{2+\epsilon} \mu\right), \quad \text { and } \quad \operatorname{Pr}[x \leq(1-\epsilon) \mu] \leq \exp \left(-\frac{\epsilon^{2}}{2} \mu\right)
\]

Lemma A.1.2 (Bernstein inequality [Ber24]). Let \(x_{1}, \cdots, x_{n}\) be independent zero-mean variables. Suppose \(\left|x_{i}\right| \leq M\) almost surely, for all \(i \in[n]\). Then for all positive \(t\),
\[
\operatorname{Pr}\left[\sum_{i=1}^{n} x_{i}>t\right] \leq \exp \left(-\frac{t^{2} / 2}{\sum_{i=1}^{n} \mathbb{E}\left[x_{i}^{2}\right]+M t / 3}\right) .
\]

Lemma A.1.3 (Hanson-Wright inequality [HW71, Wri73]). Let \(x=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n}\) be a random vector with independent components \(x_{i}\) which satisfy \(\mathbb{E}\left[x_{i}\right]=0\) and \(\left\|x_{i}\right\|_{\psi_{2}} \leq K\) \(\left(\right.\) where \(\left.\left\|x_{i}\right\|_{\psi_{2}}:=\sup _{p \geq 1} p^{-1 / 2}\left(\mathbb{E}\left[\left|x_{i}\right|^{p}\right]\right)^{1 / p}\right)\). Let \(A\) be an \(n \times n\) matrix. Then, for every \(t \geq 0\),
\[
\operatorname{Pr}\left[\left|x^{\top} A x-\mathbb{E}\left[x^{\top} A x\right]\right|>t\right] \leq 2 \exp \left(-c \cdot \min \left(\frac{t^{2}}{K^{4}\|A\|_{F}^{2}}, \frac{t}{K^{2}\|A\|}\right)\right) .
\]

Lemma A.1.4 (Khintchine's inequality [Haa81]). Let \(\sigma_{1}, \cdots, \sigma_{n}\) be i.i.d. sign random variables, and let \(z_{1}, \cdots, z_{n}\) be real numbers. Then there are constants \(C, C^{\prime}>0\) so that
\[
\operatorname{Pr}\left[\left|\sum_{i=1}^{n} z_{i} \sigma_{i}\right| \geq C t\|z\|_{2}\right] \leq \exp \left(-C^{\prime} t^{2}\right)
\]

Lemma A.1.5 (Hoeffding inequality [Hoe63]). Let \(x_{i} \in\left[a_{i}, b_{i}\right]\) denote independent random variables, let \(x=\frac{1}{n} \sum_{i=1}^{n} x_{i}\) then
\[
\operatorname{Pr}[|x-\mathbb{E}[x]| \geq t] \leq 2 \exp \left(-\frac{2 n^{2} t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
\]

Lemma A.1.6 (Lemma 1 on page 1325 of [LM00]). Let \(x \sim X_{k}^{2}\) be a chi-squared distributed random variable with \(k\) degrees of freedom. Each one has zero mean and \(\sigma^{2}\) variance. Then
\[
\begin{aligned}
& \operatorname{Pr}\left[x-k \sigma^{2} \geq(2 \sqrt{k t}+2 t) \sigma^{2}\right] \leq \exp (-t) \\
& \operatorname{Pr}\left[k \sigma^{2}-x \geq 2 \sqrt{k t} \sigma^{2}\right] \leq \exp (-t)
\end{aligned}
\]

\section*{A.1.1 Reverse Chernoff bound}

In this Section, we prove that the classical Chernoff bound is tight in some regimes. There are several different proofs, e.g. [Mou10, Slu77, AB09, YZD12]. For completeness, we provide a proof from [YZD12].

Fact A.1.7. If \(1 \leq l \leq k-1\), then
\[
\binom{k}{l} \geq \frac{1}{e \sqrt{2 \pi l}}\left(\frac{k}{l}\right)^{l}\left(\frac{k}{k-l}\right)^{k-l} .
\]

Proof. By Stirling's approximation, \(i!=\sqrt{2 \pi i}(i / e)^{i} e^{\lambda}\) for some \(\lambda \in[1 /(12 i+1), 1 /(12 i)]\).

Thus,
\[
\begin{aligned}
\binom{k}{l} & =\frac{k!}{l!(k-l)!} \\
& \geq \frac{\sqrt{2 \pi k}\left(\frac{k}{e}\right)^{k}}{\sqrt{2 \pi l}\left(\frac{l}{e}\right)^{l} \sqrt{2 \pi(k-l)}\left(\frac{k-l}{e}\right)^{k-l}} \exp \left(\frac{1}{12 k+1}-\frac{1}{12 l}-\frac{1}{12(k-l)}\right) \\
& \geq \frac{\sqrt{2 \pi k}\left(\frac{k}{e}\right)^{k}}{\sqrt{2 \pi l}\left(\frac{l}{e}\right)^{l} \sqrt{2 \pi(k-l)}\left(\frac{k-l}{e}\right)^{k-l}} e^{-1} \\
& \geq \frac{1}{\sqrt{2 \pi l}}\left(\frac{k}{l}\right)^{l}\left(\frac{k}{k-l}\right)^{k-l} e^{-1} .
\end{aligned}
\]
where the first step follows by definition, the second step follows by Stirling's approximation, the third step follows by \(\frac{1}{1+a+b}+1 \geq \frac{1}{a}+\frac{1}{b}\) for \(a \geq 12, b \geq 12\).

Now, we are ready to prove the following result

Lemma A.1.8 ([Mou10, Slu77, AB09, YZD12]). Let \(X\) be the average of \(k\) independent, Bernoulli random variables with mean \(p\). For any \(\epsilon \in(0,1 / 2]\) and \(p \in(0,1 / 2]\), assuming \(\epsilon^{2} p k \geq 3\), we have
\[
\operatorname{Pr}[X \leq(1-\epsilon) p] \geq \exp \left(-9 \epsilon^{2} p k\right)
\]
and
\[
\operatorname{Pr}[X \geq(1+\epsilon) p] \geq \exp \left(-9 \epsilon^{2} p k\right)
\]

Proof. Note that \(\operatorname{Pr}[X \leq(1-\epsilon) p]\) equals the sum \(\sum_{i=0}^{\lfloor(1-\epsilon) p k\rfloor} \operatorname{Pr}[X=i / k]\), and \(\operatorname{Pr}[X=i / k]=\) \(\binom{k}{i} p^{i}(1-p)^{k-i}\).

Fix \(l=\lfloor(1-2 \epsilon) p k\rfloor+1\). The terms in the sum are increasing, so the terms with index \(i \geq \ell\) each have value at least \(\operatorname{Pr}[X=l / k]\), so their sum has total value at least \((\epsilon p k-2) \operatorname{Pr}[X=l / k]\). To complete the proof, we show that
\[
(\epsilon p k-2) \operatorname{Pr}[X=l / k] \geq \exp \left(-9 \epsilon^{2} p k\right)
\]

The assumptions \(\epsilon^{2} p k \geq 3\) and \(\epsilon \leq 1 / 2\) give \(\epsilon p k \geq 6\), so we have
\[
\begin{aligned}
(\epsilon p k-2) \operatorname{Pr}[X=l / k] & \geq \frac{2}{3} \epsilon p k\binom{k}{l} p^{l}(1-p)^{k-l} \\
& \geq \underbrace{\frac{2}{3} \epsilon p k \frac{1}{\sqrt{2 \pi l}}}_{A} \cdot \underbrace{\left(\frac{k}{l}\right)^{l}\left(\frac{k}{k-l}\right)^{k-l} p^{l}(1-p)^{k-l}}_{B}
\end{aligned}
\]

Below, we will show that \(A \geq \exp \left(-\epsilon^{2} p k\right)\) and \(B \geq \exp \left(-8 \epsilon^{2} p k\right)\).
Claim A.1.9. \(A \geq \exp \left(-\epsilon^{2} p k\right)\).

Proof. The assumptions \(\epsilon^{2} p k \geq 3\) and \(\epsilon \leq 1 / 2\) imply that \(p k \geq 12\).
By \(l \leq p k+1\) (from definition), and \(p k \geq 12\), thus \(l \leq 1.1 p k\).
Therefore, we have
\[
\begin{array}{rlr}
A & \geq \frac{2}{3 e} \epsilon \sqrt{p k /(2.2 \pi)} & \\
& \geq \frac{2}{3 e} \sqrt{3 /(2.2 \pi)} & \text { by } \epsilon \sqrt{p k} \geq \sqrt{3} \\
& \geq 0.1 & \\
& \geq \exp (-3) & \\
& \geq \exp \left(-\epsilon^{2} p k\right) &
\end{array}
\]

This completes the proof of the claim.

Claim A.1.10. \(B \geq \exp \left(-8 \epsilon^{2} p k\right)\).

Proof. Fix \(\delta\) such that \(l=(1-\delta) p k\). The choice of \(l\) implies \(\delta \leq 2 \epsilon\), so the claim will hold as long as \(B \geq \exp \left(-2 \delta^{2} p k\right)\). Manipulting this latter inequality, we get
\[
\begin{aligned}
& B^{-1 / l} \leq \exp \left(\frac{2 \delta^{2} p k}{l}\right) \\
\Longleftrightarrow & \frac{l}{p k}\left(\frac{k-l}{(1-p) k}\right)^{k / l-1} \leq \exp \left(\frac{2 \delta^{2} p k}{l}\right) .
\end{aligned}
\]

Substituting \(l=(1-\delta) p k\) and simplifying, it is equivalent to
\[
(1-\delta)\left(1+\frac{\delta p}{1-p}\right)^{\frac{1}{(1-\delta) p}-1} \leq \exp \left(\frac{2 \delta^{2}}{1-\delta}\right)
\]

Taking the logarithm of both sides, we have
\[
\ln (1-\delta)+\left(\frac{1}{(1-\delta) p}-1\right)\left(\ln \left(1+\frac{\delta p}{1-p}\right)\right) \leq \frac{2 \delta^{2}}{1-\delta}
\]

Since \(\ln (1+z) \leq z\), it suffices to prove
\[
\begin{aligned}
& -\delta+\left(\frac{1}{(1-\delta) p}-1\right)\left(\frac{\delta p}{1-p}\right) \leq \frac{2 \delta^{2}}{1-\delta} \\
\Longleftrightarrow & \frac{\delta^{2}}{(1-p)(1-\delta)} \leq \frac{2 \delta^{2}}{1-\delta}
\end{aligned}
\]

Since \(p \leq 1 / 2\), this finishes the proof of the claim.

Combining the above two claims, we obtain the desired probability lower bound for the \((1-\epsilon)\) side. We can prove it for the \((1+\epsilon)\) side similarly.

Lemma A.1.11 (Anti-concentration of Gaussian distribution). Let \(X \sim N\left(0, \sigma^{2}\right)\), that is, the probability density function of \(X\) is given by \(\phi(x)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{x^{2}}{2 \sigma^{2}}}\). Then
\[
\operatorname{Pr}[|X| \leq t] \in\left(\frac{2}{3} \frac{t}{\sigma}, \frac{4}{5} \frac{t}{\sigma}\right)
\]

\section*{A. 2 Matrix version probability tools}

We state a version from [Tro11c], and there is also another version can be found in [OT09].

Lemma A.2.1 (Matrix Freedman). Consider a matrix martingale \(\left\{Y_{i}: i=0,1,2, \cdots\right\}\) whose values are self-adjoint matrices with dimension \(n\), and let \(\left\{X_{i}: i=1,2,3, \cdots\right\}\) be the difference sequence. Assume that the difference sequence is uniformly bounded in the sense that
\[
\lambda_{\max }\left(X_{i}\right) \leq R, \text { almost surely for } i=1,2,3, \cdots .
\]

Define the predictable quadratic variation process of the martingale :
\[
W_{i}=\sum_{j=1}^{i} \underset{j-1}{\mathbb{E}}\left[X_{j}^{2}\right], \text { for } i=1,2,3, \cdots
\]

Then, for all \(t \geq 0\) and \(\sigma^{2}>0\),
\[
\operatorname{Pr}\left[\exists i \geq 0: \lambda_{\max }\left(Y_{i}\right) \geq t \text { and }\left\|W_{i}\right\| \leq \sigma^{2}\right] \leq n \cdot \exp \left(-\frac{t^{2} / 2}{\sigma^{2}+R t / 3}\right)
\]

Lemma A.2.2 (Matrix Bernstein, Theorem 6.1.1 in [Tro15]). Consider a finite sequence \(\left\{X_{1}, \cdots, X_{m}\right\} \subset \mathbb{R}^{n_{1} \times n_{2}}\) of independent, random matrices with common dimension \(n_{1} \times n_{2}\). Assume that
\[
\mathbb{E}\left[X_{i}\right]=0, \forall i \in[m] \quad \text { and } \quad\left\|X_{i}\right\| \leq M, \forall i \in[m]
\]

Let \(Z=\sum_{i=1}^{m} X_{i}\). Let \(\operatorname{Var}[Z]\) be the matrix variance statistic of sum:
\[
\operatorname{Var}[Z]=\max \left\{\left\|\sum_{i=1}^{m} \mathbb{E}\left[X_{i} X_{i}^{\top}\right]\right\|,\left\|\sum_{i=1}^{m} \mathbb{E}\left[X_{i}^{\top} X_{i}\right]\right\|\right\}
\]

Then
\[
\mathbb{E}[\|Z\|] \leq\left(2 \operatorname{Var}[Z] \cdot \log \left(n_{1}+n_{2}\right)\right)^{1 / 2}+M \cdot \log \left(n_{1}+n_{2}\right) / 3 .
\]

Furthermore, for all \(t \geq 0\),
\[
\operatorname{Pr}[\|Z\| \geq t] \leq\left(n_{1}+n_{2}\right) \cdot \exp \left(-\frac{t^{2} / 2}{\operatorname{Var}[Z]+M t / 3}\right)
\]

\section*{A. 3 Inequalities}

We state the Hölder's inequality for complex numbers. We will use the corresponding version \(p=q=2\) of Cauchy-Schwarz inequality for complex numbers.

Lemma A.3.1 (Hölder's inequality). If \(S\) is a measurable subset of \(\mathbb{R}^{n}\) with the Lebesgue measure, and \(f\) and \(g\) are measurable complex-valued functions on \(S\), then
\[
\int_{S}|f(x) g(x)| \mathrm{d} x \leq\left(\int_{S}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}\left(\int_{S}|g(x)|^{q} \mathrm{~d} x\right)^{\frac{1}{q}}
\]

Fact A.3.2. For any vector \(x \in \mathbb{R}^{n}\), we have
\[
\|x\|_{2} \leq\|x\|_{1} \leq \sqrt{n}\|x\|_{2}
\]

For any matrix \(A \in \mathbb{R}^{n \times d}\), we have
\[
\|A\|_{F} \leq\|A\|_{1} \leq \sqrt{n d}\|A\|_{F}
\]
and
\[
\|A\| \leq\|A\|_{F} \leq \sqrt{d} \cdot\|A\|
\]
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[^0]:    ${ }^{1}$ Throughout this thesis, we assume there is no redundant constraints and hence $n \geq d$. Note that papers in different communities uses different symbols to denote the number of variables and constraints in a linear program.
    ${ }^{2}$ We use $O^{*}$ to hide $n^{o(1)}$ and $\log ^{O(1)}(1 / \delta)$ factors and $\widetilde{O}$ to hide $\log ^{O(1)}(n / \delta)$ factors.

[^1]:    ${ }^{3}$ The dual exponent of matrix multiplication $\alpha$ is the supremum among all $a \geq 0$ such that it takes $n^{2+o(1)}$ time to multiply an $n \times n$ matrix by an $n \times n^{a}$ matrix.

[^2]:    ${ }^{4}$ [Dal17] works in a parameter regime where the weight changes of all layers except the last one make negligible contribution to the final output.

[^3]:    ${ }^{5}$ Intuitively, an RNN recurrently applies the same network unit for $L$ times if the input sequence is of length $L$. When this unit has "operator norm" larger than one or smaller than one, the final output can possibly exponentially explode or vanish in $L$. More importantly, when one back propagates through time - which intuitively corresponds to applying the reverse unit multiple times- the gradient can also vanish or explode. Controlling the operator norm of a non-linear operator can be quite challenging.

[^4]:    ${ }^{6}$ That is the first vertex $v_{1}$ is chosen uniformly at random - which is the stationary distribution of the graph $G$.

[^5]:    ${ }^{7}$ But not the only one: pseudorandom permutations for sparse FT in high dimensions also incur an exponential loss, and it is not known whether this can be avoided.

[^6]:    ${ }^{8}$ We use $f \lesssim g$ to denote that $f \leq C g$ for some universal constant $C$.

[^7]:    ${ }^{9}$ https://en.wikipedia.org/wiki/Tensor_rank_decomposition\#Border_rank

[^8]:    ${ }^{1}$ Throughout this paper, we assume there is no redundant constraints and hence $n \geq d$. Note that papers in different communities uses different symbols to denote the number of variables and constraints in a linear program.
    ${ }^{2}$ We use $O^{*}$ to hide $n^{o(1)}$ and $\log { }^{O(1)}(1 / \delta)$ factors and $\widetilde{O}$ to hide $\log ^{O(1)}(n / \delta)$ factors.

[^9]:    ${ }^{3}$ The dual exponent of matrix multiplication $\alpha$ is the supremum among all $a \geq 0$ such that it takes $n^{2+o(1)}$ time to multiply an $n \times n$ matrix by an $n \times n^{a}$ matrix.

[^10]:    ${ }^{4}$ The classical view of central path method is to take a Newton step on the system (2.2), which turns out to be same as taking a gradient step on the energy defined in (2.3). However, our main algorithm will choose a different energy and this gradient descent view is crucial for designing our algorithm.

[^11]:    ${ }^{5}$ If the input is deterministic, so is the output and the runtime.

[^12]:    ${ }^{1}$ The logistic function is $g(t)=\frac{1}{1+e^{-t}}$ and the logistic loss is $-\log (g(t))=\log \left(1+e^{-t}\right)$.

[^13]:    ${ }^{1}$ [Dal17] works in a parameter regime where the weight changes of all layers except the last one make negligible contribution to the final output.

[^14]:    ${ }^{2}$ A recurrent neural network executed on input sequences with time horizon $L$ is very similar to a feedforward neural network with $L$ layers. The main difference is that in a feedforward network, weight matrices are different across layers, and thus independently randomly initialized; in contrast, in an RNN, the same weight matrix is applied across the entire time horizon, so we do not have fresh new randomness for proofs that involve in induction. In other words, the over-parameterized convergence theory of DNN is much simpler than that of RNN.

[^15]:    ${ }^{3}$ Without loss of generality, one can re-scale and assume $\left\|x_{i}\right\| \leq 1 / \sqrt{2}$ for every $i \in[n]$. Again, without loss of generality, one can pad each $x_{i}$ by an additional coordinate to ensure $\left\|x_{i}\right\|=1 / \sqrt{2}$. Finally, without loss of generality, one can pad each $x_{i}$ by an additional coordinate $\frac{1}{\sqrt{2}}$ to ensure $\left\|x_{i}\right\|=1$. This last coordinate $\frac{1}{\sqrt{2}}$ is equivalent to introducing a (random) bias term, because $A\left(\frac{y}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)=\frac{A}{\sqrt{2}}(y, 0)+b$ where $b \sim \mathcal{N}\left(0, \frac{1}{m} I\right)$. In our proofs, the specific constant $\frac{1}{\sqrt{2}}$ does not matter.
    ${ }^{4}$ If $\left\|y_{i}^{*}\right\| \leq \Omega$ for some parameter $\Omega$, our complexities shall also grow in poly $(\Omega)$.

[^16]:    ${ }^{5}$ We note that if one jointly trains all the layers, in certain parameter regimes, it may be equivalent to as if only the last layer is trained [Dal17]. We therefore choose to fix the last layer $B$ to avoid such confusion.

[^17]:    ${ }^{6}$ This spectral norm bound seems small, but is in fact quite large: it can totally change the outputs and fit the training data, because weights are randomly initialized (per entry) at around $\frac{1}{\sqrt{m}}$ for $m$ being large.

[^18]:    ${ }^{7}$ Although Theorem 5.15 .1 was not explicitly stated until version 5 of this paper, its proof was fully contained in the proofs of Theorem 5.13.1 and 5.14.1. Since some readers cannot find it, we state it here as a separate theorem.

[^19]:    ${ }^{8}$ See (5.19) and (5.21) in the proofs.

[^20]:    ${ }^{9}$ Namely, if the number of sign changes is bounded in all layers, then $h_{i, \ell}$ and $\widetilde{h}_{i, \ell}$ cannot be too far away by applying matrix concentration; and reversely, if $h_{i, \ell}$ is not far from $\widetilde{h}_{i, \ell}$ in all layers, then the number of sign changes per layer must be small.

[^21]:    ${ }^{10}$ This is the only technical idea that we borrowed from [LL18], which is the over-parameterization theory for 2-layer neural networks.

[^22]:    ${ }^{11}$ In principle, each such proof may require a careful rewriting of the main body of this paper. We choose to sketch only the proof difference (in the appendix) in order to keep this paper short. If there is sufficient interest from the readers, we can consider adding the full proofs in the future revision of this paper.
    ${ }^{12}$ Note that the loss function when combined with the neural network together $f\left(B h_{i, L}\right)$ is not gradient dominant. Therefore, one cannot apply classical theory on gradient dominant functions to derive our same result.

[^23]:    ${ }^{13}$ Again, this cannot be derived from classical theory of finding approximate saddle points for non-convex functions, because weights $\vec{W}$ with small $\left\|\nabla f\left(B h_{i, L}\right)\right\|$ is a very different (usually much harder) task comparing to having small gradient with respect to $\vec{W}$ for the entire composite function $f\left(B h_{i, L}\right)$.
    ${ }^{14}$ This is because attaining constant objective error $\epsilon=1 / 4$ for the cross-entropy loss suffices to imply perfect training accuracy.

[^24]:    ${ }^{15}$ More specifically, we can let $X_{k}=m\left(\phi\left(W_{\ell} h_{i, \ell-1}\right)-\phi\left(W_{\ell} h_{j, \ell-1}\right)\right)_{k}^{2}$ which is $O(1)$-subgaussian and let $X=X_{1}+\cdots+X_{m}$. We have $\operatorname{Pr}\left[X \geq \mathbb{E}[X]\left(1-\delta_{\ell-1}\right)\right] \geq 1-e^{-\Omega\left(\delta_{\ell-1}^{2} \mathbb{E}[X]\right)}$.

[^25]:    ${ }^{16}$ Alternatively, one can fully specify all the constants without using the big- $O$ notation. This was done in our prior work [AZLS18] but is notation-heavy. We refrain from doing so in this simplified paper.

[^26]:    ${ }^{17}$ That is, $f\left(z+z^{\prime} ; y\right) \leq f(z)+\left\langle\nabla f(z ; y), z^{\prime}\right\rangle+\frac{1}{2}\left\|z^{\prime}\right\|^{2}$.

[^27]:    ${ }^{18}$ Recall $\frac{\partial f(z ; y)}{z_{y}}=p_{y}\left(1-p_{y}\right)$ where $p_{j}=\frac{e^{z_{j}}}{\sum_{i=1}^{d} e^{z_{i}}}$. If $p_{y}>1 / 2$, then $z$ correctly predicts the target label $y$ because $p_{y}>p_{j}$ for $j \neq z$.

[^28]:    ${ }^{19}$ We acknowledge the existence of more careful modifications to avoid loosing too many such factors, but do not present such result for the simplicity of this paper.
    ${ }^{20}$ We note that in all of our applications of Lemma 5.8.1, the minimal choice of $\epsilon$ is around $\delta^{3}$ from the proof of $\delta$-separateness. Therefore, choosing $\tau=\frac{\delta^{2}}{100 L}$ is safe. We are aware of slightly more involved proofs that are capable of handling much larger values of $\tau$.

[^29]:    ${ }^{21}$ For simplicity, we only show how to modify Lemma 5.8 .5 with success probability $1-e^{-\Omega\left(\log ^{2} m\right)}$ because that is all we need to the downstream application of Lemma 5.8.5. If one is willing to be more careful, the success probability can be much higher.

[^30]:    ${ }^{1}$ Intuitively, an RNN recurrently applies the same network unit for $L$ times if the input sequence is of length $L$. When this unit has "operator norm" larger than one or smaller than one, the final output can possibly exponentially explode or vanish in $L$. More importantly, when one back propagates through time -which intuitively corresponds to applying the reverse unit multiple times - the gradient can also vanish or explode. Controlling the operator norm of a non-linear operator can be quite challenging.

[^31]:    ${ }^{2}$ Most of the technical lemmas of this paper remain to hold (and become much simpler) once $W$ is replaced with $W_{\ell}$. This is carefully treated by [AZLS19].

[^32]:    ${ }^{3}$ At a first glance, one may question how it is possible for SGD to enjoy a logarithmic time dependency in $\epsilon^{-1}$; after all, even when minimizing strongly-convex and Lipschitz-smooth functions, the typical convergence rate of SGD is $T \propto 1 / \epsilon$ as opposed to $T \propto \log (1 / \epsilon)$. We quickly point out there is no contradiction here if the stochastic pieces of the objective enjoy a common global minimizer. In math terms, suppose we want to minimize some function $f(x)=\frac{1}{n} \sum_{i=1}^{n} f_{i}(x)$, and suppose $x^{*}$ is the global minimizer of convex functions $f_{1}(x), \ldots, f_{n}(x)$. Then, if $f(x)$ is $\sigma$-strongly convex, and each each $f_{i}(x)$ is $L$-Lipschitz smooth, then SGD -moving in negative direction of $\nabla f_{i}(x)$ for a random $i \in[n]$ per step-can find $\epsilon$-minimizer of this function in $O\left(\frac{L^{2}}{\sigma^{2}} \log \frac{1}{\epsilon}\right)$ iterations.
    ${ }^{4}$ Our theorem holds even when $A, B$ are at random initialization and only the hidden weight matrix $W$ is trained. This is much more difficult to analyze than the convex task of training only the last layer $B$ [Dal17]. Training only the last layer can significantly reduce the learning power of (recurrent or not) neural networks in practice.

[^33]:    ${ }^{5}$ If it only satisfies $\left\|x_{i, 1}\right\| \leq 1$ one can pad it with an additional coordinate to make $\left\|x_{i, 1}\right\|=1$ hold. As for the assumption $\left[x_{i, 1}\right]_{d_{x}}=\frac{1}{\sqrt{2}}$, this is equivalent to adding a bias term $\mathcal{N}\left(0, \frac{1}{m}\right)$ for the first layer.

[^34]:    ${ }^{6}$ The index $\ell$ starts from 2, because $B h_{i, 1}=B \phi\left(A x_{i, 1}\right)$ remains constant if we are not optimizing over $A$ and $B$.

[^35]:    ${ }^{7}$ We remark here that the $\widetilde{O}$ notation may hide additional polynomial dependency in $\log \log \epsilon^{-1}$. This is not necessary, at the expense of slightly complicating the proofs, as shown by follow up [AZLS19].

[^36]:    ${ }^{8}$ For instance, proving gradient norm lower bound in Theorem 6.15 .2 for a single neuron $k \in[m]$ is easy, but how to apply concentration across neurons? Crucially, due to the recurrent structure these quantities are never independent, so we have to build necessary probabilistic tools to tackle this. If one is willing to ignore such subtleties, then our sketched proof is sufficiently short and gives a good overview.

[^37]:    ${ }^{9}$ More precisely, letting $v=\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}$, we have $W\left(I-U_{\ell-1} U_{\ell-1}^{\top}\right) h_{i, \ell}=\left(W \frac{v}{\|v\|}\right)\|v\|$. Here, $W \frac{v}{\|v\|}$ is a random Gaussian vector in $\mathcal{N}\left(0, \frac{2}{m} I\right)$ and is independent of all $\left\{h_{i, a} \mid i \in[n], a<\ell\right\}$.

[^38]:    ${ }^{10}$ This is the only place that we rely on Assumption 6.2.1. This assumption is somewhat necessary in the following sense. If $x_{i, \ell}=x_{j, \ell}$ for some pair $i \neq j$ for all the first ten layers $\ell=1,2, \ldots, 10$, and if $y_{i, \ell}^{*} \neq y_{i, \ell}^{*}$ for even just one of these layers, then there is no hope in having the training objective decrease to zero. Of course, one can make more relaxed assumption on the input data, involving both $x_{i, \ell}$ and $y_{i, \ell}^{*}$. While this is possible, it complicates the statements so we do not present such results in this paper.

[^39]:    ${ }^{12}$ We use $(\operatorname{poly}(\rho))^{2}$ to emphasize that the first polynomial needs to be bigger than the second poly $(\rho)$.

[^40]:    ${ }^{13}$ Indeed, after Gram-Schmidt we can write $U_{\ell-1}=\left[\widehat{h}_{1}, \ldots, \widehat{h}_{n(\ell-1)}\right]$, where each $\widehat{h}_{j}$ only depends on the randomness of $A$ and $W\left[\widehat{h}_{1}, \ldots, \widehat{h}_{j-1}\right]$. In other words, conditioning on any choice of $A$ and $W\left[\widehat{h}_{1}, \ldots, \widehat{h}_{j-1}\right]$, we still have $W \widehat{h}_{j}$ is an independent Gaussian vector from $\mathcal{N}\left(0, \frac{2}{m} I\right)$. Similarly, $v_{i, \ell}$ may depend on the randomness of $A$ and $W U_{\ell-1}$, but conditioning on any choice of $A$ and $W U_{\ell-1}$, we still have $W v_{i, \ell}$ follows from $\mathcal{N}\left(0, \frac{2}{m} I\right)$. This proves that the entries of $M_{1}, M_{2}, M_{3}$ are independent.

[^41]:    ${ }^{14}$ Note that if $z_{1}$ and $z_{2}$ are random, then they satisfy such constraints by Lemma 6.11.1.

[^42]:    ${ }^{15}$ The proof of the base case is a replication of Claim 6.11.7 and only simpler. Indeed, for the base case of $\ell=0$, one can view $h_{i, \ell}=x_{i, 1}$ and $h_{j, \ell}=x_{j, 1}$, and view $U_{\ell}$ as an empty matrix. Then, the same analysis of Claim 6.11 .7 but with slightly different notations will apply.

[^43]:    ${ }^{16}$ Note that if $z_{1}, z_{2}$ and $z_{4}$ are random, then they satisfy such constraints by Lemma 6.11.1.

[^44]:    ${ }^{17}$ This follows from a similar argument as Footnote 13, taking into account the additional fact that each $z_{j}$ may only depend on the randomness of $A, W U_{\ell-1}$, and $W z_{b-1}, \ldots W z_{j-1}$.

[^45]:    ${ }^{18}$ Indeed,

    $$
    \widetilde{g}_{\ell-1}=\widetilde{W} \widetilde{h}_{\ell-2}+A x_{\ell-1}=M_{1} z_{1}+M_{2} z_{2}
    $$

[^46]:    ${ }^{19}$ Since we have done this too many times, let us quickly point out the calculation. By Corollary 6.11.16,

[^47]:    ${ }^{1}$ That is the first vertex $v_{1}$ is chosen uniformly at random - which is the stationary distribution of the graph $G$.

[^48]:    ${ }^{2}$ The similar version is an exercise 4 in page 163 (Section VII) of [Con78], and also can be found here, https://math.stackexchange.com/questions/882147/ find-a-conformal-map-from-semi-disk-onto-unit-disk

[^49]:    ${ }^{1}$ [SS11] analyzed sampling with replacement, but based on [Tro12], a folklore result shows the same behavior can be obtained by doing independent coin flips for every edge with low leverage score, again with inclusion probabilities proportional to leverage scores.

[^50]:    ${ }^{2}$ Their full statement is more general, see [AG15] Corollary 1.9.

[^51]:    ${ }^{3}$ Note, however, that we are able to prove deterministic bounds on the predictable quadratic variation

[^52]:    ${ }^{1}$ This was pointed out to us by Tarun Kathuria.

[^53]:    ${ }^{2}$ Which approximates the complete bipartite graph.
    ${ }^{3}$ More precisely, it is the largest non-trivial eigenvalue that is being controlled. The largest eigenvalue of the adjacency matrix of a $d$-regular graph is the trivial eigenvalue of $d$.

[^54]:    ${ }^{4}$ Gil Kalai suggested the connection between that result and the Kadison-Singer problem.

[^55]:    ${ }^{1}$ the lower bounds in [LNN15] also depend heavily on the streaming model, so they do not transfer necessarily to all scenarios where sparse recovery finds application.

[^56]:    ${ }^{2}$ The authors do not specifically address the exponent in the poly $(\log n)$, but we estimate it to be $\geq 4$.

[^57]:    ${ }^{3}$ We note that this term is exactly $k$, not $O(k)$. Although not important for our main result, it will be crucial for some of our applications of our techniques.

[^58]:    ${ }^{1}$ We use $f \lesssim g$ to denote that $f \leq C g$ for some universal constant $C$.

[^59]:    ${ }^{1}$ There is a catch here, that the coefficients of the exponentials are potentially unbounded, if the frequencies are arbitrarily close together. We first use Gram determinants to show that the signal is $\delta$-close to one

[^60]:    ${ }^{2}$ Outputting $Q=\underset{\text { degree- } d}{\arg \min }\left\|Q^{\prime}-x\right\|_{S, w}$ is not good enough, because it only gives constant success probability.

[^61]:    ${ }^{3}$ The proofs in this section are identical to [HIKP12a] and [PS15].

[^62]:    ${ }^{4}$ We will set $B$ to be $O(k), D$ to be poly $(k)$ and $\sigma$ to be $T / \operatorname{poly}(k)$.

[^63]:    ${ }^{5}$ We omitted the proofs here, because the proofs are identical to the one-cluster situation.

[^64]:    ${ }^{1}$ We can also generalize its CUR decomposition algorithms by using our techniques, but it is not the main focus in this work.

[^65]:    ${ }^{1}$ We use the notation $\widetilde{O}(f):=O\left(f \cdot \log { }^{O(1)} f\right)$.

[^66]:    ${ }^{1}$ Recall the Frobenius norm $\|A\|_{F}$ of a matrix $A$ is $\left(\sum_{i=1}^{n} \sum_{j=1}^{d} A_{i, j}^{2}\right)^{1 / 2}$.

[^67]:    ${ }^{2}$ https://en.wikipedia.org/wiki/Tensor_rank_decomposition\#Border_rank

[^68]:    ${ }^{3}$ The entries of $A$ are assumed to fit in $n^{\delta}$ words.

[^69]:    ${ }^{4} \mathrm{~T}$ denotes the tube which is the column in 3rd dimension of tensor.

[^70]:    ${ }^{5}$ For simplicity, we define $U \otimes V \otimes W=\sum_{i=1}^{k} U_{i} \otimes V_{i} \otimes W_{i}$, where $U_{i}$ is the $i$-th column of $U$.
    ${ }^{6} \operatorname{vec}\left(V_{i}^{*} \otimes W_{i}^{*}\right)$ denotes a row vector that has length $n_{1} n_{2}$ where $V_{i}^{*}$ has length $n_{1}$ and $W_{i}^{*}$ has length $n_{2}$.
    ${ }^{7}\left(V^{* \top} \odot W^{* \top}\right)$ denotes a $k \times n_{1} n_{2}$ matrix where the $i$-th row is $\operatorname{vec}\left(V_{i}^{*} \otimes W_{i}^{*}\right)$, where length $n_{1}$ vector $V_{i}^{*}$ is the $i$-th column of $n_{1} \times k$ matrix $V^{*}$, and length $n_{2}$ vector $W_{i}^{*}$ is the $i$-th column of $n_{2} \times k$ matrix $W^{*}, \forall i \in[k]$.

[^71]:    ${ }^{8}$ https://arxiv.org/pdf/1504.06729v1.pdf

[^72]:    ${ }^{9}$ The entries of $A$ are assumed to fit in $n^{\delta}$ words.

[^73]:    ${ }^{10}$ The entries of $A$ and $W$ are assumed to fit in $n^{\delta}$ words.

[^74]:    ${ }^{11}$ The entries of $A$ and $W$ are assumed to fit in $n^{\delta}$ words.

[^75]:    ${ }^{12}$ Personal communication with Russell Impagliazzo and Ryan Williams.

[^76]:    ${ }^{13}$ The first two parts are accomplished by personal communication with Dana Moshkovitz and Govind Ramnarayan.

[^77]:    ${ }^{1}$ http://yining-wang.com/fftlda-code.zip

[^78]:    ${ }^{2}$ https://github.com/huanzhang12/sampling_tensor_decomp/

[^79]:    ${ }^{3}$ http://www.cs.cmu.edu/~enron/
    ${ }^{4}$ http://www.cs.princeton.edu/~blei/lda-c/
    ${ }^{5}$ https://archive.ics.uci.edu/ml/machine-learning-databases/bag-of-words
    ${ }^{6}$ https://archive.ics.uci.edu/ml/machine-learning-databases/bag-of-words
    ${ }^{7}$ http://archive.ics.uci.edu/ml/datasets/NSF+Research+Award+Abstracts+1990-2003

[^80]:    ${ }^{1}$ Personal communication with James Renegar

[^81]:    ${ }^{1}$ https://en.wikipedia.org/wiki/Moore-Penrose_pseudoinverse

[^82]:    ${ }^{2}$ https://en.wikipedia.org/wiki/Hypergeometric_distribution

[^83]:    ${ }^{1}$ Throughout the paper, we use $\widetilde{O}(f)$ to denote $f$ polylog $f$.

[^84]:    ${ }^{2}$ https://sublinear.info/index.php?title=Open_Problems:30.

[^85]:    ${ }^{3}$ Even for $\ell_{p}$ norms with $p<2$, embeddings based on random projections will necessarily induce a distortion factor polynomial in $d$, as shown in [WW19].

[^86]:    ${ }^{4}$ See, e.g., [Mah11a], for a survey on leverage scores.

[^87]:    ${ }^{5}$ Alternatively, we can use the oblivious subspace embedding in $[A L S+18]$ for this step. However, as we have discussed, the oblivious subspace embedding in [ALS $\left.{ }^{+} 18\right]$ requires stronger assumptions on the function $G: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ than those in Assumption 25.1.2, which restricts the class of Orlicz norms to which our algorithm can be applied.

[^88]:    ${ }^{1}$ We remark that while the $\operatorname{nnz}(b)$ term is not written in the Theorem of [DSSW18], their approach of leverage score sampling from a well-conditioned basis requires one to sample from a well conditioned basis of $\left[A_{1} \otimes A_{2}, b\right]$ for a subspace embedding. As stated, their algorithm only sampled from $\left[A_{1} \otimes A_{2}\right]$. To fix this omission, their algorithm would require an additional $n n z(b)$ time to leverage score sample from the augmented matrix.

[^89]:    ${ }^{2}$ For a function $f(n, d, \epsilon, \delta), \widetilde{O}(f)=O(f \cdot \operatorname{poly}(\log n))$, where we assume $n \geq d, \epsilon^{-1}, \delta^{-1}$

[^90]:    ${ }^{3}$ In discussion with the authors of these works, the original $O\left((d \log d)^{1 / p}\right)$ distortion factors stated in these papers should be replaced with $O(d \log d)$; as we do not optimize the poly $(d)$ factors in our analysis, this does not affect our bounds.

[^91]:    ${ }^{4}$ To amplify the probability, we can sketch $A$ and $A U^{\top} U$ with a sparse JL matrix (e.g., Lemma 26.10.1 with $k_{i}=\Theta\left(q k^{2} /\left(\delta \epsilon^{2}\right)\right)$ for each $\left.i\right)$ in input sparsity time to estimate the cost of a given solution. We can then repeat $\log (1 / \delta)$ times and take the minimum to get failure probability $1-\delta$.

[^92]:    ${ }^{1}$ It is easy to see that $k$ points are needed in a coreset - when there are only $k$ points in the dataset, the optimal $k$-means cost is 0 , so a coreset has to contain all $k$ points.
    ${ }^{2}$ It is also possible to obtain an $\widetilde{O}\left(k^{2} \cdot \operatorname{poly}(d)\right)$ space algorithm for dynamic streams by combining the techniques from [Che09] and $\left[\mathrm{BFL}^{+} 17\right]$.

[^93]:    ${ }^{3}$ We assume for now that we know OPT. Our actual algorithm uses exponential search to guess the value of OPT.

[^94]:    ${ }^{4}$ At any time during the stream, for any point $p \in[\Delta]^{d}$, the number of deletions of $p$ so far is always no more than the number of insertions of $p$.

[^95]:    ${ }^{5}$ At the end of the stream, for any point $p \in[\Delta]{ }^{d}$, the number of insertions of $p$ is at most one more than the number of deletions of $p$.

[^96]:    ${ }^{6}$ The proof is slightly different since Theorem 27.3 .1 only claims a constant success probability. See Section 27.3.3 for the detailed proof of Theorem 27.3.1.

[^97]:    ${ }^{1}$ For simplicity, let us assume $\gamma=0$.

[^98]:    ${ }^{1}$ Since the definitions are equivalent up to a factor of 2 (each substitution is an insertion and a deletion), this difference is irrelevant as we consider constant factor approximations of edit distance.
    ${ }^{2}$ One may also consider the case of intermediate alphabet size, e.g. $\Sigma=\{A, C, G, T\}$. It is plausible that

[^99]:    ${ }^{3}$ The near-linear time approximation algorithms for edit distance [KS19, BR19] also incur a sublinear additive error term, but that is OK for our reduction.

[^100]:    ${ }^{4}$ This is wlog since $|1(A)-0(B)|=|0(A)-1(B)|$, so the premise of this lemma is symmetric.

[^101]:    ${ }^{5}$ In particular, in Eq. (29.3) we require that $\beta^{\prime}+\gamma<\frac{1}{4 c+2}$, where $c$ is the approximation factor of the edit distance algorithm.

[^102]:    ${ }^{6}$ Note that we do not define a $\widehat{M_{B}}$.

[^103]:    ${ }^{1}$ Alternatively, the cost of a substitution is doubled as it requires a deletion and an insertion.
    ${ }^{2}$ By truly sub-quadratic we mean $O\left(n^{2-\epsilon}\right)$, for any constant $\epsilon>0$

[^104]:    ${ }^{3}$ We define $\widetilde{O}(f)$ to be $f \cdot \log { }^{O(1)}(f)$.

[^105]:    ${ }^{4}$ For example, $A_{1}=0^{n / 2} 0^{n / 2}, A_{2}=0^{n / 2} 1^{n / 2}, A_{3}=1^{n / 2} 1^{n / 2}$.
    ${ }^{5}$ When we use our solution to approximate edit distance, we can safely assume that $\|\operatorname{lcs}(A, B)\|=\Omega(1)$ since otherwise the edit distance of the two strings is very close to $2 n$.

[^106]:    ${ }^{6}$ Note that in every instance in each string there is a character that appears with frequency at least $1 /|\Sigma|$, but in general that may not be the same character.
    ${ }^{7}$ Their algorithm obtains an additive error of $\delta n$ in time $2^{\widetilde{O}(1 / \delta)}$. When the solution size is bounded by $\lambda n$, one needs to set $\delta<\lambda$ in order to guarantee a multiplicative factor approximation.

[^107]:    ${ }^{8}$ There is a term $(1 / \lambda)^{1 / \lambda}$ in the running time.

[^108]:    ${ }^{9}$ The equality holds if we assume $\delta=\Omega(1)$.

[^109]:    ${ }^{1}$ The spectral gap of a graph $G$ is the second smallest eigenvalue of the normalized Laplacian of $G$.
    ${ }^{2}$ We can construct $G$ as the following: a bridge connects two 3-regular expanders where each expander has $n / 2$ vertices.

[^110]:    ${ }^{3}$ The construction of $S_{v}$ for spanning forest algorithm is slightly different from that described in the connectivity algorithm. $S_{v}$ in spanning forest algorithm has a stronger property: $\forall u \in V \backslash S_{v}, \operatorname{dist}_{G}(u, v)$ must be at least $\operatorname{dist}_{G}\left(u^{\prime}, v\right)$ for any $u^{\prime} \in S_{v}$.

