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A GRAMMAR OF CHACOBO, A SOUTHERN PANO LANGUAGE OF

THE NORTHERN BOLIVIAN AMAZON

by
Adam J. Tallman, PhD
The University of Texas at Austin, 2018

Supervisor: Patience Epps

This dissertation provides a description of the Chacobo language, a southern
Pano language spoken by approximately 1200 people who live close to or on the
Geneshuaya, Ivon, Benicito and Yata rivers in the northern Bolivian Amazon. The
grammatical description emerges out of an ethnographically based documentation project
of the language. Chapter 1 contains an overview of the cultural context in which the
Chacobo language is embedded and a brief ethnohistory of the Chacobo people. I also
discuss the general methodology of the dissertation touching specifically on issues related
to data collection. Chapter 2 introduces the phonology of the language focusing on the
categories necessary for its description. Chapter 3 provides a discussion of
morphosyntactic structures and relations. This chapter provides a discussion of how head-
dependent relations and the general distinction between morphology and syntax are
understood throughout the dissertation. Parts of speech classes (nouns, verbs, adjectives,
adverbs) are also defined and motivated based on semantic and formal criteria. Chapter 4
describes predication and its relationship to clause-typing. Chapter 5 is concerned with
constituency which refers to hierarchical structures motivated through distributional
properties and relations and the relative degree of contiguity between linguistic categories.
Chapter 6 provides an extensive discussion of morphophonology and its relation to

constituency. Chapter 7 and 8 are concerned with the language’s alignment and valence-
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adjusting systems. The next five chapters provide a description of the functional domains
relevant to the verbal domain including; Tense (Chapter 9); Temporal distance (Chapter
10); Aspect (Chapter 11); Associated Motion (Chapter 12); Perspective (Chapter 13). The
last two Chapters focus on categories in the nominal domain. Chapter 14 provides a
description of noun compounding, adjectives and possession. Chapter 15 provides a

description of number, quantification and deixis inside and outside the nominal domain.
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TERMS FROM LOCAL SPANISH (BENI, BOLIVIA)

Local Spanish | Chacobo Description

ambaibo <boco> A type of plant with a flower (Linnaean: Cecropia
/boko/ membranacea). The Chacobo use its vines for rope.

bachi <poa> Type of fruit or tree producing this fruit, also known as achacha
/poa/ (Linnaean: Garcinia Humilis)

bono <bono> A cash payment made to some families including the Chacobo
/bono/ by the Bolivian (municipal or federal) government.

cachorro <x&yapi> A type of fish (Linnaean: Acestrorhynchus pantaneiro)
styapi

carayana <carahai>, A non-indigenous Bolivian person. The Chacobo sometimes use
<carayana> it to mean native Spanish speaker.
/kara?4i/

caripe <méhi> Type of timber tree (Linnaean: Aspidosperma cylindrocarpon).
/mi?i/ The Chacobo use its bark to make a pan for toasting chive.

chicha <jéné&> A fermented drink usually made from yuca. It can be made from
/hini/ corn, pumpkin, bachi among other fruits or vegetables. The

word hini generally refers to any consumable liquid. Water is

referred to as hin# pasa (lit. crude water).
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Terms from Local Spanih (Beni, Bolivia), cont.

chive <moto> A Chécobo spice that is made by drying yuca or corn in the sun.
/moto/

motacu <x&bini> A type of palm tree (Linnaean: Attalea phalarenta) with edible
/stbini> fruits. The leaves are used to cure diarrhea (Boom 1996: 24)

motacusillo <x&bichoqui> | A type of palm tree (Linnaean: Attalea maripa) with edible
/sibitfoki/ fruits. The leaves are sometimes used for rooftops.

pataimichi <canapa> A type of tree or fruit from this tree (Linnaean: Helicostylis
/kanapa/ tomentosa)

patuju <manihua> A type of flower (Linnaean: Heliconia rostrata).
/maniwa/

tareche / | <chiquép&> | A type of bird (Linnaean: Aratinga weddellii)

catorra de | /tfikipi/

cabeza oscura

waracha <huaracha> | A wooden plank elevated a few feet off the ground that the
/waratfa/ Chécobo and many indigenous groups of Bolivia use for a bed.

walusa <mataca> A type of tuber similar to a potato (Linnaean: Colocasia
/matéaka/ Esculenta?) harvested in some Chacobo communities.

xliii




Chapter 1.The language and its speakers

Chécobo is spoken by approximately 1400 people who live in some 20 communities in the
northern Bolivian Amazon (South America). Chacobo belongs to the Panoan language
family, which consists of approximately 33 languages, 17 of which are extant (Fleck 2013;
Zariquiey & Valenzuela forthcoming). The origin of the name of the Chacobo is unknown.
The language is spoken either near or on the Geneshuaya, Ivon, Benicito and Yata rivers.
The Chacobo live primarily in their Original Communitarian Land (Tierra Comunitaria de
Origen or 7CO), which encompasses approximately 500,000 hectares in the department of
Beni. Since the 1990s many Chacobo have started to relocate to the local Bolivian town of
Riberalta. There are now approximately 300 speakers in Riberalta, which is approximately
100 kilometers north of the Chacobo TCO. Figure 1.1 identifies the approximate location

of the Chécobo territory.

1.1. GEOGRAPHY AND DEMOGRAPHY

There are between 1600 and 2000 ethnic Chacobo. Ethnic Chacobo that do not speak the
language seem to always be the children of one Chacobo parent and another local Bolivian.
It is my impression that there are approximately 1400 fluent speakers of Chécobo across
the TCO and in Riberalta. Fluent speakers of Chécobo do not necessarily identify non-

speakers as ethnically Chécobo and it is fairly common for ethnic Chacobo who do not
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speak the language to not consider themselves Chacobo either. Most ethnic Chacobo in
this sense live in Riberalta. It is very uncommon to find an ethnic Chacobo (in the sense of
having at least one parent who speaks the language) who lives in the TCO and does not

speak the language fluently.

Emno' Be i do o Mapinguari

)
Candelas
Madureira do Jamar

Cujub
Extr b5
st

317)
Y and
@hlegr -
Rio Branco dnl&'el?.!{s Ariquemes
X o (g

¥ Plicid —
Senador 08 IS0 }- [zs4)

¥ T Tiadl Chicobo ; @) 4
- o = Pacahuara 9 [e]
i) T ki) 5
@ e =
ir0es
'

Manuripi
Heath National {13} ;
73 Amazon =y
Reserve

v
Rpdrigue:
Ahey 30 Francisco

do Gusporé

Cagta Marques

)
5 \V;;\\
Forestal ltenez

Exahtacién San Ramdn
Magdalena

Bawres

Figure 1.1. Approximate location of Chacobo and Pacahuara speakers (2018)

Most of the Chacobo still live in traditional communities where the language is
spoken in daily life and is learnt as a first language. The Chéacobo generally prohibit non-
Chéacobo from living in the villages with the exception of teachers who tend to be primarily
from Riberalta and Bolivians who are married to a Chacobo. The main Chéacobo
communities are listed in Table 1.1. The figures and numbers are estimates based on my

field notes from visits to these communities. They should be regarded as approximations.
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Communities that are marked with one asterisk * are those that I have at least visited; those
that marked with two asterisks are communities I spent at least two weeks in doing
fieldwork. I have visited all of the communities listed below except Nucleo. Two
communities were founded between 2011-2017 when I conducted my fieldwork; San
Ignacio (in 2014) and Puerto Barrero (in 2015).

The population of the Chacobo villages varies depending on the season. For
instance, Alto Ivon and the other communities close to the Ivon river are much more
populated during the almond harvesting season (December to February). I have also listed
the number of teachers Chacobo and non-Chécobo in each community in the table above.
These numbers change fairly quickly in that teachers are frequently relocated to different
communities. Furthermore, it should be noted that the boundaries between some villages
are fuzzy. Many one house hamlets between Cachuelita and Alto Ivon are referred to as
part of Motacusal, which sometimes just designates a general region between Alto Ivon
and Cachuelita, but sometimes designates a specific area with a higher population density
and a school. Palmeras includes a concentrated village with approximately 8 houses and a
smaller village with 4 houses 4 hours away by boat from the more densely populated area.

There are approximately 300-400 Chacobo speakers living in the local town of
Riberalta out of a population of approximately 100,000 Bolivians. Many speakers have
houses in the TCO and in Riberalta and live in one or the other locations depending on the
season. For example, one of my consultants, Miguel Chavez, teaches in the TCO and visits

his wife and family on the weekend, occasionally attending classes at the local college.



Table 1.1. Main Chacobo communities

River Chéacobo Population | Teachers
**Cachuelita Geneshuaya 74 1 (Chacobo)
*Puerto Barrero Geneshuaya 60 2 (Bolivian)
*Las Limas Ivon (accessible to 40 2 (Bolivian)
Geneshuaya by road)
**Motacusal Between Geneshuaya & 84 1 (Chacobo)
Ivon 2 (Bolivian)
**Alto Ivon Ivon ~400 2 (Chécobo)
10 (Bolivian)
*Las Palcas Ivon 12 0
*Tokio Ivon 16 0
*San Ignacio Ivon 24 0
Nucleo Ivon 20? 0
*Alegre Between Ivon & Benicito | 10 0
**Siete Almendros | Benicito 50 1 (Bolivian)
*Fortaleza Benicito 40 0
*Tres Bocas Benicito 487 0
*Las Petas Yata 44 2 (Bolivian)
**Las Palmeras Yata 76 1 (Bolivian)
**Paraiso Yata 18 0
Total 1016




1.2. SOCIOLINGUISTIC SITUATION

Chécobo is extraordinarily vital compared with other languages of the region (Cordoba et
al. 2012). It is still learnt as a first language in all the communities listed above. Children
begin to learn Spanish in school at around 5 years of age but contact with non-native
Chéacobo speakers is frequent enough that they often begin before this. Chacobo who are
born and grow up in Riberalta typically do not speak the language. There are several semi-
speakers in Riberalta that are usually sons and daughters of one Chéacobo speaking parent
(Cordoba 2008 for more details).

In the TCO, Chacobo is spoken in all aspects of daily life. Townhall meetings in
Alto Ivon are usually translated into Spanish so that local Bolivian teachers can understand
them, but frequently, Chacobo is the only language that is spoken.

Code switching between Chéacobo and Spanish can sometimes be observed in the
communities. My impression is that code-switching has actually declined as a consequence
of the national political environment, which has encouraged the revitalization of
indigenous languages.

In the 1970s, SIL missionaries developed a Spanish based orthography. Chacobo
of the communities of Alto Ivon, Cachuelita, Motacusal have basic reading and writing
skills using this orthography. The orthography is discussed in Section 1.12.1. Only a few

Chacobo of the Yata river can read and write the language.



Chécobo is one of 36 official languages of Bolivia. According to Bolivian law the
government is constitutionally obliged to provide funding for its documentation and
revitalization. In 2012, the National government created the Chacobo Institute of Language
and Culture tasked with creating pedagogical materials for the community and non-
Chéacobo speakers. I have not observed a preference for teaching the language to ethnically
Chécobo who do not speak the language compared with non-Chécobo.

Another southern Pano group lives amongst the Chacobo called the Pacahuara. The
Pacahuara consist of one family that originally lived in the department of Pando. Up until
recently they lived in a community on the edge of the Chacobo territory called Puerto
Tujuré, but the family is scattered across 3 Chacobo villages. Many younger Pacahuara
who were not born in the department of Pando have a passive knowledge of Pacahuara, but
do not speak the language in day to day life. When I started fieldwork (2011) there were
six speakers of Pacahuara. As of writing (2018) there are three. Pacahuara has been
described as a dialect (or “codialect”) of Chacobo (Fleck 2013: 77), but preliminary
research I conducted suggests that mutual intelligibility between Pacahuara and Chacobo

is relatively low. I return to the status of Pacahuara in Section 1.11.



1.3. PHYSICAL ENVIRONMENT, SUBSISTENCE AND CULTURE

This section provides a brief overview of the life of Chacobo in their traditional
communities based on Prost (1970), Kelm (1972) and Cérdoba (2008). Much rich
ethnographical and anthropological work has been conducted by the anthropologists Diego
Villar, Lorena Cordoba, and Philippe Erikson, published in various articles (see
References).

The Chacobo communities are located on rivers or close to small streams or rivers.
The westmost communities are those that are located beside streams (Las Limas,
Cachuelita, Puerto Barrero, Alto Ivon, Motacusal, Las Palcas, San Ignacio, Tokio, Nucleo).
Communities that are beside rivers are Siete Almendros and Fortaleza on the Benicito river
and Las Petas, Las Palmeras and Paraiso on the Yata river. Most communities are
surrounded by thick jungle. Between rivers and/or lakes are vast stretches of pampa
(savannah). There are two communities to my knowledge that are located squarely within
pampa areas; Cachuelita close to the Geneshuaya river and Tres Bocas close to Benicito.
The climate is tropical and temperatures hover around 30°~35° Celsius during the day. In
most communities the temperature dips to 20° Celsius at night. The rainy season begins in
October or November and lasts until approximately April. The Chacobo make a general
distinction between the rainy season which they refer to as oiyd tia ‘lit. the time with rain’

and the dry season bariya tia ‘lit. the time with sun’.



The dry season runs from late May until October. During the dry season cold winds
from the high lands of La Paz that local Bolivians refer to as e/ sur ‘the south’ can cause
temperatures to drop to below 0° Celcius. The Chéacobo refer to the wind as yotano and it
is said to be caused by the southern wind woman (yotdno yosa) as she passes through the
Chéacobo farm plots.

The Chacobo’s main means of subsistence in the traditional communities are
hunting, fishing, fruit gathering and slash and burn agriculture. The Chacobo cultivate
plantain, yuca, rice and corn. Many Chacobo families now buy rice in large quantities from
Riberalta. Other consumer goods purchased from town include canola oil, sugar, potatoes,
eggs, soap, various types of candies, gasoline and alcohol. Many Chacobo now keep
domesticated chickens and pigs. The use of consumer goods is much more prevalent in the
central communities of Cachuelita, Puerto Barrero, Motacusal and Alto Ivon than
elsewhere.

In Cachuelita and Alto Ivon, a few Chéacobo store consumer goods purchased in
Riberalta in their homes which they sell to other Chacobo or passersby. There are at least
two such stores in Alto Ivon, and two in Cachuelita. These communities are much more
reliant on outside consumer goods.

Increasing their reliance on outside consumer goods, most Chacobo families in the
central communities now own and rely on motorcycles for transportation to and from
Riberalta and their farm plots. In more traditional communities such as those on the

Benicito and Yata rivers, farm plots are walking distance from one’s respective house.



However, in Alto Ivon, farm plots can be up to a 1-hour motorcycle trip from one’s house,
making access to gasoline and motorcycle parts crucial. Motorcycles started to become
widely used by the Chéacobo in the 2000s and they have now become or are fast becoming
a practical necessity for life in the central communities of Cachuelita, Motacusal and Alto
Ivon. In contrast, there I did not see any motorcycles in the communities on the Benicito
(2016) and Yata (2015) rivers.

The preparation and consumption of chicha is an extremely important social
practice for the Chacobo. Chicha is typically made from fermented yuca, but there are some
varieties of it made from corn, pumpkins, and achacha (Garcinia Humilis). The production
and consumption of large quantities of chicha are obligatory for Chacobo festivals, even
where traditional dance and music has tended to fall by the way side. Philippe Erikson has
conducted detailed research on the chicha production and consumption and its cultural
importance in Chacobo society (Erikson 2004).

Hunting and fishing still constitute an important part of Chéacobo life. Hunting of
game is primarily done with rifles and shotguns for which bullets and cartridges are
purchased in Riberalta. On the Benicito and Yata rivers, bow and arrows are still used, I
observed bow and arrows still in use on the communities of the Yata and Benicito rivers in
2015 and 2016 respectively. However, I am not aware of younger generation Chacobo
(those younger than 40) who know how to or can still use bow and arrows.

Fishing is primarily conducted with fish hooks and fishing lines purchased from

Riberalta in the central communities. In communities on the Benicito and Yata rivers,



mass-produced fish hooks were the primary means of fishing although I did observe the
use of some bow and arrows for fishing in communities on the Benicito and Yata rivers.
The Chacobo have a fixed set of 24 personal “real” names (hani hani-ria). The
Chéacobo have specific rules based on descent and order of birth for which single name of
the 24 a child is assigned that are described in detail in Cordoba (2008). There are two
types of nicknames. There are a fixed set of nicknames that are associated with specific
names and then there are nonce nicknames that are associated with specific individuals.
For example, the nickname sakita is associated with the real name Aér#, and the nickname
ro?o is associated with the Maro (Diego Villar personal communication). The Chacobo are
also fond of providing nonce nicknames that are specific to individuals. For instance, toro
is a nickname that refers specifically to the president of CIRABO (Central Indigena
Regional de la Amazonia Boliviana) Rabi Ortiz, apparently borrowed from the word for
bull in Spanish (Diego Villar and Philippe Erikson personal communication). The word
toro does not refer to any other person named Rabi to my knowledge. More information
on Chacobo onomastics can be found in Cérdoba and Villar (2013) and Cérdoba (2008).
The Chécobo still practice matrilocal residence whereby a newly formed family
will move in with the family of the mother/wife. From my own observations deviations
from the practice are fairly rare. According to Philippe Erikson (personal communication)
this practice procures social importance to daughters to the extent that social influence and
power in a community is a function of the size of one’s family. Sons are more likely to

leave and relocate.
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1.4. HISTORY

The Chacobo are southern Panoans along with the Pacahuara (or “Pacaguara”). A few other
groups appear in the historical record such as the Caripuna and the Sinabo. It is not clear
whether the contemporary Chacobo should be identified with the Pacahuara present in the
historical record. Here I provide a brief overview of what is known about the ethnohistory
of southern Pano-speaking groups in Bolivia from first contact until the present time. I refer
the interested reader to Cérdoba (2008) (and other works published by Lorena Cordoba
and Diego Villar) which reconstruct the ethnohistory of Bolivian Pano groups based on a
rich and incisive investigation of ethnographic literature and archives in Bolivia together
with original fieldwork.

Relatively little is known about pre-1950s Southern Panoan history. In 1767, the
explorer Lorenzo Hervés described the pacabara language spoken in San Borja (south of
the current location of the Chacobo and Pacahuara speakers). In the 1780s, there were
numerous reports of the Pacahuara attacking San Borja and Reyes. In 1790, Nicholas
Armentia with the Franciscans visited the Pacahuara (Cordoba 2008; 28 from Armentia
1903: 253). Throughout the late 18th century and early 19th century the Pacahuara are
mentioned usually in relationship to conflicts with mission outposts. The term Chacobo is
mentioned for the first time in 1845 by the explorer José Agustin Palacios. They were
described with reference to a group living on the Yata river and Palacios was never able to

visit them because his guides refused to go down the river. Starting in the 1850s, Panoan
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groups (Pacahuara, Chacobo, Capuibo, Caripuna, Sinabo) are mentioned in the context of
armed conflicts, and in 1860 the national army was sent in to control a rebellion of Pano
speaking groups.

By the 1870s the rubber boom reached Beni, and indigenous people around the area
are either enslaved or beguiled into debt peonage or systematically hunted down (Fifer
1960; Cordoba 2012). Throughout this period the Chacobo are considered a subtribe of the
Pacahuara. In the early 1900s, the price of rubber falls and then Panoan groups stopped
being mentioned in the historical record.

In 1912, Erland Nordenskidld visited the Chacobo and wrote an ethnography.
Panoan speaking groups again essentially disappeared from the historical record until they
were visited by Wanda Hanke (1956). By this time the Chacobo were considered a separate
group from the Pacahuara, although earlier accounts described them as a subgroup of the
latter (Nordenskiold [2003] and Métraux [1942], cited in Cordoba & Villar [2013: 177]).
Other Panoan groups had vanished from the picture by this time. The Caripuna were
described as being able to muster an army of 10,000 warriors in the 19™ century but had
completely disappeared and Hanke was unable to locate the Pacahuara. The literature on
Panoan ethnohistory emphasize that the use of ethnonyms reflects the goals and
understanding of colonizers, missionaries, rubber tappers and explorers (Coérdoba and
Villar 2010; Cérdoba 2008). The shifting terminology used to refer to Panoan groups

reflects such understandings at least as much as it tells us anything about the actual history
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of the groups in question. For instance, Erikson (1993) emphasizes that these broad stroke
ethnonyms likely ignore intermediate levels of social structure such as clans.

The 1950s saw a new era in contact with outsiders as the Summer Institute of
Linguistics missionaries arrived in Bolivia using the Tumichucua (about 25 kilometers
south of Riberalta) as their base in 1954. In 1955, Gilbert and Mirian Prost initiated a 25-
year stay. At the time of contact with the SIL missionaries the Chacobo were located
primarily on the Benicito and Yata rivers although many had started to migrate back west
towards the Ivon and Geneshuaya rivers. Older Chéacobo report that the community of
Nucelo close to the Ivon river was founded by the Chacobo slightly earlier, but the Prost
family encouraged many Chacobo to relocate from the Benicito river, founding the new
community of Alto Ivon in 1956 where rubber tapping and almond extraction offered more
integration into the regional economy. Other Chacobo stayed on the Yata river
(approximately 70) and the Benicito river (approximately 210). The SIL missionaries acted
as intermediaries between the Chacobo and the national government. This was important
after 1952 when a revolution put a government in power that was concerned with land
redistribution and nationalization.

As described by Cordoba (2008), apart from missionizing efforts, the SIL
missionaries also attempted to eliminate matrilocality and introduce a pastoral life style to
the Chéacobo in imitation of an idyllic image of rural Anglo-Saxon society. One practice
that the missionaries introduced that the Chacobo unequivocally adopted is the dawning of

European clothes. On the other hand, the Chacobo continue to be essentially matrilocal and
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pastoral life has not taking hold systematically, except for a few projects run by the
CIRABO. The most lasting effect of the missionary influence apart from relocation was
the establishment of the Ortiz family in power. While a number of families exert various
degrees of influence over the TCO, Rabi Ortiz (“Toro”) and Maro Ortiz (“Coni”) are
clearly the most influential Chacobo politicians. Coni is the head chief (gran capitan) of
the Chacobo TCO, and Toro is the president of CIRABO, which is an NGO in Riberalta
that represents the Chacobo, the Cavinena, and the Araona.

In the 1980s and 1990s indigenous people began to organize for territorial, cultural
and civil rights across Bolivia. In the 1980s, CIDOB (Confederacion de Pubelos Indigenas
de Bolivia) was formed with it’s educational wing CEAM (Confederaciéon Educativo
Amazonico Multiétnico) and CIRABO (Central Indigena de la Region Amazonica de
Bolivia). The indigenous movement “Marcha por el territoria y la dignidad” eventually
resulted in the creation of “Original Communitarian Lands” for each indignous group.

During the 1990s there was a favourable international scene. In Convention 169 the
International Labor Organization recognized the aforementioned indigenous organizations.
This allowed the indigenous groups to protest government policies when they were not in
accordance with indigenous rights according to the convention (see Herrera et al. 2003 for
more details). Throughout the 1990s, CIDOB started to organize with the left resistance to
the government which consisted of an alliance between coca growers and tin miners.

Coalitions between indigenous groups and labor eventually culminated in the historic
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election of Evo Morales in 2006 the leader of the Movimiento al Socialismo and the first
indigenous president of Bolivia (Webber [2010, 2017] for more details).

The MAS government began the process of forming a new constitution and created
new laws that were designed to protect indigenous languages and cultures. The law of the
2" of August called “General law for linguistic rights and policies” (ley general de
derechos y politicas lingliisticas) established 36 indigenous languages of Bolivia as official
languages and made it a constitutional prerogative to “recuperate, vitalize, revitalize and
develop official languages in risk of extinction, establishing materials for its use in all of
its aspects...”. To follow through with this prerogative, the government established the
Plurinational Institute of Language and Culture (El Instituto Plurinacional de Lengua y
Cultura) which is itself tasked with the creation of lower level Institutes of Language and
Culture (ILCs) for each indigenous group.

The Chacobo and Pacahuara ILCs were established with paid Chacobo researchers
in 2012. Their goal is to document the Chacobo and Pacahuara languages and develop

educational materials. The contemporary Pacahuara are a distinct group from the Chacobo.

1.5. GENETIC AFFILIATION

The Pano family was first proposed by Raoul de la Grasserie (1890) based on a cognate
list of 90 forms. A tentative reconstruction of the Pano family was conducted by Shell

(1965, 1975). This reconstruction was tentative because it excluded the Mayoruna branch

15



of the family. Shell refers to it as “Reconstructed Pano” rather than “Proto-Pano”. An
updated and new reconstruction of the family has been proposed by Oliveira (2014).
Oliveira (2014: ch.1) also provides a critical summary of the comparative Pano literature
(Loos 1999; Fleck 2013; Zariquiey & Valenzuela forthcoming for more overviews of the
family).

Pacahuara was identified as a Panoan language by Raoul de la Grasserie (1890).
Chécobo is one of the languages that Shell (1965/1975) uses in her reconstruction of
Reconstructed Pano. Chécobo is a part of the Bolivian subgroup of the Nawa group of the
Mainline branch of Pano. A highly simplified classification of some of the better described
and extant Panoan languages is reproduced from Fleck (2013) below.

Based on an analysis of the typological features present in WALS supplemented by
additional information from alignment facts across Panoan languages, Valle (2013)
suggests that Chacobo is one of the most divergent Panoan languages and could be
regarded as its own subgroup from the Mainline branch based on a neighbor net analysis
(he does not consider Pacahuara for which the relevant data are not mentioned). However,
Chéacobo and Pacahuara, unlike many other Panoan languages in Peru and Brazil are
currently in not contact with other Panoan languages. Its possible that the divergence is

areally based rather than genetically based.

16



Pano

/\

Mayoruna branch Mainline branch

Matses

Matis
Kasharari Kashibo Nawa Headwaters
Kasharari Kashibo-kakataibo Kashinawa

Yaminahua
Amawaka
Bolivian Marubo Katukina  Povanawa- Iskonawa Chama
Chacobo
Pacahuara /\
Shipibo-Konibo Pano
Capanahua

Figure 1.2. The Panoan language family, simplified from Fleck (2013).

Based on a historical analysis of tonogenesis in Panoan, Neely (2017) has suggested
that Amahuaca has much more in common with the Bolivian subgroup, a position she states
is potentially supported by structural similarities in the verb complex between Chéacobo
and Amahuaca. Based on my understanding of the Amahuaca literature (e.g. Sparing-
Chavez 1998; Clem 2018), I find this proposal very plausible, however, the issue clearly
requires more serious attention and awaits a more extensive documentation and description
of Amahuaca.

Affinities between Panoan and Takanan languages of northern Bolivia have been
noted in the literature. Key (1968) and Girard (1971) provided reconstructions of some

Proto-Pano-Takanan morphemes. Girard reconstructs (1971) 116 vocabulary items for
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Proto-Pano-Takanan. 29 of these are “basic vocabulary” from the 100 core vocabulary
items on the Leipzig-Jakarta word list, which consists of vocabulary items which are least
likely to be borrowed (Haspelmath and Tadmor 2009). This provides some evidence for a
distant genetic relationship between the two families, however, more research in the
reconstruction of Panoan and Takanan is needed in order to earnestly assess the hypothesis.
A summary of the literature on the Pano-Takana hypothesis is provided in Zariquiey and

Valenzuela (forthcoming).

1.6. PREVIOUS WORK ON THE LANGUAGE

Apart from some early wordlists (e.g. Hanke 1954, 1956), work on Chéacobo grammar
began with the SIL missionaries. Prost (1960, 1967a) provides a phonemic inventory of
the language. Prost (1965, 1976b) provides a description of Chacobo in a tagmemic
grammar framework. Prost (1962) is a brief overview of some of the transitivity marking
in Chacobo grammar that mentions ergative case marking, transitivity harmony and same
subject marking. Zingg (1998) published a Spanish-Chacobo, Chacobo-Spanish dictionary
of the language which contains a brief grammatical sketch. There are no substantial
differences (analytic or terminological) between Prost’s and Zingg’s descriptions from
what I can discern except that Zingg’s work is more accessible by virtue of not being

written in a tagmemic framework.
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Pilar Valenzuela and Oliver Iggesen published a few articles on Chacobo.
Valenzuela (2005) provides a description of the participant agreement system. Valenzuela
& Iggesen (2007) provide a description of Chacobo’s case marking system comparing it to
Shipibo-Konibo. Unpublished articles by these authors are Valenzuela (2004) and Iggesen
(2006, 2007). Coérdoba, Villar and Valenzuela (2012) provide a grammatical sketch of
Chécobo which seems to be based on Zingg (1998) and Valenzuela’s work. A few short
texts are also provided in Cordoba et al. (2012). These works did not produce any
substantial corpus or documentary record of the language and seem to be based primarily
on elicitation data.

Various anthropological works touch on linguistic issues, such as greetings
(Erikson 2010), joking (Villar 2012, 2013), onomastics (Cérdoba 2008; Cérdoba and Villar
2013), and terminology surrounding death and shamanism (Villar 2004). Brian Boom’s

work on the Chacobo ethnobotany is also a rich source of lexical material (Boom 1996). \

1.7. FIELDWORK

I was introduced to the Chacobo language by Antoine Guillaume in 2010 at the 3L
International Summer School of Language Documentation and Description (Leiden
University Center for Linguistics, July 5-7, 2010). With help from Dr. Guillaume and
funding from Laboratoire Dynamique du Langage I was able to undertake a pilot study

with the Chacobo in 2011. I received letters of support to work with the Chacobo in Alto
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Ivon from CIDOB (Santa Cruz) and CIRABO (Riberalta) and arrived in Alto Ivon for my
first field trip in June 2011. Dr. Guillaume provided me with guidance throughout the field
research and representatives from CIDOB and CIRABO were also instrumental in this
regard as well.

In the summers of 2012-2013 I received funding from various sources from the
University of Texas at Austin to continue work with the Chacobo (Sherzer fellowship,
Carlota Smith Grant, Lozano Long Fellowship). In 2014 I received NSF and ELDP grants

to begin longer and more extensive fieldwork with the Chacobo.

Table 1.2. Fieldtrips between 2011 and 2017

Time Months
Trip 1 | June 2011-July 2011 2
Trip 2 | June 2012-August 2012 3
Trip3 | July 2013-August 2013 2

Trip4 | September 2014 — May 2015 | 9

Trip 5 | March 2016 — October 2016 | 6

Trip 7 | June 2017 — August 2017 3

Total 25

Audio and video recordings were made on a Zoom 4N recorder and a Vixia HD

camcorder. Each recording was assigned a code chapac xxxx and then backed up on my
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computer and two external hard drives. Most texts were transcribed and translated directly
into the text-to-audio program ELAN. Some speakers were trained in ELAN and were able
to transcribe and translate texts directly. Philippe Erikson provided a few recordings some
of which were transcribed and translated and are part of the corpus that serves as the
empirical base for this thesis. Naturally occurring speech, usually observed in the context
of participant observation, was also written down in physical notebooks. Data from
elicitation was written in notebooks and in some cases directly into a word processor.
Fieldwork was conducted in Alto Ivon, Cachuelita, Motacusal, Las Limas Tokio,
Las Palcas, San Ignacio, Palmeras, Paraiso, Siete Almendros and Riberalta. Because of
differences in access to electricity, certain field locations are more amenable to certain
types of research activities. For instance, because I used ELAN for transcription and
translation, most transcriptions and translations were conducted in Riberalta and Alto Ivon
where there is ready access to electricity. Recordings of naturalistic speech were made
throughout the communities in the TCO. Table 1.3 provides a summary of the research
activities and the time spent in each of the communities. For basic descriptions of the

different types of research activities and data collection techniques see Section 1.8.
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Table 1.3. Locations, time spent and research activities across Riberalta and Chacobo!

villages
LOCATION APPROXIMATE TIME | RESEARCH ACTIVITIES
SPENT

Riberalta 9 months Text work, elicitation, storyboards

Alto Ivon (Ivon | 7 months Text work, elicitation, production tasks,

river) storyboards, dynamic interviews, naturalistic
speech recording

Siete Almendros | 1 month Naturalistic speech recording, dynamic

(Benicito) interviews

Cachuelita 2 months Naturalistic speech recording, dynamic

(Geneshuaya) interviews, elicitation

Palmeras (Yata) 1 month Naturalistic speech recording, dynamic
interviews, elicitation

Paraiso (Yata) 1 month Naturalistic speech recording, dynamic
interviews, elicitation

Motacusal 1 week Naturalistic speech recording, dynamic

(Ivon/Geneshuaya) interviews

I Note the time spent conducting research does not add up to the total time spent in the field because the

latter also conists of time spent in La Paz dealing with VISA issues.
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Table 1.3, cont.

Las Limas 2 days Naturalistic speech recordings, dynamic
interviews

Tokio (Ivon) 1 day Naturalistic speech recording, dynamic
interviews

Las Palcas (Ivon) 1 day Naturalistic speech recording, dynamic
interviews

San Ignacio (Ivon) 1 day Naturalistic  speech  recording, dynamic
interviews

I also made several field trips to Puerto Tujuré, the one Pacahuara community

approximately one hour by motorcycle from Alto Ivon.

1.8. DATA AND CORPUS

The primary data for this thesis is 26 hours of naturally produced speech transcribed and
translated in ELAN. The analysis is supplemented by a variety of field methods. I divide
these into 6 general types (production experiments; elicitation; targeted construction story
boards; dynamic interviews; natural speech recordings and text analysis; participant

observation). Below I briefly discuss these sources of data roughly on a continuum from
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the most controlled to the most naturalistic observations. The vast majority of the data from

the project has been archived and deposited at ELAR.

1.8.1 Production Experiments

Production experiments consist of stimuli meant to elicit specific structures or properties
in a target language. Production experiments were used in order to gather controlled data
to analyze the phonetic contrast between stress and tone categories in Chacobo (Tallman
& Elias-Ulloa 2017). I also used the MPI picture and video stimuli in order to elicit specific
structures of typological interest and enrich the documentary record generally (e.g.

Levinson et al. 1992; Bohnemeyer et al. 2001; Bowerman et al. 2004).

1.8.2 Elicitation (translation tasks and context-induced)

Elicitation is used in the initial stages of research in order to develop a basic vocabulary of
the language. In more advanced stages of research elicitation can be used to test specific
hypotheses grammatical structure that emerge from text analysis. Following Matthewson
(2004), I view careful elicitation as an important source of negative evidence. Furthermore,
context-induced semantic elicitation can help reveal details of semantic structure that
cannot easily be inferred from text data. Literature on formal semantics have developed a

number of diagonistic tests for investigating semantic structure (Waldie et al. 2009; Bruil
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2015) that I use to probe certain aspects of Chacobo grammar that are not easily discernible

from text data.

1.8.3 Targeted construction story boards

Targeted construction storyboards consist of pictorial representations of stories that
consultants are asked to describe in their own words. They are used to reduce the influence
of the metalanguage in the elicitation of specific constructions (cf. Burton and Matthewson
2015). Data from storyboards are intermediate in naturalness between elicitation data and
naturalistic speech. They allow the linguist to elicit specific constructions within a more
natural discourse context without relying on the chance occurrence in elicitation, or
problems in the interpretation of elicited data. I developed storyboards from those found in

the Totem Field Storyboards http://www.totemfieldstoryboards.org/stories/. I used and

modified existing story boards in order to investigate the semantics of tense, aspect, number

and modality.

1.8.4Dynamic interviews

Dynamic interviews involve two or more participants where one participant asks questions
related to common Chécobo cultural activities (when was the last time you went fishing?
what did you catch?), questions that are meant to elicit narratives at different temporal

distances from the speech time (what were you doing about a month ago? What were you
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doing two weeks ago? What do you plan to do tomorrow/in a week?), and questions that
are meant to elicit speaker perspectives (recount a story that you heard that you don't
believe is true and explain why? Have you ever seen a ghost? How did you know it was a
ghost?). Some of the questions were about stories that had already been relayed to my
interviewing consultants earlier. The interviewing consultants were instructed to attempt
to maintain a dialogue with the other speakers in order to record more conversational
speech. Ostensibly the purpose of recording discourse at distinct temporal distances was to
better understand how tense, aspect, temporal adverbials, and temporal distance
morphemes (or “graded tense” morphemes) were encoded, and their relationship to
perspectival meanings such as reported evidentials and assertive modals. This was
important because the corpus developed from the first year of fieldwork was biased towards
traditional folk stories, which are always in the remote past. The aforementioned interviews
were designed to gather more data about the use of temporal distance morphemes in the
distant and recent past times, and the crasternal (“tomorrow”) and remote future times.
While such interviews were meant to capture more interactional speech, it should be noted
that it is difficult to separate interactional speech registers and monologues at all in my
corpus. The reason is that even in oral histories and folk stories, where one might expect
longer uninterrupted monologues, the Chacobo consistently engage in conversation
throughout, asking clarifying questions to the main speaker, and sometimes stopping to

discuss interpretation of a story in the case of folk stories.
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1.8.5Natural speech recordings and text data

As stated above, the description of Chéacobo presented in this thesis is based on 26 hours
of transcribed and translated naturalistic speech. What I refer to as natural speech
recordings fall into 5 categories; (i) folk stories; (ii) personal narratives; (iii) ethnohistory;
(iv) conversations and (v) explanations of cultural activities or instructions on indigenous
technologies. Together with dynamic interviews and participant observation, naturalistic
speech in this sense constitutes the primary data source from which the descriptions of this
thesis draw. A list of all of the texts used in this dissertation is provided in Table 1.5

which contains information on the length of the recording, the type of recording it is and
the language. I also include the texts for Pacahuara in this list, although they are not used
in the dissertation which focuses on Chéacobo. Descriptions of these recordings along with
relevant metadata can be found on the ELAR deposit page for Chacobo and Pacahuara (

https://elar.soas.ac.uk/Collection/MPI485795). Table 1.5 also contains the ELAR code for

each transcription/translation used in this dissertation. These codes will be referenced

throughout the thesis when data from a given text is presented.

1.8.6 Participant observation

My field work also involves observation of the language in its natural context by living in
the communities and partaking in cultural practices (Cover 2015 on participant

observation). Most data observed in this fashion was written in a notebook rather than
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recorded in audio or video format. Participant observation also brought important cultural

and social context into the analysis of linguistic structure.

1.9. LANGUAGE DOCUMENTATION, COMMUNITY PARTICIPATION AND LINGUISTIC

CONSULTANTS

This dissertation is part of documentation project of the Chécobo language. Apart from the
development of a corpus mentioned above this project involved developing a large
collection of audio and video recordings and the production of texts for community use.
The project also involved participation of community members throughout and the training
of community members in documentation techniques such as ELAN. Many of the texts
listed in Table 1.5 were transcribed by Chacobo community members (Paé Yaqué Roca
and Caco Moreno Ortiz). The documentary materials with metadata have been deposited
at ELAR.?

The analyses presented in this dissertation are influenced by all members of the
Chacobo community that participated in the documentation project. Some speakers have
had more influence over the analyses than others because I interacted with them most
and/or they were primary consultants in elicitation contexts where subtle aspects of the

grammar were teased apart. Some brief biographical information on these speakers are

2 The collection can be found at the following URL: https://elar.soas.ac.uk/Collection/MPI485795
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presented below. They are mentioned throughout the dissertation in cases where they have
provided relatively explicit judgments and insights concerning certain constructions in
Chécobo grammar. Occasionally my primary consultants have disagreed about the
grammaticality of certain constructions. I consider such disagreements to provide

important evidence concerning dialect variation in Chacobo.

Caco Moreno Ortiz lived in Alto until the 2000s when he moved to Riberalta to teach the
Chacobo language. He has taught at a number of institutions of higher education in
Riberalta. He has been collaborating with Phillip Zingg in creating a new dictionary of the
Chacobo language as a co-author for a number of years. He is currently 56 years old. Caco
Moreno helped with elicitation tasks and targeted construction story boards. He speaks a

central dialect of Chacobo from Alto Ivon. Caco Moreno currently lives in Riberalta.

Miguel Chavez Ortiz is a Chacobo language teacher who was born in Alto Ivon. He lived
various years as a medic in Siete Almendros (Benicito River) and Paraiso (Yata river). He
taught Chacobo at the Instituto Superior Normal Riberalta. He has been a primary school
teacher in various Chacobo communities including Cachuelita and Motacusal. He is
approximately 40 years old. Miguel Chavez helped with elicitation tasks, targeted
construction story boards and was an interviewer in dynamic interviews. He primarily
speaks the central dialect of Chacobo from Alto Ivon. He is currently a primary school

teacher in Alto Ivon where he lives.

29



Milton Ortiz Vaca is the coordinator of the Pacahuara Institute of Language and Culture.
He was a primary school teacher in Alto Ivon until 2013. Milton Ortiz helped with
elicitation tasks, targeted construction story boards and was an interviewer in dynamic
interviews. He primarily speaks the central dialect of Chacobo from Alto Ivon. Milton Ortiz

currently lives in Riberalta.

Paé Yaqué Roca is a student pursuing a bachelor’s degree in Alto Ivon. His father is
Pacahuara (Maro Yaqué Chao) and his mother is Chacobo (Bosi (Christina) Roca Chavez).
He speaks Chacobo and has a passive knowledge of Pacahuara. He lived in Puerto Tujuré
(Pacahuara community) until he was 6 years old. Later in life he lived in Cachuelita and
received his high school diploma from Alto Ivon. He is 22 years old. Pa¢ Yaqué helped
with elicitation tasks, targeted construction story boards and was an interviewer in dynamic
interviews. He also transcribed in ELAN a significant amount of the corpus (aproximately
6 hours) on which this dissertation is based (see ELAR documentation for details). He also
served as my assistant in workshops on ELAN taught in Riberalta. He currently lives in

Alto Ivon.
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1.10. TYPOLOGICAL OVERVIEW

Chécobo has relatively small segmental phonological inventory and a very restricted
syllabic structure. Complex codas are prohibited, and only sibilants are permitted in coda
positions. Stress is assigned to the first syllable of a stem by default and on the second
syllable of a stem if there is there is an underlying high tone in this position. Chacobo
makes a phonological contrast between syllables with high tone and syllables without tone.
The distinction is lexical in Chacobo and the language contains a number of tone-based
minimal pairs that demonstrate the phonological contrastiveness of tones down to the level
of the morpheme. Toneless syllables are assigned a low pitch. The acoustic correlates of
stress are intensity and pitch and the acoustic correlates. The dual function of pitch in the
stress and tone system resulted in the language being described as containing three tones,
but it can be demonstrated that it only contains one contrastive high tone.

The complexity in the tonal system does not stop there. Chacobo marks case
relations with high tones and various morphosyntactic domains are signaled by the
differential insertion or reduction of high tones. Tone sandhi in Chacobo is highly complex
and interacts with the alignment system.

Chacobo can be loosely characterized as agglutinating in the sense that in most
cases one coherent meaning corresponds can be associated with one form. Deviations from
biuniqueness present themselves in a number of places in the grammar. Prefixes interact

with transitivity markers such that the prefixes sometimes seem to have a transitivizing
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function and sometimes not. In certain syntactic contexts high tone case markers are
deleted through tone reduction rules leaving only their tone sandhi effects on other
morphemes as exponents of their realization. Chacobo contains ‘“epenthetic” case
formatives on its pronouns which seem to have no function but to meet conditions of
phonological minimality.

Where a language is positioned on the analytic-(poly)synthetic continuum depends
on a notion of word and/or how the linguist cuts the division between “morphological” and
“syntactic” phenomena. I view much of the grammar of Chacobo as straddling the
boundary between morphology and syntax such that a global distinction between words
and phrases and morphology and syntax is perhaps unmotivated on language specific
grounds. Symptomatic of this type of profile, the grammar of Chacobo will be presented
as ubiquitously built out of clitics.

The Chéacobo language contains a complex system of “graded tense” expressed
through morphemes that encode various degrees of temporal distance from a reference time
(up to 9 distinctions). Their behavior in discourse suggests that they straddle the boundary
between tense and aspect categories. Chacobo encodes aspectual categories through a
variety of constructions and morphemes, but most striking from a typological perspective
through word order. Result perfect readings are achieved through positioning the subject
after a clause-type/rank morpheme; a morpheme which is obligatory in verbal predicate

constructions.
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Chécobo displays a split ergative alignment. The first split is conditioned by
nominal type such that full noun phrases are ergative-absolutive and pronouns are
nominative-accusative. The alignment is neutralized when the subject {A,S} argument
appears after the aforementioned clause-type/rank morpheme. Another typologically
salient characteristic of Chacobo that is present in other Panoan is its participant agreement
system and its same/different subject marking. Chacobo marks certain adjuncts as
associated with an A or an S argument. The system extends to clause-combination where
subordinators encode whether their subject is coreferential or different from an A or an S
of a matrix clause. Like many languages of South America, tail-head linkage, whereby the
information from a preceding sentence is partially repeated in the following sentence, is

common in Chacobo discourse.

1.11.SOME TENTATIVE NOTES ON PACAHUARA OR TAPANAHUA

As described in Section 1.2 Pacahuara now refers to a family that originally lived in the

department of Pando. The Pacahuara language refers to the language that this family

speaks. It is unclear what the relationship is between the Pacahuara of the historical record

(Section 1.4) and the Pacahuara that is used today (see Cérdoba 2008 for discussion).
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In the 1970s the Pacahuara were being massacred by loggers in the department of
Pando.3 The SIL missionary Gilberto Prost convinced to come live near the Chacobo and
around 1980 they moved. After this family were flown by the SIL missionaries to the
Chécobo territory, the Pacahuara lived in a community called Puerto Tujuré. Having
conducted interviews with the Pacahuara myself, it seems that Pacahuara is an exonym that
was applied to this group by the Chacobo, SIL missionaries and probably local Bolivians.
According to Baji Yaqué Chao, the family referred to themselves as the Tapanahua (lit.
almond people). It is not clear to me whether the Tapanahua family referred to themselves
an Pacahuara before escaping the department of Pando.

The Pacahuara language is extremely endangered. When I began fieldwork with the
Chacobo and Pacahuara in 2011, there were 6 members of the Tapanahua family; Bosi
(siri) Yaqué Chao, Baji Yaqué Chao, Boca Yaqué Chao, Bosi (pistia) Yaqué Chao, Maro
Yaqué Chao, Tohi Yaqué Chao. The oldest of the Tapanahua still alive was Bosi Yaqué
Chao (also known as Bosi siri or “old Bosi”’), who had flown from Pando when she was a
teenager. The rest of the Pacahuara were children when they left their home territory. Since

then the Pacahuara have gradually integrated with the Chécobo. As of now (2018), none of

3 The sources for this are the Pacahuara themselves. It is confirmed by Shell (1980). I conducted fieldwork
with the Araona in 2016 who reported similar massacres south of Pando in the Amazonian department of

La Paz.

34



the Pacahuara live in Puerto Tujuré except Boca Yaqué. Tohi Yaqué and Maro Yaqué
intermarried with the Chécobo.

Second generation Pacahuara do not speak Pacahuara to my knowledge. Although
it is clear many of them have a passive knowledge of the language. I collected numerous
recordings of speech from the Tapanahua family throughout my fieldtrip two and a half
hours of which were transcribed and translated (see Table 1.5 below). The Tapanahua
family are bilingual between Chacobo and Pacahuara. The Pacahuara recordings were
usually done with a Chacobo interviewer. It is thus not clear to me at this point how much
of these recordings should be considered Pacahuara or Chacobo spoken with some
interference from Pacahuara.

Pacahuara is regarded as a dialect of Chacobo in the Pano literature (Fleck 2013:
77). However, this characterization maybe misleading. It might be more accurate to refer
to Chacobo and Pacahuara as distinct languages.

Throughout the transcription and translations of the speech of the Tapanahua
family, there are some recordings (especially those of Bosi (siri) Yaqué and Baji Yaqué)
that many of the Chacobo claim to not understand very well. However, second generation
Pacahuara did not struggle as much as the Chacobo with the transcription and translation
of the recordings of Tapanahua speech. Furthermore, some Chécobo report that mutual
intelligibility between the Chacobo and the Pacahuara was quite low when the Tapanahua
family arrived in the 1980s, and that Boca Yaqué had to serve as a translator between the

Chacobo of Alto Ivon and the Tapanahua family living in Puerto Tujuré.
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Analysis of Pacahuara grammar is methodologically challenging because of the
possibility of interference of Chacobo due to heavy and sustained contact. It is outside the
scope of this dissertation to provide a description of Pacahuara.

Some salient phonological and phonetic differences between Chacobo and
Pacahuara are summarized below (see Chapter 2 and 5.3.4.4 for a description of phonology

in Chacobo).

e Glottal stop in first or second syllable: In Chacobo vowel-vowel sequences glottal
stops do not occur in coda position. In Pacahuara a glottal stop occurs in the coda
position of the first syllable of a lexical item as in (1.1). It is unclear whether this is
related to metrical structure or prominence. In Pacahuara the glottal stop does not
occur when the first syllable has the highest pitch (or high tone?) as shown in (1.2).
For some lexical items a glottal stop occurs in between vowels as the onset of the

second syllable as in (1.3).

(1.1) Chacobo Pacahuara
a. kit ka?.ti ‘back’
b. ka.so ka?.so6 ‘spine’
c. hana ha?.na ‘mouth’
d. pipati pi?.pa.ti?  ‘shoulders’
e. kaniko ka.?.ni.k6  ‘cup’
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(1.2) Chécobo Pacahuara

a. timaki ti.ma.ki ‘She/he grounds it’
b.  pa.tfi Ba.tfi ‘egg’
c. tf6.mo P6.md ‘container’
(1.3) Chécobo Pacahuara
a. ko.i.ni ko.?1.ni ‘smoke, snow’
b. rai.t ra. 1.t ‘clothes’

e i:i correspondence: Across some cognate forms, the /i/ of Chacobo is pronounced as

[1] in Pacahuara. The Pacahuara [i] in place of Chacobo [i] appears to occur word

finally.
(1.4) Chacobo Pacahuara
a. pid pidi ‘wing’
b.  noki nd2.ki~noki  ‘we, us’
c. kiwi kiwi ‘Jaw’

e k:k" correspondence: Across some cognate forms, the /k/ of Chacobo is pronounced

as [k"] in Pacahuara. The only form this is attested in is [kwéaro] ‘lumber’.
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The difference between Chacobo and Pacahuara with respect to glottal stops make
some sense from a comparative Pano perspective. A coda position glottal stop is
reconstructed in Proto-Pano for certain lexical items (Shell 1980: 55; Oliveira 2014: 198).
While a k":k correspondence is found across some cognate sets (Shell 1980: 56; Oliveira
2014: 200-204), the k% in kwaro ‘lumber, firewood’ is not attested in any other Pano
languages (Oliveira 2014: 428). A 1:i correspondence is also found across some cognates
in Pano (Oliveira 2014: 294-295).

The surface pitch patterns of Pacahuara lexical items elicited in isolation tend to be
distinct from Chacobo in all cases. Nearly all of phonological differences stated above
make reference to the supposed prosodic categories (prominent syllable, tone, stress) of
Pacahuara. But the prosodic system of Pacahuara is not understood and so the statements
are at best tentative starting points for analysis. Pacahuara also displays a number of lexical
differences with Chécobo. A description of such differences requires checking with
multiple Pacahuara and Chacobo consultants. Pacahuara should be studied in its own right

not as derivative or dialectal variant of Chacobo.

1.12.PRESENTATION OF DATA AND GLOSSING CONVENTIONS

In this section I discuss the notational conventions in this grammar related to the
presentation of data and examples; (i) the phonemic orthographic representation used in

this dissertation and how it deviate from the IPA and the orthography used by most of the

38



Chéacobo (Section 1.12.1); notation related to suprasegmental categories (Section 1.12.2);
the representation of underlying versus surface forms (Section 1.12.3); notational
conventions related to structural categories such as suffixes, clitics, words and compounds
(Sections 1.12.4, 1.12.5, 1.1.1 and 1.1.1). With a few exceptions I follow the Leipzig

glossing rules in this grammar (Comrie et al. 2008). I discuss the exceptions below.

1.12.1 Orthographic conventions

As pointed out in the introduction, the Chacobo have different degrees of literacy across
their population. The Chacobo use a Spanish-based alphabet invented by the missionary
linguists Gilbert and Miriam Prost from the Summer Institute of Linguistics. The Chacobo
translation of the bible and numerous religious texts make use of this alphabet. The swiss
missionary Philipp Zingg from the Swiss mission continued to use this alphabet when he

entered the Chacobo community in the 1980s.

39



Table 1.4. Chacobo orthographies

IPA Prost/Zingg In this dissertation
i ¢ i
1 1 1
0 0 0
a a a
p p P
t t t
k ¢ (before a and o) / k
qu (before + and 1)

? h ?
B b b
ts ts ts
tf ch tf
S S S
J sh J
S X S
h ] h
r r r
m m m
n n n
w hu w
J y y
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The reason I do not adopt the Spanish based missionary orthography in this thesis
is because it is not phonemic (see Chapter 2). In the orthography used here one sound
corresponds to one symbol. In phonemic representations, I adopt the standardized Pano
orthography of Fleck (2013) with two exceptions. I do not adopt any representations that
are not phonemic. I do not use <sh> and <x> for /[/ and /g/, rather I use the IPA symbols. I
do not adopt the vowel <e> for [i]. Instead I use the IPA symbol. The reason for the latter
decision is because I want to reserve <e> for cases where Spanish forms with /e/ are found

in naturalistic speech.

1.12.2 Tone, stress and length diacritics ( v . V, Vv, '(C)V, V:)

The symbols “V” and “C” represent vowels and consonants respectively. The acute accent
marks on a vowel (V) marks high tone or high pitch on its associated syllable.
Phonologically Chacobo only contrasts syllables with high tones and toneless syllables.
The grave accent (V) and the macron (V) mark low pitch and mid pitch respectively. They
are needed to describe phonetic representations (see Section 1.12.3) that arise from the
interaction of stress with tone (see Chapter 2 for illustration). They are never used for
underlying phonological forms. Stress is predictable in Chacobo. The primary stress
symbol ('(C)V) is only used for phonetic representations and will be marked only where it
is relevant to a specific point being made. Length is not phonologically contrastive in

Chacobo. However, certain vowel-vowel sequences are pronounced as uninterrupted long
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vowels. In relevant cases these forms will be marked with the length diacritic (V:) (see

Chapter 2 and 5.3.4.4 for illustrative examples).

1.12.3 Underlying phonemic surface phonemic and phonetic representation

There are two ways of displaying examples used in this grammar. The first combines an

underlying phonemic representation with a surface phonetic representation. When the

difference between the surface and underlying form is important, the underlying phonemic

representation occurs under the phonetic representation in square brackets. This

presentational style is illustrated in (1.5). The mapping between the underlying phonemic

representation and the phonetic representation is described in detail in 5.3.4.4 which

describes the morphophonology of Chacobo.

(1.5)

[n4:.  wini LA, a.ti.ki fa.ri.ki.a]
naa wini= t-a-ri ak=tikin=[ari=ki=a
DEM1 patio=SPAT 1SG-EPEN-AUG do=AGAIN=CRAS=DEC:NONP=1SG

‘I am going to do (lit. sweep) this patio again tomorrow.” TXT 101:103

When the difference in underlying and surface form is not important, the Chacobo

is displayed in a surface phonemic representation which appears in italics. An illustration

of this representation is provided in (1.6) below.
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(1.6) naa wini=" i-a-ri a(k)=tiki(n)=fari=ki=a
DEMI patio=SPAT 1SG-EPEN-AUG do=AGAIN=CRAS=DEC:NONP=1SG

‘I am going to do (lit. sweep) this patio again tomorrow.” TXT 101:103

The illustrative displays in (1.5) and (1.6) are representing the same utterance. The
surface phonemic representation in italics from (1.6) does not display information in the
same way as the underlying phonemic representation illustrated in (1.5). The phonemic
representation contains all of the underlying high tones of all of the morphemes in the
sentence, even when they are deleted on the surface. The phonemic representation of (1.6)
only displays high tones as they appear on the surface. For instance, the underlying final
high tone of the morpheme =/ari ‘crasternal, tomorrow’ is deleted through a tone sandhi
rule (see Section 6.2.3) and thus does not appear on the surface. In contrast, the phonemic
representation in (1.5) contains the underlying high tone, the surface form being captured
in the phonetic representation.

Chacobo also has a number of latent final stops that only surface in certain
circumstances (see Section 6.1.2). For instance, the latent nasal /n/ of =tikin ‘again’ is
dropped in certain environments where it surfaces as [tiki]. In surface phonemic
representations a dropped consonant is represented in parentheses as in (1.6). In underlying

surface phonetic representations it is not represented at all, because such representations
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always accompany an underlying phonemic representation where it be displayed as in
(1.5).

In the surface phonemic representation, tones that encode grammatical functions
are represented differently from tones that do not. For instance, the high tone = is
represented as undocked in (1.5). This is exception is made in order to more easily gloss

examples in the surface phonemic representations.

1.12.4 The hyphen (-) in glossing

Following Rule 2 of the Leipzig glossing rules, the hyphen is used to mark an affix
boundary. Prefixes occur with a hyphen on their right edge and suffixes are displayed with
a hyphen on their right edge. The definition of an affix used in this grammar is provided in

Section 3.2.

1.12.5 The equal sign (=) in glossing

The equal sign is used to indicate that a morpheme is a specific type of “clitic”. This
practice requires some comment because the term ‘“clitic” is applied to a highly
heterogeneous group of formatives cross-linguistically. In this grammar a clitic is defined
as a bound element (fails the minimum free form test) that can be separated from a lexical
head (verb, noun, adjective) be a free form (a form that passes the minimum free form test)

(see Section 3.2. for more details and illustration). This definition does not say anything
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explicit about the morphophonology of the clitic and thus phonological deficiency
(however it is defined) does not play a part here.

Not all clitics are marked with an equal sign. The equal sign is reserved for enclitics.
These are clitics that integrate into some morphophonological domain (see 5.3.4.4 for a
description of morphophonological domains and illustrations of the concept of integration).
In all cases, this integration occurs from right-to-left rather than left-to-right. Therefore,

the equal sign only ever appears on the left edge of a morpheme.

1.1.1 The tilde (~) in glossing

Following the Leipzig glossing rules (Rule 10), elements in a reduplicative construction
are separated by a tilde. I do not, however, follow the Leipzig glossing rules in glossing
one of the doubled constituents as the grammatical category expressed by the reduplicative

construction. Rather I gloss each of the copies twice as in (1.7) separated by a tilde.

(1.7) [1.na.ta.nis.ta.nis. ki.hd.ni]
ina ta-nis= ~ ta-nis==ki héni
dog foot-tie=LNK ~ foot-tie=LNK=DEC:P  man
‘The man was tying the legs of the dogs.’ ELIC
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The reasons for this practice are provided in Section 6.4 in the context of a

description of reduplication phenomena in Chacobo.

1.1.1The underscore (_) in glossing

Following Rule 4A of the Leipzig glossing rules and underscore is used to separate words
of the metalanguage that are rendered by one unsegmentable formative in Chacobo. For

instance, the verb root osa translates as “laugh at” and is glossed as laugh_at.

1.1.2 Orthographic word segmentation or spacing

The concept of a word (morphosyntactic or phonological) is not used in this grammar.
Instead, I describe the constituent structure in Chacobo motivated by constituency and
wordhood tests. Nothing insightful emerges out of referring to one of these constituents (or
“layers”) as the “word” (see Chapter 5 for details). In the presentation of examples I
represent all combination that include affixes and clitics as one “word” orthographically.
The only exception to this is where one or more of the verbal clitics are interrupted from
the head verb by their subject as in (1.8) (see Sections 5.2.3.6, 7.1.1.1 and 7.2.2.1 on the

fronted-VP construction).

46



(1.8) hatsi yonoko=yama i =yami(t)=ki
then wOrk=NEG 1sG =DISTP=DEC:P

‘Then I didn’t work.’ TXT 100:246

The reason for this orthographic choice is for readability; the reader can more easily
find the arguments of the verb. The spacing conventions used in this grammar do not
represent a word or any other constituent. They are just a convention used used for

readability.
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Table 1.5. Texts and their grammar and ELAR codes; N = narrative; UC = uncontrolled
conversation; DI = Dynamic interview; P = Pacahuara; CH = Chacobo; E = Recorded by

Phillipe Erikson

Grammar ELDP/ELAR | Year recorded | Length | Language | Type
code code

001 006 2011 5:49 CH N
002 007 2011 4:57 CH N
003 008 2011 12:15 CH N
004 011 2011 8:25 CH N
005 012 2011 5:46 CH N
006 013 2011 5:14 CH N
007 014 2011 24:00 CH N
008 016 2011 7:15 CH N
009 019 2011 5:15 CH N
010 020 2011 2:20 CH N
011 027 2011 1:35 CH N
012 028 2011 4:25 CH N
013 029 2011 13:25 CH N
014 031 2011 1:50 CH N
015 015 2011 11:38 CH N
016 033 2011 2:43 CH N
017 034 2011 1:15 CH N
018 038 2011 1:14 CH N
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Table 1.5, cont.

019 041 2011 3:47 CH N
020 042 2011 1:00 CH N
021 045 2011 3:32 CH N
022 046 2011 1:31 CH N
023 047 2011 1:25 CH N
024 048 2011 1:38 CH N
025 050 2011 2:55 CH N
026 181 2011 40:24 CH N
027 321 2011 5:46 CH N
028 323 2011 1:50 CH N
029 329 2011 1:38 CH N
030 338 2011 5:30 CH N
031 339 2011 2:36 CH N
032 051 2012 24:05 CH N
033 052 2012 3:05 CH N
034 053 2012 24:40 CH N
035 054 2012 7:06 CH N
036 055 2012 4:40 CH N
037 056 2012 9:51 CH N
038 057 2012 6:50 CH N
039 058 2012 3:05 CH N
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Table 1.5, cont.

040 213 2012 10:45 CH N
041 215 2012 12:48 CH N
042 325 2012 2:24 CH N
043 100 2014 31:47 PAC N
044 101 2014 21:17 PAC N
045 116 2014 24:14 CH N
046 133 2014 32:47 CH N
047 243 2014 10:59 CH N
048 273 2014 23:33 PAC N
049 312 2014 37:12 CH N
050 483 2014 1:26:43 | CH N
051 484 2014 52:16 PAC N
052 508 2014 53:55 CH N
053 515 2014 20:55 CH N
054 531 2014 58:11 CH N
055 587 2014 1:08:18 | CH N
056 695 2014 30:56 CH N
057 567 2015 13:02 CH N
058 582 2015 58:10 CH N
059 628 2015 2:19 CH N
060 629 2015 8:45 CH N
061 635 2015 43:15 CH N
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Table 1.5, cont.

062 636 2015 7:36 CH N
063 638 2015 21:57 CH N
064 642 2015 9:02 PAC N
065 657 2015 9:35 CH N
066 672 2015 6:38 CH N
067 691 2015 18:58 CH N
068 708 2015 23:37 CH N
069 778 2015 00:46 CH N
070 780 2015 12:16 CH N
071 781 2015 21:40 CH N
072 783 2015 7:03 CH N
073 788 2015 3:22 CH N
074 795 2015 4:54 CH N
075 804 2015 8:43 CH N
076 807 2015 4:56 CH N
077 810 2015 2:48 CH N
078 813 2015 6:06 CH N
079 816 2015 1:41 CH N
080 817 2015 1:08 CH N
081 818 2015 4:13 CH N
082 838 2015 00:41 CH N
083 839 2015 7:34 CH N
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084 852 2015 6:46 CH N
085 856 2015 1:40 CH N
086 873 2015 22:00 CH N
087 876 2015 00:49 CH N
088 880 2015 1:45 CH N
089 903 2015 14:02 CH N
090 1004 2016 (E) 7:52 CH N
091 1081 2016 4:33 CH ucC
092 1153 2016 46:20 CH N
093 1154 2016 7:28 CH DI
094 1156 2016 11:50 CH DI
095 1157 2016 14:55 CH DI
096 1804 2016 1:28 CH N
097 1826 2016 2:10 CH N
098 1831 2016 9:06 CH N
099 1835 2016 18:47 CH DI
100 1838 2016 19:39 CH DI
101 1840 2016 12:34 CH DI
102 1851 2016 13:10 CH DI
103 1855 2016 8:04 CH N
104 1858 2016 2:55 CH

105 1867 2016 22:42 CH DI
106 1930 2016 4:00 CH N
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Table 1.5, cont

107 1932 2016 10:00 | CH N
108 1938 2016 4:55 CH N
109 2065 2016 54:14 | CcH uC
110 2118 2017 3:21 CH N
111 2119 2017 25:09 | CH N
112 2120 2017 4:10 CH N
113 2123 2017 19:00 | CH N
114 2134 2017 5:05 CH N
115 2153 2017 33:03 | CH uC
116 624 2014 8:18 CH N
117 146 2014 21:04 | CH N
118 362 2010 (E) 10:59 | CH N
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Chapter 2.Basic phonology and phonetics

This Chapter provides a description of the basic categories of Chacobo phonology.
Chéacobo phonology uses segmental and suprasegmental contrasts. The language contains
a relatively small inventory of phonemes (Section 2.2). The syllable structure is discussed
in Section 2.2. The syllabic structures in Chéacobo are V, CV or CVC. Only voiceless
fricatives can occupy the coda position. The suprasegmental system is also relatively
simple with respect to the number of contrastive categories it has. The language displays
some marginal evidence for weight-by-position where coda consonants are counted as one
mora, but in general syllables do not need to be distinguished from moras. Tone and stress
are discussed in Section 2.3. Chéacobo syllables either bear a single high tone or else are
toneless. High tone never spreads to adjacent syllables. In general, toneless syllables are
realized with lower pitch and in some circumstances shorter vowel duration. Problems in
the phonetic distinction between tone and stress are also discussed in Section 2.3. Stress is
not lexical in Chacobo. It predictably falls on the first or second syllable of a stem. The
acoustic correlates of stress in Chacobo are intensity and pitch. The phonological
accommodation of loan words from Spanish is discussed in Section 2.4. Some discussion
of the phonetics of these categories is also provided where it seems necessary.
Orthographic conventions used in this grammar and by the Chacobo themselves are also

discussed.

54



While the inventory of phonological categories in Chacobo is relatively small, both
at a segmental and suprasegmental level, the morphophonology or the application of
phonological processes at morphosyntactic junctures is highly complex. For the most part,
this aspect of Chacobo phonology is treated later in Chapter 5.3.4.4. Since I will provide a
detailed treatment of the syntagmatic extent of each phonological process in the language,
it is logical to provide a description of phrase and clause structure first (Chapter 3 on

morphosyntactic structure; Chapter 5 on constituency).

2.1. SEGMENTAL PHONOLOGY

In the following discussion, the examples are given in both phonemic and phonetic
transcriptions. The phonemic transcriptions are the same as the orthography used in this
grammar. They are distinct from the orthography typically used by the Chacobo themselves

which is briefly described in Section 1.12.1.

2.1.1Vowels

The vowel inventory of Chacobo contains four contrasting segments.
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Table 2.1. The Chacobo vowel inventory

Front Central Back
High i i
0
Mid
a
Low

Chacobo is not unusual or innovative in its vowel inventory compared with other
Panoan languages (see Shell’s [1980] reconstructed Panoan). The contrastive vowel
phonemes of Table 2.1 are illustrated with minimal pairs or near minimal pairs in Table
2.2. The near minimal pairs only diverge from minimal pairs in that they do not all display

the same tonal patterns across the contrastive forms.
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Table 2.2. Chacobo vowel contrasts

hina [hi.na]

‘penis, tail’

hima [hi.ma]

‘blood, kin’

nia [nia]

‘throw’

mani [ma.ni]

‘patuju’

mapi [ma.pi]

‘brain’

'rid [r1.4]

‘augmentative’

hina [hi.na]

‘how do’

hima [hi.ma]
‘Jema (name)’

nia [ni.a] ‘here

mani [ma.ni]

‘knife’

mapi [ma.pi]

‘open’

raa [ra:] ‘send’

hana [h&.na]

‘tongue’

hama [hé.ma]

‘but’

naa [na :]

‘this’

mana [mana]

‘wait’

mapa [ma.pa]

‘cover’

ria [rt.a] “fill’

hoéna [hé.na]

‘coming’

homa [h6.ma]

‘to one side’

noa [nd.a]

“first person plural’

mano [ma.no]

‘fontanel’

mapo [ma.po] ‘head’

roa [r0.4] ‘curse,

threaten’

In Chéacobo two vowels can be juxtaposed inside a morpheme without an

intervening consonant. Generally, juxtaposed vowels that are separated by a morpheme

boundary will be separated by an epenthetic glottal stop (Chapter 5). The full spectrum of

vowel-vowel combinations inside morphemes are illustrated with examples in Table 2.3.
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Table 2.3. Vowel-vowel combinations inside morphemes in Chacobo

a 1 t 0
a raa [ra:] ‘send’ mai [m4j] ‘earth’ pai [pa.i] ‘Pae pao [paw]
(name)’ ‘stream’
i pia [pi.a] ‘arrow’  bii [bl:] ‘mosquito’  sii [si.i] ‘yellow-  fio [[iw]
billed cuckoo’ ‘marigui’
i pia [pi.a] ~ [pi.2a]  pii [pii] ‘wing (of i [ti :] ‘sweet’ tsio [tsiw]
‘Pea (name)’ bird)’ ‘lock’
0 koa [ko.a] ‘boney’  oi [wi] ‘rain’ kot [ko.1] ‘sad’ koo [ké ]
‘pus')

In this grammar these vowel-vowel sequences are analyzed as two syllables rather
than as one syllable with a diphthong or a vowel-glide combination; V.V and CV.V rather
than VG and CVG respectively (where C is a consonant, V is a vowel, G is a glide and a
period represents a syllable boundary). This analysis is adopted despite the fact that in
certain VV sequences, the second vowel approaches a glide phonetically. Examples of this
are mai [m4j] ‘earth’ and oi [wi] ‘rain’. The first vowel is only realized as a glide in VV
sequences (e.g. in oi ‘rain’). The first vowel is never realized as a glide in CVV contexts.
Thus, koo ‘pus’ is not realized as [k"o] nor as [kwo], but as [ko :].

There are two reasons for not treating such VV sequences as diphthongs, despite
their phonetic realization; (1) there are no phonological processes that treat a VV sequence
as one syllable; (i1) there are phonological processes that treat the VV sequence as two
syllables identically to a (C)VCV structure. For instance, the spatial locative enclitic is

realized as a high tone on the final syllable of the noun phrase with which it combines (or
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marks as a dependent). For VV combinations, even if they are realized as VG diphthongs
in isolation, the high tone combines with the final vowel. The example in (2.1a) shows that
the final vowel of mai is treated the same as the final vowel of a CVCV structure as in misa
‘table’ in (2.1b) with respect to the docking of a high tone. If the final vowel of mai ‘earth’
was treated as a glide phonologically one would expect the high tone enclitic to skip over

it onto the first vowel producing mdj; but this does not occur.

(2.1) a. [ma.iar.0s .ha .ha.pa.ki]
mai= ar6sa ha  hapa=ki
floor=SPAT rice 3 spill=DEC:P
‘S/he spilled rice on the floor.’
b.  [mi.sa a.ros. ha. ha.pa.ki]
misa=’ ar6sa ha  hapa=ki
table=SPAT rice 3 spill=DEC:P

‘S/he spilled rice on the table.” ELIC.

In cases where the adjacent vowels are identical (e.g. bii ‘mosquito) it is less clear
whether they should be treated as long vowels (monosyllabic but bimoraic). Like
diphthongs, such combinations are treated the same as (C)VCV forms with respect to tone
assignment. However, there is one context where (C)VV combinations are treated the same
as CVC forms. This is discussed briefly in Section 2.2 because the phenomenon provides

evidence for morae in Chacobo. Since there are no other compelling reasons for
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considering such forms as monosyllabic, beside the fact that they are realized as one
unbroken vowel, they are transcribed as containing two vowel phonemes; a (C)V.V
structure.

Phonetic variation in the frontness or backness of Chacobo vowels is better studied
using quantitative phonetic analysis, because, if it exists, it is too subtle for me to identify
systematically. The most obvious candidate for conditioning vowel allophony based on
current descriptions of Panoan would be stress (see for instance Elias-Ulloa [2006, 2011]
on Shipibo-Konibo). An acoustic study of a number of vowel correlates found no
significant difference in the F1 or F2 of vowels conditioned by stress or tone (Tallman &
Ellias-Ulloa 2017). Other conditioning factors have not been systematically investigated in
this fashion, and thus the following points on vowel allophony are highly tentative.

The phoneme [0] encompasses a phonetic space overlapping [u] and [o]. Its
pronunciation varying as a consequence of the surrounding vowels with high vowels

triggering u and low vowel a triggering o. This is illustrated in (2.2).
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(2.2) a. honi [hid.ni] ‘man’

b. koniwa [ku.ni.wa] ‘eel’

c. pino [pinu] ‘hummingbird’
d. yosa [y6.sa] ‘woman’

e. omdaka  [0.ma.ka]  ‘tucunaré’

f. awdso  [a.wa.s0] ‘wolf fish’

g. kamano [ka.ma.no] ‘jaguar’

But the differences represented in the transcriptions above are very subtle and at
best tendencies. It is possible that the vowels are as much affected by the surrounding
consonants as they are by adjacent vowels. The phonetic realization of /o/ requires

quantitative acoustic analysis, which I have not yet undertaken.

2.1.2 Consonants

Chéacobo has 16 contrasting consonant phonemes. The inventory is provided in

Table 2.4. The phonemic representation used in this dissertation follows the IPA except in

its use of /r/ for [r], /y/ for [j] and /b/ for [B]. Phonetic representations of surface forms

which occur in this section and in Chapter 5 only use IPA forms.
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Table 2.4. The Chacobo consonant inventory

Bilabial Alveolar  Alveo-palatal  Retroflex Velar Glottal

Voiceless p t k ?
stop

Voiced b [B]
fricative

Voiceless ts tf
affricate

Voiceless S J S h
fricative

Liquid r[r]
Nasal m n

Glide w y [i]

The phonemic contrasts in bilabials /p/, /b/, /m/ and /w/ are illustrated with the

minimal pairs and near minimal pairs in Table 2.5.
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Table 2.5. Bilabial consonants in Chacobo

b

ipa [i.pa] ‘father’

paki [pa.ki] “fall’

poro [pd.ro] ‘rotten’

yopa [jo.pa] ‘look

for and not find’

para [para] ‘flat’

pasi [pa.si] ‘quiet’

iba [1.pa] ‘Iba

(name)’

ba.ki [Ba.ki] ‘child’

boro [B6.c0] ‘Boro

(name)’

yoba [j6.pa]

‘council’

bara [Ba.ra] ‘bullet’

basi [Ba.si] ‘close’

ima [1.ma] ‘roast’

maki [ma.ki]

‘piranha’

moro [ma.r0]

‘traditional tunic’

yoma- [j0.ma]

‘steal’

himi [hi.mi] ‘blood’

iwa [i.wa] ‘mother’

wara [wa.ra] ‘Huara

(name)’
wasi [wa.si] ‘grass’

hiwi [hi.wi] ‘tree,

stick’

The phoneme /b/ is realized as a voiced fricative [B] in Chacobo in both stem

internal and stem initial position. This is illustrated with the spectrogram in Figure 2.1,

which represents the bolded portion of the sentence in (2.3).



(2.3)

[ha.tsi. ho.ni. ma.pa.ra. pa.Ki.ri.s0.ni.ki]
hatsi honi mabara=" bakt riso=ni=ki
then man bald=GEN son  die=REMP=DEC:P

‘Then the bald old man’s son died.’

The spectrogram below demonstrates that the oral bilabial in mabara ‘bald’ and in

baki ‘son’ are not stops because there is energy in the spectrogram during the closure.

Furthermore, the voiced oral bilabial is not an approximant because it does not have clear

formant bands (Reetz & Jongman 2009).
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Figure 2.1. Spectrogram from mabara ‘bald’ baki ‘child’ from the sentence in (2.3).

The phonemic contrasts of alveolar consonants are illustrated with the following

minimal pairs and near minimal pairs in Table 2.6.
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Table 2.6. Alveolar consonants in Chacobo

ts

kito(ma) [ki.to]

‘border of patio’

hati [ha.ti]
‘together’

tio [tiw] ‘big’

tiri- [ti.ci] “hit’

to?1 [t0.?1] ‘“Tohi

(name)’

mati [ma.ti] ‘taller’

tawi [ta.wi] ‘dig out

(trunk)’

wita [wi.ta] ‘take

out, dig out’

mataka [ma.td.ka]

‘hualusa?’

kitso [ki.tso] ‘bring

together’

hatsi [ha.tsi] ‘then’

tsio [tsiw] ‘cigarra

(insect)’
tsiri- [tsi.ci] ‘laugh’

tso?i [ts6.?1] ‘fried
(adj)’

matsi [ma.tsi] ‘cold’

witsa [wi.tsa]

‘other’

matsdka [ma.tsa.ka]

‘mud’

kiso [ki.s0] ‘accuse’

hasi(ni) [ha.si]

‘mutun’

sio [siw] ‘drip’

siri [si.ri] ‘old’

sawi [sa.wi] ‘put on

clothes’

kino [ki.nd] ‘sharpen’

no?i [no.?i] ‘love’

mani [ma.ni] ‘bring

together / bundle’

nawi [na.wi] ‘make

something deeper’
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Minimal pairs and near minimal pairs of alveo-palatal consonant contrasts are
presented in Table 2.7. I include minimal pairs with the alveolar affricate /ts/ to

demonstrate that it is not an allomorph of /tf/.

Table 2.7. Alveo-palatal consonants in Chacobo

I tf ts

Japo [[a.pd] ‘strong’  tfapo [tP4.pd] ‘cricket’

afi [4.fi] ‘bathe’ atfi [4.t[i] ‘be
grabbed’

[ita [fi.ta] ‘cross’ tfita [tfi.ta] ‘stay’
atfa ‘grab atsa ‘yuca’
someone/something’
tfaka ‘wash’ tsaka ‘shoot at

something/someone’

tfani ‘word, phrase, tsani ‘do you know?
speech’ (expr.)’
tfi?0 ‘stay behind’ tsi?o ‘cicada’

Chacobo has two retroflex consonants, an approximant [r] and a fricative [s].

Minimal pairs and near minimal pairs are provided in Table 2.8.
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Table 2.8. Retroflex consonants in Chacobo

raso [ra.so0] ‘peel’ saso [sa.so0] ‘fulling mill®

roa [rd.a] ‘speak badly/  soa [s6.3] ‘fat’

threaten’

piri [pi.ri] ‘burn’ pisi [pi.si] ‘light’

Chacobo makes a contrast between glottal fricatives and glottal stops. As noted in
Section 2.1, the language also allows sequences of two vowels. Minimal pairs showing the
phoneme contrasts between glottal consonants and VV sequences are provided in Table

2.9.

Table 2.9. Glottal consonants contrasting with VV sequences in Chacobo

1) h ?

nii [ni] ‘stopped’ nihi [nihi] ‘rise to the ni?i [ni?i] ‘jungle’
surface of the water’

roo [r6:] “polish’ roho [r6.ho] “peel, skin’ r0?0 [r6.?20] ‘manechi’

tii [ti:] ‘start to tihi [ti.hi] ‘arrive at the ti?1 [ti.?1] ‘all these /

become sick’ limit indefinite amount of
time’

roi [r6j] ‘take away’ rohi [r6hi] ‘make noise’

bii [B1:] ‘mosquito’ bi?i [Bi?i] ‘a flock of
birds which turns
around.’
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As in other Pano languages (Shell 1980), Chacobo contrasts three sibilants;
alveolar, alveo-palatal and retroflex. The articulation of the alveo-palatal /[/ has a very
noticeable front release, often resulting in a diphthong like articulation in the following
vowel. It is transcribed as a complex articulation [f'] to reflect this. Minimal pairs and near

minimal pairs contrasting the sibilants in Chacobo are provided in Table 2.10.

Table 2.10. The sibilants of Chacobo

J

siri [sirt] ‘type of bird’

sara [sara] ‘type of

unpleasant odor’

riso [rt.s0] ‘point, final’
pisi [pi.si] ‘rotten’
mifa [mi f4] ‘burn’
sao [saw] ‘post’

sani [s4.ni] “fish (v.)’

pasa [pa.sa] ‘go through’

[iri [fi.ri] ‘cook’

[fara [P4.ra] ‘bee’

rifo [rif'o] ‘flu, flem’
pifi [pi.fi] ‘rib’

misa [mi.sa] ‘rip out’

soa [s0.a] ‘Geneshuaya

river’

sirt [st.ci] ‘pull’

sara [sara] ‘inside’

sao [saw] ‘bone’

sani [sd.ni] “pubic

hair’
pasa [pasa] ‘new’

Joa [f6.a] ‘The

benicito river’
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Allophony in Consonants

Chécobo consonants do not display particularly striking allophony. /k/ is sometimes
voiced intervocalically. In between [i] and [i], /k/ often undergoes lenition to [y]. My
general impression is that this lenition is more likely with more frequent morphemes. For
instance the /k/ of =tiki ‘again’ seems to always surface as [y] in fast speech.

The phoneme /tf/ assimilates to a retroflex fricative of a following syllable. It is

realized as [ts].

(24) a. [ts6.sa] /tfosa/ ‘ground’

b.  [tPo.fa] /tfofa/ ‘break’

In contrast to some other Pano languages (e.g. Matses [Fleck 2003]), there is
currently no evidence that [tf] and [ts] are contrastive phonemes in Chacobo.

There is one glide-vowel sequence which is very frequently reduced to one vowel.
/yal is very frequently reduced to /1/ in naturalistic speech. But the reduction only seems to

affect function words and/or enclitics. These are listed below.
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(2.5) /=yama > [ima] °‘negation’

o

b. /=yamit/ > [imit] ‘distant past’
c. /[=bayd/ > [Pai] ‘doand go (tr/pl)’
d. /=kaya/ > [kai] ‘doand go (intr./sg.)’

e. /[=ya/ > ] ‘comitative’

The phoneme sequence /nia/ is realized as /na/. Examples are provided in (2.6).
Notice that the reduction only occurs when the /i/ is toneless. Morphemes like /nia/ ‘throw’

which contain a high tone on their first syllable never undergo this reduction.

(2.6) a. hawinia [ha.wipa] ‘where’
b. nidnid  [pé.)na] ‘Niania’
c. tsania [tsa.na] ‘kingfisher’

The phone [n] could be regarded as a separate phoneme or the phonetic realization
of two phonemes /ni/. I have no strong reasons to favor either analysis. /ni/ is perhaps better
analyzed as a CV sequence because the palatal realization only occurs before? /a/; a /p/
analysis would mean that Chacobo would have one phoneme with an uncharacteristically
restricted distribution in comparison with the other consonants of the language.

In Chacobo the glottal stop can be realized as vowel glottalization rather than as a

full stop when it occurs inside a morpheme. For instance, in the following spectrogram of
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the utterance ni?i hoa ‘wild flower’ produced by Caco Moreno, the lack of silence between
the vowels in ni?i ‘flower’ shows that the glottal consonant is not always realized as a full

stop. In the spectrogram we see that the glottal consonant is realized as glottalization.
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Figure 2.2. Spectrogram for the compound ni?i hoa ‘wild flower’ produced by Caco

Moreno.

Glottal stops are inserted intervocalically between morpheme boundaries in certain
contexts. The morphophonology of glottal stop insertion is extremely challenging to
describe due to a large degree of speaker variation. The morphophonology of glottal stop

deletion and epenthesis is described in detail in Chapter 5.3.4.4 (Section 6.1.1).
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2.2. SYLLABLE AND MORA

Syllable structure

Chécobo has a simple syllable structure; (C)V(C). The nucleus of the syllable in
Chécobo is always a vowel. All consonants can occur in the onset position. Only voiceless
fricatives /s/, /[/, /s/ and /h/ can occur in the coda position. The glottal fricative /h/ is
restricted such that it never occurs at the end of a morpheme or stem. The spectrum of

consonant clusters allowed in Chacobo are illustrated in Table 2.11 and Table 2.12.

Table 2.11. Consonant clusters in Chacobo 1

p t k m

késpo [kés.po] wisti [wis.ti] ‘one’ bamisko hisma [hisma]
‘dandruff’ [Ba.mis.ko] ‘arm’ ‘splash’

J mifpo [mif.po] wiftima [wiftima] bifka [Bif.ka] bakifmari
‘dust’ ‘star’ ‘wring out’ [Bakifmari] ‘early

in day’

bagpoto nisti [nis.ti]‘catfish®  bisko [PBis.ko] wasmini
[Bas.po.to] ‘frog’ [was.mi.ni]
‘elbow’ ‘cotton’

h -pohpo [poh.po] [hoh.ta.ta] ‘laughing sahka [§éh.f<]

‘dust outs hitting”  falcon’ ‘breathe’
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Table 2.12. Consonant clusters in Chacobo 11

n r #
s isnipa [?is.ni.pa] _ his [his] ‘see’
‘thorn’
I mifni [mifni] B tfikif [t[i.kif] ‘be
‘small’ stupid’
s pasna [pasna] _ magags(a) [ma.sd.sa]
‘hunger’ ~ [ma.sas] ‘rock’

h mahna [mahna] bahra [bahra]
‘very tall’ ‘brighten’

Sibilant-approximant clusters (/sw/, /[w/, /sw/, /sy/, /[y/, /sy/, /st/, /[t/, /st/) and
sibilant-glottal stop clusters (/s?/, /[?/, /s?/) and /hm/ are not attested intramorphemically in
my database. Currently it is not clear whether such forms are not attested because of
statistical accident (gaps in the database) or whether they are phonotactically disallowed in
Chéacobo. The fact that a large percentage of these gaps can be stated in terms of natural
classes, as sibilant-approximant or sibilant-glottal combinations, suggests that it is a
phonotactic constraint that applies over the morphemes. There is no comparable

explanation for the lack of a /hm/ combination in the database.
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Sibilant-approximant and sibilant-glottal stop combinations are permissible at the

juncture between morphemes, however. Examples of Sibilant-w sequences are provided

in (2.9). All of these examples involve combination with the transitive marker -wa.*

2.7)

a.

bimis-wa

good_archer-V:TR

‘Make/teach someone to be good archer.’
ri-wif-wa

end-sharp-v:TR

‘Sharpen the point or end of something.’
bi-tfikis-wa

face-dirty-v:TR

‘Make someone’s face dirty.” ELIC

4 The form roswa ‘tell someone off’ potentially presents a counterexample to the claim that sibilant-

approximant combinations only occur at junctures between morphemes. The reason is that is it more

problematic to analyze this form as complex, because there does not appear to be a corresponding intransitive

form ros.
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Examples of sibilant-/y/ sequences occuring at the juncture between two
morphemes are provided in (2.8). These all involve verbs combining with the negative

marker =yama ‘negative’.

(2.8) a. tsipis=yama=ki

fart=NEG=DEC:P
‘S/he didn’t fart.’

b.  tfikif=yama=ki
be.lazy=NEG=DEC:P
‘S/he wasn’t lazy.’

c. tfissyama=ki
Cure=NEG=DEC:P

‘He/she cured him/her’

Fricative-glottal combinations are also possible at the juncture between

morphemes. [llustrative examples are provided in (2.9).

(29) a.  tsipis=Pd=na

fart=NMLZ:P=EPEN

‘The one who farted.’
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b.  tfiki/=Pd=na
be lazy=NMLZ:P=EPEN
‘The one who was lazy.’
c. tfis=Pd=na

cure=NMLZ:P=EPEN

‘The one who cured him.’

There are two latent coda consonants in Chacobo; /n/ and /t/. By latent coda
consonants [ mean Cz in a morpheme with an underlying (C)VC; structure, that never
surface as codas on the surface. Latent coda consonants either delete or resyllabify as the
onset of a following syllable. The latent status of these consonants can be attributed to the
fact that they are not sibilants and that Chacobo only allows sibilants in coda position on
the surface. Furthermore, such forms only surface when they combine with a morpheme
that contains an underlying glottal stop. For instance the final /k/ of ak ‘do, make’ surfaces
in (2.10a). The final /n/ of =tikin ‘again’ surfaces in (2.10b) and the final /n/ of =kan ‘third

person plural” surfaces in (2.10c).
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(2.10) a.  [a.K4&j.na)
ak=?ai=na
do=NMLZ:IPV=EPEN
‘S/he is doing it.’

b.  [a.tiki.ng]
ak=tikin=?4
do=AGAIN=INTER:P
‘Did he do it?’

c. [aKkaniki4]
ak=kan=?i-kia
do=3PL=SS-REP

‘It is said that] they did/do it.’

In all other environments the final consonant of these morphemes drops as in the

examples below.

(2.11) a. [a.ti.ki.ki]
ak=tikin=ki
do=AGAIN=DEC:P

‘S/he did it again.’
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b. [a.ka.ki]
ak=kan=ki
do=3PL=DEC:P

‘They did it again’

Unless a phonetic transcription is provided in square brackets, I will represent
dropped latent coda consonants in parentheses as in (2.12) below. The phonetic form of of

this example is [atikiki].

(2.12) a(k)=tiki(n)=ks
do=AGAIN=DEC:P

‘S/he did it again.’

Sibilant-sibilant combinations only arise at the juncture between two morphemes.

There are no morphemes that contain sequences of sibilants. Sibilant-sibilant clusters

across morpheme boundaries undergo reductions. However, the environments and the type
of reductions are complicated and not treated until Chapter 5.3.4.4 (Section 6.1.2).

Many nouns that contain more than two syllables have, in certain environments,

alternating two-syllable “short” forms (Valenzuela & Iggesen 2007; Tallman 2017) where

the last vowel undergoes apocope (see Section 6.3.1). If the rightmost consonant is a
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sibilant, then only the final vowel is dropped for the short form and the final sibilant is

syllabified as the coda consonant in the final syllable, as is shown in (2.13).

(2.13) a. /sV#/
mitsisi [mi.tsi.si] ~ [mi.tsis] ‘fingernail’
b. /JV#
yawifi [ya.wi.fi] ~ [ya.wif] ‘colored peccary’
c. /sV#/

nisist [ni.st.st] ~ [nt.sis] ‘stink bird / hoaztin.’

If the last syllable of the long form contains a non-sibilant consonant this consonant

drops as well in order to avoid a non-sibilant coda consonant.

(2.14) a.  IpV#

titipa [ti.ti.pa] ~ [ti.ti] ‘grey headed kite’
b.  /kV#

botoko [B6.t0.ko] ~ [B6.t0] ‘picazuro pigeon’
c. V#/

kibitfi [ki.pi.tfi] ~ [ki.Bi] ‘lips’
d.  /cV#/

awara [d.wa.ra] ~ [4.wa] ‘tapir’
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e. /mV#/

popoma [po.pd.maj ~ [po.pd] ‘duck’
f.  /nV#

kamano [ka.ma.no] ~ [ka.ma] ‘jaguar’
g /tsV#/

ma?itsa [ma.?i.tsa] ~ [ma.?i] ~[ma.?is] ‘in vain’

The one exception to this is maritsa ‘in vain’ which has an alternate short form
where the final /ts/ is /s/.

The phonological process of apocope and the dropping of the final consonant
further demonstrates the constraint against consonants which are not voiceless fricatives

occurring in coda position.

Moraic structure

Some morphophonological processes in Chacobo provide evidence for moras as distinct
from syllables. In Chéacobo the vowels of monosyllabic roots with (C)V syllables
double/lengthen if they cannot phonologically incorporate an affix or an enclitic. For
instance, compare the examples in (2.15a) and (2.16a) to the examples in (2.15b) and

(2.16b) below. In the latter cases the vowel of the root obligatorily doubles.
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(2.15) [ka.ki.h6.ni]

o

ka=ki honi

gO=DEC:P man

“The man has gone.’
b.  [ka:rho.niki]

kda honi =ki

go  man=DEC:P

‘The man went.’

(2.16) [pi.ki.hé.ni]

o

pi=kit honi
eat=DEC:P man
‘The man has eaten.’
b.  [piihod.niki]

pii  honi =ki

eat man =DEC:P

‘The man ate.’

In the same position a bisyllabic verb root does not lengthen any of its vowels as in

(2.17b). This suggests that the lengthening seen in the examples above are the product of a

minimality constraint (see Section 6.3.2 for details).
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(2.17) a.  [ha.pa.ki.hé.ni]
haba=ki honi
run=DEC:P man
‘The man has run.’

b.  [ha.pa.ho.ni.ki]
haba honi =ki
run  man=DEC:P

‘The man ran.’

Recall from above that we analyzed cases such as kaa [ka:] ‘go’ and pii [p1:] ‘eat’
as containing two vowel segments even though the VV combination is realized as one long
vowel phonetically. According to the syllabic structure defended above, this means that
such forms are phonologically bisyllabic. However, the reason the vowel lengthening of
monosyllabic CV roots cannot be stated in terms of bisyllabicity is that CVC roots do not
lengthen (or double) their vowels in the same context as do CV roots. In other words, CVC
roots behave like CVCV roots with respect to vowel lengthening, suggesting that
something else besides syllables is being counted in the conditioning of vowel
lengthening/doubling. An example of a CVC root not lengthening its vowel is provided in
(2.18). If the vowel lengthening/doubling observed in (2.15) and (2.16) occurred because
of a constraint based on minimal bisyllabicity, then we would expect &is ‘see’ to surface

as hi's ‘see’ in (2.18b), but it does not.
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(2.18) a.  [his.ki.ho.ni]
his=ki ~ hoéni
see=DEC:P man
‘The has seen him/her/it.’
b.  [his.hé.niki]
his  honi =ki
see man =DEC:P

‘The man saw him/her/it.’

These facts suggest that the constraint on minimal size is based on moras and that
a coda consonant is counted as one mora. The vowel lengthening found in (2.15) and (2.16)
can therefore be analyzed as involving the addition of a mora (see Couto [2017: 61] for
this analysis of a similar phenomenon in Sayndwa-Yaminawa). This phenomenon could be
used to argue that Chacobo has phonologically distinct long vowels. However, apart from

the lengthening process described above, CV: forms are treated as CVV phonologically.
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2.3. TONE AND STRESS

This section provides a description of suprasegmental categories in Chacobo.>
Chécobo contains two types of suprasegmental prominence. Prominence 1 uses a
combination of pitch and vowel duration. Prominence 2 uses a combination of pitch and
intensity. Prominence 1 is obligatory and culminative in its domain of application.
Prominence 2 is neither obligatory nor culminative. The distributional properties of these
two types of prominence suggest that Prominence 1 is “stress” and Prominence 2 is “tone”,
according to Hyman’s (2006, 2009) definition of these categories. The phonetic data are
less clear, however, since both types of prominence are marked by pitch.

For expositional purposes I will refer to Prominence 1 as “tone” and Prominence 2
as “stress” following Hyman (2006, 2009). In this section I first demonstrate that stress and
tone are distinct phonological categories. I then return to the issue of their phonetic
interpretation at the end of the section.

This section is concerned with (i) describing the rules for stress assignment; (i)
showing that tone is lexically contrastive; (ii1) describing the relationship between tone and

stress; (iv) describing the basic distributional properties of tone and stress, and (v)

3 The analysis of suprasegmental categories presented in this dissertation is distinct from that presented in
Tallman (2017). The reasons for rejecting the analysis presented in Tallman (2017) are briefly discussion in

Chapter 5.3.4.4 (Section 6.2).
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describing the phonetic differences between tone and stress. A full description of tonal
processes (tone sandhi and tone insertion) is reserved for Chapter 5.3.4.4, because it
requires detailed knowledge of morphosyntax.

In the stress domain, syllables are either stressed or unstressed. In the tone domain,
syllables either bear a high tone or do not; i.e. they are toneless. The domain of stress
assignment is the first two syllables of the root or prefix-root combination. If the root is
only one syllable long, then the stress domain is extended to include a root+suffix
combination or root+enclitic combination (see Chapter Chapter 3 for definitions of roots,
prefixes, suffixes and enclitics). I will refer to this two syllable window as the stress

domain. The rule of stress assignment is stated in (2.19).6

(2.19) Stress rule:
a. Assign-to-H-tone: Assign stress to the syllable that contains a high tone in
a two syllable window on the left edge of the stress domain.
b. First-syllable-stress: If no high tone is present on the second syllable of the
stress domain assign stress to the first syllable (or assign stress to the first

syllable elsewhere).

6 See Loos (1968: 188-189) for what seems to be an identical rule in Capanahua. The difference between
Chécobo and Capanahua appears to be that Capanahua permits adjacent high tones in far more contexts than

Chacobo.
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In what follows I indicate stress with a straight line diacritic to the left of the
stressed syllable (e.g. ['tfa.ko.po] ‘Chacobo’). High tone is indicated with a V over the
vowel and low pitch is indicated with a V over the vowel. Mid pitch is indicated with a V
pitch over the vowel. The stress rule is illustrated in the examples in (2.20) and (2.21).

In (2.20) we can see the application of the Assign-to-H-tone rule where the stress
is assigned to first syllable in a left-aligned two-syllable window that contains a high tone.
In (2.20a), the stress is assigned to the underlying high tone of hand ‘vomit® by second-
syllable-stress rule described in (2.19a). In (2.20b), the stress is assigned to the second

syllable of kasa ‘play‘ which has an underlying high tone.

(2.20) a. [ ha. 'na.ki]
hana=ki
VOmit=DEC:P
‘S/he vomited.’
b.  [ka.'sa.no]
kasda=no
play=HORT

‘Let’s play!”’
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The following examples show the application of the first-syllable-stress rule as
specified in (2.19b). (2.21a) and (2.21b) show the stress assigned to the first syllable of

hana ‘leave’ and kdsa ‘be angry’ respectively.

(2.21) a. ['hanaki]
hana=ki
leave=DEC:P
‘S/he left it.’

b. ['ka.sa.no]
kasa=no
be angry=HORT

‘Let’s get angry!’

In both of the examples stress and high tone overlap on the surface. The verb root
hana ‘leave’ has no underlying high tone, and kdsa ‘be angry’ does, but the difference the
Assign-to-H-tone stress rule neutralizes this prosodic distinction.

If high tone and stress always overlapped there would be no basis for distinguishing
these categories. There are stressed syllables without high tones and unstressed syllables
with high tones, however. An example where stress occurs on a syllable without high tone
is provided in (2.22). In this example we see that stress is assigned to the first syllable, even

though no high tone is present underlyingly or on the the surface of this syllable.
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When a syllable is stressed and toneless it is realized either with a low or a mid
pitch as is represented in the example in (2.22). This example shows clearly that it is an
overgeneralization to simply say that stress is attracted to all syllables with a high tone. It
falls on the first syllable by default, and on the second syllable if there is a high tone present

on this syllable.

(2.22) ['ha.na.yo.ki] / [ha.na.yo.ki]
hana=y6=ki
leave=CMPL=DEC:P

‘S/he left everything.’

As stated above, tone is lexically contrastive. Syllables of morphemes are specified
as bearing a high tone or containing no tone underlyingly. High tones can be inserted onto
syllables in certain circumstances. As already mentioned, syllables with an underlying high
tone attract stress if they occur on the second syllable of a stem. A converse situation also
applies with the insertion of high tones; high tones are inserted onto stressed syllables. The

rule for high tone insertion is stated in (2.23).

(2.23) High tone insertion rule (H-insertion):
Insert a high tone on the first syllable of a high tone insertion domain (H-

insert domain) if there is no high tone in this domain.
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The high tone-insert-domain is aligned at the left edge of the stress domain. We can
see the H-insertion rule operative in (2.21), where a high tone is assigned to the first syllable
of hana ‘leave’. The result in this case is that high tone and stress occur on the same
syllable.

However, the right extent of the H-insert domain is not coterminous with the stress
domain. This is shown in (2.22), where the H-insertion domain extends at least to the right
edge of the clitic =yd ‘completive’. H-tone is not assigned to the first syllable because an
H-tone is already present on =yo ‘completive’. If the H-insertion domain was coterminous
on the left and right edges of the stress domain, we would predict the insertion of a H-tone
on the first syllable of hana ‘leave’ as in (2.21). The relationship between the domain of
stress assignment and the domain of high tone assignment in (2.21a) and (2.22) above are

respectively depicted in (2.24) and (2.25).
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(2.24) H-insert domain

Stress-domain

Underlying form: hana  =ki

(2.19a): Assign-to-H-tone: hana  =ki (Does not apply)

(2.19b): First-syllable-stress: ~ ‘hana  =ki

(2.23): H-insertion: ‘héna  =ki
Surface form: [ 'ha.na.ki]
(2.25) H-insert domain

Stress-domain

Underlying form: hana =y0
(2.19a): Assign-to-H-tone: hana =y0
(2.19b): First-syllable-stress: ‘hana =y0
(2.23): H-insertion: ‘hana =y0
Surface form: ['ha.na.yo.ki] / [ha.na.yo.ki]

=ki
=ki (Does not apply)
=ki

=ki (Does not apply)

The rightmost extent of the H-insert domain is determined by the specific affix,

clitic or stem that occurs to the right of the root and/or stress domain. In this thesis I will
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say that the morpheme =)0 incorporates into the H-insertion domain in this example. The
evidence for this in the example above is that it blocks the insertion of H-tone on the first
syllable of a root. H-insertion only applies when there is no other H-tone in this domain. If
the clitic =yo did not incorporates into the H-insertion domain, we would expect hana
‘leave’ to surface with a high tone on its first syllable in (2.22) contrary to fact.

Whether a given morpheme incorporates into the H-tone domain cannot be
predicated from its structural category. For instance, not all clitics, as they are defined in
Chapter Chapter 3 (Section 3.2), incorporate into H-tone domains. Some do not block H-
tone insertion on roots such as hana ‘leave’ (see Section 6.2.1 for a detailed description).

Another important property of the H-insertion domain is that H-tone is not
culminative in this domain. There can be more than one H-tone. Stress is obligatory (at
least 1) and culminative (no more than 1) in the stress domain. There is one and only one
stress in the two-syllable window of the stress domain. However, in the H-insertion
domain, more than one H-tone can occur as long as these are present underlyingly. For
instance, the sentence in (2.26) is identical in prosodic structure to the sentence represented
in (2.25b), except that there are two underlying high tones in the latter. These surface high
tones result from two underlying high tones, one on kdsa ‘be angry’ and the enclitic =y0

‘completive’.
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(2.26) [ka.sa.jo.ki]
kasa=yo6=ki
be angry=CMPL=DEC:P

‘They all get angry.’

Furthermore, H-tones inserted into H-insertion domains can be deleted through tone
sandhi rules, resulting in H-insertion domains without any H-tones. Such cases are
discussed in Chapter 5.3.4.4 (Section 6.2), where tone sandhi is taken up in detail. The
point here is that H-tone is neither obligatory nor culminative in the H-tone domain.

Finally, whether a root projects a H-insertion domain depends on its syntactic
position. Clauses in Chacobo all contain a clause-typing morpheme. By clause-type I mean
categories such as declarative, interrogative, imperative and hortative (Chapter 4). When a
root precedes the clause-type morpheme it projects an H-insertion domain. This can be
seen from the example in (2.27a). The proper noun root rabi ‘Rabi (male proper name)’
contains no underlying H-tone. An H-tone is inserted via the rule of H-insertion. (2.27b)
provides an example of an identical sentence with the proper noun rdami ‘Rami (female
proper name)’. The tonal realization of rabi ‘Rabi’ and rami ‘Rami’ is identical showing
that the distinction between a form with no underlying high tone and one with a a high tone

on the first syllable is neutralized in certain contexts.
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(2.27) a. [/i.'no. ‘ra.pi. 'ti.sa.ki.]
[in6=' rabi  tis-a=ki
monkey=ERG Rabi bite-TR=DEC:P
‘The monkey bit Rabi.’
b. [/i.'no. ra.mi. 'ti.sa.ki.]
[in6=' rami  tis-a=ki
monkey=ERG Rami  bite-TR=DEC:P

‘The monkey bit Rami.” ELIC

However, after the clause-type morpheme, the H-insertion domain is not projected
above noun roots. When rabi ‘Rabi’ and rdmi ‘Rami’ occur after the clause-type
morpheme, the difference in underlying tonal structure can be observed. For instance, in
(2.28a) we see that rabi ‘Rabi’ does not surface with a high tone. It simply contains a
stressed syllable. An identical sentence, but with the noun root rami ‘Rami’ instead of rabi
‘Rabi’ is in (2.28b). The root rdmi ‘Rami’ surfaces with a H-tone. I attribute this to the fact

that rdmi ‘Rami’ has an underlying H-tone but rabi ‘Rabi’ does not.”

7 To clarify further the tonal difference between rabi ‘Rabi’ and rdmi ‘Rami’ is only neutralized when a
toneless form such as rabi ‘Rabi’ is in a syntactic position where it projects a H-insertion domain and H-
tone insertion is not blocked by some incorporating element with an underlying H-tone. The reader should

consult 5.3.4.4 (Section 6.2) for more details.
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(2.28) a. ['ta.'tsa.ya.ki. 'ra.pi] /[ t.a. tsd.ya.ki. ra.pi]
t-a tsaya=ki rabi
1SG-ACC see=DEC:P  Rabi
‘Rabi has seen me.’
b. [(G.a.tsd.ya.ki. ra.mi]/ [f.a.tsd.ya.ki. rd.mi]
t-a tsaya=ki rami
1SG-ACC see=DEC:P Rami

‘Rami has seen me.’

The description thus far suffices to show that stress and tone are distinct
phonological categories with different distributional properties in Chacobo, despite the fact
that they overlap under certain circumstances. The distribution of tones in Chécobo is
highly complex and a full description is provided in Chapter 5.3.4.4 (Section 6.2).

According to Hyman (2006, 2009) stress is culminative and obligatory, whereas
tone is not. Tone refers to any case where pitch functions as an indication of lexical
contrast. Hyman’s definitions correspond to what I refer to as “stress” and “tone” in
Chacobo. However, the categorization of these two types of prominence as “stress” and
“tone” is less clear from a phonetic perspective.

In order to show the phonetic distinction between stress and tone, we need to
consider cases where high tone and stress do not fall on the same syllable. The distinction

between stress and tone can be observed by considering the phonetics of the noun roots
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rami ‘Rami’ and rabi ‘Rabi’ as they are realized with spectrograms from the sentences in
(2.28). Recall that in these examples rabi ‘Rabi’ and rdmi ‘Rami’ do not project an H-
insertion domain because it occurs after the clause-type morpheme =4 ‘declarative, past
time’.

Spectrograms of tokens of the sentences presented in (2.28a) and (2.28b) are
provided in Figure 2.3 and Figure 2.4 respectively. Both rami ‘Rami’ and rabi ‘Rabi’
contain stress on the first syllable. But only rdmi ‘Rami’ contains a high tone as well. The
most salient phonetic difference between these words is that for 7dmi ‘Rami’ one can see
that the pitch contour is rising on the first syllable. For rabi ‘Rabi’ this is not the case; the
pitch falls throughout the stem. These examples suggest that pitch is a stronger correlate in

cases with a high tone compared to those without.
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The acoustic values associated with the nouns rabi ‘Rabi’ and rdmi ‘Rami’ are

presented in Table 2.13. The phonetic values presented in this table suggest that stressed

syllables have a higher pitch than unstressed syllables regardless of whether there is a high

tone on them or not. The proper noun rabi ‘rabi’ does not have a high tone on its first

syllable, and a high tone is not assigned via rule. Nevertheless, the first syllable of rabi

‘rabi’ still has a higher pitch. The difference in prominence between rabi ‘Rabi’ and rami

‘Rami’ is that the pitch differences in the syllables are more extreme for the latter. The

pitch difference between /a/ and /i/ in Rami is 57 Hz, whereas for Rabi the difference is 33

Hz.
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Table 2.13. Acoustic values for the subject nouns Rabi and Rami presented in Figure 2.3

and Figure 2.4.
Rabi [ 'ra.pi] Rami ['rd.mi]
a i a i
FO at end of the syllable (Hz) 155 122 187 130
Vowel duration (miliseconds) 113 95 94 79
Intensity (decibles) 54 43 54 40

For comparison, consider the spectrograms for the sentences in (2.27a) and (2.27b).
In these sentences, rabi ‘Rabi’ and rami ‘Rami’ both occur with a high tone on their first
syllable. As stated above, the reason is that lexical roots project H-insertion domains when
they occur prior to the clause-type morpheme. The acoustic values for the vowels of rabi
‘Rabi’ and rami ‘Rami’ presented in Table 2.14 demonstrate that the difference between

these vowels is negligible in this case.
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Table 2.14. Acoustic values for the subject nouns Rabi and Rami presented in Figure 2.5

and Figure 2.6.
Rabi [ 'ra.pi] Rami ['rd.mi]
a i a i
FO at end of the syllable (Hz) 136 107 145 113
Vowel duration (miliseconds) 91 60 94 79
Intensity (decibles) 58 50 59 50

The discussion of the phonetic difference between stress and tone thus far has been
illustrative rather than systematic. Systematic phonetic studies are needed in order to
determine whether the differences one can observe with the tokens chosen in the previous
discussion are statistically significant.

A production study was conducted with 5 Chacobo (three men, two women)
speakers in order to investigate the acoustic correlates of stress and tone. Speakers were
asked to read 26 sentences three times with trisyllabic nouns in sentence medial position.
The reason trisyllabic nouns were chosen is because when a high tone falls on the final
syllable of such forms, stress and high tone do not overlap allowing us to measure stress
and tone. For instance, in the noun panabi ['pa.na.pi] ‘asai’ stress will fall on the first
syllable by default. The stress cannot fall on the high tone since it must fall within a two-

syllable window at the left edge of the stem.
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Tallman and Elias-Ulloa (2017) compared the third (high tone bearing) syllable to
the first and second toneless syllables and showed that vowel duration (ms) and pitch (Hz)
are strong predictors of high tone versus toneless or low/mid pitch syllables. Statistical
comparison of the first and second syllables of the trisyllabic 00H/LLH forms were
performed. In forms such as panabi ‘asai’ neither the first nor second syllable are
distinguished according to tone (both syllables are toneless) and, thus, a comparison
between the first and second syllable should reveal the phonetic correlates of stress without
the influence of tone. Statistical tests showed that stress that pitch and intensity are
correlates of stress. In neither case was vowel quality (measured in F1 and F2) found to

make a difference. The results are summarized qualitatively in Table 2.15 below.

Table 2.15. Acoustic correlates of prominence types in Chacobo (results of information

theoretic multilevel comparison)

Pitch Vowel Intensity
Duration
Prominence 1 “tone” v 4 x
Prominence 2 “stress” v x v

More details on the statistical analysis including comparison with alternative
hypotheses and a discussion of the methodology are found in Tallman & Elias-Ulloa

(2017). There are a few limitations of the production study. The most obvious is that it only
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compared syllables in nouns with the same prosodic shape (00H/LLH). It is possible that
the correlates of the tonal and stress contrast differ according to position in the stem. The
other problem is that unstressed and stressed syllables which both contain high tones were
not yet compared.

Currently in linguistic science there is no agreed upon phonetic criterion or test
for distinguishing stress and tone. Intuitively tone should be distinguished based on pitch
and stress based on some combination of acoustic correlates. To my knowledge, however,
there has been little or practically no attention paid to the statistical relationship between
tone categories and other potential correlates besides pitch. For instance, is it incorrect to
refer to prominence 1 as “tone” (as is done in this thesis) because vowel duration also
plausibly plays a role in marking high tone bearing versus toneless syllables? Since the
multivariate structure of phonological categories has not been investigated in the literature
and plays no part in current “word prosodic typologies” (e.g. Hyman 2006, 2009), there is
currently no way to answer this question. Based on the phonetics it is not clear whether
Chacobo should be regarded as a system that distinguishes two types of stress, two types
of tone, or a mixed tone stress system. In this dissertation I assume that Chacobo can be
described as a mixed tone-stress system, but I emphasize that it is not motivated by the
phonetics of this language.

I refer to the two types of prominence as “tone” and “stress” in this grammar
because of their distributional (phonological) properties. As stated above, stress is

culminative and obligatory in its domain and high tone is neither culminative nor
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obligatory. This choice in terminology is influenced by Hyman (2006, 2009), even though
I depart from him in one important respect. I do not see much point in referring to
prosodic/phonological words in the description of Chacobo. In contrast to how prosodic
systems are described in Hyman’s (2006, 2009) typological work, stress is not a word
prosodic property, because there are no other properties in the prosodic domain of stress
apart from stress itself. I assume that for a category of prosodic word to be motivated in an
individual language morphophonological processes need to cluster around this domain
(Schiering, Bickel and Hildebrandt 2010). The morphophonological domains of Chacobo

are described in more detail in 5.3.4.4.

2.4. PHONOLOGICAL ACCOMODATION OF LOAN WORDS

Chacobo has a borrowed a number of words from Spanish into its lexicon. When it
does this it adapts these words to its phonology by deletion, epenthesis and replacement. A
short list of words borrowed from Spanish into Chacobo are listed below.

The following replacements are typical when words are adopted into the Chacobo
lexicon from Spanish; (i) /e/ > [i]; (i1) /u/ > [o]; (ii1) /I/ > [c]; (iv) /g/ > [k]; (v) /b/ > [B]. All
non-sibilants are deleted in coda positions. Impermissible consonant clusters are
sometimes split up by a vowel as in (2.29¢) and (2.29j), but can also be resolved through

consonant deletion as in (2.29d).
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(2.29) a.  nmardha [na.rd.ha]  ‘orange’ (Sp. ‘naranja’)
b.  sati [sa.ti] ‘frying pan’ (Sp. ‘sartén’)
c.  toroha [to.r6.ha]  ‘grape fruit’ (Sp. ‘toronja’)
d. rato [ra.t0] ‘plate’ (Sp. ‘plato’)
e.  pardata [pa.ra.ta] ‘money’ (Sp. ‘plata’)
f. oria [0.ri.2] ‘pot’ (Sp. ‘olla”)

g.  pirikora [pi.c0.kéd.ra] ‘movie’ (Sp. pelicula)

h.  obiha [0.Bi.ha] ‘sheep’ (Sp. oveja)

1. tlatfo  [tJa.tfo] ‘pig’ (Sp. chancho)

j- kiriko  [ki.ri.ko] ‘foreigner’ (Sp. gringo)

The accomodation of stress into Chacobo is straightforward. All stressed syllables

in Spanish are re-interpreted as cases of lexical high tone.
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Chapter 3.Morphosyntactic structures and relations

This chapter introduces syntactic relations and morphotactic properties. Syntactic
relations refer to the type of structural and semantic relationship two or more elements or
units of grammatical organization have when they combine (Section 3.1). Morphotactic
properties are the properties that define different levels in the grammar; categories such as
root, affix, clitic, stem and phrase (Section 3.2). Syntactic relations and morphotactic
properties serve as background for the division of Chacobo parts of speech into separate
categories (Section 3.3), which are differentially distinguished on different levels of
structure, built out of morphotactic properties.

To the extent that this chapter is concerned with morphology chapter, it is
concerned with the morphotactic aspect of “morphology”, which refers to the principles
governing the syntagmatic distribution of morphemes (Anderson 2015a).

Morphophonology is treated in 5.3.4.4.

3.1. (A)SYMMETRIC SYNTACTIC RELATIONS

This section is concerned with defining the concept of a syntactic relation. Before
describing syntactic relations, some definitions of more fundamental notions need to be
provided. Some of these definitions are in wide use in linguistics and some of them are
redefined or invented completely for the purposes of this description. It is, therefore,

inadvisable to skip over this chapter on the assumption that one already knows the meaning
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of some term based on its definition somewhere else. Furthermore, some terminological
conventions are adopted for purely rhetorical reasons. Where such purely rhetorical
terminological moves are made, I point it out.

The morpheme is a minimally recurring sign unit once allomorphic variation is
accounted for (Hockett 1947). In many cases, allomorphic variation can be factored out in
more than one way. This results in analytic indeterminacies with respect to morpheme
boundaries and whether multiple forms that express the same concept are multiple
morphemes or one morpheme. This makes the concept of a morpheme imprecise.® This
problem will be ignored for now, but will be brought up again in the context of discussions
of constituency in Chapter 5 and morphophonology 5.3.4.4. A construct refers to a
combination of morphemes that are linked through structural relations (Haspelmath 2011:
70). A syntactic relation can connect elements in an asymmetric fashion such that one
element is the head and the other element is a dependent. I will refer to such a syntactic

relation as a head-dependent relation (Tesniere 1959; Nichols 1986; Creissels 2006).

8 1t is well known that the concept of a uniquely identifiable morpheme is problematic (Anderson 2015a).
The analysis of words into component morphemes, for instance, results in indeterminacies, where it is not
clear (i) where the boundary between morphemes is; (i) whether a given formative should be regarded as its
own morpheme or separate morphemes (Blevins 2016). Chacobo is no exception in this regard. Analytic
indeterminacies will be pointed out and described throughout the grammar. In the context of the goals and

scope of this chapter, these problematic cases can be overlooked.
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Elements of a construct might be connected in a symmetrical fashion, where it is difficult
to establish which of the elements is the head and which is the dependent (Matthews 2007).
I will refer to such a syntactic relation as one of co-dependence. The following discussion
concerns the main criteria that are used to define a syntactic relation as head-dependent or
co-dependent.

I use a simple sentence from elicitation in (3.1) to illustrate the head-dependent
relation. The following sentence is composed of morphemes and phrases that are in
syntactic relations with one another, diagrammatically represented by connecting curved
lines (DEP = dependent). Those syntactic connections that are asymmetric contain head

(HEAD) and a dependent (DEP) over their elements.

(3.1)

N

HEAD DEP HEAD DEP HEAD
honi siri= vosa pistia tsaya =ki
man old=ERG woman small see =DEC:P

‘The old man saw the small woman.” ELIC

In Chécobo, the distinction between a head and a dependent in a construct can be

discerned based on three criteria. The first criteria is that of endocentricity (Bloomfield

106



1933). According to this criterion, the dependent is an accessory to the head in the
following sense. The head of a construct is a precondition for the occurence of the
dependent in a sentential context. This criterion can also be stated in terms of distributional
equivalence; the head is the distributional equivalent of the whole construct, which contains
the head and the dependent. For example, in the construct yosa pistia ‘small woman’ in
(3.1), the omission of ygsa ‘woman’ makes the sentence ungrammatical. However, the
omission of pistia ‘small’ does not result in an ungrammatical sentence. In this sentential
context, therefore, ydsa ‘woman’ is a distributional equivalent of the construct yosa pistia
‘small woman’. But pistia ‘small’ is not a distributional equivalent of yosa pistia ‘small
woman’. Therefore, ydsa ‘woman’ is the head and pistia ‘small’ is the dependent according
to the criterion of endocentricity.

The same considerations apply to the relationship between tsaya ‘see’ and the
constructs ygsa pistia ‘small woman’ and /oni siri ‘old man’. Both of these noun phrases
can be dropped and the sentence can remain grammatical. A sentence with only the verb
tsaya and the clause-typing enclitic =ki ‘declarative, past tense, anterior’ can stand on its
own (meaning ‘He/she/it saw /him/her/it.”). Therefore, the verb complex tsaya=Fki ‘saw’ is
a distributional equivalent of the whole sentence in (3.1). The noun phrases are not
distributional equivalents of the sentence. Therefore, they can be considered dependents of
the verb root tsaya ‘see’ according to the criterion of endocentricity.

The second criterion used to distinguish a head from a dependent is

subcategorization; the head implies the occurrence of, or subcategorizes for, its
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dependent. Another way of understanding this criterion, is in terms of syntactic frames. A
head has a number of frames that must be filled by specific syntactic categories. The
transitive verb tsaya ‘see’ is the head of the dependents /oni siri ‘old man’ and ydsa pistia
‘small woman’ by the criterion of subcategorization. The verb root tsdaya ‘see’
subcategorizes for two noun phrase arguments, one which must occur with ergative
marking (a high tone in Chéacobo), and another that occurs unmarked in the absolutive
case.” Furthermore, even where the two noun phrases are not there, their existence is
presupposed in the meaning of the sentence.

Another criterion for distinguishing heads and dependents is the type-of criterion
(Hudson 1987; Zwicky 1993). This criterion is more semantic than either the criterion of
endocentricity or the criterion of subcategorization. According to this criterion the
dependent specifies a subtype of the notion denoted by the head. In the context of the
sentence in (3.1), this criterion again identifies the verb tsaya ‘see’ as the head and the two
noun phrases honi siri ‘old man’ and yosa pistia ‘small woman’. The reason is that the
meaning of the whole sentence can plausibly be thought of as a type of seeing event, but
not as a subtype of old man or small woman. The type-of criterion might be thought as
applying to the noun constructs as well. For instance, honi siri ‘old man’ is a type of ‘man’,

but not a type of ‘old’. Unfortunately, this logic does not actually work as straightforwardly

9 This is a gross simplification of the alignment system of Chacobo done for illustrative purposes (see

Chapter 7 and Chapter 8 for a detailed description of the alignment and valency-adjustment).
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in the case of noun-adjective combinations; the adjective siri ‘old” might be thought of as
identifying an ‘old entity or event’. On this definition of siri ‘old’, the construct honi siri
‘old man’ is co-dependent by the type-of criterion.

In fact, in the typological literature, all the tests for syntactic relations have been
noted as problematic to varying degrees (Croft 2001; Matthews 2007). These problems
can be easily illustrated in Chacobo. For instance, the criteria of head-dependent relations
do not apply to the combination of the verb root #saya ‘see’ and the clause-typing enclitic
=ki ‘declarative, past tense’. The criterion of endocentricity does not help determine which
of these two elements are the head. The two morphemes are co-dependent. The verb root
tsaya ‘see’ cannot occur without a clause-typing morpheme, the clause-typing enclitic =k#
‘declarative, past tense’ cannot occur without a verb root (or an auxiliary verb). The type-
of-criterion does not apply to the tsaya ‘see’ =ki ‘declarative past tense’ combination
either. The meaning of (3.1) can be characterized as a type of seeing event as much as it
can be described as a declarative speech act or a past time event.

The criterion of subcategorization can only apply with some difficulty. The verb
root fsaya ‘see’ is a subcategory of verb (active: transitive) that selects for a clause-type
morpheme (such as =ki ‘declarative, past tense, anterior’) in all constructions. Not all verb
roots require a clause-type morpheme. Non-active intransitive verb roots, for instance, do
not require a clause-type morpheme (see Chapter 4 for details). This makes the relation
between the verb root tsaya ‘see’ and =ki ‘declarative past tense’ more symmetric. While,

it is still the case that the enclitic =k ‘declarative, past tense, anterior’ can be seen as
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subcategorizing for a verb root (by virtue of requiring it), the fact that verb roots vary in
terms of whether they require a clause-type morpheme, makes the asymmetry
comparatively weaker for the tsaya=ki ‘saw’ construct. The asymmetry is not as
pronounced as it is between the verb and the noun phrases or between the noun and their
adjectives.

There are other combinations where the criteria fail to make any distinction between
head and dependent at all. An example of a construct which is completely co-dependent as
far as the head-dependent criteria are concerned is toa honi ‘that man’ found in (3.2).

(3.2)

DEP HEAD
toa honi ka =ki
DEM2 man g0 =DEC:P

‘That man went.”  ELIC.

As is typical of demonstrative noun-combinations cross-linguistically (Matthews
2007; Croft 2001), the criteria of headedness do not clearly point to one or the other element
being the head in the t6a honi ‘that man’ construct. First, according to the criterion of
endocentricity, neither t6a ‘that’ nor #oni ‘man’ is the head or dependent. Either t6a ‘that’

can be dropped leaving 4oni ‘man‘ by itself as a referential expression or /4oni can be
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dropped leaving toa as the sole referential expression. Subcategorization does not discern
between these cases, either; all demonstratives can combine with all noun roots. I will refer
to the relationship between f6a and honi in examples such as (3.2) as one of co-dependence.
Because constructs vary in terms of how well the criteria of headedness converge, I will
assume that the syntactic relations between elements across constructs in Chacobo vary on
a scale from symmetrical (co-dependent) to asymmetrical (head-dependent) based on the
criteria.

Complexes will be named after the syntactic category (noun, verb, adjective) of
their head (see §3.3 for a definition and justification of syntactic categories). For instance,
[ will refer to the combination of the noun 4oni ‘man’ with the adjective siri ‘old’ as a noun
complex. [ will refer to the combination of the verb tsaya ‘see’ with its dependents as a
verb complex. This means that the entire sentence in (3.2) is a verb complex in this
grammar. While all verb complexes are sentences, not all sentences are verb complexes.
For instance non-verbal predicate constructions (see Chapter 4 for the distinction between
verbal and non-verbal predicate constructions) can be sentences without being verb
complexes.

In cases where the relation between the elements of a construct is not asymmetric,
[ will refer to the the complex by the name of the open class lexical category in the complex
(a description of lexical classes is provided in Section 3.3 below). For instance, the
combination of tsaya ‘see’ and =ki ‘declarative, past’ in (3.1) will be referred to as part of

the verb complex, because fsaya ‘see’ is a member of an open class of lexical verb roots
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and =ki ‘declarative, past tense’ is not. In (3.2), the combination of toa ‘that’ and honi
‘man’ will be referred to as a noun complex. The reason for this is that soni ‘man’ is a
member of an open class of lexical noun roots while toa is not part of an open lexical class
of morphemes. The principle that a complex is named after the open class lexical root is a
rhetorical convention. The reader should not attach any theoretical or descriptive
significance to this terminological move. For instance, I could call foa honi ‘that man’ a
demonstrative (or determiner) complex and it would not affect the structural analysis of

noun/determiner/demonstrative complexes provided in this grammar

3.2. MORPHOTACTIC VARIABLES

This section is concerned with how the syntagmatic organization of morphemes, constructs
and complexes are described in this grammar. By syntagmatic organization, I refer to the
order of elements in a sequence and to their relative contiguity. Contiguity refers to the
degree to which two or more elements must occur together or conversely the degree to
which to or more elements can be separated by other elements (Croft 2001).

The study of the syntagmatic organization of elements in a grammar can be divided
into morphotactics and syntax. The distinction between morphotactics and syntax is usually
described as follows. Morphotactics refers to the distribution and organization of
morphemes in a word. Syntax refers to the distribution and organization of words in a

sentence (e.g. Hockett 1956; Anderson 2015a). The distinction is motivated as long as one
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can discover general organizational principles that distinguish morphotactics from
syntax.!0 Otherwise the distinction amounts to an orthographic convention and should have
no place in a descriptive grammar.

At the same time, it is commonly implied or more simply stated, that there is a
continuum between morphotactics and syntax (e.g. Meira 1999: 122; Fleck 2003: 227,
Valle 2017: 241). A similar claim that seems to express the same basic idea is that the
precise division between morphological combination (suffixes) and syntactic combination
(clitics, particles, words) is arbitrary (e.g. Epps 2008: 125), even if there are general
architectural differences between the structure of words and phrases.

In this grammar I assume that the question of whether a language has two systems
of syntagmatic organization (even if they overlap or display fuzziness at their boundaries)
is an empirical question that should be assessed for each language (Haspelmath 2011;
Tallman & Epps forthcoming). I, therefore, take it as the null hypothesis that any
architectural division between morphotactics and syntax in a language is arbitrary, unless
the distinction can be motivated empirically.

It is against this background that I define the terms morphotactics and syntax as

opposing ends of a continuum of bondedness rather than terms that identify different

10 An example of such an organizational principle comes from Quechua. In Quechua, in syntax the language
has an subject-object-verb order. Inside the verbal word, the order it verb-object-subject, where the object
and subject are expressed by suffixes. Thus, the order of the expression of grammatical relations is reversed
(Weber 1980).
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principles of syntagmatic organization. We can say that a given construct is more or less
morphotactic or syntactic compared to some other construct, but all constructs can be
regarded as morphotactic or syntactic to a certain extent. In this section I describe the
variables that define the morphotactic-syntactic continuum. I refer to such a variable as a
morphotactic variable. This concept forms the basis of the terminological framework for
distinguishing between constructs on the two poles of the morphosyntax continuum and
the intermediate cases. Finally, I discuss the relationship between syntactic relations
(discussed in §3.1) and morphotactic properties.

The first morphotactic variable is whether a given morpheme or construct is free or
bound. An element is free if it passes the minimum free form test and it is bound otherwise
(Bloomfield 1933; Nida 1949; Hockett 1956). A free form consists of a morpheme or
construct that can stand on its own as a complete utterance. A minimum free form is a
morpheme or construct that is a free form and consists of no other free forms. The following
morphemes pass the minimum free form test in Chacobo, because they can occur as
complete utterances in some discourse context. Furthermore, they are not decomposable

into smaller free forms.
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(3.3) a.  honi ‘man, male’
b. ydsa ‘woman, female’
c. sobo ‘house, home’
d. bari ‘day, sun’

e.  pistia ‘small, a little’

For instance, (3.3a-d) could be felicitously used in response to question such as
hawi tsaya?a ‘what did you see?’. (3.3e) could be used in response to to the question hawi
t17i pi?a ‘how much did you eat’ or hawi ni hawi tdna ‘what is its size?’.!!

The morphemes listed in (3.4) fail the minimum free form test. There is no
discourse context where the elements could be used as a complete (elliptical) utterance. An

example of a grammatical sentence where all of these morphemes occur appears in (3.5).

11 The minimum free form test is distinct from the test of pronounceability, which refers to the capacity of a
speaker to be able to assign some meaning to a segment in an utterance. It is currently not clear how to apply
the test of pronounceability in a consistent fashion. It seems to depend heavily of the metalinguistic
knowledge of the speaker. I have not found the criterion of pronounceability defended in any published
writings. Nevertheless I mention it here, because many linguists have told me that they use this criterion,
even if it is never mentioned explicitly.
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34) a. *tsi  ‘third position connector’

b.  *kid ‘reportative’

c. *ha ‘third person pronoun’
d.  *tsdaya ‘see’
e. *=ni ‘remote past’
f. *=ki ‘declarative, past tense’
(3.5 sobo  tsi  kia  ha tsdya=ni=ki

house P5 REP 3 see=REMP=DEC:P

‘(It 1s said that) he/she saw the/a house (in the remote past).” ELIC.

Morphemes such as those in (3.3), which pass the minimum free form test, will be
referred to as free. Morphemes such as those in (3.4) that fail the minimum free form test,
will be referred to as bound. Its important to point out that freedom and boundedness is
not a property limited to morphemes. Boundedness is a property of constructs
(combinations of morphemes or other constructs) as well. For instance, in (3.5), the entire
sentence is free, but there are some subparts that are also free. For instance, a combination
of tsaya ‘see’ and =ki ‘declarative, past tense’ can stand on its own as an utterance and,

therefore, this verb complex is a free form.
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(3.6) tsaya=ki
See=DEC:P

‘He/she/it saw him/her/it.’

Bound morphemes and constructs are associated with the morphotactic pole of the
bondedness continuum. Free morphemes and constructs are associated with the syntactic
pole of the bondedness continuum.

The next morphotactic variable refers to the relative contiguity or separability of
the elements of a construct. It is more complex than the bound-free variable. The reason
for this is that, as pointed out in the introductory paragraph, contiguity is a matter of degree
(Croft 2001: 190). It refers to the degree to which the elements must occur together or are
separable by other morphemes or constructs. Below I describe why it must be a matter of
degree.

A classic test of contiguity is the test of interruptability (Bloomfield 1933: 180;
Mugdan 1994: 2552). According to this test, uninterruptable constructs are words
(morphotactic constructs). In the terminology adopted in this paper, we should be inclined
to consider an uninterruptable construct as one that leans towards the morphotactic end of
the continuum. The “test” is not actually so simple, however. The results of the test will
vary according to which element we choose as the interrupting one (Mugdan 1994;
Haspelmath 2011). One approach to this problem is to choose some property as definitional

for the interrupting element. Haspelmath (2011) suggests that the interrupting element must
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be a free form. But this choice is completely arbitrary. In this thesis, I will assume that the
contiguity of some construct is a morphotactic variable that can vary from 0 (most
morphotactic) upward to n (most syntactic), where n refers to the number of tests of
interruptability that can be defined by different types of interrupting elements.

To illustrate this idea consider the verb complex in (3.7). The verb complex in
(3.7a) consists of four morphemes; a verb root at/“grab’; the three grammatical morphemes
-a ‘transitive’; =md ‘causative’; =ki ‘declarative, past tense’ all display different degrees
of contiguity with the verb root a#/“grab’. The suffix -a ‘transitive’ is the most contiguous
in that it can never be separated from the verb root by a free form. The enclitic =ma
‘causative’ can be separated from the verb root by the free form negative marker. This is
shown in (3.7b). This morpheme is not separable from the verb root by any constructs that
can contain more than one free form (e.g. a verb complex or noun complex). However, the
clause-type enclitic =ki ‘declarative, past tense’, can be separated from the verb root by a
noun complex (subject), that contains more than one free form. An example of this is

provided in (3.7b).

(3.7) a. atf-a =ma  =ki

grab-TR =CAUS =DEC:P

‘He/she/it made him/her/it grab him/her/it.’
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b. atf-a yama =ma =ki
grab-TR NEG =CAUS =DEC:P
‘He/she/it didn’t make him/her/it grab him/her/it.’
c. atf-a=ma héni  siri = wa =ki
grab-TR=CAUS man  old =ERG TR =DEC:P

‘The old man made him/her/it grab him/her/it.” ELIC.

The sentences in (3.7) illustrate two tests of contiguity and, thus, allow for the
morphotactic variable of contiguity to have at least three levels (noninterruptable = 0;
interruptable by a free form < 1; interruptable by a complex free form = 2). This shows that
uninterruptability is a matter of degree, which is why I refer to it as a morphotactic variable.
There are many more tests of contiguity, however, for the purposes of this chapter, two
degrees of contiguity is all that is necessary.

The first test of interruptability concerns whether elements within a construct can
be interrupted by any free form, illustrated in (3.7b) with the construct that combines at/-a
‘grab (tr.)” with =ma ‘causative’. The second test of interruptability concerns whether the
elements can be interrupted by a construct that contains more than one free form, illustrated
in (3.7c) with the construct that includes at/~a ‘grab (transitive)’ and =ki ‘declarative, past
tense’. The causative morpheme =ma receives a score of 1, because it is interruptable by a
free form, but not by a complex free form. Finally, the morpheme =k does not pass any

contiguity tests and thus receives a score of 2.

119



Table 3.1. Contiguity-separability of forms with two constructs

UNINTERRUPTABLE | UNINTERRUPTABLE BY | contiguity

BY ANY FREE FORM | COMPLEX FREE FORM value

-a 0 0 0
=ma | 1 0 1
=ki |1 1 2

In Chapter 5, I describe the structure of the verb complex and noun complex in
relation a larger array of morphotactic variables. The following discussion describes some
basic structural categories that are based on the two criteria identified above.

An affix is a morpheme that is bound and maximally contiguous with the element
it combines with. The transitive morpheme -a of (3.7) is an affix, because it fails the
minimum free form test and because it is always perfectly contiguous with the verb root.
An affix can be interrupted from the form it combines with, but only by other affixes.

Affixes can only combine with roots or stems. A root is a morpheme which projects
a stress domain (Chapter 2) and has the potential to combine with affixes. A stem is either
a root or a construct that consists of a root and an affix. All roots are stems, but not all
stems are roots. An example of a root is a#/ ‘grab’ from (3.7). The stem in this example is
atf-a ‘grab (tr.)’. Stems will be named after the lexical class of their root. For instance, at/-

a ‘grab (tr.)’ is a verb stem. A verb stem is a verb complex that is relatively close to the
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morphotactic pole of the morphotactic-syntactic/bondedness continuum. It combines
boundedness with high contiguity.

A phrase refers to a construct that consists of one or more separable free forms. By
separable, I mean that the contiguity value according to Table 3.1 is at least 1. A phrase is
the inverse of a stem with respect to the morphotactic variables of boundedness and
contiguity. Roughly, elements of a a phrase are non-contiguous and free whereas elements
of a stem are contiguous and bound. Phrases will be divided into types (noun phrase, verb
phrase) on the same principle that complexes are divided into types. A phrase will be named
after its head. In cases where the syntactic relation between the elements of the phrase is
symmetrical, the phrase will be named after the open class lexical element. An example
of a verb phrase is provided in (3.8a). The verb pi ‘eat’ is the head of a verb phrase that
contains kama siri and ina pistia as dependents. Each of the dependents can be separated
from pi by a free form. This can be observed by comparing (3.8a) with (3.8b). In (3.8a),
the noun phrase kama siri ‘old jaguar’ is interrupted from its head pi ‘eat’ by the free form

ina pistia ‘small dog’.
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(3.8) a. [ kama siriln. = [ina pistialn [pi v =k
[ jaguar  old | =ERG [dog  small]x [ eat ]Jv =DEC:P
‘The old jaguar ate the small dog.’
b. [ina pistia |x [ kama — siri ]x = [pi v =ki
[ dog small ]x [ jaguar old ]x =ERG [eat [y  =DEC:P

‘The old jaguar ate the small dog.” ELIC.

Another property of phrases is that they allow self-similar embedding. By self-
similar embedding I mean one phrase can be nested as a dependent of another phrase of
the same type. For example, a verb phrase can be nested inside another verb phrase. The
verb complex pihi=~rai ‘it is opening’ is embedded inside the noun phrase nai pihifaikato
‘the sky that is opening’, which in turn is embedded inside the verb phrase headed by Ahiko

‘enter’.

(3.9) [[ nai [pihi=2di lve =katole=tsi  hiké tsi  kid
[[ sky [open=NMLZ:IPV |=REL]=SPAT PS5 enter PS5  REP
ha =ni=ki Jve
3=REMP=DEC:P |

‘He entered into the sky that was opening.” TxXT001:075
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Stems do not display this property of self-similar embedding. Self-similar

embedding is confined to phrases, which are constructs at the extreme end of the syntactic

pole of the continuum. The following table summarizes the distinction between stems and

phrases in terms of three properties that define the morphotactic-syntactic continuum.

Table 3.2. Some morphotactic variables associated with stems versus phrases

bound elements

STEM PHRASE
CONTIGUITY Root/stem combines with Phrase combines with
contiguous elements separable phrases
FREEDOM Root/stem combines with Phrase combines with free

phrases

SELF-SIMILAR

EMBEDDING

Stem does not embed inside

another stem.

Phrase embeds inside another

phrase of the same type.

Stems and phrases define poles of a continuum. Stems are constructs on the

morphotactic end and phrases are constructs on the syntactic end. There are constructs that

do not fit into either category. These combine one of the properties of a stem with one of

the properties of a phrase.

Such categories are in between stems and phrases on the morphotactic-syntactic

continuum. How close they are to either one of the poles depends on a number of factors

that will be discussed in Chapter 5. I will refer to all constructs that are not stems or phrases
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as fuzzy constructs. Not all fuzzy constructs display the same degree of bondedness. That
is, a fuzzy construct is between a stem and a phrase in terms of bondedness, but it can be
relatively closer or further away from each compared to other fuzzy constructs. There are
two broad types of fuzzy constructs; clitic constructs, compounds and reduplicative
constructs.

The first type of fuzzy construct is the clitic construct. A clitic construct consists
of a combination of a clitic and some other element. Clitics are bound and separable
morphemes. They are bound in the sense that they fail the minimum free form test. They
are separable in the sense that when they semantically combine with some other element,
they can be separated from it by a free form. An example of a clitic construct is the
combination of the verb stem at/~a ‘grab (tr.)’ with the clitic =ma ‘causative’. The example
in (3.7b) shows that the verb root and the clitic =ma can be interrupted by a free form.
Since =ma is bound it is a clitic and therefore the combination of a#/-a ‘grab (tr.)’ and =ma
‘causative’ is a clitic construct. Clitic constructs show different degrees of stem like or
phrase like behavior.

The second type of fuzzy construct is the noun-noun construct. Noun-noun
constructs refer to combinations of two noun stems. Noun-noun constructs have the same

distribution as simplex nouns. Examples of noun-noun constructs are provided in (3.10).
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(3.10)

o

ta’i sota ‘stocking, sock’
b.  mikini sota ‘glove’
c.  hini popo(ma) ‘ringed teal (lin.Collonetta leucophyrs)’

d.  raiti kisi ‘head band (raiti ‘cloth’; kisi ‘cut’)

Noun-noun constructs cannot be interrupted by a free form. Thus, they are stem-
like in terms of contiguity. However, they are phrase-like in that they are composed of two
free forms. In terms of the morphotactic variables of contiguity and boundedness, noun-
noun constructs are the inverse of clitics. Noun-noun constructs are like clitic constructs in
that they vary in terms of how stem or phrase like they are or their relative position on the
morphotactic-syntactic continuum. For instance, some of the noun-noun constructs are
more semantically opaque than others in that their meaning does not straightforwardly
follow from the meaning of their parts. For example, hini popoma ‘ringed teal’ literally
means ‘water owl’. Furthermore, some noun-noun constructs display irregular tonal
patterns that I view as a symptom of lexicalization (see 5.3.4.4, Section 6.2 for tone patterns
in noun-noun constructs; Chapter 14 provides a description of a the semantics and syntax
of noun-noun constructs).

Reduplication constructions are also fuzzy constructs that vary on the bondedness
continuum. In Chacobo, reduplication constructions are formed by doubling a

morphosyntactic constituent that is minimally a (prefix-)root combination (if a prefix is
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present, otherwise, it is just the root), but can contain multiple free forms. This is illustrated

in (3.11) below. For a full description of reduplication see 5.3.4.4 (Section 6.4).

(3.11) a.  tda-nis ~ ta-nis=ki
foot-tie ~ foot-tie=DEC:P
‘We tied his/her feet multiple times.’
b.  tsayayama ~ tsaya ydma}=ki
see NEG ~ see NEG=DEC:P

‘He never looked.” ELIC.

Before moving on to a discussion of part-of-speech classes in Chacobo a
clarification regarding the use of the terms as bondedness continuum, morphotactic
variable, syntactic relation is in order. First, in this grammar all constructs have
morphotactic variables, regardless of where they are on the bondedness continuum. For
instance, morphotactic variables that define phrases are those of contiguity and
boundedness. The values of these morphotactic variables are such that they make what I
call phrases less morphotactic than stems.

Section 3.1 of this section described syntactic relations in terms of degrees of head-
dependent (a)symmetry. A head-dependent relation is typically conceptualized as
quintessentially “syntactic” since it is usually conceptualized as involving the combination

of “words”. Linguists are divided concerning whether syntactic relations between “words”
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extend into relations between elements inside words (e.g. Anderson 1980 vs. Bauer 1990,
Haspelmath 1992 vs. Croft 2001: 267). In the terminology of this thesis, the issue of
whether syntactic relations extend into words is formulated as follows: given a construct
consisting of two or more elements what is the correlation between the position of this
construct on the bondedness continuum and the asymmetry versus symmetry in syntactic
relations that these elements exhibit with each other? In the descriptive framework of this
thesis, therefore, whether syntactic relations extend into the “word” is a matter of degree
that could in principle vary between languages because syntactic relations and bondedness
(wordhood) vary along continuous parameters in a language specific fashion.

Syntactic relations and morphotactic variables combine to divide Chacobo
grammar into a number of categories. The next section discusses part-of-speech classes
distinctions based on distributional properties and the types of elements they can form

syntactic relations with.

3.3. PARTS OF SPEECH

Roots and stems further divide into different part-of-speech classes. These are
nouns, verbs, adjectives, adverbs and other categories. Typologically parts of speech are
organized around basic category prototypes, but they are language-specific categories in a
few important senses (Croft 2000, 2001; Rijkhoff 2007; Schachter and Shopen 2007; inter
alia). First, certain categories are not motivated in all languages. For instance, some

languages do not have a motivated adjective class (e.g. Chafe [2012] for Northern
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Iroquioan; Weber [1980: 36] for Quechua). Secondly, even where part-of-speech
categories can be identified, the criteria that distinguish them vary in a language-specific
fashion. This section provides the language-specific criteria that distinguish and motivate
different parts of speech.

Part-of-speech classes can be broadly distinguished according to whether they are
lexical or functional categories. Lexical categories denote things, events and properties
(Sapir 1921: Ch. 4). Functional categories inherently denote relational and/or abstract
concepts. By relational concepts I mean concepts that relate two or more things, events or
properties in a temporal, spatial or aspectual frame. For instance, the ergative case marker
in Chacobo found in (3.1) relates the event of seeing to a referent (the old man). The
ergative is, therefore, a functional category. The noun honi ‘man’ denotes a time-stable
entity and therefore it is a lexical category. The demonstrative toa ‘that’ in (3.2) is
functional in that it relates some entity to a point of reference.

The distinction between lexical and functional concepts is too vague to completely
operationalize, however. It is clear that there must be a continuum between lexical and
functional categories for processes such as grammaticalization to occurs at all; “semantic
bleaching” is a gradual process whereby a concrete (lexical) concept gradually becomes
more abstract or relational (e.g. Bybee 1985; Bybee, Perkins, Pagliuca 1994). Certain
semantic categories co-exist in multiple domains. For instance, the morpheme siri ‘old’
functions as a property on the one hand but it relates the concept it modifies to a temporal

frame. Furthermore, the morpheme siri ‘old’ can be used as a temporal adverb meaning ‘a
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long time ago’, where it seems to have a similar function to the remote past marker.
Chacobo also has a class of associated motion markers, a class of bound clitics that relate
a motion event to some main event. To illustrate the problem in assigning associated
motion morphemes to either a lexical or a functional class on semantic grounds alone
consider the sentences in (3.12). The example in (3.12a) combines the verb root pi with an
associated motion clitic =bona ‘going (transitive, plural)’. In the example in (3.12b) pi ‘eat’
combines with a nominalized verb ka=7ai ‘going’. The sentences have similar meanings,
with subtle aspectual differences that will be discussed in Chapter 11 and Chapter 12. The

important point to note for now is that both=bona and ka express a motion event.

(3.12) a.  pi=bona=ki
€at=GOING:TR/PL =DEC:P
‘He ate while going.’
b. pi=ki ka=rai=na
eat=DEC:P gO0=NMLZ:IPV=EPEN

‘He ate while going.’

Furthermore, in the construction in (3.12) the lexical verb ka ‘go’ relates to the main
verb, referring to a pragmatically backgrounded motion event. The difference is that =bona
is inherently relational — it cannot stand on its own to express a motion event, it always

expresses a motion event that relates to some main lexical event. In other words, the
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associated motion category is inherently relational even if it contains some lexical content
by referring to a motion event that can alternatively be expressed by a lexical verb. In this
thesis, I will refer to categories such as associated motion enclitics as semi-lexical
functional categories (borrowing a term from Haider [2001]). This captures the fact that
they are functional in that they are inherently relational even while they encode some
lexical content that is expressible by lexical categories. There are a number of other
interesting semantic and pragmatic correlates to the distinction between lexical and semi-
lexical functional categories. A large part of this thesis will be concerned with teasing apart
the semantics of semi-lexical functional categories and lexical categories that appear to be
functionally similar, such as the distinction between lexical motion verbs and associated
motion clitics.

Another property that distinguishes part-of-speech classes is the open-closed class
distinction (Schachter and Shopen 2007). Open classes are open to new members through
borrowing, the lexicalization of polymorphemic forms and onomatopoeia. Closed classes
are closed to the aforementioned processes that create new members. The boundary
between open and closed is not completely discrete, however (Creissels 2006: 43). One
reason for this is that an open class morpheme can become a member of a closed class
through grammaticalization. I will refer to classes that span the boundary in this sense as
semi-open classes (see Fleck’s [2003: 221] for the similar concept he refers to as “non-

prototypical open classes”).
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There is a strong correlation between the lexical-functional status and the open-
closed status of parts of speech categories. The relationship is as follows. Lexical categories
tend to be open class. Functional categories tend to be closed class. Table 3.3 below lists
the part-of-speech categories in this grammar, and their lexical-functional and open-closed
status.

Nouns and verbs are robustly distinguished in Chéacobo; this is described in Section
3.3.1. While adjectives share some distributional properties with nouns and verbs, they
constitute a distinct part of speech class; this is discussed in Section 3.3.2. Morphemes that
express adverbial semantics are highly heterogeneous structurally. First, the adverb class
displays a high degree of lexical flexibility with the adjective class, and adverbs are
particularly prone to grammaticalization. Adverbs develop more abstract meanings and
they tend to develop prosodically dependent alternants, i.e. they to grammaticalize (Bybee
et al. 1994). Adverbs, which bridge the divide between lexical and functional categories,
and open and closed classes, are taken in Section 3.3.3. In Section 3.3.4 I briefly discuss
semi-lexical functional categories and functional categories, which are largely treated

throughout the grammar.

131



Table 3.3. Part-of-speech classes in Chacobo

PARTS OF SPEECH CATEGORY OPENNESS

nouns, verbs (Section 5.3.1), Lexical Open

adjectives (Section 5.3.2)

adverbs (Section 5.3.3) Semi-lexical function | Semi-Open

associated motion, temporal Semi-lexical function | Closed
distance, perspectival
(evidentiality, modality,
mirativity), quantifiers,

interrogative phrases

post-positions, case, participant | Functional Closed
agreement, subordinators,
possessive markers, number,

tense, aspect, clause-type

Before describing the part-of-speech classes in Chéacobo, a terminological
clarification is in order. There are some roots that can function in more than one class at a
time. For instance, the root /bo ‘owner (n.), to own (v.)” in Chécobo can function as a noun
or a verb, where it refers to an ‘owner (n.)’ or a transitive predicate ‘to own something (v.)’
respectively. There are two ways of describing such a situation. One way is by referring to

a process called zero-derivation, that derives one of the part-of-speech categories from the

132



others. For instance, one could consider the noun function of ibo ‘owner’ to constitute its
underlying meaning. The verb function ‘to own something’ could be derived from the noun
through zero-derivation. Another way of describing such cases is by positing that such a
root is lexically flexible between verb and noun classes. In this grammar, I use the
terminology of lexical flexibility to describe such cases. The reason is that I see this concept
as capturing distinct degrees of autonomy that different part-of-speech classes exhibit vis-
a-vis other part of speech classes. For instance, adverbs are a much less robust grammatical
class because, overall, they display a high degree of lexical flexibility with a number of
different part-of-speech classes. This terminological choice should not be seen as a
theoretical decision, however. I am not claiming that an analysis that posits zero-derivation
or perhaps differentiates it in some way from lexical flexibility is incompatible with the

data in Chéacobo (see the papers in Rijkhoff and van Lier [2013] on this question).

3.3.1 Nouns and verbs

Nouns and verbs in Chacobo can be distinguished on morphological, syntactic and prosodic

grounds. In Chécobo, verb roots can host valency-adjusting suffixes and clitics, while

nouns cannot (see Chapter 8 on valency). Examples of valency-derived intransitive and

transitive verb complexes are given in (3.13) and (3.14).
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(3.13)

(3.14)

VALENCE SUFFIXES ON INTRANSITIVE ROOT

a.  haba

b.  haba=mada
c.  haba-na

d.  haba=biki
e.  haba-mis

(3

run’

‘make someone run’ (causative)

‘two people run in competition’ (interactional adversarial)
‘run together (side by side)’ (interactional)

‘run (habitually) ’ (antipassive habitual)

VALENCE SUFFIXES ON TRANSITIVE ROOT

a. tsaya
b.  tsaya=ma
c.  tsaya-nd

d.  tsaya=biki
e.  tsaya-mis

f. tsaya-?rakd

3

see’

‘make someone see’ (causative)

‘have a staring contest’ (interactional adversarial)
‘see each other’ (interactional)

‘see (habitually) (intr.)’ (antipassive habitual)

‘be seen’ (passive)

The augmentative suffix -wa, in contrast, only combines with noun roots, and not

verbs. Examples are given in (3.15).

134



(3.15) AUGMENTATIVE SUFFIXES ON NOUNS
a.  honi-wa  ‘big man’
b.  tfi’i-wa ‘big fire (forest fire)’
c.  yofini-wa ‘big wind (storm)’
d.  kapiyp-wa ‘bigtent’

e.  nofini-wa ‘big parasite’

Verbs in Chacobo can undergo category changing nominalizations. I follow the
convention in Panoan linguistics and refer to such derived forms as nominals (Fleck
forthcoming; Valle & Zariquiey forthcoming), even though they often display mixed
behavior with respect to the distinction between nouns, verbs and adjectives. The important
point for this section is that they combine with only verbs or only verbs and adjectives and
thus distinction these categories from nouns. One example is with the instrumental
nominalizer =#i. Examples of verb roots derived to form noun complexes via this suffix are
given in (3.16). The suffix =# ‘instrumental nominalizer’ never combines with nominal
roots. Note that the meanings derived from modification by =# are only vaguely

instrumental in some cases.
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(3.16) INSTRUMENTAL NOMINALIZATION: V >N

a. rasa=ti ‘bat, hitter (lit. thing to sweep)’
b.  kasa=ti ‘soccer field (lit. thing to play)’
c. atla=ti ‘mortar (lit. thing to grab)’

d. tsalo=ti ‘seat (thing to sit with’

e. a(k)=yama=ti  ‘prohibition (lit. thing to not do.)’

f. oriki=ti ‘food (lit. thing to nourish with)’

Verbs in Chacobo can all undergo agentive nominalization/adverbialization with
the suffix - sini. There are only a few cases where this suffix combines with nouns.

Examples of verb roots combined with -sini appear in (3.17).

(3.17)  AGENTIVE NOMINALIZATION/ADJECTIVALIZATION: V > N/ADJ
a.  Siti-sini ‘smeller (n.)’ (siti ‘smell (v.)")
b.  tfikif-sini  ‘stupid person/thing (n.)’ (¢/iki/ *be lazy (v.)’)
c. ard-sini  ‘crier (n.)’ (ara ‘cry (v.)")
d. pii-sini ‘(compulsive) eater (n.)” (pi‘eat (v.)’)
e. osd-sini  ‘sleeper, sleepy (n.)’ (osa ‘sleep (v.)’)

f.  yoma-sini ‘thief, thieving (n.)’ (yoma ‘rob (v.)’)
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Verbs can syntactically combine with a large number of semi-lexical functional
clitics, most of which do not occur as dependents in noun phrases. The sentence in (3.18),
for example contains four clitics (in bold); the associated motion clitic =biria ‘do and
come’, the manner adverbial clitic =¢ikin ‘again, continuous’, and the time of day clitic
=ba’ina ‘all day, every day’. Verbs syntactically combine with a number of functional
clitics as well, absent from the noun phrase. Examples of functional clitics are underlined
in (3.18) below; these are plural subject clitic =kan ‘plural’ and the nominalizing aspectual
clitic =7ai ‘imperfective nominalizer’ and the clause-typing reportative marker =Zikid

‘declarative, reportative’.

(3.18) a(k) =biria tsi bi=tikin=kan=(?)ikida
kill=DO&COME P5 come =AGAIN=PL=DEC:REP
ho~ho=balina=kan=ai kia

come~COme=ALLDAY=PL=NMLZ:IPV REP
‘When they killed them, they came back again (it is said), coming all day (it

is said).” TxT007:120 & ELIC.

Noun complexes can be syntactically elaborated by demonstratives as in (3.19a),
and quantifiers as in (3.19b). Verb complexes cannot; the demonstrate naa ‘this’ and the
quantifier wisti~wisti ‘each, some’ do not modify the verb; they do not have adverbial

functions.
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(3.19) a.  DEMONSTRATIVE

i-a atf-a=ki naa honi hinima i kia
ISG-ACC  grab-TR=DEC:P DEM1 man good say  REP
ha =ni=ki

38G =REMP=DEC:P

““This man grabbed me, and now it’s good!” she said.” TXT. 006:059
b.  QUANTIFIER

wisti_wisti  boi kivo="ikia no-a

each yatorana  finish=DEC:REP  1PL-EPEN

‘We finished each of the yatorana (type of fish, lin. Brycon cephalus).’

TXT. 049:432

The sentence in (3.20) illustrates a few properties of nouns, which verbs do not
share. Nouns can combine with other nouns in contiguous noun-noun constructs. Noun-
noun combinations can build layered structures. The compound Aini yofini ‘water demon’
is the dependent of ha?i ‘girl’ in [[hini yofini |n ha?i In ‘water demon girl” in (3.20). Nouns
can also be modified by adjectives. Adjectives always directly follow the noun stem they
modify. An example occurs in the same sentence, where the complex noun complex hini
yvofini ha?i ‘water demon girl’ takes the adjective pistia ‘small’ as a dependent.
Furthermore, nouns can head phrases which are marked with case morphemes (in bold);

kiriri ‘grooved arrow head’ is ergatively case marked in (3.20), by a high tone docked to
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the final syllable of the noun phrase; hawi mdpo ‘his head’ combines with the dative case

marker =k7 ‘dative’. Nouns can also be modified by possessive pronouns. In (3.20), the

possessive pronouns hawi ‘third person singular genitive’ modifies the noun mapo ‘head’.

(3.20)

[ hini _ yofini_ha?i pistia e tonia  kiriki=" hawi

[ water spirit girl  little ] EPIS3  arrow head=ERG 3SG:GEN

mapo=ki tik-a=ki
head=DAT break-TR=DEC:P
‘I believe that the arrow broke into the head of the little water spirit girl.’

TXT 068:045

There are four properties that are common to noun complexes but not shared by

verbs; (i) productive and (potentially) layered modification by noun roots; (ii) modification

by adjectives; (iii) modification by possessives; (iv) and case modification.

Verb roots combine with noun phrase dependents that are not necessarily

contiguous with them. Verb roots must function as predicates or must be derived into nouns

(or noun-like categories) in order to function as arguments of other verbs. For instance, in

(3.21), the verb riso ‘be dead’ is nominalized and subordinated under a relative clause. In

this case it functions as an argument of the verb.
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(3.21) tsalo=ro’a  kia [ [ naama risolve =Ca Jxo=kato="

SIt=LIMIT REP [ [ already dead] =NMLZ:P] =REL=ERG
tfala mitaramiti bi=yo=ki
feather dress wrist_band get=CMPL=DEC:P

‘Just sitting, (those) who had already died grabbed all of their feather dresses

and wrist bands (it is said).’ TXT. 58: 194

The evidence above provides distributional evidence for a distinction between
nouns and verbs in Chacobo. There is also a prosodic distinction between nouns and verbs.
In Chécobo some noun roots drop or truncate their final syllable when the following three
conditions hold; (i) the noun has a shorter apocoped allomorph (e.g. masdasa ~ masds
‘stone’), (i1) the noun does not contain a high tone on its final syllable, and (iii) the noun
does not occur at the right edge of a noun phrase in the final position of a clause, after the
clause-typing morpheme (see Tallman [2017] and 5.3.4.4). For instance, the apocopable
noun tsakaka ‘agouti (erg.)’ does not truncate its final syllable in (3.22a), but the same
noun root appears in (3.22b) with its apocoped form because it does not occur before the
verb root and because its final syllable does not bear a high tone, which the token in (3.22b)

receives via ergative case marking.
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(322) a. nid ka tsakaka=" ha-to bi=ma=ni=ki
here REL agouti=ERG 3-PL:ACC  take=CAUS=REMP=DEC:P
‘The agouti (erg.) made them take it.’
b.  tima=biria tsi kia  tsdka ho=ni=ki
ground=DO&COME:TR/PL  P5 REP  agouti  arrive=REMP=DEC:P
‘They ground it (the yuca) and then the agouti (abs.) came.” TXT 039:020-

021

Another phonological difference between nouns and verb roots relates to the
minimum number of syllables a root can have. Noun roots are never smaller than two
syllables long. However, there are several monosyllabic verb roots. Some examples are

listed in (3.23) below.

(3.23) a.  ho ‘come’
b. ka ‘go’
c. ko  ‘wander, hunt’

d. bo ‘carry away’
e. bi ‘bring’

f. his  ‘see’
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3.3.2 Adjectives

Adjectives are a distinct part-of-speech class in Chacobo. They can be distinguished
from nouns and verbs by distributional criteria. I start with the criteria that distinguish
adjectives from nouns and verbs. After this I move onto a criterion that distinguishes
adjectives from verbs, but not nouns, and then to a criterion that distinguishes adjectives
from nouns, but not verbs.

All adjectives can be verbalized with the intransitive verbalizing suffix -na, as in
(3.24) and the transitive verbalizing suffix -wa as in (3.25) (see Section 8.6.6 for a
description of the syntax and semantics of these forms).

Adjectives that are not verbalized by the classes changing affixes in (3.24) and
(3.25) cannot be elaborated by the valence-adjusting suffixes and clitics displayed in

(3.13), or combine with verbal clitics such as those illustrated in (3.20).

(3.24) SUFFIXATION ON ADJECTIVES: ADJ > V:INTR
a.  hoso-na  ‘to become white’
b.  tfiki-nd ‘to become black’
c.  pistia-na  ‘to become small’
d.  fitikaa-na ‘to lengthen’
e.  yoi-nd ‘to become ugly’

f. hia-na ‘to become pretty, good’
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(3.25) SUFFIXATION ON ADJECTIVES: ADJ > V:TRANS
a.  hoso-wa  ‘to whiten something/someone’
b.  tfiki-wa  ‘to blacken something/someone’
c.  pistia-wa ‘to make something/someone small’
d.  titikad-wa ‘to lengthen something/someone’
e.  yoi-wa ‘to make someone/something ugly, broken’

f. hia-wa ‘to make something pretty, good’

The verbalizing suffixes -na and -wa cannot verbalize nouns (with a few marginal
exceptions; Section 8.7.5). The suffix -na cannot combine with verbs. The suffix -wa does
not combine with all verb roots; only with certain change-of-state verb roots (see Section
8.7.1).

All adjectives can occur directly after the head noun. In this position they modify
the head noun with an attributive function. Adjectives cannot occur before the head noun
they modify (see Section 14.2.1). Nouns can modify other nouns in attributive position as

well, but they occur to the left of the head noun (Section 14.1).

(3.26) toa tsi ... [yonoko kofi Inp no bi=ni=ki
DEM2 PS5 [ work  hard ] IPL  receive=REMP=DEC:P
‘There we received hard work.’ TXT. 049:169
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(3.27) ha  [i-tos-a=kan=(?)a=ka [ kafi  yoi Inp
3 chest-hit-TR=PL=NMLZ:P=REL [ bat  poor ]
tsi kia paki=ni=ki
P5 REP fall=REMP=DEC:P

“The poor bat who they hit in the chest fell.” TxT. 061:107

(3.28) [ hawi piasi  [fini np tsi kia  osa=ni=ki
3SG:GEN vagina red P5 REP  laugh at=REMP=DEC:P
‘He laughed at her red vagina.’ TXT. 052:144

Adjectives in attributive function do not require any morphotactic or syntactic
elaboration. Like verbs, adjectives can combine with the clitic = sini. When combined with
adjectives, it refers to an inherent attribute of some referent, or functions as an intensifier
of the property concept denoted by the adjective. As stated in Section 3.3.1, this suffix does

not combine with nouns productively.

(3.29) ADIJECTIVES: ADJ>N
a.  titikad=gsini ‘very tall (keeps growing)’
b.  hoso=sini  ‘very white’
c.  tfiki=sini  ‘very black’
d.  pistia=sini ‘very small (does not grow)’

e.  yoi=gsini ‘terrible, broken, possessed’

144



Adjectives share the property with nouns that some of them have apocoped
allomorphs. Adjectives that contain more than two morae can undergo apocope when they
do not occur at the right edge of a noun phrase and after a final clause-typing morpheme.
For instance, the form titikda ‘tall, long’ appears in an apocoped form in sentence (3.30).
It occurs inside a noun phrase, a position where apocoped forms surface (see Section 6.3.1

for details).

(3.30) tsaka t wa=2d tsi [ honi titika yamdbo v i
shoot 1SG  TR=NMLZ:P P5 [man tall deceased | 1SG
kina=ni=ki
call out to=REMP=DEC:P

‘When I shot him, I called out to the tall deceased man.”  (txt 40: 670)

Table 3.4 summarizes the criteria discussed in this Chapter that distinguish nouns,
verbs and adjectives in Chacobo. Table 3.4 also classes the criteria in terms of whether they
are necessary or sufficient. This distinction is to be interpreted as follows. If a criterion is
necessary for a given part of speech class, all roots of this class must satisfy this criterion
for them to be considered members of this class. If a criterion is sufficient it means that if
the root passes the criterion then it is a member of the part of speech class, but it need not.
For instance, not all nouns or adjectives larger than two morae can undergo apocope and

not all nouns can combine with the augmentative -wa. However, there are no verb roots
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that undergo apocope. This means that for a given root the existence of an apocoped

allomorph is sufficient criteria for the identification of this root as a noun or adjective.

Table 3.4. The distributional distinctions between open-lexical class categories in

Chacobo.
CRITERION VERB | NOUN | ADJECTIVE | STATUS
Affix 1. Valence changing v X % NECESSARY
combination suffixes (-mis -na,
-Pakd)
Affix 2.Agentive v X v NECESSARY
combination nominalization (=séni)
Affix 3. Augmentative (-wa) X v % SUFFICIENT
combination
Affix 4. Verbalizing suffixes X X v NECESSARY
combination intransitive (-na)
Affix 5. Verbalizing suffix v X v NECESSARY
combination transitive (-wa)
(FOR
ADIJECTIVES)
SUFFICIENT
(FOR VERBS)
Clitic 6. Valence changing v X X NECESSARY
combination clitics (=mad, =biki)
Clitic 7. Instrumental v % % NECESSARY
combination nominalization (=ti)
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Table 3.4, cont.

Clitic 8. Verbal clitics (tense, NECESSARY
combination aspect, modality,

associated motion,

number)
Clitic 9. Nominal enclitics, NECESSARY
combination quantifiers, (number,

case/postpositions)
Phrase 10. Attributive position NECESSARY
combination occuring to the right of

the head noun (N )
Phrase 11. Attributive position
combination occuring to the left of the

head noun (_N)
Phrasal 12. Adverb/ adverbial NECESSARY
combination modification occuring

unordered with respect to

element it modifies
Phrasal 13. Takes adjective NECESSARY
combination modifier directly to its

right (_Adj)
Phrasal 14. Argument of verb NECESSARY
combination without modification
Phonological 15. Apocope SUFFICIENT
Phonological 16. Monosyllabic SUFFICIENT
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Table 3.4 demonstrates that adjectives share properties with verbs (criterion 2 and
criterion 5) and nouns (criterion 15). In the context of typological debates on the
(non)universality of adjective class across all languages (compare Dixon 2009 with Chafe
2012), we should consider whether adjectives should be analyzed as a subclass of nouns or
verbs in Chacobo. Some verbs can occur in a distributional context very similar to the
attributive position for adjectives (criterion 13); they can occur right after the head noun
without any overt class-adjusting morpheme, as in the verb root osa ‘sleep’ in (3.31) below.
However, the relativizer =ka(to) must occur in this construction, otherwise the sentence is
ungrammatical. This shows that that verb is embedded inside a relative clause, rather than

occupying the same position as the adjective by criterion 10.

(3.31) awi  dsa=ka tsdya héni  siri=" wa=ki
wife sleep=REL see man o0ld=ERG TR=DEC:P

“The old man saw his wife who was asleep.’ ELIC

The suffix -wa (criterion 5) also combines with some verbs where it serves a
transitivizing or causative function. However, this derivational process only occurs on a
subset of verbs. With adjectives, -wa ‘transitive, verbalizer’ is fully productive. Based on
these differences, I assume that the adjective class should not be regarded as a subclass of

the verb class in Chacobo.
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We might also consider whether adjectives should be classified as a subclass of
nouns in Chéacobo. Adjectives categorically fail criterion 13; they cannot function as head
of a noun phrase, unless they combine with the relativizer =ka(?o). Furthermore, there are
very few noun roots that combine with the verbalizing suffixes -na and -wa. However, all
adjectives can combine with verbalizing suffixes -na and -wa (see Chapter 8, Section 8.6.6

for details on these suffixes).

3.3.3 Adverbs to adverbials

Morphemes that express adverbial semantics add locative, temporal or manner
meanings to verbs. It is not clear whether adverbs should be identified as a part-of-speech
class Chacobo, however. In this section, I make this point by motivating distinct classes of
morphemes that express adverbial semantics. Bound morphemes that express adverbial
semantics are much more likely to take on other grammatical functions such as aspectual
semantics, syntactic subordination and same subject or switch reference marking than free
adverbs. Free morphemes that express adverbial semantics are more likely to strictly denote
manner, temporal and locative elaborations on an event without developing functional or
relational meanings. Thus, within the heterogeneous class of morphemes that express
adverbial semantics, I have the impression that there is covariation between the

boundedness and the degree semantically bleaching or generality.
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As a first pass to capture the covariation between bounded status and functional
semantics, I refer to clitics that express adverbial semantics as adverbial clitics, while I
refer to free morphemes that express adverbial semantics as adverbs. Free adverbs and
adverbial clitics can be broadly distinguished according to distributional properties that do
not follow from their status as bound or free forms, but there are some distributional
overlaps across the forms (Tallman 2018). This section is primarily concerned with
adverbs, while adverbials are taken up in the following section on functional categories,
and throughout the grammar where grammatical functions are discussed.

There are two classes of adverbs. One class of adverb displays complete lexical
flexibility with adjectives, and the other does not. An example of an adverb that falls into

the latter class is ifima ‘slowly’ which is illustrated in (3.32).

(3.32) ifima tsi noti aday  wafa=bona=?ita=ki
slow P5 canoe Adam row=GOING:TR/PL=RECP=DEC:P
‘And Adam started rowing the canoe slowly (as we continued on our

way)’ TxT021:018

Unlike adjectives, adverbs such as ifima ‘slowly’ cannot combine with the
verbalizing suffixes -na and -wa (see Section 8.6.6 for details). Unlike adjectives, the
adverb ifima cannot occur in attributive function in a noun phrase (see Section 14.2.1 for

details). For instance, the adverb i/ima ‘slowly’ cannot combine with 46ni ‘man’ in order
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to mean *honi ifima ‘slow man’. Thus, the class of adverbs that i/ima ‘slowly’ is a member
of do not share any of the criteria that [ have identified for classifying adjectives (see 3.3.2
above).

On the other hand, there are a large class of adverbs that display all of the defining
properties of adjectives. They are adverbs because they can modify the verb. These adverbs
can be considered lexically flexible between adjective and adverb classes. Examples of
such lexically flexible adverbs are pistia ‘small (adj.), a little, briefly (adv.)’ and siri ‘old
(adj), a long time ago (adv.)’. In the sentences in (3.33), these morphemes funcion as
adjectives while in the sentences in

(3.34) they function as adverbs.

(3.33) a.  pistia as ADJECTIVE

obi [ kdi pistialxe  ho=ki bi=tsi
there  mother little come=PRIOR:D{A} come:PL=IMM:SG:ITR
=kan=ki

=PL=DEC:NONP

‘As that the little mother just arrives, they are coming.” TXT 061: 583
b.  siri AS ADJECTIVE

haba=hona =7?ikia [vosa  siri ]np

run=COMING:SG:ITR=DEC:REP [ woman old |

‘The old woman came running.’ TXT 050:744
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(3.34) a.  pistia as ADVERB

hakiriki  tumitfikwa i ka=ni=ki pistia
then Tumichucua  1SG  go=REMP=DEC:P little
papi  ak-(?)a i kas=i=na

paper do=NMLZ:P 1SG  want=SS=SUB
“Then, I went to Tumichucua, because I wanted to study a little.’
TXT 054:358

b.  siri as ADVERB
siri  bo=kan=ni=ki tres osi tsi kia
old go:PL=3PL=REMP=DEC:P  three = moon PS5 REP
kia bo=kan=i=na
REP gOZPL:3PL:CONCURZ S=EPEN

‘A long time ago, it had been three months since they left.” TXT 067:106

The lexical flexibility of such forms can result in structural ambiguity. This is
illustrated in (3.35). The sentence in (3.35a) presents the adjectival construal of pistia
‘small, a little’, and (3.35b) presents the adverbial construal of the same morpheme, but

string of morphemes is the same in each case.
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(3.35) a.  ADIECTIVE CONSTRUAL:
[vosa pistiaxp; Inp honi=’ tsaya=ki
[woman small man=ERG  see=DEC:P
‘A man saw a small woman.’
b. ADVERB CONSTRUAL:
[ yosa IN pistiaapy  honi=" tsaya=ki
[woman] little man=ERG  see=DEC:P

‘A man glanced at a woman’  ELIC.

Very few adverbs can occur between the verb root and the clause-type clitic which
is =ki ‘declarative, past, anterior’ in the example above (see Chapter 4 and Chapter 5
(Section 5.2.3.4) on the morphosyntax of clause-type/rank morphemes). For instance, siri
‘old’ cannot occur between the verb root and the clause-type clitic. This is illustrated in the

sentences in (3.36b).

(3.36) a.  siri ka=ni=ki
long time ago  go=REMP=DEC:P
‘He/she/it left a long time ago.’ ELIC.
b. *kda siri =ni=ki
go long time ago =REMP=DEC:P

‘He/she/it left a long time ago.’ ELIC.
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There are very few adverbs that can occur in the syntactic position occupied by siri
‘old” in (3.36b). In contrast to free adverbs, adverbial clitics can always occur between the
verb root and the clause-typing morpheme. An example of an adverbial is given in (3.37);
the clitic =tdpi ‘punctual’ (underlined) is an adverbial clitic that must always occur
between the verb stem and the final clause-typing morpheme. The verb stem and the final

clause-typing morpheme are in bold.

(3.37) ha-?-ipa ho=so tfiraba=tdpi kia ha
3-EPEN-father =~ come =PRIOR:A  push=PNCT REP 3
wa=ni=ki

TR=REMP=DEC:P

‘As soon as her father arrived, he pushed (Ashina).’ TXT 063:028

There are some adverb roots that can interrupt the verb stem and the clause-type
morpheme. For instance, the adverb pistia ‘small (adj.), a little/briefly (adv.)’ can occur in
between the verb root and the clause-typing morpheme. An example of this is provided in
(3.38). In this example, the adverb occurs in between the verb root fina ‘grow’ and the

clause-typing morpheme =7di ‘nominalizer, imperfective’.
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(3.38) kai=so no?o naabo i=ba=ri Jina=ma
mother=CONJ:A 1SG=GEN child 1SG=BEN=AUG  grow=CAUS
pistia  yama=ri=Pdi=na
a_little NEG=EMPH=NMLZ:IPV=EPEN

‘My mother didn’t even make my son grow even a little bit.” TXT 054:125

As stated above, most adverbial clitics display a restricted distribution such that
they occur in between the verb stem and the clause-typing morpheme. Some adverbial
clitics can occur outside of this complex, but it is less common. An example of an adverbial
occurring outside the verb complex is presented in (3.39). Here the adverbial =tikin ‘again’
does not occur between the verb root dk ‘kill’ and the clause-typing morpheme =/d

‘nominalization, anterior’. Rather, it occurs right-adjacent to the first element of the clause.

(3.39) ydawa =tiki(n) ha ak=(?)d tsaya=pa
white lipped peccary=AGAIN  3SG Kkill=NMLZ:P  see=IMPER:MIR

‘Look, he killed white lipped peccary again!’ (txt 26:80)

In Chécobo, free adverbs and bound adverbial clitics display distributional overlap.
The distributional distinction between these categories is stochastic (see Tallman [2018]
for additional commentary). As noted above, adverbials are more likely than adverbs to

develop other functional meanings, such as aspectual ones. Adverbs and adverbials do no
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unproblematically classify as lexical because they bleed into semi-lexical functional and
functional categories through the acquisition of more abstract and relational meanings.
Functional categories are briefly considered the in next section in the context of the

organization of the grammar.

3.3.4(Semi-lexical) functional categories

Adverbial clitics tend to be more semantically bleached compared with adverbs. For
instance, the morpheme =fikin ‘again’ often appears to have a continuous aspectual
meaning. As such this morpheme is semi-lexical in the sense that [ understand this term in
the dissertation. As stated in the previous section, adverbials are highly distributionally
heterogeneous. The same applied to semi-lexical functional and functional categories in
general. These categories are unified only in terms of not being lexical categories and
displaying a strong tendency towards being closed class. Table 3.5 lists the (semi-lexical)
functional categories found in Chacobo with relevant Chapters. Each of these categories
display unique syntagmatic distributions. Further subclassification appears to be
unmotivated. The distribution and semantics of (semi-lexical) functional morphemes is

taken up case by case in the chapters indicated below.
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Table 3.5. Semi-lexical functional and functional categories in Chacobo

(Semi-lexical) functional Reference Chapter

category

Clause-type Chapter 4, 13.4 (Desiderative/Hortative),
13.16 (Reportative)

Case Chapter 7

Voice / Valence Chapter 8

Tense Chapter 9

Relative tense Chapter 9, Chapter 10

Temporal distance Chapter 10

Aspect (Imperfectivity) Chapter 11, Chapter 12 (Associated Motion)

Associated Motion Chapter 12

Modality Chapter 13, 12.6

Evidentiality Chapter 13

Mirativity Chapter 13

Adverbial No dedicated chapter

Possession Chapter 14

Quantification Chapter 15

Number Chapter 15, 7.2.1 (Interaction with case), 7.2.2 (Pronouns)

Demonstrative Chapter 15
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Chapter 4.Predication and clause-type

This chapter provides a description of predicate constructions and clause-typing in
Chécobo. Predicative constructions divide into verbal and non-verbal types. These types
divide in turn into a number of subtypes. These categories are described in Section 4.1. The
coding of predicate types is intimately related to the coding of clause-types. Section 4.2
provides an overview of clause-types.

I use clause-type to refer to conventionalized forms of encoding speech acts.
Clause-type categories include declarative, imperative, interrogative and hortative. The
discussion below also considers whether the reportative should be classified as a clause-

type rather than an evidential.

4.1. PREDICATION

Verbal predication is described in Section 4.1.1. Non-verbal predication is described in

4.1.2. There are two constructions that share properties with verbal and non-verbal

predicate constructions; (i) i-copulative constructions described in Section 4.1.3; (ii)

Auxiliary verb constructions described in Section 4.1.4.
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4.1.1 Verbal predication

4.1.1.1. Verbal predication — introduction

A structural definition of the verbal predicate construction in Chacobo is provided below

in (4.1).

(4.1) a. Itis headed by a verb complex (see Section 3.1 for the definition of a
complex). The verb complex encodes the transitivity of the clause.

b.  The verb complex selects NP dependent arguments which are coded for
their dependency with case morphemes, or else their dependency relation is
marked through a fixed position in the relation to the verb stem and/or the
clause-type/rank morpheme (see (c) below). Arguments of the head verb
do not have to be phonologically realized (they can be zero).

c. A clause-type/rank morpheme obligatorily follows the verb stem. It
encodes the clause or sentence type (declarative, imperative, interrogative,
hortative, reportative), the clause rank (same/different subject clause,
relative clause, nominalization), and certain TAME categories (tense,

aspect, evidentiality, or modality).
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d. Verbal predicate complexes can be coordinated. In coordinate
constructions, one clause-type/rank morpheme can associate with multiple
verb stem or verb complexes.

e.  Verbal predicate constructions cannot contain the non-verbal predicate
morphemes so ‘declarative’ and ni ‘interrogative’. These morphemes are
reserved for non-verbal predication. Declarative and interrogative clause

types are encoded in the clause-type/rank morpheme only.

I illustrate all of these properties with the sentence in (4.2) which is headed by the
transitive verb root tsaya ‘see’. Since the verb root tsaya ‘see’ is transitive (property (4.1a)
it must take two NP dependents as core arguments (see Section 4.1.1.1 on the correlates of
transitivity). In this case the subject argument is the noun phrase honi baki pistia ‘little boy’
and the object argument is the noun phrase mitfi t/iki ‘black cat’. The clause type/rank

morpheme is =ki ‘declarative, past tense’ (property (4.1b-c))

(4.2) [ héni  baki pistialw=" [ mitfi  tfiki s tsaya=ki
[ man child little|=ERG [ black cat ] see=DEC:P

“The little boy saw the black cat.’ ELIC.

As stated above in (4.1d) verb complexes can be coordinated. Only one final clause-

type/rank morpheme is necessary in such circumstances. An example of a coordinated
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construction is provided in (4.3b). In this sentence there are three verb phrases and only
one clause-type/rank morpheme. The head verb roots are wi/ “scrape’, tis ‘take.off” and tsik
‘take out’. The final clause-type/rank morpheme is =k# ‘declarative, past tense’. Verbal
coordinate constructions all have the same subject. In this sentence the subject is the noun

phrase hiwi mabaka ‘tree trunk’.

(4.3) [ hatiro?a noba kati wif~a=yo |
all IPL:GEN back  scrape-TR=CMPL
[ hatiro?a  noba reloh tis-a=yo ]
all IPL:GEN  watch  take off-TR=CMPL
[ noba sita yoi tsik-a=yo | tsi

IPL:GEN tooth  DIM take out-TR=CMPL P5
kia hiwi mabaka=" wa=ni=ki
REP tree trunk=ERG TR=REMP=DEC:P
‘The tree trunk scraped his (the old man’s) entire back, took off his (the old
man’s) watch completely, and knocked out (lit. took out) all of his (the old

man’s) teeth.” TXT 090:039

Coordinate constructions are not problematic for the definition of verbal predicate
constructions. The property described in (4.1c) should not be interpreted as meaning that

every verb stem must uniquely combine with its own clause-type/rank morpheme, although
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this is the normal state of affairs outside of coordinate constructions. Another way of
understanding coordinated verb complexes is by assuming that each of the coordinated
verb complexes does contain a clause-type/rank morpheme, but they are elided under
coordination. Coordination is briefly discussed in in the context of a description of the
constituency of the verb complex in Chéacobo (see Sections 5.2.1.4 and 5.2.2.3 for more
discussion on coordinate constructions).

All verbal predicate constructions take noun phrase arguments as dependents, even
if they are not overtly realized. Verbal predicate constructions fall into different classes
depending on transitivity and the number of NP dependents they select for. The four main
classes are as follows; (i) intransitive; (i1) monotransitive; (iii) ditransitive; (iv) extended
intransitive. The distinction between intransitive and transitive (monotransitive vs.

ditransitive) is discussed in Section 4.1.1.2

4.1.1.2. Transitivity

Verb complexes in Chacobo are either transitive or intransitive. Verb roots can be
either inherently transitive or intransitive or else unspecified for their transitivity value.
Verb roots combine with affixes or clitics to derive different transitivity values. In the case
of unspecified roots, they require combination with a transitivity affix to acquire a
transitivity value. For instance, the verb root at/* ‘grab’ must combine with either the

transitive suffix -a or the intransitive suffix -7 in all constructions. Verb roots which are
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inherently intransitive or transitive do not require combination with affixes or clitics to
function as verb stems in verbal predicate constructions, since they already have a
transitivity value. For instance, the intransitive verb root sabi ‘to learn’ does not require
combination with a valence-adjusting affix like the unspecified verb root a#/ ‘grab’. It can
combine with -wa ‘causative’ as in habi-wa ‘to teach’ in which case it heads verb phrases
of transitive verbal predicate constructions. provides a detailed discussion of valency-
assigning and valency-adjusting operations.

Further semantic and morphosyntactic details on valency-assigning and valency-
adjusting morphemes are found in Chapter 8. This section is concerned with defining the
basic properties of transitivity at the level of the verbal predicate construction. I discuss
four properties associated with the intransitive-intransitive distinction that are relevant for
Chacobo; (1) transitivity harmony; (i1) transitive wa; (iii) case assignment; (iv) number of

arguments selected by the verb.

Transitivity harmony

Transitivity harmony is a property of many Panoan languages whereby functional or

relational morphemes exhibit suppletive allomorphy based on the transitivity of the verb

complex with which they combine (Valenzuela 2017). Many (semi-lexical) functional

morphemes in Chacobo have intransitive and transitive allomorphs. In Chacobo, associated
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motion, participant agreement, same subject conjunctions, and the temporal clitic
=tsi~=tsa ‘immediate present’ display transitivity harmony in this sense.

An example of transitivity harmony is provided in (4.4) below. In this sentence the
transitive verb root bi ‘grab’ combines with three morphemes that display transitivity based
allomorphy. The associated motion clitic =kayd~=bayd ‘do and go’ is realized as its
transitive allomorph =bayd rather than its intransitive allomorph =kayd. The temporal
clitic =tsi~=tsa ‘immediate present’ surfaces in its transitive form =tsa rather than as its
intransitive allomorph =f#si. Finally, the same subject morpheme =/i~=ki ‘same subject
simultaneous’ surfaces as =k7 rather than as its intransitive allomorph =7i. All of these
morphemes surface with their transitive allomorph because they agree with the transitive

verb root bi ‘grab’.

(4.4) ka=ki awa bi=bayda=tsa=kan=(?)ikia
g0=CONCUR:A  tapir  grab=DO&GO:TR/PL=IMM:TR=PL=REP
‘When they (the Siriono) went, he would grab a tapir at that moment on

the run.” TXT 054:519

Intransitive allomorphs of the aforementioned morphemes are illustrated in (4.5), .
In (4.5), the intransitive verb root osa ‘sleep’ combines with the intransitive allomorph of
=kayda~=bayd ‘do and go’. In (4.6), the intransitive verb root ard ‘cry’ combines with the

intransitive allomorph of =tsi~=tsa ‘immediate present’. In (4.7), the intransitive verb
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same subject morpheme =7i is used to encode coreferentiality with the subject of the

intransitive verb ka ‘go’.

4.5) osa=kaya niama sobo=ki tsi
sleep=GO:ITR:SG far away house=DAT P5
kia ha bo=ka(n)=ni=ki
REP 3 g0=PL=REMP=DEC:P

‘They slept and went far, they went home.” TxT112:038
(4.6) ka=ki ara=tsi=(?)ikia
g0=DEC:P Cry=IMM:ITR=REP

‘S/he is crying (it is said).’ TXT 063:078

4.7) afi=2i ka=ki=a
bathe=CONCUR:S g0=DEC:NONP=1SG
‘I am going to bathe now.’ OBsvV

There are some complications in using transitivity harmony as a diagnostic for the
transitivity of the verb complex. There are two types of allomorphy that involve transitivity
harmony in Chacobo (and across Pano languages). The first type is straightforward. If the
verb complex is transitive, then the transitive allomorph appears, if the verb complex is is
intransitive then the intransitive allomorph appears. The concurrent same subject marker

=Pi~=ki displays this pattern. The second type of transitivity harmony interacts with
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number and nominal type. One allomorph appears either when the verb complex is
transitive or when the verb complex combines with a plural subject pronoun, regardless of
transitivity. All associated motion morphemes display this pattern. This means that for
certain suffixes/clitics, transitivity harmony constitutes a necessary but not a sufficient
criterion; if a verb complex is transitive the transitive allomorph surfaces, but the reverse
is not true. For example, the transitive allomorph of =kayd~=bayd, can surface when an
intransitive subject is plural.

Allomorphy based on transitivity harmony is described throughout the dissertation
in the chapters dedicated to the grammatical funtions that each of the transitivity
harmonizing morphemes express (Section 5.2.3.4 on same subject/different subject
markers; Chapter 10 on temporal distance; Chapter 12 on lexical and associated motion

verbs).

Pleonastic transitive wa

Another marker of transitivity is the morpheme wa which surfaces in Fronted-VP
constructions (see Section 5.2.3.6 and Section 7.1.1.1 for a description). Fronted-VP
cosntructions display a constituent order whereby the {A,S} argument of a verb intervenes
between part of the verb stem and the clause-type/rank morphemes. When the verb stem is
fronted to the initial position, wa appears to the left of the clause-type/rank morpheme,

only when the verb complex is transitive (Chapter 5 provides a detailed description).
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Fronted-VP constructions are illustrated in (4.8) and (4.9). Each of the verb
complexes are headed by foka ‘do so’, except in (4.8) the verb root combines with the
transitiving affix -wa. Because the verbal predicate complex is transitive and fronted, wa
appears in this clause. Compare this sentence with (4.9), where the verb root foka ‘do so’
is not modified by a transitivizer. In this case, because the verbal predicate construction is

not transitive, the transitive marker wa does surface.

(4.8) téka-wa=bond 1si kid kako="
do_so-TR=GOING:TR/PL  P5 REP Caco=ERG
wa=ni=ki

TR=REMP=DEC:P

‘And Caco went along doing this (i.e. creating the world).” TxT26:336

(4.9) toka tsi kia ha =ni=ki habi
do_so P5 REP 3 =REMP=DEC:P  surely
‘Surely this is how he did it (it is said).’ TXT 61:158

The insertion of wa only occurs in Fronted-VP constructions, but it is the most

consistent property of transitivity that [ have found in Chécobo grammar.
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Argument selection and case marking

Transitive verbs require at least two NP arguments. Intransitive verbs require at least one
NP argument. Transitive verbs can overt assign case to their arguments, where intransitive
verbs cannot. For now I will focus on monotransitive verbs which only select for two
arguments; ditransitive verbs are discussed in 4.1.1.3. This section only focuses on
intransitive verbs that are one place-predicates. Two-place predicate intransitive verbs are
discussed in Section 4.1.1.4.

In Chéacobo, transitive verb complexes can assign ergative case to A arguments if
the argument is a full NP. The ergative case marker that appears on the A argument of a
transitive construction does not appear in intransitive constructions at all and thus serves
as a coding property for transitivity. The ergative case marker in Chéacobo is a high tone
which occurs at the right most edge of a contiguous noun complex. Ergative case marking
is illustrated in (4.10), (4.11), (4.12) and (4.13).

The noun root ydsa ‘woman’ surfaces with a stress and high tone on its first syllable
in citation form and when it is (see Section 2.3 and Section 6.2.2). In (4.10), noun phrase
yosa ‘woman’ appears is an S argument where it surfaces with the same prosodic shape as

it does in the S function and as it does in the citation form.
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(4.10) hatsi  kia yosa bilo=ni=ki
then REP woman shed tear=REMP=DEC:P

‘It’s for this reason, that the woman shed tears (it is said)” TXT. 006:512

In (4.11), yosa ‘woman’ occurs in the P function of the verb. In (4.11a) the verb

root tsami ‘jump’ takes yogsa as its P argument, and no case is assigned.

(4.11) yosa kia  ha tsami=ni=ki
woman REP 3SG  jump on=REMP=DEC:P

‘He (the Siriono) jumped on the woman (it is said).”  TXT. 025:008

As stated above, verbal predicate constructions condition ergative marking on their
A argument. This is illustrated in the sentences in (4.12) and (4.13). The subject noun
phrase ydsa ‘woman’ occurs with a distinct prosodic shape from its form in either the S or
the P function. In (4.12) yosa ‘woman’ surfaces with a high tone on its final syllable
because it is subject of the verb complex headed by a-ma ‘give’. Another example is
provided in (4.13) where yosa ‘woman’ is the A subject of the verb complex headed by

ma-to?a ‘hit on the head’.
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(4.12)

(4.13)

and underlying forms. The underlying form, represents the high tone marker as a clitic
segment. The surface form represents the ergative high tone marker as a phonological
property of the noun root yosa [josa] ‘woman’. In the rest of this thesis I will represent
functional high tones, that is high tones that uniquely encode a grammatical function as
affixal or clitic segments in all of the examples. There are two reasons for this. The first is

that functional tones have special tone sandhi properties (discussed in detail in Chapter 6).

[ha.tsi. ki.4. jo.s4.a.ma.niki. 4.tsd. hini]

hatsi kia yosa= ama=ni=ki

then REP woman=ERG give=REMP=DEC:P
atsa hini

yuca chicha

‘The woman gave yuca chicha (to him).” TxT034:134

[ha.wi. hini. r0.1.?a.ti. tsi. ki.a jo.sd. ma.td.?a.ni.ki]

hawit hini roi-?a-ti tsi kia
3SG:GEN  chicha  stir-TR-NMLZ:PURP P5 REP
yosa= ma-tofa =ni =ki
woman=ERG head-hit =REMP =DEC:P

‘The woman hit him (the panther) on the head with the chicha

whisker/beater.” TXT037:115

In the examples in (4.12) and (4.13), I provide surface forms (in square brackets [])
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The second reason is that it makes it easier for the reader to distinguish between high tones
that are lexically present and those that are marking some grammatical function in the
presentation of examples (see Section 1.12.3 for discussion).

To illustrate the latter point, I provide cases where arguments have an underlying
high tone on the final syllable, such as fino ‘monkey’ or baki ‘child’. I represent this
distinctly from ergative marking lest the reader wonder whether such forms in fact have
ergative case marking in S or P functions. A high tone at the end of a phrase does not
automatically demonstrate that this NP is marked with ergative case. High tones can occur
on the last syllable of a noun phrase because the final element of the noun phrase has a
lexical high tone. For instance, the noun root /iné ‘monkey’ has a lexical high tone on its
final syllable and the numeral wisti(ta) ‘one’ also has a lexical high tone on its final syllable
in its apocoped form. Consequently, Both the noun root /ind ‘monkey’ and the numeral
wisti(ta) ‘one’ can surface with a final high tone even when they are in S or P function. An
example of /ind ‘monkey’ in a P argument function with a final high tone is provided in

(4.14).
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(4.14) Jino tsi kia ha a(k)=ni=ki
monkey P5 REP 3sG kill=REMP=DEC:P
nika toloti=ria=ti
like this gun=SIMIL=TOO
‘He killed the monkey like this as if it (his bow and arrow) was a gun as

well (it is said).” TXT 007:260

In (4.15) we see that the entire NP fino wisti ‘one monkey’ surfaces with a final
high tone even though it is not on the right-edge of an NP, where the ergative tone occurs.
However, this is because, as stated above, wisti(ta) ‘one’ has a lexical high tone on its final
syllable in its apocoped form. Notice also in this example that /iné ‘monkey’ is not even
on the right edge of the noun phrase (where case marking occurs) and it still contains a
final high tone. This shows that its final high tone is a lexical tone, not one acquired through

a functional ergative tone.

(4.15) Jino wisti  a(k)=bi=ni=ki
monkey one kill=DO&COME=REMP=DEC:P

‘He killed one monkey and brought it.’ TxT061:142

One can establish a genuine grammatical high tone only by virtue of comparing the

prosodic shape it has in citation form and in other grammatical functions, as was done with
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yosa ‘woman’ in the examples in (4.10), (4.11) and (4.12). The simple presence of a high
tone at the end of a form is not an indication that ergative case is present; Chacobo marks
lexical contrasts with high tones and it is permissible to have one lexical high tone at the
end of a morpheme (see Section 2.3 on tone as lexically contrastive).

The relationship between ergative case assignment and transitivity requires some
comment. First, in certain environments, tone sandhi rules can remove an underlying high
tone, sometimes eliminating one of the exponents of ergative case (Iggesen 2007; Section
6.2.2). Secondly, ergative case assignment is a sufficient, but not a necessary criterion for
classifying a verb complex as transitive in the following sense; if an argument receives
ergative case, then it is an A argument, but the reverse is not true. There are constructions
where A arguments of transitive verb complexes are not assigned ergative case (see Section
7.2.1).

One example of where ergative case is not assigned are pronouns. Speech-act-
participant pronouns in Chacobo display an accusative alignment where only the P
argument is marked for case. A and S arguments remain unmarked. For instance, in (4.16b),
the pronouns # ‘first person singular’ is in an A function and is unmarked for case. In (4.16a)
the first person singular pronoun is in P function and, therefore, combines with the

accusative case marker -a.
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(4.16) a.  nia=so i-a mana =wi
here=A 1SG-ACC  wait=IMPER
‘Wait for me here (where you are).’
b. i boi a(k)=ta=no
1sG yatorana  do/catch=GO&DO=DES

‘I’m going to go an catch a yatorana.”  TxT008:024

For pronouns, an argument in S function appears without any case marking,
identical in form the same pronoun in A function. This shows that pronouns display an

accusative alignment, because A and S pattern together morphosyntactically.

(4.17) no?o sobo=ki i ho=ni=ki
1SG:GEN house=DAT 1SG COMe=REMP=DEC:P

‘I came to my house.’ TXxT054:694

In Chacobo, a number of formatives index accusative case in pronouns. Plural
pronominals are marked with the suffix -fo -k7 and the clitic =kan. Third person singular
pronouns in P function have a zero realization. Furthermore, when pronouns occur after
the clause-type/rank enclitic, they combine with an “epenthetic case”, which refers to a
formative that syntagmatically and phonologically resembles a case morpheme, but that

seems to surface for phonological reasons (see Section 6.3 and Section 7.2.2.2). Accusative
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case marking on preverbal pronouns can be viewed as a coding property associated with
transitive constructions. But the realization of case marking on Chacobo is extremely
complex.

The relationship between argument selection and transitivity is similarly
complicated. Selection of at least two arguments is a necessary but not a sufficient criterion
for transitive status. All transitive verb complexes select two arguments (even if they are
not overt). Not all verb complexes that select two arguments are transitive, however.
Intransitive constructions that have two core arguments are discussed in Section 4.1.1.4.
The next section discusses the distinction between two different types of transitive

constructions.

4.1.1.3. Monotransitive versus Ditransitives

Among transitive verbal predicates we can distinguish between monotransitive and
ditransitive ones. A monotransitive verb only has one P argument. A ditransitive clause has
two objects or object-like arguments. Across languages, a prototypical ditransitive verb
denotes concepts in the semantic domain of transfer (‘give’), and it is based on this that the
two Ps can be distinguished on semantic grounds. Apart from an A argument, a ditransitive
verb combines with a recipient-like argument (R) and a theme argument (T) (Malchukov
2010; Haspelmath 2015; Guillaume 2008; Zariquiey 2012). Cross-linguistically,

constructions within languages vary in terms of whether R and T are coded distinctly or
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not. This distinction is relevant for Chacobo. Another way that ditransitives can vary cross-
linguistically is whether they are lexical or derived through valency-adjusting operations.
The distinction between lexical ditransitive verbs and derived ditransitive verbs is similarly

relevant in Chacobo.

Neutral and direct/indirect ditransitive verbs

Chacobo can be seen as distinguishing between two broad types of ditransitive
constructions. The first type of ditransitive construction is akin to what is referred to as a
double object construction in Panoan linguistics (Valle 2011; Zariquiey 2012, 2017a;
Zariquiey & Valenzuela forthcoming). In such constructions T and R arguments are not
coded distinctly with respect to case marking. For full noun phrases T and the R receive no
case marking and when T and/or R are pronouns they are assigned accusative case.
Following the typological literature, I will refer to such verbs as neutral ditransitive
verbs.

In both cases the case marking is identical to that found on P objects in
monotransitive constructions, which also receives no case marking (see Section 4.1.1.2 and
Section 7.2 on absolutive case). This is illustrated in (4.18). In (4.18) the verb tda is
ditransitive and takes an R noun phrase 4afo ‘them’ and a T noun phrase ydwa. These noun

phrases are marked case marking in the latter case and with accusative case in the former.
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This is how the same nominal arguments are encoded in P function in monotransitive

clauses.

(4.18)

[ vawa I+ [ ha-to lr  tda pi=so

white lipped peccary 3-ACC:PL serve eat=PRIOR:A
tsi [no ]a [ hini Jp a(k)=pao=ni=ki

P5 1PL chicha drink=HAB=REMP=DEC:P

‘[We]a offered (lit. served) [them]r [the white lipped peccary]r and after

they ate it they drank [chicha],.” TXT051:389

Another example of a ditransitive verbal predicate is provided in (4.19). The verb

stem mia ‘give’ takes a R (¢/a’ita boka yamabo ‘the great late Boca’) and a T (hini ‘chicha’)

as its dependents. Neither of these noun phrases receives any case marking. They are thus

morphosyntactically identical to P arguments in monotransitive constructions.
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(4.19) hapd [ tfa?ita boka yamdbo lx=ti [ [finapayo=ka=ba=" ]a

look uncle Boca dead =TOO adolescent=REL=PL=ERG
[ hini v mid=no hiai=yama
chicha give=CONCUR want=NEG

i=pao=ni=na

AUX:ITR=HAB=REMP=EPEN

‘Look, [the adolescents]a offered [the great late Boca]r [some chicha]r too;
“I do not want it”, he (the great late Boca) used to always say.” TXT

103:105

Chacobo can be said to have a second type of ditransitive construction where R and
T are distinguished, which I will refer to as direct/indirect verbs, following the typological
literature on ditransitives (see citations above). The T argument is coded as the P argument
or the R and T arguments of neutral ditransitive constructions. The T argument is unmarked
and the R argument is marked with the dative =ki. An example of this type of construction
is provided in (4.20). The R argument is hato hina ‘their penis(es)’ and this is coded with
a dative postposition. The T argument is mai ‘dirt’ and it is coded without any case marker,

as P arguments are in monotransitive clauses.
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(4.20) ... | hato  hina |x=ki [mi ]a [ mai ]r
3PL  penis =DAT 2SG dirt
ri-wi=?di=na i=rikia
HEAD-put.in=NMLZ:IPV=EPEN  say=REP
‘[ You]a have been putting [dirt]r in the [head of their penises]z.’

TXT 063:285

From the typological perspective adopted in Haspelmath (2015), it makes sense to
regard the direct/indirect construction as a ditransitive construction. Zariquiey and
Valenzuela (forthcoming) also imply that such constructions are ditransitive in Chacobo.
However, some analytic problems arise from this terminological decision, related to the
fact that it is not always clear whether NP dependents marked with the dative =47 are
arguments. Many intransitive verbs and certain adjectives can combine with a

postpositional phrase headed by the dative =k7 marker. Illustrations are provided in (4.21).

(4.21) a.  DATIVE MARKED DEPENDENT IN INTRANSITIVE
yaka=ki tsi  pi i ka=yami(t)=ki
town=DAT P5 ANX 1SG go=DISTP=DEC:P

‘I went to town (Riberalta).” TXT105:206
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b.  DATIVE MARKED DEPENDENT OF PREDICTIVE ADJECTIVE
ha=ki noa tsi  kia  mako yini  i=pao=niki
3=DAT tasty P5 REP peach palm dust be=HAB=REMPAST

‘The peach palm dust was really tasty for her.” Tx1022:015

Referring to transitive constructions that encode R with a dative =47 as ditransitive
seems to imply that the dative marked arguments are structurally on par with A, S and P
arguments. To be consistent the dative marked dependents of the intransitive clauses should
be regarded as arguments of the verb as well. This is only an analytic issue if the basic
distinction between intransitive and transitive constructions is based only on the number of
arguments selected for, because it would imply that the constructions in (4.21) are
transitive. However, I do not define the basic transitivity distinction only in terms of the
number of arguments a verb selects for (Section 4.1.1.2). Referring to a ditransitive which
marks its R argument with a dative does not, therefore, result in terminological
inconsistency with respect to the definition of transitivity used in this thesis.

The problem relates to the fact that it is unclear when a dependent of a verb is a
core argument or an adjunct or oblique and how to determine how many arguments a verb
truly selects for. From a typological perspective, Forker (2014) argues that although there
are canonical arguments and canonical adjuncts, but that many NPs marked with spatial
cases are intermediate between these categories. Zariquiey (2017b) has argued that there is

in fact a continuum between core arguments and obliques in Kakataibo. In line with these
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considerations, NP dependents marked with =47 ‘dative’ could be intermediate between an
argument and an adjunct and the precise number of arguments a verb selects for
indeterminate. The distinction between arguments and adjuncts requires future research.
Nevertheless, I will continue to refer to constructions such as those in (4.20) as ditransitive.
I tentatively define a ditransitive as construction as one which contains a transitive verb
that encodes “transfer” semantics and selects for three arguments. Future research on the
argument/adjunct distinction in Chacobo could entail revising this definition.

In naturalistic speech it is uncommon for both of the R and the T to be expressed
overtly. Like P arguments, R and T have null realizations when they can be recovered from
discourse context. An example of a neutrally aligned ditransitive verb complex where
neither the T nor the R are overtly expressed is provided from (4.22) from the Chacobo
folk myth of the moon woman. In this example the understood A argument is the witch
Tibibi, the T argument is the witch’s magical bird and the R argument refers to men who
are being punished for adultery by this bird by being squished into tiny people. The verb
root tfos ‘crush’ combines with the transitive suffix -a and then with the causative clitic

=ma to make the ditransitive verb construct #/osama ‘make someone crush something.’
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(4.22) bini ha bo=2d tsi kia

husband 3 carry=NMLZ:P P5 REP
wiriri=" tfof-a=ma=yo=ni=ki
Tibibi=ERG crush-TR=CAUS=CMPL=REMP=DEC:P

‘And when it (the bird) carried the husband away (it is said) that the Tibibi

sent the bird to squish him.” TXT006:119

A detailed description of the coding and behavioral properties of ditransitive
constructions is provided in Section 7.1.2 and throughout Chapter 8 in the context of

valency-adjusting operations.

Lexical and derived ditransitive verbs

In Chéacobo, neutral (“double-object”) ditransitive verb stems classify into two different
types. The first are inherently ditransitive verb roots that combine with R and T noun
phrases without combination with valency-adjusting morphemes (see Chapter 8§ on
Valency for details). I will refer to such forms as lexical ditransitives. Chacobo only has
four lexical ditransitives, these are maa ‘pile on, put on top of’, ratsa ‘hang up on’, mia
‘give’, taa ‘offer’, and -osta ‘stick in hole somewhere on something/somebody’ . The latter

verbs roots are found in the examples in (4.18) and (4.19) above.
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Ditransitive verb constructions can be derived productively by combining a
transitive verb with the clitic =ma ‘causative’. 1 will refer to such complex ditransitive
verbs as derived ditransitives. An example of a derived ditransitive occurs in the sentence
in (4.23). The transitive verb root his ‘see’ combines with the causative clitic =ma

‘causative’ to form a ditransitive verb construct.

(4.23) [ yawa Ir [ i-d Ik his=ma=ka(n)=wi
white_lipped_peccary 18G-AccC see=CAUS=PL=IMPER
kai papa yamabo i=pao=ni=ki
mother father late say=HAB=REMP=DEC:P

“’Show me the white lipped peccary” my mother and father used to say.’

TX1051:403

Another case of a derived ditransitive is illustrated in (4.24). The transitive verb
root pi ‘eat’ combines with the clitic =ma ‘causative’ to form the ditransitive verb complex
pi=ma ‘serve something to someone, give someone something to eat.” The clitic construct
pi=ma takes the noun phrase ydpa ‘sardine(s)’ as its T dependent and the pronoun ma-to

‘you (pl.)’ as its recipient dependent.
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(4.24) [ yapa ]r [ ma-to | i pi=ma=no
sardine 2PL-ACC 1sG eat=CAUS=DES
bi=ka(n)=wi
come:PL/TR=PL=IMPER
‘Come so that I can invite you (pl.) to eat (make you (pl.) eat) sardines.’

OBSV

4.1.1.4. Extended intransitives

An extended intransitive refers to a construction which contains two arguments, neither of
which are marked for case. They diverge from transitive constructions in that neither
argument is distinguishable based on coding properties; no case is assigned. They diverge
from most intransitive verbs in that they select for two arguments rather than one and
neither argument is marked as oblique. Apart from this difference in argument selection,
all of the other diagnostics for transitivity provided in Section 4.1.1.2 above (transitivity
harmony, wa insertion in Fronted-VP constructions) suggest that these constructions are
intransitive. Extended intransitives contain an additional nominative (for pronouns) or
absolutive marked (for full noun phrases) argument, not available for other intransitive
verbs.

Extended intransitive constructions divide into two types depending on the verb

stem which heads them. Lexical extended intransitive verbs are simplex verb roots which
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take two arguments but do not condition ergative or accusative case on either of them. In

these sentences the A and the P can be distinguished syntactically. There are only two

lexical extended intransitive verbs to my knowledge; mani ‘transform’; haska ‘be like’.

Derived extended intransitive verbs are complex verb stems formed from the

combination of a lexical ditransitive and the passive suffix -Zakd. In, constructions headed

by derived extended intransitive verbs A and P arguments are completely indistinguishable.

The sentence in (4.25) provides an example of a lexical extended intransitive verb

mani ‘transform’ with two arguments, both of which appear in the unmarked absolutive

case. The arguments are underlined.

(4.25)

toa tsi kia  kasko ki ha tfani=ki

DEM2 P5 REP cari cari plant DAT 3SG  speak=PRIOR:DA

t/tki tsi kia kdsko mani=ni=ki
brazilian PS5 REP  cari cari plant transform=REMP=DEC:P

“This is because when he (Caco) spoke to the cari cari plant the cari cari

plant transformed into a brazilian.” TXT 026:283

The clause headed by mani ‘transform® is structurally ambiguous. Neither, the noun

phrase #/iki ‘brazilian’ nor kasko ‘cari cari plant’. Chacobo allows both APV and PAV

word orders (see Section 7.1). In the example above, the P and the A functions are
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disambiguated by context (the story describes Caco creating a number of ethnicities in this
fashion).

However, A and P are still distinguishable syntactically for predicates headed by
lexical extended intransitive verbs such as mani ‘transform’. The fact that mani ‘transform’
encodes a syntactic difference between A and P, even though it makes no case marking is
made clear the following examples from elicitation. Each sentence only has one
interpretation is not ambiguous, because the subject occurs post-verbally. The A argument
identifies the referent before transforming and the P argument describes the referent after

his transformation.

(4.26) P \Y% A
honi mani kama  =ki
man transform jaguar =DEC:P

“The jaguar transformed into the man.’

*‘The man transformed into the jaguar.’

(4.27) P A% A
kama mani honi  =ki
jaguar transform man =DEC:P

*‘The jaguar transformed into the man.’

‘The man transformed into the jaguar.” ELIC
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Derived extended intransitive verbs head are distinct from lexical ones. Like the
lexical extended intransitive verb they do not assign case. Unlike the lexical extended
intransitive verbs, A and P cannot be distinguished based on constituent order at all. As
stated above, all derived extended intransitive verbs are combinations of lexical ditransitive
verbs with the passive marker -2aka. The examples below show that A and P cannot be

distinguished grammatically in these derived extended intransitive constructions.

(4.28) A/P \Y% A/P
potfo mda-?aka yosa =ki
blanket put.on.top-PASS woman =DEC:P
‘The woman was put on top of the blanket.’

“The blanket was put on top of the woman.’

(4.29) A/P A% A/P
yosa  maa-?aka potfo =ki
woman put.on.top-PASS blanket =~ =DEC:P

‘The woman was put on top of the blanket.’

‘The blanket was put on top of the woman.” ELIC

Only combination of -?aka ‘passive’ with a lexical ditransitive verb can derive an

extended intransitive. Such constructions are treated in more detail in Section 8.4.
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4.1.2Non-verbal predication

This section provides a description of non-verbal predication. Non-verbal predicate
constructions are distinct from verbal-predicate constructions in allowing non-verbal
categories to function as predicates and in their use of second position (Wackernagel)
morphemes to encode clause-type (rather than the clause-type/rank morphemes described

in Section 4.1.1.2 which occur near the end of the sentence).

4.1.2.1. Non-verbal predication — introduction

A structural description of the non-verbal predicate construction is provided in (4.30).

(4.30) NON-VERBAL PREDICATE CONSTRUCTION
a. It contains a non-verbal predicate subject (S~xv) and a predicate phrase.
The Syv is an NP (full NP, demonstrative or pronoun) that can be elided if
its reference can be reconstructed from discourse. The predicate can be a
variety of different categories; adjectives, quantifiers, cardinal numerals,
postpositional phrases, demonstratives, locative adverbials, nominalized

clauses and a small class of verb roots.
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Non-verbal predicate constructions divide into two types. A zero-marked
non-verbal predicate construction and an overtly marked non-verbal
predicate construction.

Zero-marked constructions consist of simple juxtaposition of S and the
predicate in a fixed predicate-S order. Zero-marked constructions can occur
in subordinate clauses.

Overtly-marked constructions contain the clause-type morphemes gso
‘declarative’ or ni ‘interrogative’ which occur after the noun phrase or the
predicate construct. Those overtly-marked constructions that contain so
‘declarative’, ni ‘interrogative’, and kid ‘reportative’ allow Snv and the
predicate to variably order (predicate-S order appears to be the default). A
non-verbal predicate construction marked with ki ‘declarative, posterior’
only allows for the predicate-Snv order.

The clause-type/rank morphemes of verbal predicate constructions (e.g. =ki
‘declarative, past’; =w# ‘imperative’) cannot occur in non-verbal predicate

constructions.!2

12 For some clause-type/rank morphemes an analysis might be available that understands them as occuring

in either the verbal predicate construction or in the non-verbal predicate construction. For instance, the form

kia which encodes reportative occurs in the non-verbal predicate construction as a clause-type/rank

morpheme and the verbal predicate construction as a morpheme encoding modal semantics. The form ki

which encodes declarative semantics encodes future or posterior in non-verbal predicate constructions and
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The ‘“non-verbal” portion of non-verbal predicate constructions should be
interpreted positively as stating that non-verbal constructs can function as the predicate
rather than negatively as stating that verb roots cannot function as predicates in such
constructions. The reason for this is that there is a class of intransitive verb roots (non-
agentive verbs) that can function as predicates in non-verbal predicate constructions,
discussed in Section 4.1.2.2. Furthermore, nominalized verbal predicate constructions can
also function as the predicate in non-verbal predicate constructions, discussed in Section
4.1.2.3.

In zero-marked non-verbal predicate constructions, there is no morphosyntactic
marking of clause-type. The Snv and the predicate are juxtaposed without any additional
morphosyntactic marking. In the zero-marked construction, the order of the subject and the
predicate is fixed in a Syy-predicate order. All zero-marked non-verbal predicate
constructions are declarative. Examples of non-verbal predicate constructions from
elicitation are provided below in (4.31). The examples demonstrate that a variety of

different categories can occur in the predicate position as stated in (4.30a.)

non-past in verbal predicate constructions. In both of these cases the semantics are different in each
construction. It is not clear whether these should be regarded as distinct morphemes or not because it is not
clear the extent to which the semantic differences associated with these forms across the two constructions

should be attributed to homophony, polysemy, or differences in the meaning of the constructions.
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(4.31) a.  ADJECTIVE
pistia  yosa
small woman
‘The woman is small’
b.  NOUN
yobi(ka) yosa
witch woman
‘The woman is a witch.’
C. QUANTIFIER
wistima  yosa bo
many woman PL
‘There are many women.’ (lit. ‘The women are many’)
d. POSTPOSITIONAL PHRASE
baki=ya vosa
child=pROP  woman
“The woman is pregnant’ (lit. ‘The woman is with child’)’
c. DEMONSTRATIVE
nibia vosa
DEICI:ADV ~ woman

‘The woman is here.’ ELIC
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In overtly-marked non-verbal predicate constructions, the Syvand the predicate
phrase is separated by a clause-type morpheme. The non-verbal predicate clause-type
morphemes are so ‘declarative’, ki ‘declarative, future’, ni ‘interrogative’. The reportative
morpheme kid ‘reportative’ occurs in the same syntactic position and is mutually exclusive
with the clause-type morphemes in non-verbal predicate constructions. It could, thus, also
be analyzed as a clause-type morpheme along side the declarative and interrogative
morphemes (see Section 4.2.5 for more details). In overtly-marked constructions the
predicate and the Snv can be variably ordered.

The default order for non-verbal predicate constructions marked with gso
‘declarative’, kia seems to be predicate-Snv with Snv-predicate order as a possibility. Non-
verbal predicate constructions marked with i ‘declarative, future’ display an obligatory
predicate-Sny order. Snv-predicate order is ungrammatical with non-verbal predicate
constructions marked with ki ‘declarative, future’. Interrogative non-verbal predicate
constructions marked with #i display default Snv-predicate order; predicate-Snv order
seems to be the marked option with interrogative non-verbal predicate constructions.

while subject-predicate order seems to encode that the Syv is in focus. The precise
type of focus for the subject-predicate ordering requires future research (see Valle [2017]
for a discussion of the different types of focus in Kakataibo). Examples of subject-predicate

order with the declarative marker are provided below.
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(432) a. yosa S0 pistia
woman DEC small
‘(It’s) the WOMAN (that) is small’
b. yiosa  so yobika
woman DEC  witch

‘(It’s) the WOMAN (that) is a witch.’ ELIC

In naturalistic speech overtly-marked predicate constructions are more common
than zero-marked predicate constructions. Some text examples of overtly marked

constructions are provided in (4.33) and (4.34) below. These both display predicate-Snv

order.

(4.33) koko  pistia=ma=ria tsi 50 mi hana
uncle  small=NEG=AUG PS5 DEC 2SG:GEN tongue
‘Uncle, your mouth is too/very big now.’ TxT 031:615

(4.34) nibi pi S0 mi-?-iwa
here ANX DEC  2-EPEN-mother

‘But (hurry up and) look your mother is right here!” TxT061:668

(4.35) provides an example of an interrogative non-verbal predicate construction.
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(4.35) toka ni yaya
like this INTER  aunt

‘And our aunt was like this?’ TXT 006:128

The reportative morpheme kia displays a contrastive distribution with the clause-

type morphemes so and ni. An example of the reporative is provided in (4.36).

(4.36) biriri tsi kia mdgsi ndaa
clean P5 REP urucu DEM1
‘This urucu tree was clean.’ TxT1063:232

A text example that shows the variable ordering of subject and predicate in overtly-

marked non-verbal predicate constructions is provided in (4.37) below.

(4.37) pdis tsi kia ronoa S0 mi-a
IDEO:quiet P5  REP anaconda  DEC 2SG-EPEN
mi-a tsi S0 ronoa
2SG-EPEN P5 DEC anaconda

‘And (when you finished the chicha and didn’t vomit) then (when) it was

quiet, you were the anaconda, YOU were the anaconda.”  TXT 013:440
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The subject-predicate order is the default order with interrogatives. An example is

provided in (4.38).

(4.38)

mi-a ni noro ibaba
2SG-EPEN INTER  1SG:GEN  grandson

‘Are YOU my grandson?’ TXT034:128

Non-verbal predicate constructions marked with ki ‘declarative, future’ are rare in

naturalistic speech. Examples of ki ‘declarative, future’ from elicitation are provided in

(4.39) and (4.40).
(4.39) yobi ki yosa
witch DEC:FUT woman

(4.40)

below.

“The woman is going to be a witch (e.g. when she gets older)’ ELIC
yonoko=ya ki
work=COoM DEC:FUT

‘He is going to have work (lit. be with work).” ELIC

An example of ki ‘declarative, future’ from naturalistic speech is provided in (4.41)
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(4.41) oa tsi awini=" kifi nia=7rikida no?o

DEM3  P5 wife=GEN thigh throw=REP 1SG:GEN
awl tsi ki mi-a
wife P5 DEC:FUT 1SG-EPEN

‘He (the jaguar) had already thrown the woman’s thigh up over here (points

to shoulder) (when he said) “You are going to be my wife”. TXT 032:056

In non-verbal predication the Snv does not have to be overtly expressed. A null
subject identifies a referent which is understood or recoverable from discourse context. A
text example that illustrates such a situation is provided in (4.42b), where water is the

recoverable subject as can be seen from the discourse context in (4.42a).

(442) a.  hini tsi  kia  moli=yama=rdai=na
water P5 REP movVe=NEG =NMLZ:IPV=EPEN
‘The water didn’t move (it is said)’
b.  koro tsi kia
dark P5 REP

‘It (the water) was dark/black (it is said).’ TxT1068:054

In the example in (4.43b) the understood subject is t/akobo ‘Chacobo’, which is

recoverable from the discourse context provided in (4.43a).
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(443) a. ia tlalita=sini  kipt tsi kia ... toa tfakobo
lake big=ADJLVZ on_edge P5 REP ... DEM2 Chécobo
nio=ni=ki
be born=REMP=DEC:P

‘On the edge of the really big large (it is said) the Chacobo were born.’

b. ... wistima  tobi SO
many ADV:DEM2 DEC
‘There were many (of them).’ TXT 040:007-010

Subjectless non-verbal predicate constructions are typical for descriptions of the

weather as in (4.44).

(4.44) matsi S0 pa
cold DEC MIR

‘It’s cold (contrary to what I expected!).” TXT 061:335

Non-verbal predicates are never overtly marked with so ‘declarative’ nor ni/
‘interrogative’ nor kia ‘reportative’ in subordinate clauses. Non-verbal predicate
constructions are always zero-marked in subordinate clauses. In Chéacobo there is a class
of intransitive verb roots that can occur as predicates in non-verbal predicate constructions.

These are discussed in the following section.
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4.1.2.2. Agentive and non-agentive verbs

Intransitive verb stems in Chacobo divide into two classes; agentive and non-agentive.
Agentive verb stems can only function as predicates of verbal predicate constructions (see
Section 4.1.1.1 for the definition of a verbal predicate construction).. Non-agentive verb
stems can function as predicates of verbal predicate constructions and non-verbal predicate
constructions. Transitive verbs and agentive verbs can never function as predicates of non-
verbal predicate constructions.

Examples of non-agentive verbs in non-verbal predicate constructions are provided

in (4.45).
(445) a.  atf-i tsi SO baki
grab-ITR  P5 DEC child
“The child is being held (lit. the child is grabbed).’
b.  bdna tsi SO bimi

harvest PS5 DEC  fruit
‘The fruit are harvested.’

c. afi isi  so yosa
bathe P5 DEC woman

‘The woman is bathed.’
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d.  yiskikt tsi SO Stki
ground P5 DEC corn
“The corn is grounded.’

e. osa tsi SO honi
sleep PS5 DEC man

“The man is asleep.’

f. tsa’o tsi  so honi
sit PS5 DEC man
‘The man is seated.’ ELIC

Text examples of non-agentive verb roots in non-verbal predicate constructions are
provided in (4.46), (4.47) and (4.48) with the non-agentive verbs riami ‘be filled’ and rakd

‘lie down’ and pdsna ‘be hungry’.

(4.46) tapo ria-mi SO yawa

container fill-MID DEC white_lipped peccary

‘The white lipped peccary filled the container.’
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(4.47) wiakt tsaya=kan=(?)a=ka tisiki=ra

next day see=PL=NMLZ:P=REL cut_throat=NMLZ:P
raka tsi kia honi
lie_ down P5 REP man

‘And the next day, when they saw him, (it is said) the man was lying down
with his throat cut.’

(4.48) pdsna tsi kia  Maina
be hungry  P5 REP  Maina

‘The Maina were hungry (it is said).’ TxT1 007:042

(4.49) provides an example of a non-verbal predicate construction with a non-

agentive verbal root with an elided subject.

(4.49) ha tadi pi osa bakitfa=ro?a Isi kia
3 beside ANX sleep morning=LIMIT  P5 REP

‘The panther slept beside her (the woman) in the part that was mildly

dark.” TxT037:133

The following example shows another case of a verb root functioning as the
predicate in a non-verbal predicate construction. In this construction the Sny is also elided.

The non-agentive verb root osa ‘sleep’ functions as the predicate in a non-verbal predicate
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construction where the subject is dropped. The subject in this sentence is a captive Maina
woman who had been arguing with her Chacobo captor, as expressed in (4.50a), until she

fell asleep described in (4.50b).

(4.50) a. i-P-i=pao ha =yamit=(?)a tsi
do-EPEN-do=HAB 3SG  =RECP=NMLZ:P  P5
‘And they went on like this for a while.’
b.  tonia dsa tsi
probably sleep P5

‘Probably she was asleep (now).”  TXT007:342

Non-agentive verb roots share with adjectives the property of being able to function
as predicates in non-verbal predicate constructions. However, I do not regard them as a
subclass of adjectives, or as roots which are lexically flexible between the verb and
adjective class. The reason for this is that non-agentive verbs cannot occur in attributive
position in the verb complex and cannot combine with verbalizing morphology (see
Section 3.3.2). Furthermore, they do not necessarily combine with the verbalizing suffixes
-na ‘intransitivizer’ and -wa ‘transitivizer’ which I identified as definitional for adjectives
(see Section 8.7 for examples of verbs which combine with -wa).

For non-agentive verb stems to modify noun phrases attributively they must occur

subordinated under the relativizer =ka(to). For instance, (4.51a) is ungrammatical because
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a non-agentive verb root occurs in an attributive adjective position. (4.51b) is not

ungrammatical because the non-agentive verb root occurs in a non-verbal predicate

construction embedded in a relative clause.

(4.51) a. ‘“*honi osa i
man sleep 1sG
‘I saw the asleep man.’
b.  honi osa=ka i
man sleep=REL 1sG

‘I saw the man who is asleep.’

tsaya=ki

see=DEC:P

tsaya=ki
See=DEC:P

ELIC

As noted above, transitive verb roots and agentive intransitive verb roots cannot

occur in constructions in attributive position. They can only occur as predicates in verbal

predicate constructions. Non-agentive verb roots can be derived from agentive verb roots

through valence-adjustment. For instance the middle suffix -m# and the passive suffix -2aka

derives a non-agentive verb root (see Chapter 8).

4.1.2.3. Nominalized verb complexes in non-verbal predicate constructions

There are two verbal nominalizers in Chacobo; =7ad ‘anterior nominalization’ and =7ai
9

‘imperfective nominalization’. The interpretation of the constructs built from these clitics
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in non-verbal predicate constructions depends on clause-type morpheme. Below I discuss

clausal nominalization in overtly marked and zero marked non-verbal predicate

constructions.

Overtly marked (so, ni, kia, ki)

Only verb complexes nominalized (or marked) with =7di can occur in overtly marked non-

verbal predicate constructions. These nominalized predicates are ambiguous between

verbal (event) and nominal (referential) interpretations. These distinct interpretations are

illustrated in (4.52) and (4.53) below.

(4.52)

(4.53)

honi SO awa tsaya=rdi=na

man DEC tapir See=NMLZ:IPV=EPEN
‘The man is/was watching the tapir. / The man is/was a tapir watcher.’
hatsi hawi rais tsi kid moro
then 3SG:GEN in_law P5 REP tunic
map-a=rdi=na

cover-TR=NMLZ:IPV=EPEN

‘So his mother in law covered him with a tunic / His mother in law was the

one who covered him with tunics.” TxT015:060
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Ergative case assigned in constructs nominalized with =7di is not compatible with
an event interpretation in overtly marked non-verbal predicate constructions. If an =7di
construct assigns case a referential interpretation is obligatory. Another way of stating the
same generalization is that predicates nominalized with =7di in these constructions do not
have internal {A,S} arguments. The {A,S} argument must occur as the Syv of the non-
verbal predicate construction as in awa ‘tapir’ in (4.54a). It cannot occur as the A,S
argument of the =7di(na) regardless of whether case is assigned or not. A sentence such as

(4.54b) is therefore, ungrammatical.

(4.54) a. awa SO honi tsaya=rai=na
tapir DEC man See=NMLZ:IPV=EPEN
“The tapir is watching the man / the tapir is the man watcher.’
b.  *honi SO awa(ra=) tsaya=rai=na
man DEC tapir(=ERG) see=NMLZ:IPV=EPEN
Intended reading: ‘The tapir is watching the man / The man is being watched

by the tapir.” ELIC

In overtly marked constructions, a construct nominalized with =?di(na) can assign
case. However, it seems more appropriate to consider this to be genitive case, since when
case is assigned the interpretation of the =7di construct is obligatorily referential. For

instance, (4.55) is grammatical but only if awara tsaya?dina refers to ‘the tapir’s gaze’
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rather than ‘the tapir is watching X’ (compare (4.55) with (4.54b)). Due to the obligatory
referential interpretation, I will refer to case marking in this construction as genitive

marking rather than ergative.

(4.55) honi SO awara= tsaya=2di=na
man DEC tapir=GEN SEee=NMLZ:IPV=EPEN

‘The gaze of the tapir’s is that of a man’s.” ELIC

That these are genitive constructions can be seen by the fact that case can be

assigned even when the verb complex is underlyingly intransitive.

(4.56) naa tsi SO mato tfama=2di=na
DEM1 P5 DEC 2PL:GEN strong=NMLZ:IPV=EPEN
“This is the one who is your (pl.) chief (lit the one who is strong)’

TXT 026:282

Such constructions are rare in my corpus, however. Predicates nominalized with
=7a ‘anterior, nominalization’ cannot function as the predicate in overtly marked non-
verbal predicate constructions.

Further examples of nominalized clauses in non-verbal predicate constructions are

provided below. Two consecutive text examples of such constructions are found in (4.57).
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The first construct in both examples is #si ‘others’, and the predicate clause is a
nominalized verb complex, osa=7ai ‘sleeping’. Notice that both of these examples contain

the non-verbal predicate clause-typing marker so ‘declarative’.

4.57) a.  mai= tisi tsi S0 mai="
earth=SPAT other PS5 DEC earth=SPAT
osa=rdai=na
sleep=NMLZ:IPV=EPEN

‘On the floor, the others slept on the floor.’

b.  tisi tsi S0 watfi osa=rdi=na
other P5 DEC waracha sleep=NMLZ:IMPFV
biré =no

view/eye=SPAT

“The others slept on the huaracha out in the open.” TxT117:201-202

Nominalized clauses are not limited to non-agentive verb roots such as osa ‘sleep’.
Any nominalized verb can function as the predicate of a non-verbal predicate construction.
This is illustrated with the examples below. Neither kiyo ‘finish’, nor yoba ‘counsel’ are
non-agentive verbs. None of these verbs can occur as predicates in the non-verbal predicate

construction unless they are nominalized.
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(4.58) toa kafi tsi kia ha-to kiyo=rdi=na
DEM2  vampire  P5 REP 3-AcC:PL  finish=NMLZ:IPV=EPEN
‘(it is said) that the vampire was killing them.”  TXT 034:242

(4.59) toka tsi S0 no?o sokobo=ri i-a-ri
like so PS5 DEC ISG:GEN children=too 1SG-EPEN=EMPH
yoba="’dai=na
counsel=NMLZ:IPV=EPEN

“This is how I counseled my children.”  TXT 117:081

Structurally clausal nominalizations such as those in (4.58) and (4.59) are non-
verbal predicates for the following reasons; (i) they can be overtly marked for the non-
verbal predicate clause-type morphemes so ‘declarative’ and ni ‘interrogative’; (ii)
preverbal A arguments are not ergative case marked showing that they occur outside of the
verbal predicate clause. The latter point is illustrated with the example in (4.58). In this
example the A argument f0a kafi ‘this vampire’ is not assigned ergative case even though
it precedes the clause-type/rank morpheme of the verbal predicate headed by kéyo ‘finish’.
This can be explained by noticing that toa ka/i is not the A argument of the verbal predicate
structure, but rather is in the Sxv of a non-verbal predicate construction (see Section 7.2 for

details).
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Zero marked

Zero marked non-verbal predicate constructions can also contain constructs nominalized
with =?d or =/di. It is not clear whether such constructions should still be regarded as non-
verbal predicate constructions. The only reason one might structurally identify them as
non-verbal predicate constructions is because nominalized =7ai(na) and =?d constructs
function as the predicates. Otherwise they have all of the properties of non-verbal predicate
constructions. =7di(na) constructs can assign ergative case as in (4.60), (4.61) and

(4.62) (see Chapter 7 for details).

(4.60) awi=ba omaka bi=2Pdi=na
wife=PL:ERG  tucunaré bring=NMLZ:IPV=EPEN

‘The women brought tucunare.”  TXT 045:264

(4.61) kdasa=ki kia  yosa habi tsi yawa
anger=DEC:P REP  woman surely  P5 white lipped peccary
yosa= ’ tsaya=7d=na
woman=ERG SEC=NMLZ:P=EPEN

‘It 1s said that the woman became angry because surely the woman say the
white lipped peccary (that her husband did not kill because he was

vegetarian).’ TXT050:918
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(4.62) toa kako=" pi=Pa=na
DEM?2 Caco=ERG eat=NMLZ:P=EPEN

‘That (the grandmother) is the one that Caco ate.” TXT 028:017

4.1.3i-copulative construction

The verb root i in Chacobo has a wide range of functions. It can function as a copula verb
in equative or existential meanings. Constructions with i-predication display a mixed
behavior, not classifying either as verbal nor as non-verbal predicates. These constructions
display the following properties in common with non-verbal predicate constructions; (i)
they do not assign case; (ii) they involve the juxtaposition of a noun phrase or
demonstrative with another category. However, i-copulative constructions have the
following properties in common with verbal predicate constructions; (i) they require the
clause-type/rank morphemes of verbal predicate constructions; (ii) they cannot occur with
the non-verbal predicate clause-typing morphemes such as so ‘declarative’ or ni
‘interrogative’. They can receive all tense, aspect and other modifications that verbal
predicate constructions can except associated motion and a few (semi)-functional
categories to be specified below. They display a more fixed constituent order compared to
verbal predicate constructions. They do not allow any arguments to occur after the verb

root (7 in this case).
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i-copulative constructions can take maximally two NPs neither of which is marked
for case. When such constructions take two NPs they have an equative interpretation.
Alternatively, if the i-copula construction occurs with one NP and a locative position, the
construction can refer to the stative position of the referent denoted by the NP. If the
construction occurs with a comitative and an NP, the interpretation is proprietive. With
only one NP, the interpretation of the sentence is existential. Thus, the i-copulative
construction can express different types of stative situations.

A text example of a copulative equative construction is provided in the example

below in (4.63).
(4.63) a.  haa tsi kia nia=ro?da
3 P5 REP HERE=LIM

‘He was just here (it is said)’
b.  pistia Isi kid toa honi i=ni=ki
small PS5 REP DEM2 man be=REMP=DEC:P

‘He was just this tall (it is said).” TxT006:150

Another example, but with a past perfect interpretation in (4.64).
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(4.64)

mi-P-ipa=ya mi-a=ri i=yamit=ki
2-EPEN-father =com 2SG-ACC=TOO be=DISTP=DEC:P
hama mi-?-ipa tsi riso=ni=ki

BUT 2-EPEN-father P5 die=REMP=DEC:P

“You had your father as well, but he died.’ TXT117:036

The i-copulative construction can also express existential semantics as in the

following sentences, both encoded in the recent past with the temporal distance clitic =itd

‘recent past time’.

(4.65)

(4.66)

a.

haro?a toa hosi siri i=Pita=ki
only DEM2 Jose old be=RECP=DEC:P

‘There was only that old man Don Jose.” TXT 021:013

anoma-ria SO mi atsa
many-AUG DEC 2SG:GEN yuca

tfaso=" hawi rifo pi=2rdi=ka

deer=ERG  3SG:GEN flower eat=NMLZ:IMPFV=REL
i=rita=ki

be=RECP=DEC:P
‘There was much yuca, and there the deer was eating his flower.’

TXT 054:377

211



The copula i can combine with non-agentive verbs. An example is provided in
(4.67) below. These seem to have a similar meaning to cases where non-agentive verbs are

the predicate in non-verbal predicate constructions.

(4.67) tsalo  tsi tres  meses tsarlo tsi kia tsalo
sit P5 three months sit P5 REP sit
baki i=ni=ki
child be=REMP=DEC:P

‘He was seated, for three months it is said the child was seated.’

TXT015:120

There are a number of semi-lexical functional clitics that allow i to drop, or that
can occur by themselves without i as the verbal head. For some speakers, the recent past

morpheme =?itd displays this behavior, occuring in a i-predicate construction without i.

(4.68) yama  bii =(?)ita=ki i kia
NEG mosquito  =RECP=DEC:P say REP
t/akobo
Chacobo

““Yesterday there were no mosquitos.” said the Chacobo.” TXT081:029
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The other semi-lexical function that I have recorded heading this type of
construction without i are =kia ‘counterfactual’; and =si ‘remote future’. These are
discussed in the sections/chapters dedicated to discussion of these morphemes (see Section
13.3 for =kia and Sections 10.6 and 13.2 for =s#). The verb root i is also used as the head

of auxiliary verb constructions, which I discuss in the next section.

4.1.4 Auxiliary verb constructions

In this section I provide a definition of the auxiliary verb construction in Chacobo. I classify
auxiliary verb constructions into three different types depending on which element
functions as the auxiliary head. I then consider some constructions where the definition of
the auxiliary verb construction is only partially met, and then consider the structural
similarities between the auxiliary verb construction and other construction types in
Chacobo. The purpose of this section is to illustrate the definition of the auxiliaries as they
are used in this thesis. But the semantics of auxiliary verb constructions will be discussed
throughout this thesis in the sections dedicated to the functional domains that these
auxiliary constructions encode.

An auxiliary verb construction in Chacobo is defined by the properties listed in

(4.69).
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(4.69) AUXILIARY VERB PROPERTIES
a. A lexical verb combines with an auxiliary verb in the order lexical verb —
auxiliary. Auxiliary verb constructions can be either
b.  The lexical verb which precedes the auxiliary verb in the clause occurs with
some marking of subordination, adjectivization or nominalization.
c.  The semantics of the auxiliary verb construction does not clearly follow

from the semantics of its parts.

The auxiliary verbs in Chéacobo are as follows; i ‘intransitive’ and mitsama
‘impossibilitative’. The marking of subordination of the main lexical verb is either the same
subject enclitic =7i, a nominalizing negation morpheme =ma, or the purpose
clause/nominalizer =ti.

There is a total of four auxiliary verb constructions. The most frequent is the
imperfective i-auxiliary verb construction (see Section 11.1 for a description of the
semantics of this construction). In this construction the main lexical verb occurs with the

same subject morpheme =7i. An example is provided in (4.70).
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(4.70)

hatsi kia toa ka?i=yama=(?)i

then REP DEM2 know=NEG=CONCUR:S
kia ha i=ka(n)=pao=ni=ki

REP 3 AUX=PL=HAB=REMP=DEC:P

‘They were never aware (lit. they weren’t knowing) (it is said).’

TXT061:022

In the sentence (4.70) above, a subject pronoun intervenes between the lexical verb

and the auxiliary verb. This is not a syntactic requirement of the imperfective i-auxiliary

construction. For example, in (4.71), where the subject pronominal # ‘first person singular’

precedes the entire auxiliary verb construction (see Sections 7.1.1.2 and 7.2.1.3 for the

alignment properties of this construction).

(4.71)

tlani Siri yvoa=rai=ka

story old tell=NMLZ:IMPFV=REL

i nika=?i i=pao=ni=ki

1sG listen=ss AUX=HAB=REMP=DEC:P

‘I was always listening to the the old story that she (my grand mother) was

telling’ TxT1022:027
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The next auxiliary verb construction is the regretative i-auxiliary verb
construction. In this construction the auxiliary is i ‘intransitive’, the negative/antonymic
=ma combines with the main lexical verb, and the modal enclitic =r# ‘regretative’ occurs
directly after the clause type/rank morpheme =ki ‘declarative, past time’ (see Section
13.14). This construction type refers to a counterfactual event that the speaker regrets or
laments not performing. In Spanish, it is often translated as a question that a speaker poses
to oneself. An example of this auxiliary construction is provided in (4.72a) with some of

the discourse contact in (4.72a).

(4.72) a.  haatia yawa haska-ria tsi kia
EXPL:EPIS white lipped peccary similar-SIMIL ~ P5 REP
no-ki ha tsaya=rai=na
1PL-ACC 3 look=NMLZ:IPV=EPEN

‘I don’t know, it seems as if the white lipped peccary were watching us.’

b.  papa=’ pla Wisti bi-ma i
father=GEN arrow one bring-NMLZ:NEG  1SG
i=?ita=ki=ri yawa Wistl

AUX=RECP=DEC:P=LAMENT  white lipped peccary one
a(k)=si=na

kill=REMF=EPEN
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‘Why didn’t I bring one of my father’s arrows to kill one white lipped
peccary?’ (lit. I regret not bringing one of my father’s arrows so that I

could have killed a white lipped peccary.’) TxT007:333-334

The marker of verbal and clausal negation is =yama ‘negation’ in all other
construction types. The morpheme -ma expresses negation or antonymity when it combines
with adjectives and certain nominalized verbs. Based on the fact that -ma combines with
nominalized verbs and adjectives, I interpret the -ma in the lamentative i-auxiliary
construction as a nominalizer. Since nominalization is a form of subordination it is on this
basis that I classify the lamentative construction as an auxiliary construction.

The third construction is the (im)possibilative mitsa(ma)-auxiliary verb
construction (see Section 13.7). In this construction the lexical verb takes the
purposive/nominalizing clitic =¢#/. The (im)possibilative morpheme mitsa(ma) never occurs
with clause-type/rank morphemes. Rather it occurs as the predicate inside a non-verbal
predicate construction. In the sentence in (4.72), the subject of the non-verbal predicate is
the first person singular #-a ‘first person singular’. The non-verbal predicate declarative
morpheme so encodes that the clause is declarative. The morpheme mitsa(ma) is the head
of the predicate, and the lexical verb ka-nia ‘shoot in the back’ is the lexical verb

subordinated under the nominalizer =t1.
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(4.73) mi-a ka-nia=ti mitsa-ma

2SG-ACC back-shoot=PURP/NMLZ POSS2-NEG
tsi K i-a
P5 DEC 1SG-EPEN

‘Now I cannot shoot you.” TXT062:056

4.2. CLAUSE TYPES — AN OVERVIEW

This section provides an overview of the clause types in Chacobo. The clause-type refers
to the structurally coded communicative function of the sentence (also referred to as
“sentence-type”). The declarative, the interrogative and the imperative are distinct clause-
types in Chéacobo, as they are with the vast majority of the languages of the world (Sadock
& Zwicky 1985; Konig & Siemund 2007; Bruil 2015). Verbal and non-verbal predicate
constructions mark clause-types in distinct ways. Imperative clause-types are not possible
with non-verbal predicates. Declaratives are described in Section 4.2.1, interrogatives are
described in Section 4.2.2 , and imperatives are described in Section 4.2.3.

Apart from declarative, interrogative and imperative, I discuss the possibility that
there are two other clause-types in Chacobo. Chacobo contains a number of hortative
functional morphemes that are mutually exclusive with other clause-typing morphemes. In
Section 4.2.4, I thus consider whether constructions with such morphemes should be

considered a hortative clause-type, distinct from the declarative, imperative and
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interrogative. A similar situation applies to the reportative. As was pointed out in the
previous section, the reportative patterns morphosyntactically with clause-typing
morphemes in non-verbal predicate constructions. I discuss whether the reportative should
be considered its own clause-type in Section 4.2.5. Chéacobo allows for the elision of core
arguments with some restrictions. The licensing and interpretation of arguments with no
phonetic realization interacts with clause-typing. This issue is discussed throughout this

section.

4.2.1Declaratives

A declarative refers to a sentence which has a default meaning of assertion. Much of the
morphosyntax of declaratives has already been indirectly described in the context of the
discussion of the structural differences between verbal and non-verbal predication provided
in Section 4.1.1. In non-verbal predicate constructions the declarative is either zero-marked
or coded with the morpheme so, as noted in Section 4.1.2. This is illustrated with the
following example. Here the morpheme so can be dropped and the clause is still

declarative.

(4.74) tsiri-sini (s0) mi-a
laugh-N/ADJ (DEC)  2SG-EPEN

“You are an all of the time laugher.” ELIC
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In verbal predicate constructions, the declarative is coded through clause-type/rank
morphemes that also encode tense (Section 4.1.1). These are the morpheme =ki
‘declarative, past tense’ and =ki ‘declarative, non-past tense’ (Chapter 9 for a description
of the semantics of these morphemes). The clause-type/rank morpheme has a dedicated
position in the verb complex. Examples of declaratives with the clause-type/rank
morphemes =ki ‘declarative, past tense’ and =i ‘declarative, non-past tense’ are provided

in (4.75) and (4.76).

(4.75) awi ha=ki ara=ni=ki
wife 3=DAT Cry=REMP=DEC:P
‘His wife cried for him.’ Tx1068:103
(4.76) mi-a pi=ki yalani
28G-ACC cat=DEC:NONP tick
“The ticks are eating me.’ TXT061:528

The reportative morpheme kid was already described as a clause-type morpheme in
the context of the description of non-verbal predicate constructions (Section 4.1.2.1). In
non-verbal predicate constructions kiad occurs in the same syntactic slot as and is mutually
contrastive with the declarative so and the interrogative n/ morphemes. The reportative
morpheme =(?)ikia is similarly in paradigmatic opposition with clause-type morphemes.

For verbal predicate constructions, the reportative morpheme =(?)ikia ‘reportative’
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similarly occurs in the same syntactic slot as the declarative, interrogative and imperative
clause-type morphemes. It is also mutually contrastive with these morphemes. This
morpheme seems to have a default non-past interpretation, however, sentences marked
with this morpheme receive their temporal reference from discourse context. This is

illustrated in (4.77¢) below, with the relevant discourse context provided.

(4.77) a.  ha-?-a tsi kia tfitla ha a(k)=ka(n)=ni=ki
3-EPEN-SPAT P5 REP basket 3 make=3PL=REMP=DEC:P
‘From there (it is said that) they made containers....’
b.  habi tfitla a(k)=yama tsi kia
SURELY basket make=NEG P5 REP
bini=yama=—rai=na
have husband=NEG=NMLZ:IPV=EPEN

‘(It 1s said), those that who do not know how to make basket, will not have

a husband.’
c. tfitfama a=yama=ka(n)=rikid yosa bo
container make=NEG=PL=REP woman PL

‘Women didn’t make containers [before] (it is said).” TXT52:256-260

It is too simplistic to claim that reportative is a clause-type across all of Chacobo

grammar, however. For verbal predicate constructions, the the declarative morpheme =ki
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‘declarative, past’ can co-occur with a distinct reportative morpheme ki, which occurs in
a different syntactic position In these constructions, the reportative morpheme patterns with
conjectural and other perspectival modifications syntactically (see Chapter 5 for details).
This is illustrated in the examples in . In declarative =k ‘declarative, past’ clauses, the
reportative is mutually exclusive with (4.78) and (4.79) the conjectural rather than the

clause-typing morpheme.!3

(4.78) hawi ro?d tsi kia boti=ni=ki
3SG:GEN large.vulture  P5 REP lower=REMP=DEC:P
‘His large vulture went down (it is said/reported).” TXT063:052

(4.79) a_la_seis mani no ka=(?)ita=ki
at_six CONJ 1PL g0=RECP=DEC:P

‘It must have been around six that we left (I infer).’

Non-past declarative clauses marked with =ki cannot co-occur with the reportative

kia. The only way to express non-past reportatives is by using the reportative morpheme

— (?)ikid.

13 This should not be taken to mean that they clearly occur in the exact same syntactic position, rather they
simply co-occur (see Section 5.2 for a description of the syntagmatic distribution of morpheme sin the verb
complex).
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(4.80) Riberalta=ki ka=rikia  haboki
Riberalta=DAT go=REP  now

‘(He/someone sais) he is going to Riberalta now’

I have discussed the morpheme =(?)ikid in this section because it could be regarded
as a type of declarative marker that also encodes reportative i the same way that =k# encodes
declarative and past tense. In Section 4.2.5 I consider whether it should be regarded as its

own clause-type (see 13.16 for more relevant details on the semantics of this morpheme).

4.2.2 Interrogatives

4.2.2.1. Interrogatives - Introduction

An interrogative refers to a grammatical structure which encodes typically that a speaker
is requesting information from a hearer (Sadock & Zwicky 1985: 178). In Chacobo, the
interrogative clause-type has a number of other functions apart from requesting
information, such as exhortation, greetings and expressions of regret. Typologically, two
types of interrogative constructions are typically recognized; polar and constituent
interrogatives. Polar interrogatives elicit a yes or no answer and constituent interrogatives
question some particular part of a sentence (Konig & Siemund 2007: 291). There is a
structural distinction between polar and constituent interrogatives in Chacobo. Cross-

classifying the distinction between polar and constituent interrogatives is the distinction
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between interrogative verbal predicate and interrogative non-verbal predicate
constructions.

First, I illustrate the distinction between interrogative marking in verbal and non-
verbal predicate constructions with the examples in (4.81) and (4.82). As stated above, in
non-verbal predicate constructions, interrogative clauses are marked with the morpheme ni
which occurs between the predicate phrase and the subject as in (4.81). In verbal-predicate
constructions, interrogativity is coded in the clause-type/rank morpheme. This is illustrated

in (4.82). Interrogative clauses are never marked through intonation to my knowledge.

(4.81) nailo ni toa
fishing_line INTER DEM2
‘Is that fishing line?’ TXT 109:38
(4.82) osa=tiki(n)=2ini

sleep=AGAIN=INTER:NONP

‘Is s/he sleeping again?’ TXT 061: 804

The verbal predicate interrogative clause-type/rank morphemes are =7ini
‘interrogative non-past’ =74 ‘interrogative past’ =7ai ‘interrogative non-past, second
person singular’ and =n/ ‘interrogative, remote past’.

The second person singular present has a special marker disallows an overt second

person singular pronoun illustrated in (4.83) and (4.84). (4.83) is in the context of a
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discussion about how to make chive (a Chacobo spice that is made by drying yuca or corn

in the sun). Miguel Chavez asked the speaker the following question found in (4.83)

(4.83) mi maoto tsi nia=rai
2SG:GEN chive P5 throw/spread =INTER:NONP:2SG

‘Are you going to sun dry (lit. throw) your chive?” TXT 105:275

(4.84) provides another example of a second person singular subject morpheme.
This sentence occurred in the context of a fishing expedition, where my video camera fell

off its tripod. Paé Yaqué asked me the following.

(4.84) biso=yama=rai adan
watch over=NEG=INTER:NONP:2SG  Adam

‘Are you not watching over it (the video camera), Adam?’ TXT 109:443

Notice that in these examples there is no overt second person singular morpheme.
In fact speakers judge clauses that combine a second person singular subject pronoun with
=7ai to be ungrammatical. The clitic =2ai is only used for the present tense. The =7ai form
only occurs for non-verbal predicate constructions. If there is a second person singular in

a non-verbal predicate then the interrogative morpheme is n7 as in (4.92).
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The morpheme =?ini is used for all other subjects in the non-past, including the

second person plural. This is illustrated in (4.85), (4.86), (4.86), (4.87), (4.88), and (4.89).

(4.85)

(4.86)

(4.87)

FIRST PERSON SINGULAR
hia=ka no naama=ki# tsi  hawi  a(k)=si=Pini

good=REL 1PL  be late=DS:A PS5 what  do=REMF=INTER:NONP

i-a hawi Jina=?ini i-a toka=ka
1SG-EPEN  what plan=INTER:NONP 1SG-EPEN like SO=REL
naama mi naama=yama=yamit=d

dream 2SG dream=NEG=RECP=INTER:P

‘A good example (thing) when one is late [and thinks] what will I do, what

will I plan, have you dreamt a dream such as this (in the past month or so0)?’

TXT101:128

FIRST PERSON PLURAL

osa ~ osa=tsa=7rini no-a
laugh at ~ laugh at=NOW:TR=INTER:NONP 1PL-EPEN

‘Are we laughing at him?”  TXT 095:133

SECOND PERSON PLURAL
yonoko=2ini ma-to
wWOrk=INTER:NONP 2PL-EPEN

‘Are you (pl.) working?’ OBSv
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(4.88) THIRD PERSON SINGULAR
mato wai=" tsi oto=rini
2PL:GEN  farm plot=SPAT P5 SPpY=INTER:NONP

‘He waits (spies on you) in your farm plot?”  TXT 105:009

(4.89) THIRD PERSON PLURAL
toa honi  tisi=bo=ki yonoko mani
DEM?2 man other=PL=DAT work CONJEC
i ma =no ma-to=ki kasa=yama =kad(n)=2ini

say 2PL =CONCUR 2PL-EPEN=DAT angry=NEG=PL=INTER:NONP
‘And when you (pl) tell those other men ‘Perhaps you should work?’ do

they not become annoyed (angry) with you (pl.)?”  txt. 51:87

In past tense interrogative non-verbal predicate constructions, the morpheme =74 is
used. This morpheme occurs across all persons and numbers. An example with a second
person singular subject is provided in (4.85) above (the subject and the clause-type

morpheme are underlined). An example with a a third person S/A is provided in (4.90)

(4.90) hawi  tana nailo tis-i=(?)ita=ra

what  distance  fishing line  let loose-ITR=RECP=INTER:P

‘How many meters did the fishing line go loose?”  TXT109:190
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The interrogative morpheme can combine with temporal distance morphemes =/ita
and =yamit. That =/ad ‘declarative, past’ combines with the recent past is illustrated in
(4.90). An example of the morpheme =2d combining with the distant past is provided in
(4.85). However, there is a gap in the temporal distance-past tense/interrogative paradigm.
For remote past interrogatives, only the morpheme =n7 is used. When one asks a question
using remote past semantics, the interrogative =2¢ does not occur. This is illustrated with

two examples in (4.91) below.

(4.91) mi-ki kamdano  mani 0 rono mani 0 naa
2SG-DAT  jaguar CONJ or anaconda  CONJ or DEMI
nifitfa bolo=kan=ai bo mani o  yofi ~mani
jungle wander=3PL=NMLZ:IPV PL/COLL CONJ  or  spirit CONJ
toa mi nika=ni

DEM2 2SG  hear=INTER:REMP
‘A jaguar onto you maybe, or maybe an anaconda, or maybe uncontacted

tribes (lit. those who wander collectively) or a spirit, have you ever heard

that?”  TxT 101:60

The incompatibility of =ni and =7/d can be interpreted in two ways. Either =ni
conditions the dropping of the interrogative morpheme =74 or the morpheme =ni encodes

the interrogative and remote past. In my glossing practices I assume the latter analysis.
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4.2.2.2. Constituent interrogatives

In both verbal and non-verbal predicate constructions, constituent interrogatives are coded
with a constituent interrogative morpheme occurring in the first position of the clause. A
non-verbal predicate construction with a constituent interrogative is illustrated in (4.92). A

non-verbal predicate construction with a constituent interrogative is illustrated in (4.93).

(4.92) tsowi ni mi-a
who INTER 2SG-EPEN
‘Who are you?’ OBSV

(4.93) tsowi= i-d ak=(?)d
who=ERG 1sG-ACC hit=INTER:P

‘Who hit me?’ (context: the speaker has been punctured by an arrow.)

TXxT1032:302

A list of the constituent interrogative expressions is provided in Table 4.1 divided
according to whether they are simplex or complex and according to part-of-speech
category, the semantic category and its basic translation. I illustrate some of the

interrogative expressions below.
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Table 4.1. Constituent interrogative expressions in Chacobo

Form Translation/ | Part-of-speech | Semantic
Gloss category category
simplex hawi ‘what, who’ | noun inanimate
tsowi ‘who’ noun animate
hini ‘how, what’ | adjective/adverb | property/manner
hinawa ‘do how’ verb manner
hawinia ‘where, to postpositional location, goal
where’
complex hawi tana ‘how far, quantifier distance
how long’
hawi ti?i ‘how much, | quantifier amount
how many’
hawi soba ‘with what, postpositional comitative,
with who’ instrumental
hawi(no) ‘through postpositional spatial
where’ (‘through’)
hawi ki ‘to where’ postpositional dative, goal
hawinia ka ‘from where’ | postpositional ablative (‘from”)
hawinia ?as/so | ‘from where’ | postpositional ablative (‘from’)

relates to S/A
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The verbal interrogative expression Ainawa ‘do how’ is illustrated in (4.94) and
(4.95). This expression is morphosyntactically a verb; semantically it questions the manner

in which some event was performed.

(4.94) hinda-wa=so ina=ka(n)=ki
do:INTER-V:TR=PRIOR:A g0 Uup=PL=DEC:NONP
‘How did they go up.’ TXT 098:076

(4.95) wiaki awini=" toa=ra=ka kono  kono  tsi  kia
next day woman=ERG stir=NMLZ:P=REP IDEO IDEO P5 REP
hinda-wa=ria kara  ha wa=tiki(n)=ki
do_how-V:TR=AUG  EPISI 3 TR=AGAIN=DEC:P
‘The next day, the woman stirred it, how could have been that she made

the chicha bubble with the sounds “kono kono”.” TXT 063:043

The morpheme soba occurs on the interrogative expression hawi ‘what’ and

indicates a comitative or instrumental relation as is shown in (4.96).
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(4.96) hawi=soba tlalita ak=(?)ini no-a
what=com gra fa kill=CONCUR:A  1PL-EPEN
i tsi  kia naa tfitima=ka  kako =ni=ki
say P5 REP DEMI1  bigger=REL Caco  =REMP=DEC:P
“With what are we going to kill grand father?” said the larger Caco (it is

said).” TXT 026:177

The morpheme 77/ is a conjunction that coordinates noun complexes (Section
15.4.3). It combines with the interrogative expression hawi ‘what, who’ to make a

quantifier interrogative expression. This is illustrated in (4.97).

(4.97) hawi_tifi ni profesor  nid yonoko=2?di=na
how_many INTER professor here work=NMLZ:IPV=EPEN

‘How many professors work here?’  TXT 047:028

The ablative and locative are expressed either through hawinia combined with a
participant agreement morpheme =7as ‘S’ or =so ‘A’ or the relativizer ka(to). The
participant agreement version is illustrated in (4.98) and (4.99). Such expressions always

encode an ablative type relation.
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(4.98) hawinia=r?as  ni mi  ho=rdi=na
where=s INTER 2SG come=NMLZ:IPV=EPEP

‘Where are you coming from?” TXT 061:090

(4.99) habiha  pi a(k)=rora a(k)=ro?a hawinia=s6  no-ki
true POSS kill=LiMIT kill=LiMIT where=A 1PL-ACC
tsi kivo=ki

P5 end=DEC:NONP

‘He (the firefly man) keeps killing us; from where does he keep ending

us?’ TxT063:207

An example of the relativized expression is provided in (4.100).

(4.100) hawinia==ka karapi bina="rai mitfi="

where=SPAT=REL plantain = ask for=INTER:NONP:2SG cat=vOC

‘From where are you asking for plantain? cat!”  TXT 115: 385

The relativized and the participant agreement expressions both express an ablative

relation. I do not know whether there are any differences between them.
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4.2.2.3. Other functions of the interrogative

In Chécobo, interrogative clause-types have a number of related functions apart from
asking for information. As noted in Erikson (2010), questions are used as a form of greeting
and for other social conventions in Chacobo (and Matis). Such expressions diverge from
the prototypical use of an interrogative as inquiring about information because the answer
to the question is always obvious from context. For instance, (4.101) is typically uttered
when someone is done eating and it is obvious. The sentence in (4.102) is always uttered
as a greeting at the beginning of the day. The sentence in (4.103) is uttered when the

speaker can clearly see that her interlocutor has arrived.

(4.101) biso=ra mi-a
awake=INTER:P 2SG-EPEN
‘Are you awake?’ OBsv
(4.102) mi pi=2d
2SG eat=INTER:P

‘Did you finish eating?” OBSV
(4.103) ho=7?a mi-a
arrive=INTER:P  2SG-EPEN

‘Have you arrived?’ OBsv
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Interrogatives are also used for exclamative expressions in Chacobo. This is
illustrated in (4.104). The exclamative expression typically combines an interrogative

expression such as hawi ‘what, who’ with an adjective as in tio-ria ‘very big’.

(4.104) hawi  ti6-ria ni pditfe t/a?ita
what  big-AUG INTER  paiche big
‘How big the paiche is!’ TXT 109:051

Conjectural questions are also a way in which interrogative constructions can
diverge from their prototypical function. The Chéacobo frequently use interrogative clause-

type for rhetorical effect as is illustrated in (4.105).

(4.105) naa tsimo=kana=tsi="rikia hawinia
DEM1 get dark=GOING:ITR:SG=NOW:ITR=REP where
osa=rini i-a=ri
sleep=INTER:NONP 1SG-A=REG

‘At this point it was getting darker it is said “Where am I going to sleep?!

(I should have thought of this earlier).”  TXT 061:423

Related to the issue of rhetorical quesitons, negation and interrogativity combine in

Chéacobo to communicate a conjectural modality.
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Chacobo also contains an assertive marker =rd. In declarative contexts, this
assertive marks epistemic authority on the part of the speaker. In interrogative contexts, the
morpheme implies epistemic authority on the part of the addressee (see Bruil 2014, 2015

for the relevant typological issues). This is illustrated in (4.106).

(4.106) i-a pi=7rini hini  yofini =rad i tsi kia
1SG-ACC  eat=INTER:NONP water demon =AUTH say P3 REP
‘Is the water demon going to eat me (because you would know)? he said (it

is said).” TXT068:198

Perspectival morphemes (those morphemes whose primary function it is to code
evidentiality, modality or mirativity) combine with interrogative constructions to express

a wide variety of different communicative functions.

4.2.3Imperatives

The typical function of the imperative is to command (Sadock and Zwicky 1985; Konig
and Siemund 2007; Aikhenvald 2012). There are five imperative morphemes in Chéacobo;
=wi ‘imperative’; =pd ‘mirative imperative’; =td ‘prior andative imperative’; =wi
‘frustrative imperative’; =iki?ari ‘opportunitive imperative’. These are all in paradigmatic

opposition with the declarative and interrogative morphemes described in Section 4.2.1
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and 4.2.2. Non-verbal predicate constructions do not have imperative forms. Like many
languages, imperatives in Chéacobo are also distinguished by having no overt subject {S,

A} argument. Some of the imperative markers are illustrated in (4.107-(4.110).

(4.107) patiari kopi=wi

chicken buy=IMPER

‘Buy a/the chicken (right now)’ OBsSvV
(4.108) patiari kopi=pa

chicken buy=IMPER:MIR

‘Buy a/the chicken (I’'m surprised that chickens are available to buy at the

moment).” OBSV
(4.109) patiari kopi=ta

chicken buy=IMPER:GO&DO

‘Go (away) and buy a/the chicken.’ OBSV
(4.110) patidri képi=wi

chicken buy=IMPER:FRUST

‘Buy the chicken! (before someone else does).” ELIC

The text examples above provide examples with the the imperative =w# which is
by far the most common imperative morpheme in my texts. The imperative forms =#¢ and

=pa are less common in my texts but they are not infrequent. The morpheme =ta expresses
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an associated motion meaning. It is therefore treated in more detail in Chapter 12 (Section
12.5). The imperative morpheme =pd expresses a mirative meaning. It is described in more
detail in context of perspectival meanings in general (Section 13.13). The semantics of the
morphemes = wi =iki?ari which encode imperative with frustrative meanings (see Overall
[forthcoming] for the notion of frustrative) are not frequent and require more research.
Apart from the clause-type morphemes and the fact that a second person subject is
not overtly expressed, the imperative in Chacobo can be distinguished from the other
clause-types by the interpretation of the plural number clitic =kan. In declarative and
interrogative contexts the plural morpheme =kan is a discontinuous piece of a third person
plural pronoun. However, the clitic =kan modifies the second person subject in imperative
constructions. This can be seen from the consecutive sentences in discourse found in
(4.111). In (4.111a), =kan 1s used to indicate that the speaker is referring to an audience.
That the subject is plural can be seen from (4.111b) where overt reference is made to the

interlocutor through ma-to ‘second person plural’.

(4.111) a.  i-a ka?i=ka(n)=wi

1SG-ACC know=PL=IMPER

‘Consider (lit. know) who I am! (lit. Consider me!”)
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b. no’o miki nia=ro’a=no tsi  ma-to=ki
1SG:GEN hand throw=LIMIT=SS PS5  2PL-EPEN=DAT
i bi-rabi=kia=ki
1sG face-embarrassed=CNTRFCT=DEC:P
‘If I would have killed him (lit. hand throw), I would be embarrassed with

you (pl.).” TXT061:167

According to Zingg (1998), the imperative morphemes in Chacobo express
different degrees of politeness. Based on my own experience in the field and a review of
my text data it is not clear to me that this is correct. For instance, Zingg (1998) consider
the =wi form to be the strongest imperative. However, in the following example it co-
occurs with the noun #/a’ita ‘grandfather, sir’ which is a honorific term in Chéacobo

indicating deference or respect for the addressee.

(4.112) kai i-a=ri his-ma=i ka=wi tlalita
mother 1SG-ACC=TOO look-CAUS-SS  go=IMPER gra fa

‘Could you go and show me my mother, sir?”  TXT 034:153

Furthermore, sometimes Chacobo speakers translate the =wi ,‘imperative’ in the
subjunctive mood in Spanish, suggesting that the form can actually correspond to a fairly

weak request. The only possible candidate for an impolite imperative is the frustrative
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imperative = wi, which was not reported by Zingg (1998). An example of this morpheme
is provided in (4.113) below. This example is from when Pa€ Yaqué called me

internationally and asked me to phone him back, because he had no credit on his cell phone.

(4.113) i-a kina=wi
1sG-ACC call=IMPER:FRUSTR

‘Call me! (I have no phone credit)’

This type of imperative is rare in my texts, but it can be observed frequently in
domestic contexts with children who are asked multiple times to listen to their parents. It
is possible that the distinction between =wi and = wi involves something like politeness.
However, = wi was not identified by Zingg (1998). I understand the imperative morphemes
=ta and =pa which Zingg describes as indicating different degrees of politeness, as
encoding associated motion and mirative semantics respectively.

There are a few complex imperative forms that appear involve the stacking up of
imperative forms, if not synchronically at least diachronically. These are the forms =tapd

and =tawi. An example of the tapa imperative is provided in (4.114).
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(4.114)

(4.115)

bi=tapa naa t/layo=na
bring=IMPER:DO&GO:MIR DEMI Chayo=Poss
okita tsi kia hawi=na

more P5 REP 3SG:GEN=POSS

““Go and get it (I am surprised!)* (he said), this one was like the child of

Chayo, that‘s what his was like; a little bigger (it is said).  TXT 054:835

Another example of the construct =tapa is provided in (4.115).

hawinia ha ka=7?a od his=tapa
where 3 gO=INTER:P DEM3  see=IMPER:DO&GO:MIR
‘Where did my father go?” Look over there! (speaker and interlocutor are

surprised)!?” TXT 061:784

While it is unclear because there are few text examples and I have not investigated

the =tapa form in detail in elicitation, my impression is that this form is a mirative

imperative, marking something counter to the expectations of the speaker as in (4.113) or

marking an anticipated counter expectation of the listener as in (4.114). The associated

motion meaning appears to be present in (4.113), but it is not clear from context whether a

motion event is encoded in (4.114).
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The other complex imperative form is =tawi ‘which appears to combine the prior
motion imperative =ta with the imperative =wi. To my knowledge, this form only occurs
with the lexical verb ka as in (4.116) below. It is universally used in farewells. My
impression is that it expressed deference towards the speaker compared with other

imperative forms.

(4.116) ka=tawi papa
20=IMPER:DO&GO father

“You may go now father.” (lit. go! father) = TxT006:838

4.2.4Hortative = no

The clause-type/rank formative = no indexes a wide variety of functions in Chacobo. It is
unclear whether all of these functions should be subsumed under one polyfunctional
morpheme or whether it is better to analyze some of these associated meanings as arising
from distinct but homophonous morphemes. The morpheme is very often used to express
exhortative or cohortative (let’s (do something)) meanings (see [Aikhenvald 2010: 153])
in Chacobo, but it would be problematic to consider it a dedicated (co)hortative marker.
The morpheme cannot be classified as a type of imperative marker in the same sense as
those described in Section 4.2.3 because it allows overt expression of subject arguments.

This will be illustrated below.
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Hortative =70 constructions have two meanings depending on the argument

markers that are expressed. I summarize these two functions in (4.117).

(4.117) a.  Exhortative: Expresses the speaker’s wish that the hearer performs some
action.
b.  Cohortative: Expresses the speaker’s wish that the speaker and the hearer

perform some action.

The exhortative meaning arises when the nominative second person plural subject
ma precedes the verb. The exhortative meaning is illustrated in (4.118) and (4.119). The
example in (4.118) is in the context of providing instructions on how to construct a bow
and arrow. The speaker is advising the addressee on what to do when one is done using the

bow and arrow.

(4.118) tsaya=kan=di toa ma bi=no
look=PL=IMPER:NONP:2 DEM?2 2PL take=HORT

‘Look all of you, you should take that (the cord) out.” TXT 089:042

The example in (4.119) comes from the folkstory of Ashina. Ashina creates
mosquitos by enchanting her own menstrual blood. She then exhorts the mosquitos to suck

the blood of the Chacobo using the imperative = no construction.
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(4.119) naa himi tlakobo=na ma  nono=si=no
DEMI  blood Chacobo=POSs 2PL  suck=REMF=HORT
i kia  afina =ni=ki
say REP  Ashina =REMP=DEC:P
‘I desire that you suck the blood of the Chacobo, Ashina said.’

TXT 081:022

Cohortative meanings arise when the hortative construction combines with a

discontinuous pronoun no ... =kan. An example of this is provided in (4.20).
(4.120) koma no pi=kd(n)=no
partridge 1PL eat=PL=HORT

‘Let’s eat partridge!’ TxT 017:011

The cohortative meaning in = 7o constructions also arises without the plural =ka(n)

clitic, which is illustrated in (4.121) and (4.122).
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(4.121)

(4.122)

wara hini no stti=ma=7ri ka=no
pumpkin chicha 1PL smell=CAUS=SS gO0=HORT
i tsi kia ha =ka(n)=ni=ki

say PS5 REP 3 =PL=REMP=DEC:P

““Let’s go and make him smell the pumpkin chicha” they said.’

TXxT034:187

maniwa winini=no hana ha wa=?d=ka tsi
pataju vegetable.patch=SPAT leave 3 TR=P=REL P5
hisa tfa?i ka=tawi mi tlani
look bro.in.law g0=IMPER:DO&GO  2SG:GEN speech
hoi no nika=no

voice 1rPL speak=HORT

‘When he left the patch of pataju, “Hey come now brother in law! Let’s hear

your voice”.’ TxT134:09

Typically, in such cases the construction occurs with the conjectural marker =mani

as illustrated in (4.123).

(4.123)

nia=pari osa=no=mani no?’o tfa?ita
here=FIRST sleep=HORT=CONJEC  1SG:GEN gra fa
‘Let’s sleep here first, grand father.’ TXT061:768

245



The morpheme = o also combines with the negative morpheme =ma to form a

prohibitive. This is illustrated in (4.124).

(4.124) sawi=yda=ka sita=ya=ka awdaso
bone=COM=REL teeth=COM=REL wolf fish
pi=no=ma rono
€at=HORT=NEG anaconda

‘One cannot eat anything with bones or with teeth, nor the wolf fish,

(because) it is a snake.’ Tx1049:410

The differences between the normal imperative construction discussed in Section
4.2.3 and the imperative-horative are summarized in Table 4.2.

As stated above, the formative = no is also associated with other semantic
functions. For instance, the morpheme expresses spatial case, different subject subordinate
clauses, desiderative, and counterfactuals. Thus the formative = 7o is also discussed in the

context of perspectival semantics where it is described as a desiderative (Section 13.4).
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Table 4.2. The difference between imperative and hortative clauses.

IMPERATIVE ='NO IMPERATIVE-
HORTATIVE
OVERT SUBJECT no With pronominals

ma, no (...=kan)

COMMAND DIRECTED AT | optional obligatory
FIRST PERSON

COMMAND DIRECTED AT | obligatory obligatory
FIRST PERSON

PROHIBITIVE =yama =ma

(e.g. yama=wi) (e.g. =no=ma)

4.2.5Reportative kia and =?i(tsi)kia

As an evidential, the reportative records that the source of information is from a third
person. As a marker of illocutionary force, the reportative marks that the speaker is shifting
epistemic authority for a statement to a third person (Bruil 2014). The semantic distinction
between the evidential and illocutionary meaning of the evidential (to the extent that they
are distinct meanings at all), is subtle (see Section 13.16 for a detailed review of the
similarities and differences). This section is concerned with the morphosyntactic

distribution of reportative morphemes across verbal and non-verbal predicates.
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There are two reportative morphemes in Chéacobo. The reportative kid occurs in
non-verbal predicate constructions and in verbal predicate constructions. In non-verbal
predicate constructions this morpheme is mutually contrastive with the clause-typing
morphemes (see Section 4.2.5). In verbal predicate constructions, the morpheme is
restricted to declarative past tense clauses marked the clause-type clitic =kz.

The other reportative morpheme is =~7i(tsi)kid. This morpheme only occurs in
verbal predicate constructions. In these constructions it is in paradigmatic opposition with
clause-type morphemes. Thus in terms of the morphosyntax the reportatives have a split
distribution with respect to clause-typing morphemes. Reportative morphemes are in
paradigmatic opposition with clause-typing morphemes in non-verbal predicate
constructions and verbal predicate morphemes. The different reportative constructions are
illustrated in the sentences in (4.125) from the story of the southern wind woman. This
piece of discourse describes the southern wind woman giving her grandson a magical
bunch of her pubic hair which he will use to kill hunt tapirs.

The reportative in non-verbal predicates is illustrated in (4.125¢). The reportative
marker kid in this construction is in paradigmatic opposition to other clause-typing
morphemes in non-verbal predicates. For instance, a declarative version using the
morpheme so ‘declarative’ of nearly the same sentence is found in the utterance of the
southern wind woman in (4.125a).

The reportative in verbal predicates is illustrated in (4.125b) and (4.125d). The

reportative marker =(?)ikia found in (4.125b) is in paradigmatic opposition to the clause-
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typing morphemes in verbal predicate constructions such as the declarative past tense

morpheme =ki exemplified in (4.125d). In constructions with =(?)ikid no other reportative

can occur.

(4.125) a.

nia S0 no?o sani

here DEC 1SG:GEN pubic.hair

““And this here is my pubic hair!” she (his grandmother) said.’
hawi sani tsi ha=ki  tis-a=Pikid

3SG:GEN  pubic_hair  P5 3=DAT  pull out-TR=REP

awa a(k)=ti

tapir  kill=NMLZ:PURP

‘She pulled her pubic hair out towards him for him to kill tapir.’
nia=bo tsi  kia  hawi sani

here=PL/COLL P5 REP 3SG:GEN pubic_hair

‘And here was her pubic hair in mass.’

naa hawi piasi="=kato hatsi kia
DEM1  3SG:GEN  vagina=SPAT=REL then REP
nika tis-a=ni=ki

like so pull_out-TR=REMP=DEC:P

‘And she pulled it out from this here her vagina (it is said) in this way.’

TXT 083:047-050
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In verbal predicates with =ki ‘declarative, past tense’, the reportative kid occurs in
a distinct syntactic position from the clause-typing morpheme. This can be seen in
(4.125d). In =ki constructions the reportative occurs in paradigmatic opposition with

epistemic modal modifiers such as kard as in (4.126).

(4.126) iwati  kard mi a(k)=ki
gra mo EPIS1 2sG  kill=DEC:P

‘It seems that you killed grandmother.” TXT 032:116

Thus, reportative morphemes partially pattern with clause-typing morphemes and
partially pattern with other types of markers of perspective. There are some subtle semantic
differences between the meaning of the reportative depending on whether it occurs in the
clause-type position. The reportative construction could be regarded as a subtype of
declarative on the grounds that all the other morphosyntactic properties are the same (cf.
Bruil 2014, 2015). Whether there is semantic/pragmatic evidence that the reportative
should be considered its own clause-type is another matter. I do not think that the data
provide a clear answer in this regard (see Section 13.16 for a complete overview of the

tests).
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Chapter 5. Constituency: stem, phrase and clause

This Chapter describes the syntagmatics of noun and verb complexes. Here I am concerned
with providing a detailed overview of the combinatorial possibilities and the position
classes of these complexes. I divide the verb and noun complexes into a number of layers
based on constituency tests. Each layer is associated with a template that contains positions
where one or more morphemes can occur. In Section 5.1, I develop the terminology used
for the description of the morphosyntactic distributions and combinatorial possibilities at
each layer.

Section 5.2 describes the verb complex, beginning with the smallest constituents
inside the stem up to the clause, ignoring the internal structure of noun phrases. Section 5.3
describes the internal structure of noun phrases.

There are a number of morphemes in Chacobo that change the part-of-speech class
of the element they combine with. The vast majority of these are deverbalizing and/or
nominalizing. The resulting structures display similarities with the verb complex and the
noun complex described in this section. They are dealt with in more detail in Chapter 15

which deals with complex nouns.
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5.1. TEMPLATES, POSITIONS, SLOTS, ZONES, LAYERS AND CONSTITUENCY

The following structural concepts will be used to describe the combinatorial

properties of constituents in Chacobo.

(5.1) STRUCTURAL CONCEPTS FOR SYNTAGMTIC STRUCTURE

a. Template: A template contains a number of positions, each with
corresponding numbers that refer to their relative order within the context
of the template. For instance, an element (morpheme, stem, phrase, clitic,
clitic construct) which occurs in position 1 will occur before an element that
occurs in position 2. A template can correspond to a stem, a phrase, or a
clitic construct.

b.  Position: Each position occurs in a specific template. Each position in a
template has a number that is used to account for relative ordering within
its template. Each position is either a slot or a zone.

c. Slot: A type of position where only one element can occur at time. If
elements are listed as potentially occupying a slot, they are mutually
exclusive.

d.  Zone: A type of position where more than one element can occur and the

elements can be variably ordered.
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e. Element: A formative, morpheme, affix, clitic, root, stem, phrase, clitic
construct, or compound.

f. Layer: A span of positions that is identified by one or more constituency
tests. For instance, the span of positions that cannot be interrupted by a

free form.

In order to understand these concepts consider the tutorial template in Table 5.1

which is an abstract template with various elements designated by numbers in the alphabet.

Table 5.1. A tutorial template for syntagmatic structure

POSITION 1 2 3

STRUCTURAL TYPE SLOT SLOT ZONE

ELEMENTS (MORPHEMES, | A, B, C D,E,F G,H, I

STEMS, PHRASES)

Assume for the moment that the elements A, B, C, D, E, F, G, H and I are
morphemes. Since position 1 is a slot A, B or C can occur in this position, but never more
than one at a time. Position 2 is also a slot, where the elements D, E or F can occur, but
never more than one at a time. The ordering of position 1 with respect to position 2 means
that D will always follow A, B or C, E will always follow A, B, or C, etc....Since position

3 is azone, G, H and I can occur in this position either one at a time, or in any combination

253



and in any order (G-H-I, G-I-H, I-G-H, I-H-G, H-I-G, H-G-I, H-G, G-H, etc....). The
elements of position 2 will always precede the elements of position 3. The elements of
position 1 will always precede the elements of position 3.

Particular positions might be obligatorily or optionally filled. Slots that are
obligatorily filled will be in bold, as in slot 2 in Table 5.1. An obligatorily position cannot
be empty. The situation might be complicated by the fact that a slot is only obligatorily
filled in the context of the presence of another element. For instance, slot 2 could be an
obligatory slot but only in the context where it appears in position 3. In such cases, the
template underdetermines the distributional facts, and additional constraints and
requirements will be stated in prose.

The template could be more complicated if one of these elements is a constituent.
For instance, H could be a constituent composed of A-B. In this case, A could precede D,
E, or F as long as it is embedded in the constituent H. Furthermore, placing a given
morpheme in a position does not imply that this morpheme is fully productive and without
selectional constraints. For instance, there could be a constraint such that H only occurs if
D is present. The terminology for the description of the syntagmatic facts in Chécobo is
highly flexible. I primarily view it as a tool for stating generalizations concerning
combinatoric, syntagmatic, collocational and constituency facts in the language. It should
not be interpreted as an unequivocal adherence to item and arrangement view of language
structure. In fact deviations from biuniqueness and other phenomena that justify process

views of certain Chacobo structures will be discussed throughout and do not in any way
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contradict or undermine the usefulness of the descriptive and terminological framework
described above. The terminological framework for syntagmatic description adopted here
has been applied to the description of other languages and provides important comparative

concepts for cross-linguistic comparison (Tallman et al. 2018).

5.2. THE VERB COMPLEX

This section describes the syntagmatic and paradigmatic structure of the verb complex in
Chacobo. I am not concerned with the describing the semantics of the categories of the
verb complex in this section. The semantics of each category will be dealt with throughout
the dissertation in the Chapters dedicated of the grammatical encoding of functional
domains (Chapter 7 through Chapter 16).

The verb complex is divided into three layers. Verb stratum 1 is the verb stem
which consists of one open class verb root and affixes (Section 5.2.1). The verb stem can
also consist of a verb derived from an adjective with some verbal affixes. Verb stratum 2
is the V-constituent (Section 5.2.2). It consists of the verb stem and any number of verbal
clitics which cannot be interrupted by a full noun phrase. Verb stratum 3 corresponds to
the clause or the sentence (Section 5.2.3). It consists of the V-constituent all of the verbal
dependents (noun phrase arguments, adjuncts, postpositional phrases) and all clitics that

can be interrupted from the verb stem by an entire complex noun phrase.
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Every layer corresponds to a constituent according to the certain types of criteria of
contiguity and boundedness. Within the layers there are other constituents, defined by
different morphotactic variables. For instance, within the layer of the clause, there is an
OV (object-verb) constituent that can be identified according to at least one constituency
test. The sections below not only describe the elements within each position in the different
layers, but also the constituents within each layer which correspond to contiguous

subgroupings of positions within a layer.

5.2.1Verb stratum 1 (verb stem)

A template for verb stratum 1, the verb stem, is provided in Table 5.2 listing 5 positions.
The verb stem consists only of the verb root and affixes. The affixes in the verb stem can
be divided into different types according to their productivity. I make a distinction between
affixes that subdivide verbs into derivational classes and affixes that are fully productive.
One usually cannot predict which of the derivational class defining affixes a verb root can
combine with, although there are some predictable combinatorial restrictions between
affixes, which will be described below. However, fully productive affixes can combine
with any verb stem. To the extent that there are exceptions to this it is based on the
transitivity of the verb stem (e.g. the passive suffix does not combine with intransitive
stems), reflects combinatorial restrictions based on the presence of another affix or

phonological requirements of the affix, or reflects dialect differences in the productivity of
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a given affix. The distinction between derivational class defining affixes and productive
affixes is essentially that between affixes which would need to be listed beside their root
in a dictionary entry (as lexemes) and those that would not.

I have placed an asterisk beside some affixes which cannot be described as part of
the stem because they are not maximally contiguous in the sense that this concept was
defined in Section 3.2. However, they interrupt other affixes within the verb stem, implying
that a description of the syntagmatics of the verb stem cannot be completely cut off from
non-contiguous elements. This problem simply indicates that the division into layers based
on contiguity and boundedness as I have done here does not result in perfectly nested
constituents.

In what follows, I present an overview of the verb stem, starting from the root and
those affixes that are closest to it (Section 5.2.1.1). I then describe the suffixes in position
4 (Section 5.2.1.2) and position 4 (Section 5.2.1.3). The final section (Section 5.2.1.4)
describes the constituency of the verb stem and the constituents within it. This section is
primarily concerned with the syntagmatic distribution of affixes inside the verb stem. All
of the affixes in the stem are related to valence and voice in some way. A description of
the semantic and syntactic relations associated with these affixes is provided in Chapter 8

on valence and voice marking.
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Table 5.2. Verb stratum 1 — the verb stem

POSITION

MORPHEMES/FORMATIVES

STRUCTURE

PREFIX (13 PREFIXES)

SLOT

ROOT (INTRANSITIVE, TRANSITIVES,

UNSPECIFIED)

SLOT

INTRANSITIVE -7, -£, -0
TRANSITIVE -a~-d

TRANSITIVE -ia

INTRANSITIVE VERBALIZER -nd

TRANSITIVE VERBALIZER -wa

SLOT

REFLEXIVE -mi#

INTRANSITIVE -k

RESULTATIVE PASSIVE -k#

TRANSITIVE/CAUSATIVE -wa

*TRANSITIVE/CAUSATIVE -ma

APPLICATIVE -?ak

ANTIPASSIVE -mis

INTERACTIONAL-ADVERSATIVE -nd

SLOT

PASSIVE -Zaka

*TRANSITIVE/CAUSATIVE =ma

ZONE
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5.2.1.1. Verb stratum 1 - Positions I through 3

The prefixes of position 1 and and the suffixes of position 3 interact with one another in
such a way that that it makes sense to treat them in the same section. Affixes of positions
1 and 3 can be divided into derivational class defining affixes (lexeme) or productive
affixes. (5.2) provides an overview of the derivational class defining affixes and the

productive affixes of the positions 1 and 3.

(5.2) a.  Derivational class defining: all body-part prefixes; -i ~ -
~(C)o ‘intransitive‘, -a ,‘transitive’
b.  Productive affixes: -na ‘intransitive verbalizing’; -wa ‘transitive

verbalizing’

Verb roots need to specified or listed according to whether they can combine with
affixes of position 1 or 3. Position 1 consists of 13 body-part prefixes (see Section 8.2 for
a detailed description) and position 3 consists of suffixes that encode a transitivity value
on the verb stem. There are two senses in which suffixes encode a transitivity value. They
could add a transitivity value to a root which is unspecified with respect to transitivity or
they can change the transitivity value of the root. A given affix could have one or the other
function depending on the root it combines with. For instance, when the formative -i

combines with the verb root #/i/ ‘break’ to form the intransitive stem #/i/~i ‘break oneself,
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be broken’, it can be viewed as assigning a transitivity value. The reason for this is that #/i/
never appears without an affix that could be analyzed as an exponent of transitivity. On the
other hand, the formative -i combines with the verb root mdros ‘slice’ to form the
intransitive stem matogs-i ‘to slice oneself, to be sliced’. The verb root can be analyzed as
underlyingly transitive since it can function as the head of a verbal predicate construction
without any added exponents of transitivity. In the context of the stem matos-i, therefore,
-i could be understood as intransitivizing a transitive verb root, rather than assigning a
transitivity value to an unspecified root.!4

In verb stratum 1 all the productive affixes are verbalizing suffixes that combine
with adjectives. The derivational class defining affixes will be described first, followed by
the verbalizing suffixes.

Verb roots in Chacobo fall into three classes in terms of transitivity; (i) inherently
intransitive, (i1) inherently transitive or (i) unspecified. Examples of inherently intransitive

verb roots are provided in (5.3) and examples of inherently transitive verb roots are

140f course, a more consistent analysis of -i could be proposed if we were to propose that mdtos ‘slice’ were
in fact underlyingly unspecified for transitivity, but this would involve positing a null transitiving suffix. We
could turn around and say that #/i/ ‘break’ was in fact underlyingly transitivite. But then we would have to
posit that it combined with a semantically empty suffix -a in its transitive form; a suffix which otherwise
encodes transitivity. The patterns of the formatives spanning positions 1-3 do not lend themselves to a unique

analysis in this regard (see Section 5.2.1.4 and Blevins[2016] for this problem generally).
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provided in (5.4). None of these morphemes combine with any of the affixes of position 1

or 3.

(53) a  ka ‘go’
b. ho ‘come’
c. tsafo  ‘sit’

(54) a.  tsaya  ‘see
b. tipas  ‘murder’

c. pi eat’

Unspecified roots require a suffix from position 3 in order to surface at all. These
roots can be understood as underlyingly unspecified with respect to transitivity. Rather,
they become transitive in combination with the suffix -a and become intransitive in
combination with the suffix -i~-i~-6. The intransitive formatives -7, -i -6 are mutually
exclusive. A root that combines with -i in order to become transitive, cannot alternatively

combine with -# or -o. The difference is not conditioned by phonological factors, rather an

unspecific root forms a lexeme in combination with one of these suffixes in the sense that
one cannot predict which formative combines with which root. In Zingg’s (1998)

dictionary, roots are listed with which of the position 3 suffixes they occur with.
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Examples of the -i:-a alternation are provided in (5.5) and (5.6). Examples of of a

-i.-a alternation is provided in (5.7) and (5.8). Examples of the -0.-a alternation is provided

in (5.9) and (5.10).

(5.5) tif-i ‘break oneself, get crushed’

o

b. tfif~<a  ‘break something’
(5.6) a.  k#s-i  ‘cut oneself’
b.  kiis-a  ‘cut other’
(5.7) a.  tik-t ‘break one’s arm’
b.  tik-d ‘break someone else’s arm’
(5.8) a.  nis-i ‘tie oneself’
b. nis-a  ‘tie other’
(59 a.  mif~o ‘burn (oneself), burn up’

b.  mif~a  ‘burn other’

o

(5.10) sok-o  ‘scratch oneself*

b.  sok-a  ‘scratch other’

Apart from roots such as those in (5.4) that cannot combine with any position 3
suffixes, there are another class of verb roots are inherently transitive, in the sense that
without modification by any affix they are transitive. They combine with -i to become

intransitive. Examples are provided in (5.11) and (5.12). I will refer to such verb roots as
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1:0 roots. Note that these verb roots are distinct from those listed in (5.4) that cannot

combine with any of the suffixes of position 3.

(5.11) a.  potas-i ‘shatter’

b.  potas ‘shatter something’
(5.12) a.  matos-i  ‘slice’

b.  matds ‘slice another person’

Another class of inherently transitive verbs combine with a suffix that has a -Co
phonological shape where C refers to a nonsibilant consonant. Some examples are provided

in (5.11) and (5.12) below. I will refer to such roots as the Co:0 roots.

(5.13) a.  tiro-no ‘ascend’
b. tiro ‘lift
(5.14) a.  mnobo-ko ‘inflate by oneself*
b.  nobo ‘inflate other’
(5.15)a.  yabo-ko ‘ge tied’

b.  yabo ‘tie something’

For Co:0 verb roots it is possible the analyze the consonant of the -Co suffixes as

underlyingly part of the verb root. Recall from Chapter 2 that Chacobo disallows non-
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sibilant consonants in coda positions. The verb root #ro ‘ascend’ could be analyzed as
underlying tiron with the final consonant dropping if no vowel combines with it.

Finally there are some formatives associated with the intransitive-transitive
distinction that are only found with one verb root. Examples of these are provided (5.15)

and (5.16) below.

(5.16) a.  yon-o-ko ‘work’
b.  yon-da ‘use thing (for work)’
(5.17) a.  rati ‘be scared’
b.  rat-i-a ‘scare off someone or something.’

There are 13 body-part prefixes in Chacobo (see Chapter 8 for the full list). Verb
roots either oblige, permit or completely disallow combination with body-part prefixes.
The verb roots haba ‘run’, tsaya ‘see’, and yono-ko ‘work’, for instance, cannot combine
with body-part prefixes at all. The verb roots -rako ‘hit’ and -fsois ‘secure’ require
combination with a body-part prefix. The verb root nis ‘tie’ (see (5.8) above) optionally
combines with a body-part prefix.

An example of roots which obligatorily combine with prefixes are provided in
(5.18) and (5.19) below. These roots are ungrammatical without a prefix. They fall into the

i:0 verb class, illustrated in (5.11) and (5.12) above.
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(5.18) a.  ba-rako-i ‘hit one’s own arm’

b.  ba-rako ‘cover one’s own arm’
(5.19) a.  ba-tsois-i ‘secure one’s own arm’

b. ba-tsois ‘secure someone else’s arm’

Most cases of verb roots that obligatorily combine with a prefix fall into the 0:i
class as the examples above do. There are some that do not combine with position 3 sufixes.
For instance -mos ‘squeeze part of body of someone’ must combine with a body-part prefix
to surface, but does not combine with either -i, -i, -0 or -a. Verb roots such as these that
obligatorily combine with prefixes but that do not combine with the transitivity suffixes
are rare.!?

With respect to those verbs that optionally combine with body-part prefixes there
are three classes; (i) inherently (in)transitive roots that never take position 3 suffixes; (ii)
unspecified roots that take the same position three suffixes regardless of whether they
combine with a prefix; (iii) roots that change their suffix class from i:a or i:a to i:0 or i:0

when they combine with a prefix. These three classes will be illustrated below.

15 Zingg (1998) lists t/akas- ‘pierce’ as a root that obligatorily takes a prefix but falls into a i:a class.
However, my consultants accept #/akas without any prefixes. I have yet to find any examples of roots that

require a prefix and a position 3 suffix simultaneously.
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Examples of roots that can optionally take a body-part prefix but that do not
combine with position 3 suffixes are provided below. Examples of inherently intransitive

verb roots are in (5.20), and examples of inherently transitive roots are in (5.21).

(5.20) a.  ba-mimi  ‘shake one’s arm’
b.  ba-poro ‘have one’s arm rot’

(5.21) a.  ba-wiko ‘shake someone‘s arm with force*
b.  bd-mipi ‘guide someone with one’s hand’

The verb roots nis ‘tie up’ and zsos ‘put an arrow through’ combine with -i and -i
suffixes to form intransitive verbs and combine with -a to form transitive verbs. However,
if they take a prefix they do not combine with transitive verb suffix -a. This is illustrated

in the examples in (5.22) and (5.23).

(5.22) a.  ba-nis-i ‘tie one’s own arm’
b.  bd-nis ‘tie someone else’s arm’
(compare with nis-a ‘to tie someone’)
(5.23) a.  ba-tsos-i ‘put an arrow in one‘s own arm.’
)

b.  ba-tsos ‘put an arrow through someone else’s arm

(see tsos-a ‘to shoot someone’)
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The data above suggest that the body-part prefix is the exponent of transitivity. The
roots below require the transitivity suffix -a when they do not combine with a body-part
prefix. For transitive stems built out of these roots there is mutual exclusivity between
body-part prefixes and the transitivity suffix. This mutual exclusivity could be explained
by positing that combination with a body-part prefix derives a transitive stem, thus
blocking the combination with the transitivizing suffix -a (see Chapter 8 for a full
description of valency adjustments in Chacobo).

This analysis would not explain the examples in (5.20), however. Furthermore,
there are some verb roots that retain the exact same transitivity suffixes regardless of
whether they combine with a body-part prefix. Such forms are illustrated in (5.24) and

(5.25) below.

(5.24) a.  ba-pik-i  ‘open one‘s arm.‘
b.  bad-pik-a ‘open another’s arms’
(5.25) a.  bd-tsois-i  ‘pierce one‘s own arm*
b.  bd-tsois-a  ‘pierce another’s arm’

In this section I have described verb root prefix and suffix combinations as if there
is no regularity to their patterns of combination. It is likely that there are probabilistic

tendencies associated with the phonological form and semantics of roots and their
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combinatorial possibilities with respect to positions 1 and 3. This issue requires future
research.!6

As described in Chapter 3, all adjective roots combine with the verbalizers -na and
-wa to become verb stems. I will refer to verb roots composed of adjective and one of the
verbalizing suffixes as derived verb roots. Like verbs, adjectives themselves fall into three
derivational classes according to whether they oblige, permit or disallow combination with
body-part prefixes. This means that the statements regarding prefix combination for verbs
unproblematically apply to derived verb roots as well. Neither adjective roots nor
adjectives that have been derived into verbs with -nad and -wa ever combine with position

3 suffixes. There are no affixes or clitics in Chacobo that derive verbs from nouns.

16 T cannot confidently say at this point which pattern of combination with respect to position 3 suffixes is
the most common, because I have not conducted a statistical analysis of the lexicon. It is my impression that
the most common pattern is that roots do not combine these suffixes. The roots that require transitivity
suffixes appear to be the oldest in the sense that my experience suggests one is more likely to find cognates

between these roots another verb roots of other Pano languages. This question requires future research.
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5.2.1.2. Verb stratum 1 - Position 4

Verbal suffixes of position 4 are all mutually exclusive. Like, affixes of position 1 and
position 3 they divide into derivational class defining suffixes and productive suffixes. The
suffixes of this position are listed in (5.26). By productive I mean I that I have not found
any restrictions with respect to which verb roots they can combine with. I do not not mean

that Chacobo use them frequently in naturalistic speech.

(5.26) a.  Derivational class defining suffixes: -mi ‘middle’ ;
-wa ‘transitive/causative’; -k# ‘(intransitive) resultative’; -ki ‘(dual)
intransitive’; -2ak ‘causative/applicative’.

b.  Productive suffixes: -mis ‘antipassive’; *-na ‘competitive-comitative’

There are one to two fully productive suffixes from position 4. The suffix -na is
fully productive in some dialects of Chacobo. In others it is a derivational class defining
suffix. The antipassive suffix -mis is fully productive in the sense that it can combine with
all verb stem classes. It only seems to display one phonologically based restriction on its

combinatorial potential. It cannot combine with monosyllabic roots (*ho-mis ‘always
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come’ is not a possible form in Chacobo).!7 Examples of -mis combining with intransitive

and transitive roots are provided in (5.27) and (5.28).

(5.27) INHERENTLY INTRANSITIVE

a. gsoto-mis  ‘constantly blow’

b.  tfani-mis ‘always speaking’
(5.28) INHERENTLY TRANSITIVE

a. yoma-mis  ‘compulsively steal’

b.  tsaya-mis  ‘compulsively stare’

The suffix -mis also combines with stems formed with position 1 and position 3
affixes (see Section 8.5 for a complete description). These combinatorial possibilities are

illustrated in the examples in (5.29), (5.30), (5.31), (5.32) and (5.33).

17T have no explanation for why this is the case. One of my consulants, Miguel Chavez, accepts monosyllabic
root-mis combinations, but none of the others do. Other forms combined with -mis are sometimes rejected
by speakers, but not consistently. It seems that some combinations with -mis are considered odd. My
preliminary hypothesis concerning such cases is that they are rejected for semantic reasons. This is discussed

in Chapter 8.
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(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

PREFIX-ROOT

ta-nis-mis ‘always tying someone’s feet’
ta-tis-mis  ‘always biting someone’s feet’
ROOT-a'$

tis-a-mis  ‘always biting*

atf-a-mis  ‘always grabbing’

ROOT-i

nof-i-mis  ‘always tearing (e.g. clothes that aren’t of good quality)
potas-i-mis ‘always shattering’

ROOT-#

tis-i-mis ‘bite oneself all the time (e.g. of a dog)’
nis-i-mis ‘tie oneself all the time.*

ROOT-(C)-0

yabo-ko-mis  ‘constantly tie oneself up’

mif-0-mis ‘constantly burn up’

The suffix -mis cannot be variably ordered with any of the position 3 suffixes. The

comitative-competitive suffix -na is fully productive in some dialects. In Pa€ Yaqué Roca’s

18 Such forms are occasionally rejected by Caco Moreno, but accepted by other Chacobo (see Section 8.5

for details).
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dialect (Cachuelita) the suffix is fully productive. For my other consultants, -na is
derivational class defining because it cannot combine with all verb roots/stems (see Section
8.9). Examples which are acceptable for all speakers are provided in (5.34). Sometimes the
meaning of the root and suffix combination is not completely semantically compositional

as in (5.34c¢) and (5.34d).

(5.34) a.  haba-nd  ‘race’ (lit. run competitively)
b.  tsaya-nd ‘stare’ (lit. look competitively)
c.  nmia-nd “fight’ (lit. throw competitively)

d. tfani-nd  ‘converse, argue’ (lit. speak competitively)

For speakers where -na is fully productive one can show that it follows the position
3 suffixes. This is illustrated in (5.35). For the major dialect it is possible that -na simply

does not combine with verb roots that combine with position 3 suffixes.

(5.35) a.  mis-i-na  ‘to tie competitively’

b.  nis-a-nda  ‘to tie others up competitively (e.g. tying chickens)’

Out of the derivational class-defining suffixes of position 4, the
applicative/causative -2ak and the causative -wa are the most productive. Examples of verb

roots in combination with the suffix -7ak ‘applicative’ are provided below. As one can see
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from the examples in (5.36), (5.37) and (5.38), the combinations are sometimes low in
semantic compositionality. The example in (5.39) shows the suffix -7ak in combination
with the position 3 suffix -a. Such cases are rare, however. I do not have any examples of

-Zak combining with a verb stem that contains the intransitive suffixes -i, #, -Co.

(5.36) a. firi ‘boil’
b.  firi-Pak ‘boil something’
(5.37) a. yona ‘use something (for work)’
b.  yono-ko ‘work’
c.  yono-ko-?ak ‘work on something’
(5.38) a. tali ‘meet’
b.  tali-Zak ‘kick someone’
(5.39) a.  nis-a ‘tie something/someone’
b.  nis-a-Pak ‘tie vines into a funnel.’

Examples of the causative suffix -wa are provided in (5.40), (5.41) and (5.42).

(5.40) a.  mino ‘wrinkle’
b.  mino-wa  ‘cause someone to become wrinkled’
(541) a.  hasa ‘choke on water’

b. hasa-wa  ‘cause someone to choke on water’
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(542) a. pini ‘blossom (of flowers)’

b.  pini-wa  ‘cause a flower to blossom’

A very small number of roots combine with both -wa and -2ak. Some of these are
illustrated below in (5.43) and (5.44). No roots can combine with both -wa and -7ak

simultaneously.

(5.43) a.  kofo ‘spit’
b.  kofo-wa ‘cause someone to spit’
c.  kofo-Pak ‘spit something’
(5.44) a.  gsoto ‘blow, be windy’
b.  soto-wa ‘cause it to be windy (using witchcraft)’

c.  goto-?ak ‘use something as a fan’

The suffix -mi ‘intransitive, reflexive’ combines with a relatively small number of
verb roots (a dozen in my data base) compared to the markers of transitivity described
above. All roots that combine with -mi end in /a/. Examples are illustrated in (5.45), (5.46),
and (5.47). There are a few cases in my database where the root that -mi combines with is
analyzable into more than one morpheme. The example in (5.47) is such a case and shows

that -mi# occurs after position 3 suffixes. In the other cases, the -a is not synchronically
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segmentable. For instance, 7 from the verb root ria is not a reccurring verb root in the

language. The reason that all the forms end in -a is likely historical, therefore.

(5.45)

(5.46)

(5.47)

o

o

o

ria “fill something’

ria-mi “fill up’

tia ‘go around (an object)’
tia-mi ‘goin a circle.’

nis-a ‘tie’

nis-a-mi  ‘tie vines into a funnel’

The least productive suffixes of position 4 are the inchoative suffixes -ki and ki

These morphemes only combine with intransitive stems modified by -i and -7 respectively.

Based on the data I have gathered they could be considered allomorphs of the morpheme -

kV being identical to that of the previous morpheme. Examples of the -ki allomorph are

provided in (5.48), (5.49), (5.50) and (5.51). Examples of the -k# allomorph is provided in

(5.52) and (5.53).

(5.48)

(5.49)

o

o

matos-i ‘be sliced*
matos-i-ki ~ “split open (on its own)’
potas-i ‘be shattered’

potas-i-ki ~ ‘shatter (on its own)’
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(5.50) a. tali ‘snap (e.g. a twig that someone breaks)’
b.  tfaf-i-ki ‘snap (on its own) (e.g. a bridge)’
(5.51) a.  tofi ‘break oneself, be broken’

b.  tfof-i-ki ‘break together; they both break’

(5.52) a.  tis-t ‘loosen’
b.  tis-i-ki ‘loosen on its own’
(5.53) a.  hask-i ‘rip (of clothes)’

b.  hask-i-ki ‘rip on its own (clothes that rip)’

In most of the -Co suffixes of position 3 surface with /k/ are their consonant.
Furthermore, the intransitive -Co suffix only combines with roots that end in 0. Thus, rather
than considering this suffix a position 3 suffix, one could consider it an allomorph of -AV
along side -ki and -ki. This analysis suffers from the following problems; (i) there is no
evidence for a position 3 suffix occuring before -Co, (ii) the consonant of -Co does not

surface as /k/ in every case.

5.2.1.3. Verb stratum 1 - Position 5

The only suffix that belongs in position 5 is the passive suffix -?aka. The passive
suffix is fully productive on the following verb complexes; (i) inherently transitive verb

roots as in (5.54); (ii) verb roots with the position 3 suffix -a ‘transitive’ as in (5.55); (iii)
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verb roots with the position 4 suffix -wa ‘causative’ as in (5.56); (iv) verb roots with the
causative clitic =ma ‘causative’ as in (5.57). The passive suffix cannot combine with any
intransitive verb stems, nor with the verb complexes that contain the interactional suffix of

position 4 suffix -na, regardless of transitivity.

(5.54) ROOT-?aka

a.  tsaya-?akad ‘be seen’

b.  yopa-?Zaka ‘be unfindable’

c.  yona-Pakd ‘be used, conducted’
(5.55) ROOT-a

a. atf-a-?aka ‘get grabbed (by someone)’

b. nof-a-?aka ‘get ripped (by someone)’
(5.56) ROOT-wa
a. pini-wa-?akd  ‘be made to bloom (by someone/something)’
b. kini-wa-?aka  ‘be made to have holes (by someone/something’
c. tsapa-wa-?aka ‘be put up (by someone/something)’
(5.57) ROOT-mda
a. atf~a=mad-Paka ‘be made to grab something / be made to be grabbed (by
someone)’
b. tsaka=ma-?aka ‘be made to pierce something / be made to be pierced (by

someone)’
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The example in (5.57) demonstrates that the definition of the stem I have used does
not result in perfect nesting between the layers. As is shown in §5.1.1.4 =ma ‘causative’ is
a clitic. It can be interrupted by the free form negation morpheme ydma. However, the
suffix -7akd ‘passive’ cannot be interrupted by the negation morpheme ydama or any other
clitic apart from the causative clitic =mda. Thus, a layer 2 clitic can interrupt a position 5
suffix. I do not attribute any special theoretical or descriptive significance to this, since it

only shows that the division into stratum is arbitrary and done for organization purposes.

5.2.1.4. Verb stratum 1 - Constituency

The cut-off point between verb stratum 1 and verb stratum 2 made in this thesis is arbitrary.
There are a number of other cut-off points that one could apply. The verb stem can be
divided into three constituents according to different morphosyntactic variables to be
discussed below.

The verb stem corresponds to the largest of these constituents spanning all of the
positions provided above. The first morphotactic property associated with the verb stem is
that it cannot be interrupted by a free form element (a verb stem is maximally contiguous
in the terminology of Chapter 3). For instance, the negation morpheme ydma cannot
interrupt any of the morphemes. This follows from the definition of a stem provided in

Chapter 3.
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Table 5.3. Constituents and their morphotactic properties in verb stratum 1

Layer Constituent Morphotactic property

position span

3 1-5 1. Noninterruptability by ydma

ii. Coordinability with same subject conjunct

2 1-4 1. Fixed ordering / non-interruptability by =ma

ii. Derivational class defining

1 1-3 1. Systematic deviations from biuniqueness

The span of positions of the verb stem can also be identified through a a type of
coordinability test. Chacobo can coordinate parts of the verb complex through same subject
constructions. A same subject construction is a syndetic coordination construction where
the conjunct is a same subject marker that also encodes the transitivity of the right-most
clause (see Haspelmath [2004] for a typological overview). The coordinated constituents
in such constructions corresponds exactly to the verb stem.

Elements that are not in positions 1 through 5 can be removed in this construction
and have scope over both of the verb constituents. This is illustrated with the causative

clitic =ma in (5.58). The clitic =ma can be omitted on the same subject clause as in (5.58b)
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and still have scope over both of the coordinated verb complexes, having the same meaning

as if it were in both as in (5.58a).1°

(5.58) a. wdka  honi {at/~-a=ma} =s0 {nis-a=ma}
cow man {grab-TR=CAUS} =CONJ:A {tie-TR=CAUS}
yosa=" wa=ki
woman=ERG TR=DEC:P

‘The woman made the man grab and tie the cow.’

19 The use of the strikethrough on =ma in (5.58b) and (5.59b) should not be interpreted as adherence to an
ellipsis based analysis of the relevant construction. I currently do not understand the semantics of these
constructions well enough to be able to tell whether such constructions should be regarded as constituent
coordination or ellipsis under coordination according to how these concepts are understood in certain formal
approaches (e.g. Beavers & Sag 2004). However, Regardless of whether (5.58b) is interpreted as ellipsis
under coordination (non-constituent coordination) or constituent coordination, the patterns are still used as a
diagnostic for constituency (layers) in this thesis. The reason is that a constituent (layer) is understood as any
contiguous string of categories that is consistently identified as a constituent by a constituency diagnostic,
regardless of whether it converges with other such diagnostics or supports a fixed repertoire of universal
constituent categories (see Croft 2001). The claim here is not that phenomena distinguished in the literature
as constituent coordination versus non-constituent coordination (ellipsis) are the same thing, but rather, that
they identify or can identify different language-specific constituents (layer), i.e. they are distinct typological

variables for constituency that may or may not converge in a given language.
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b. wdka  honi {atf~a } =s0 {nis-a} =ma
cow man {grab-TR} =CONJ:A {tie-TR} =CAUS
yosa=" wa =ki
woman=ERG TR  =DEC:P

‘The woman made the man grab and tie the cow.” ELIC

However, the maintenance of scope over both of the verb complexes can never be
achieved with an affix of the verb stem. This is illustrated with the examples in (5.59)
which shows that the passive suffix -2akd, for instance, cannot be omitted and have scope
over both verb complexes. This is true of all affixes in the verb stem, and not true of any

of the clitics outside of the verb stem which all behave like the causative =ma above.

(5.59) a. {atf-a-?akd}  =‘las {nis-a-?aka} yosa  =ki
grab-TR-PASS =CONIJ:S tie-TR-PASS woman =DEC:P
‘The woman was grabbed and tied.’
b.  *{atfa-laka} =lds {nis-a-Paka} yosa  =ki
{grab-TR-PASS} =CONIJ:S {tie-TR-PASS} woman =DEC:P

‘The woman was grabbed and tied.” ELIC

One can define a subconstituent of the verb stem spanning positions 1 through 4

based on the morphotactic property of fixed ordering. Only morphemes of positions 1
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through 4 display completely fixed order. The position 5 morpheme can variably order with
the causative clitic =md as shown in (5.57). The affixes of position 1, position 3 and
position 4 cannot be variably ordered with one another and cannot be interrupted by the
clitic =ma ‘causative’. There are no counterexamples in texts, and this distributional
restriction was robustly tested in elicitation. That the causative morpheme cannot be
variably ordered with position 3 nor position 4 morphemes. The morpheme -7 ‘intransitive’
is a position 3 suffix and the morpheme -mis ‘antipassive’ is a position 4 suffix . Unlike
the position 5 morpheme -biki ‘comitative-cooperative’ neither of these can be freely

ordered with the morpheme =ma ‘causative’ as is illustrated by the unacceptability of

(5.60b) and (5.61b).

(5.60) a. ta-nis-i =mad =ki
foot-tie-ITR ~ =CAUS  =DEC:P
‘He made him tie his own foot.’
b.  *ta-nis =ma  -i =ki
foot-tie =CAUS -ITR =DEC:P
‘He made him tie his own foot.” ELIC
(5.61) a.  baki taa-mis =md =ki honi
boy give-ANTIPASS =CAUS  =DEC:NONP man

‘The man always sends the boy to give (out gifts or chicha, etc...).”
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b. *baki taa =ma  -mis =ki honi
boy give =CAUS -ANTIPASS:HAB =DEC:NONP man

“The man always sends the boy to give (out gifts or chicha, etc...).” ELIC

There is some variable ordering in the verb stem, however, between the causative
clitic =ma and the passive suffix -2aka. Note that the passive suffix -2akd and the causative
=ma can variably order. When they do so they condition an obligatory difference in scope.
This is illustrated by comparing the examples in (5.57) with the following forms in (5.62)
where the causative has scope over the passive morpheme. Thus in the verb stem in the one

position where there is variable ordering, there is an obligatory difference in scope.

(5.62) Paka=ma
a.  atf~a-Paka=ma  ‘to make someone get grabbed’

b.  tsak-a-?aka=ma  ‘to make someone get pierced.’

A smaller subconstituent of the verb stem can be defined deviations from
biuniqueness. A deviation from biuniqueness refers to cases where formatives do not
display a one-to-one relation with meanings. This property is considered a marker of
morphological patterns. To the extent that it patterns in systematically around a span of
positions I consider to be a morphotactic variable. The formatives in positions 1 through

position 3 display such deviations from biuniqueness. For instance, the intransitive suffix
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varies between -i, -# and -o. This is a deviation from biuniqueness because it involves one
meaning corresponding to three forms (Blevins 2016: 53).

Another example of a deviation from bi-uniqueness involves the relationship
between the body-part prefix and the transitivity suffix -a. Transitivity is marked by the
suffix -a but does not surface in some cases where a body-part prefix combines with the
root. There are two ways of understanding the deviation from bi-uniqueness. On one
analysis the -a transitivity suffix has a zero exponent that surfaces when the root combines
with a prefix This would imply a deviation from bi-uniqueness in that a lack of form would
correspond to one meaning. On another analysis, the body-part prefix assigns transitivity
to a verb root which has no inherent transitivity value, but has no effect on transitivity
otherwise. This would constittue a deviation from bi-uniqueness because there would be
one form corresponding to multiple meanings. I opt for the latter analysis in this thesis and,
thus, assume that body-part prefixes do in fact assign transitivity to unspecified verb roots
(Chapter 8 for more on their semantics). Systematic deviations from biuniqueness of the
type I have just described identify a span from position 1 to position 3 of the first verb
stratum. After position 3, such deviations stop. While there are other deviations across
Chacobo grammar, from what I can tell, they do not operate over a specific span of structure

in any systematic fashion, and thus do not identify a constituent.
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5.2.2The verb stratum 2 (V-constituent)

A template for the verb stratum 2 is provided in Table 5.4. All elements can be interrupted

by the free form yama ‘negative’. To my knowledge, the negation morpheme ydma is the

only free form element in this verb complex.

Table 5.4. Verb stratum 2 - V-constituent

POSITION STEMS/CLITICS STRUCTURE
1 VERB LAYER I (STEM) SLOT
2 COMITATIVE-RECIPROCAL =biki ZONE

TRANSITIVE/CAUSATIVE =md

NEGATION ydma

3 TELIC/ALL =y0 SLOT
4 ASSOCIATED MOTION SLOT
5 PUNCTUAL =tdpi ZONE

(=tikin AGAIN))

In general, the second verb stratum consists of the verb stem-clitic and verb stem-
negator (yama) combinations that cannot be interrupted by a complex free form;

specifically a noun phrase. There is one caveat to this generalization. Some associated
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motion morphemes can be interrupted by complex free form noun phrases. This issue will

be discussed below.

5.2.2.1. Verb stratum 2 — Position 2

Position 2 of verb stratum 2 is a zone that consists of three morphemes that can be variably
ordered. The variable ordering of these morphemes also induced a difference in sense or
scope. In a sequence of position 2 morphemes, the rightmost element has scope over the
element to its left. This means that position 2 can build “layered structures” (in the sense
of Rice [2011]). This is illustrated with examples from elicitation in (5.63), where =ma
‘causative’ and =biki ‘comitative’ are variably ordered, in (5.64) where =ma ‘causative’
and =yama ‘negative’ are variably ordered and in (5.65) where =ydma ‘negation’ and =biki

‘comitative’ are variably ordered.

(5.63) a.  haba=ma=biki=ki
run=CAUS=INTRC1=DEC:P
‘They made each other run’
b.  haba=biki=ma=ki
run=INTRC1=CAUS=DEC:P

‘He made them run (together).”  ELIC
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(5.64) a.  haba=ma yima=ki

run=CAUS NEG=DEC:P

‘He didn’t make him not run’

(‘It 1s not the case that the he made him run’)

b.  haba ydma=ma=ki

run NEG=CAUS=DEC:P

‘He made him not run.’

(‘It 1s the case that he made him not run’) ELIC
(5.65) a.  t/ani=biki yama=ki

speak=INTRC1 NEG=DEC:P

‘They do not speak together.’20

(They do not speak at the same time; they cooperate such that they do not

interrupt one another)

20 These data and judgements are tentative since they were only confirmed with one consultant. More
research needs to be conducted on the semantics of interactionals in general in order to understand

precisely their interaction with other clitics that they can variably order with.
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b.  tfani ydama=biki=ki
speak NEG=INTRC1=DEC:P
‘They do not speak together.’

(They are silent at the same time; they cooperate such that they are both

silent simultaneously) ELIC

Layering of position 2 suffixes are fairly rare in texts. The most common examples
involve the negative morpheme yama with the causative clitic =ma. The variable ordering

of these two morphemes is illustrated in the examples (5.66) and (5.67) from naturalistic

speech.
(5.66) tfota=ma yama=ka(n)=si=ka(n)=wi
have.sex=CAUS NEG=PL=REMF=PL=IMPER
dnoma
too_much
‘Don’t encourage (make) them (the panthers) have sex (with you), it’s a
bad idea.” TXT 037:014
(5.67) patfo stta-wa tlama yama=ma=ri ...

Pacho teeth-AUG ~ be.strong NEG=CAUS =TOO

‘Pacho the large toothed one made him weak (not strong).” TXT 050: 642
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The reason that there are no examples of layered structures with =bék7 in texts can
be attributed to the fact that =héki is extremely rare in general (Section 8.9). However, all
of my consultants accepted elicited examples such as those in (5.63) and (5.65) where biki
combines with another position 2 (verb stratum 2) morpheme

The clitic =biki cannot be variably ordered with any morphemes in the verb stem
(verb stratum 1). The causative morpheme =ma is an exception in this regard. My
consultants also reject sentences where the negation morpheme intervenes between the
verb root and the passive suffix -Zakd. This is captured in the current description by the
fact that the negation morpheme does not appear in the verb stem (verb stratum 1).
However, | have some text examples that contradict this descriptive statement (Chapter 8).
I'have not systematically investigated cases where all three of the position morphemes can
appear. It is possible that future research will reveal that the obligatory scopal behavior is
limited to two-way combinations of morphemes and does not straightforwardly apply to

layered structures with three morphemes. This requires future research.

5.2.2.2. Verb stratum 2 — Positions 3 through 5

Position 3 of verb stratum 2 is a slot that can be occupied by =y¢ ‘completive’ (see 11.8.)
It also functions as a universal quantifier over the subject of the verb. That =yo
‘completive’ occurs after position 2 morphemes of the V-constituent is illustrated in (5.68)

and (5.69).
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(5.68) noya=ma=yo=(?)ita=ki

ﬂy:CAUS=CMPL:RECP:DECZP

‘He (Ashina) made them (mosquitos) all fly just recently.” TXT 081:035
(5.69) hama pi kati-i=biki=yo=~rai=kato

but  POSS spread out-ITR=INTRC1=CMPL=NMLZ:IPV=REL

‘From there, all of them spread out in different directions together.’

TxT118:018

The clitic =yo ‘completive’ cannot variably order with any of the position 2
morphemes of the V-constituent. Additional constraints are required that do not follow
from the template provided in Table 5.4. The template in Table 5.4 suggests that the
negative morpheme =ydma can occur before the completive. However, it cannot. The order
=ydma=yo seems to be banned in Chacobo. Speakers reject examples with this order in
elicitation and it is not found in texts. This statement could be revised in light of studies
that investigate ordering when more than two clitics are present.

Position 4 is a slot that can be occupied by one of a number of associated motion
(AM) morphemes ((see Chapter 12 for a description). If the position 3 morpheme =)0 is

present, AM morphemes must follow it as illustrated in (5.70).
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(5.70) a.  hiwi tik-a=yo=bona=ki
stick  break-TR=CMPL=GOING:TR/PL=DEC:P
‘He was going along breaking all the sticks.’
b.  *hiwi tik-a=bona=yo=ki
stick  break-TR=GOING:TR/PL=CMPL=DEC:P

‘He was going along breaking all the sticks.’

If the position 5 morpheme =tdpi ‘punctual’ is present, AM morphemes must
precede it. This is illustrated with examples (5.71). As far as I know, these distributional
facts generalize across all AM morphemes. However, a subset of associated motion clitics
(concurrent) also occur in position 11 of verb stratum 3 (the clause) (see Section 5.2.3.10
below).

The position 5 morpheme =tdpi ‘punctual’ occurs directly after AM morphemes

and cannot be variably ordered with them as is shown in (5.71).

(5.71) a.  tsipis=kaya=tapi=ki
fart=DO&GO:ITR:SG=PNCT=DEC:NONP
‘He farts and then goes quickly.’
b.  *tsipis=tapi=kaya=ki
fart=PNCT=DO&GO:ITR:SG=DEC:P

‘He farts and then goes quickly.’
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The punctual morpheme =tapi cannot be variably ordered with the position 3

morpheme =y0 ‘completive’. The clitic =yo always precedes =tapi as illustrated in (5.72)

below.

(5.72) haba=kaya =s0 mana
run=DO&GO:ITR:SG =PRIOR:A up
raa=yo=tdapi =/ikia hawi noma=bo

send=CMPL=PNCT =REP  3SG:GEN brother=pPL

‘The moment his brothers ran to him, he send their whole bodies

upwards.” TXT 062:071

5.2.2.3. Verb stratum 2 - Constituency

The constituents at the second verb stratum are summarized in Table 5.5. below.

Table 5.5. Constituents of the verb stratum 2

Layer | Constituent position span | Morphotactic property

5 1-5 1. Noninterruptability by complex free form

4 1-3 1. Fixed scopal ordering

ii. Asyndetic coordination
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As stated above, the entire V-constituent (verb stratum 2) is not interruptable by a
noun phrase constituent. This is illustrated with the sentences below. While the NPs /oni
titikaa ‘tall man’ and ina t/iki ‘black dog’ can interrupt the V-constituent and the clause-
type/rank morpheme as illustrated in (5.73a) and (5.73b), these NPs cannot interrupt any
portion of the V-constituent as illustrated in (5.74). NPs cannot break up the second verb

stratum.

(5.73) a. [ V ]
haba=ma [honi titikaa=Txe wa=ki
run=cAUS [man tall=ERG]  TR=DEC:P
“The tall man made him/her/it run.’
b. [ V ]

haba=tapi [ina tiki v  =ki

run=pPNCT [dog  black] =DEC:P
‘The black dog ran suddenly.’ ELIC

(5.74) a. [ \% ]
*haba  [honi titikaa = Tw» wa =ma =k

run [man tall =ERG] TR =CAUS =DEC:P

‘The tall man made him/her it run.’
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b. | \% ]
*haba [ina tfiki |we =tdpi=ki
run [dog black] =PNCT=DEC:P

‘The black dog ran suddenly.”  ELIC

There are two morphotactic variables that define a smaller subconstituent (layer 4)
of the second verb stratum. These properties are independent of each other and thus
constitute an interesting convergence around the second verb stratum. The relevant

constituency tests are defined below.

(5 .75) CONSTITUENCY TESTS THAT IDENTIFY POSITION SPAN 1-3 AS A LAYER IN VERB
STRATUM 2
a.  FIXED SCOPAL ORDERING: A span of elements must occur in a fixed order or
can be variably ordered with an obligatory difference in scope (based on
Anderson [2005: 9]).
b.  ASYNDETIC COORDINATION: In a span of coordinated elements X and Y none
of the elements can be removed and have scope over the whole coordinate

construction (based on Zwicky and Pullum [1983]; Bickel et al. [2007]).

All elements of the verb stem (verb stratum 1) occur either in a fixed order or else

condition an obligatory scope difference as was shown with the variable ordering of the
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causative and the passive above. The obligatory scopal ordering continues into the second
verb stratum until position 3.

As shown in Section 5.2.2.1 morphemes in position 2 of the second verb stratum
variably order with one another producing an obligatory scope difference. Thus, the
criterion of fixed scopal ordering spans at least from position 1 to 2. The telic-quantifier
=yo occurs directly after the position 2 zone. This morpheme cannot be variably ordered
with any other morpheme. This is illustrated in (5.76), which shows that the =y6 and

=yama are in a fixed order with respect to each other.

(5.76) a.  ka=yo=ydma=ki
g0=CMPL=NEG=DEC:P
‘All of them did not go.’
b.  *ka=yama=yo=ki
g0=NEG=CMPL=DEC:P

‘All of them did not go.’

Since =)0 is in a fixed position with respect to other elements of the clause, no issue
of scope-based ordering arises. The criterion of fixed scopal ordering, thus, identifies a
span from position 1 to 3 in verb stratum 2.

In contrast to =yo ‘completive’, the negation morpheme =ydma can be variably

ordered with morphemes of position 4 (associated motion morphemes) and morphemes of
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position 5 (the punctual morpheme =tdpi). This variable ordering is illustrated in (5.77)

and (5.78).
(5.77) a.  bana  yama =bona =ki
harvest NEG ~=GOING:TR/PL =DEC:NONP
‘S/he does not harvest while going.’
‘S/he goes but doesn’t harvest.’
‘S/he harvests but doesn’t go.’
‘S/he doesn’t harvest and he doesn’t go.’
b. bana  =bona =yama =ki

harvest =GOING:TR/PL =NEG  =DEC:NONP

‘S/he does not harvest while going.’

‘S/he goes but doesn’t harvest.’

‘S/he harvests but doesn’t go.’

‘S/he doesn’t harvest and he doesn’t go.’
(5.78) a.  ka ydma =tapi =ki

go NEG =PNCT =DEC:P

‘S/he did not go immediately.’

‘S/he did not go and did not go quickly.’

‘S/he went but did not go quickly’
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b.  ka=tapi yama =ki
go=PNCT NEG =DEC:P
‘S/he did not go immediately.’
‘S/he did not go and did not go quickly.’

‘S/he went but did not go quickly’

There are two points concerning this variable ordering that require discussion in
relation to the issue of fixed scopal ordering. The points concern the position of ydma in
the verb complex, and how this morpheme can variably order with a position 4 or position
5. The reason is that =ydma can occur outside of the V-constituent (this is not true of other
position 2 morphemes). In cases where it occurs after an associated motion morpheme or
=tapi, | analyze it as occupying a position outside of the second verb stratum rather than
occurring within the second verb stratum.

Recall, that when =ydma variably orders with morphemes of position 2 it produces
an obligatory difference in scope. However, when it variably orders with morphemes
outside of this complex no scope difference is produced. This can be seen from the fact
that each of the variably ordering =ydma in (5.77) and (5.78) does not produce a difference
in sense.

I conclude that the morphotactic property of fixed scopal ordering identifies a
constituent spanning positions 1 to 3 of the second verb stratum. Past position 3, where

variable ordering occurs, it does not condition an obligatory difference in sense.
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Another morphotactic property is based on coordinability. Syndetic same subject
coordination was already discussed in Section 5.1.1.4, where it was shown that syndetic
(same subject) coordination identified a constituent contiguous with the verb stem.
Chécobo also has an asyndetic coordinate construction that operates over a distinct span of
the verb complex compared with syndetic (same subject) coordination.

Asyndetic coordination seems to identify a constituent of the second verb stratum
spanning positions 1 through 3. This is illustrated in (5.79). These examples show that the
morpheme =yo cannot have scope over a coordinated verb complex. It only modifies the

verb stem it combines with.

(5.79) a. {ha-P-ipa his}  {ha-Piwa tsayay  tsi honi="
3-EPEN-father see 3-EPEN-mother look at P5 man=ERG
wa=ni=ki

TR=REMP=DEC:P

‘The man saw his father and looked at / visited his mother.’

b.  {ha-P-ipa his=yo} {ha-?-iwa tsaya =yo} tsi
3-EPEN-father =~ see=CMPL 3-EPEN-mother look at=CMPL PS5
honi=" wa=ni=ki

man=ERG TR=REMP=DEC:P

‘The man saw all of his father and looked at all of his mother.’
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{ha-?-ipa his} {ha-?-twa tsaya=yo} tsi
3-EPEN-father  see  3-EPEN-mother look at=CMPL  P5
honi=" wa=ni=ki

man=ERG TR =REMP =DEC:P

“The man saw his father and looked at his whole mother.’

*‘The man saw all of his father and looked at all of his mother.’

However, after the position 3 morpheme, we find that associated motion

morphemes can have scope over a coordinated verb complex.

(5.80)

{ha-ripa yoa} {ha-Piwa tsaya}=bona
3-EPEN-father tell 3-EPEN-mother see =GOING:TR/PL
tsi honi=" wa=ni=ki

P5 man=ERG TR=REMP=DEC:P

‘The man went telling his father and on the way visited his mother.” ELIC

The layer identified by asyndetic coordination, therefore, spans positions 1 through

3 of the second verb stratum.
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5.2.3The verb stratum 3 (the sentence)

Verb stratum 3 consists of the entire sentence in a verbal predicate construction. A template
for this layer of structure is provided in Table 5.6. The third verb layer is characterized by
the lowest degree of contiguity in relation to the V-constituent (the second verb stratum).
All elements in the sentence can be interrupted from the V-constituent by a full complex
free form (NP). This section is concerned with describing and motivating the positions in
the sentence. Unlike for the other verb strata, the description of the positions will not be
done in a completely sequential fashion. The reason for this at this level of structure many
elements can occur in more than one position. For instance the subject {A,S} noun phrase

occurs in position 2, 7 and 16.
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Table 5.6. Verb stratum 3 — the sentence in a verbal predicate construction

Position | Phrase/Morpheme/Constituent Type
1 SENTENTIAL CONJUNCTIONS Slot
2 NOUN PHRASE (A,S,0) / POSTPOSITIONAL PHRASE, Zone
SAME/DIFFERENT SUBJECT CLAUSE, RELATIVE CLAUSE,
ADVERBIAL
3 V-CONSTITUENT Slot
4 MIRATIVE/FRUSTRATIVE Slot
pi
5 tsi, pa Slot
6 EVIDENTIAL/MODAL Slot
kia, kara, pi
7 NOUN PHRASE (A/S/O) / POSTPOSITIONAL PHRASE Zone
8 V-CONSTITUENT Slot
9 ASPECT (DURATIVE), ADVERBIAL, MODAL Zone
10 wa (TRANSITIVE) Slot
11 ASPECT (DURATIVE) / ASSOCIATED MOTION / ADVERBIAL Zone
12 =kan (THIRD PERSON PLURAL) Slot
13 TEMPORAL DISTANCE Slot
14 CLAUSE TYPE AND RANK Slot
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Table 5.6, cont.

15 EVIDENTIAL / MODAL Slot

16 NOUN PHRASE (S/A) Slot

17 AFFECTIVE / MODAL Slot

18 SAME/DIFFERENT SUJECT CLAUSE / RELATIVE CLAUSE / Zone
POSTPOSITIONAL PHRASE

interpreted as meaning that multiple instances of that element can necessarily occur. For
instance, multiple {A,S} arguments can never occur in the same sentence. The restrictions
apply to most functional morphemes as well. For instance, the evidential morpheme kid
can only occur once in the sentence, although it can occur in positions 6 or 15. Furthermore,
there are a number of interdependencies between elements. For instance, the pleonastic
morpheme wa of position 10 can only surface when the V-constituent occurs in position 3
and the verb complex is transitive. Below I provide a detailed discussion of the syntax of
the sentence by providing an overview of the positions and the elements that occur within

them (Sections 5.2.3.1 through 5.2.3.14), followed by a discussion of constituency at the

level of the sentence (Section 5.2.3.15).
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5.2.3.1. Verb stratum 3 - Position 1

The first position of the sentence can be occupied by sentential conjunctions. Sentential
conjunctions are elements which encode information about the relation of one sentence to

the preceding discourse. The most common sentential conjunctions of Chacobo are listed

in (5.81).

(5.81) a.  hariapari ‘first’
b.  hatsi ‘and so... that’s why...’
c.  hama ‘but’

d.  hakiriki  ‘firstly, follow this’

Examples of clausal conjunctions are illustrated in (5.82) and (5.83). The relevant

discourse context is provided.

(5.82) a.  his=i ka=wi
S€ee=CONCUR:SS g0=IMPER
‘Let‘s go and see!’
b.  hatsi kia ~ ha bo=ka(n)=ni=ki
then REP 3 go:PL/TR=PL=REMP=DEC:P

‘And so they went (it is said).’
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(5.83)

a.

oa kaka hana=?da=ka i=kan=(?)di=ka

DEM3 basket pUt=NMLZ:P=REL  say=3PL=NMLZ:IPV=REL
timisko fita  ~ [ita=tiki(n)=ki tio=bo-ria=ka
island Cross ~ Cross=AGAIN=DEC:NONP  big=PL-AUG=REL
fifa kia

badger  REP

‘They said they put on the baskets on over there and on an island there was
a huge number of large badgers crossing (it is said).’

hima hawi  tsi  [ita=/ai haska-wa  no wa =ki

but thing P3  cross=NMLZ:IPV seem-TR IPL TR =DEC:P

‘But to us they seemed like another similar animal crossing. > TXT

108:106-108

5.2.3.2. Verb stratum 3 — Positions 2, 4 and 5

Positions 2 and 3 play an important role in information flow in Chéacobo. Position 5 is

occupied by the morpheme #si. When there is a fronted stem or constituent in position 2 or

3, tsi optionally occurs in position 5. The morpheme #si is semantically opaque (or possibly

vacuous), and its main function is to mark off positions 2 and 3 from the rest of the clause.

This section describes the elements that occur in position 2. Position 3 is described in

Section 5.2.3.6 since it exhibits special dependencies with other positions in the sentence.
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Position 2 is associated with givenness in the sense of Chafe (1994). It consists of
either of a noun phrase, a postpositional phrase, an adverb, or a same/different subject
clause or a relative clause. One of the the most prolific realizations of this function is tail-
head linkage. Tail-head linkage refers to cases where the head verb or verb complex of a
preceding sentence is repeated at the beginning of a new sentence (cf. Guillaume [2011]
for tail-head linkage in Cavinena). Tail-head linkage clauses typically contain
same/different subject clauses and relative clauses in position 2 of the clause. Examples of
tail-head linkage where same subject clauses occur in position 2 are provided in (5.84)
which consists of consecutive sentences in discourse. The tail head linkage clauses are in

bold and the clauses from previous discourse which they are repetitions of are underlined.

(5.84) a.  hawt baki  paki=ki tsi kia
3SG:GEN child  fall=PRIOR:DS/A P5 REP
afina=" pa?iti ni=ma=ni=ki
Ashina=ERG container _ stop=CAUS=REMP=DEC:P

‘As his child was being born (i.e. falling out), Ashina stood them (him and
his child) over a bucket (container).’
b.  paliti ni=ma=7ds Isi kia afina
container stop=CAUS=PRIOR:S P5 REP Ashina
ki—tfa=ni=ki

leg-open=REMP=DEC:P
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‘When he stood (himself and his child) over the container, he opened his
legs.’

c. ki-tfa=?as tsi  kia  hawi baki  himi
leg-open=PRIOR:S P5 REP  3SG:GEN child blood/relative
ho=ni=ki
come=REMP=DEC:P
‘When he opened his legs, his blood of his (Ashina’s) child (aborted

feotus) came out.’ TxT1083:002-005

Noun phrases and postpositional phrases can also occur in position 2. In such cases
fronting the noun phrase or the postpositional phrase to position 2 has a similar function as
tail-head linkage with respect to information flow; the fronted constituent refers back to
previously mentioned information. This is illustrated with the noun phrase in position 2 in
(5.85) below from consecutive sentence in a narrative. In (5.85b) we see that the fronted
noun phrase hawi ibaba sama ‘her grand daughter’s placenta’ is in a part-whole

relationship to the referent of an NP in the previous sentence; hawi baki ‘his child’.
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(5.85) a. oa hawi baki pi=2a ka nai ki

DEM3  3SG:GEN child eat=NMLZ:P REL sky DAT
ha ka=ni kia
3 g0=NMLZ:P REP

‘From there, she (Ashina) ate his child and he went to the sky.’
b.  hawt ibaba=" sama tsi kia ha

3SG:GEN gra dau=GEN placenta  P5 REP 3

pi=pao=ni=ki

eat=HAB=REMP=DEC:P

‘She (Ashina) continuously ate her grand daughter’s placenta.’

TXT 063:005-006

One difference between the use of noun phrases in position 2 compared with
same/different subject clauses is that noun phrases can have a contrastive focus function in
this position. This is illustrated in (5.86) below which contain consecutive sentences in a
narrative. In (5.86¢), the subject hawi ro?d ‘type of vulture’ occurs in position 2 in {A,S}
function. The referent of the NP was previously mentioned in discourse; however, it was
mentioned in the context where two different types of vultures were listed in (5.86a) the
ro?a and the siyabi. Its appearance in position 2 serves to contrast the behavior of one

vulture to that of the other.
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(5.86) a.  hawi ro?la tsi kia ka?i-sini

3SG:GEN type of vulture P5 REP know-NMLZ

hama  kia hawi siyabi
BUT REP 3SG:GEN  type of vulture

‘His large vulture (ro7a) knew, but not his siyabi.’

b.  hawi pif-kini =ka naa poho  tsama ~ tsama
38G:GEN  shoulder-hole =REL  DEMI1 almond hold ~ hold
tsi ka=(?)ikid
P5 ZO=REP

‘In his (Mabocorihua’s) armpit, he was holding the almond (paste).’
c.  hawi rold tsi kia  boti=ni=ki
3SG:GEN type_of vulture P5 REP lower=REMP=DEC:P

“Then his large vulture descended.” TxT063:155-157

Adverbs can also occur in position 2 for the purposes of emphasis or when the
constituent refers to the new information in the clause. In the following example ifima is
produced with an elongated vowel on its stressed syllable in order to provide emphasis.

Such prosodically marked instances of adverbs only seem to occur in position 2.
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(5.87) a.  hakiriki  tsi adan  witi bi="rita=ki
after P5 Adam fish hook  get=RECP=DEC:P

‘Then Adam got the fish hook.’

b.  ifima tsi noti  adan=" wafa=bona="rita=ki
slow P5 canoe Adam=ERG paddle =GOING:TR/PL=RECP=DEC:P

‘Adam paddled the canoe SLOwWLY.”  TxT021:014-015

There are some further distributional constraints related to positions 4 and 5 that
require comment. The counter-expectational clitic pa ‘mirative’ is mutually exclusive with
the position 5 zsi. This is illustrated in (5.88) below. Notice that unlike the examples above,

tsi does not occur in the following sentences.

(5.88) ho=7?a pa awi ki  nia hda wa =Pi=ka yosa
arrive=NMLZ:P MIR wife DAT throw 3 TR =NMLZ:P=REL woman
tsa?o-ti  tsa’o  pd kia ha  i=ni=ki
Sit-NMLZ  sit MIR  REP 3 AUX:ITR=REMP=DEC:P
‘When he arrived he threw (the feathers) towards his wife, on the woman’s

seat, where she was sitting. (surprisingly).’ TXT 037:046

It is not completely clear to me whether the mutual exclusivity of #si and pa is

related to the semantics of these morphemes. The morpheme #si seems to be semantically
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vacuous. For instance, the clitic pa ‘mirative’ is also incompatible with the frustrative clitic

pi ‘anxietive’, however, these morphemes display distinct distributions, and thus the lack

of compatibility could be due to semantics. When the frustrative morpheme pi ‘anxietive’

occurs in a preverbal position, it always directly precedes the position 5 tsi. This is

illustrated in (5.89) below.

(5.89)

halari  his=birid pi tsi kia ha
still see=DO&COME:TR:PL ANX P5 REP 3
tfi-nonoko =ni=ki

buttocks-follow =REMP=DEC:P
‘She looked (at the jaguar) and came back, and he (the jaguar) followed her

(it is said) (this is worrisome).’ TXT 058:131

5.2.3.3. Verb stratum 3 — Positions 6 and 15

Evidential and modal morphemes occur in position 6 and position 15. These

morphemes are listed in Table 5.7. All position 6 morphemes are also position 15

morphemes, except for the conditional morpheme =pi. Not all position 15 morphemes are

position 6 morphemes. As can be seen below all morphemes in these positions encode

evidential or modal categories (Chapter 13 for a description of the semantics of such

morphemes).
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Table 5.7. Position 6 and 15 morphemes

POSITION 6 POSITION 15
pi ‘conditional’ v x
kid ‘reportative’ v v
raka(na) ‘certitudinal’ v v
kara ‘epistemic (inference)’ | v/ v
tonia ‘epistemic (belief)’ v v
tia ‘incertitudinal’ x v
mani ‘conjectural’ x v
ra ‘assertive’ x v
ri ‘regretative’ x v

The examples in (5.90) and (5.91) illustrates that these morphemes can occur in
two distinct positions. In (5.90) kia ‘reportative’ occurs in position 6, directly after the

position 5 tsi.
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(5.90) tsa?o  ha =’a=ka tsi  kia yofi wino
sit 3 =NMLZ:P=REL P5 REP wind more
ka=ni=ki
gO0=REMP=DEC:P

‘And when he sat, more wind went passing by him.”  TXT 34:113

In (5.91) kia ‘reportative’ occcurs in position 15 directly after the clause-type/rank

morpheme of position 14 (see Section 5.2.3.4 below).

(5.91) mi-a naama tia =kan=ki kia
2SG-ACC ALREADY  encircle =3PL=DEC:P REP

‘They had already encircled you (it is said).’ TxT 049:102

The certitudinal morpheme =rdkana is distinct from the other morphemes in that

it requires that the verb complex be nominalized in verbal predicate constructions. This is

illustrated in (5.92) below.

(5.92) hama  honi=so mi-a ha soo=Pd=ka=rdkana
but hidden=A 2sG-AcC 3 blow on=NMLZ:P=REL=CERT

‘But its certain that he cast a spell on you (lit. blew on you).” TXT

114:036
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All of the morphemes described in this section can modify non-verbal predicate

constructions.

5.2.3.4. Verb stratum 3 — Position 14 (clause-type/rank)

Position 14 is the clause-type/rank morpheme slot, which is discussed in the context of
verbal predication and clause-types (Chapter 4 above). The clause-type/rank morpheme
plays an important role in terms of the structure and the function of the clause as a whole.
Morphemes in this position encode clause-rank (main, nominalized, same/different
subject), the clause-type (declarative, interrogative, imperative, hortative, reportative), and
tense, aspect, evidential, modal and associated motion distinctions. Cutting across these
distinctions, the clause-type/rank morphemes can be further subdivided into types
according to a number of other syntactic properties; (i) distributional freedom/rigidity of
the subject noun phrases in the clause; (ii) whether they allow the V-constituent to occur
fronted in position 3.

Constituent-flexible (C-flexible) clause-type/rank morphemes allow subjects
(S/A) to occur in more than one syntactic position (not simultaneously); positions 2, 7 and
16. Alternatively, constituent-rigid (C-rigid) clause-type/rank morphemes force the
subject to only occur in one posisition; position 16. Effectively, the C-rigid morphemes

force a OVA/VS word order, while the former allow free constituent ordering. All C-
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flexible clause-type/rank morphemes also allow the V-constituent to occur in position 8 or
“fronted” in position 3, while C-rigid clause-type/rank morphemes force the V-constituent
to remain in position 8.

Subordinate clauses are either C-flexible or C-rigid as well. However, subordinate
clauses differ from main clauses in not containing positions after position 14. Thus the
subject (S/A) can never occur in position 16 in a subordinate clause, because this position
does not exist for such clauses. All same-subject clauses and imperative clauses are C-
rigid, whereas all other types of subordinate clauses are C-flexible. C-flexible clauses vary
somewhat in how flexible their constituent order is. I will refer to clauses with C-rigid
clause-type/rank morphemes as C-rigid clauses, and I will refer to clauses with C-flexible
clause-type/rank morphemes as C-flexible clauses. Table 5.9 provides a list of a all of the
clause-type/rank morphemes in Chacobo classified according to their clause type, clause
rank, additional functional categories they might encode and whether they allow flexible
or rigid ordering of the S/A subject. Clause-type/rank morphemes that are not main clauses
do not encode a clause-type. No information, therefore, occurs for clause-type for non-

main clause morphemes.
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Table 5.8 Clause-type/rank morphemes according to the sentence-type, clause-rank,

functional category they encode, and whether they are subject-flexible or subject-rigid.

MORPHEME CLAUSE TYPE CLAUSE RANK FUNCTIONAL CONSTITUENT
CATEGORY FLEXIBILITY
=ki DECLARATIVE MAIN PAST FLEXIBLE
=ki DECLARATIVE MAIN NONPAST RIGID
=ikia DECLARATIVE MAIN REPORTED RIGID
=7ini~=7?ai INTERROGATIVE MAIN NONPAST RIGID
=7a INTERROGATIVE MAIN PAST FLEXIBLE
=wi IMPERATIVE MAIN - RIGID
= Wi IMPERATIVE MAIN FRUSTRATIVE RIGID
=td IMPERATIVE MAIN PRIOR RIGID
ANDATIVE
=pa IMPERATIVE MAIN MIRATIVE RIGID
=ifilari IMPERATIVE MAIN PERMISSION RIGID
=no HORTATIVE MAIN - FLEXIBLE
=?a - NOMINALIZED PAST FLEXIBLE
CLAUSE
=?ai - NOMINALIZED IMPERFECTIVE FLEXIBLE
CLAUSE
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Table 5.8, cont.

=no

NOMINALIZED

CLAUSE

SIMULTANEOUS

FLEXIBLE

=nogspari

SUBORDINATE

(SAME SUBJECT)

PRIOR

RIGID

=nosparino

SUBORDINATE
(DIFFERENT

SUBJECT)

SUBSEQUENT

RIGID?

=ki

SUBORDINATE

PRIOR

FLEXIBLE

=7i

SUBORDINATE

(SAME SUBJECT)

SIMULTANEOUS

RIGID

=ki

SUBORDINATE

(SAME SUBJECT)

SIMULTANEOUS

RIGID

SUBORDINATE
(SAME SUBJECT

A)

PRIOR EVENT

RIGID

=7ds

SUBORDINATE
(SAME SUBJECT

S)

PRIOR EVENT

RIGID
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Table 5.8, cont.

=pama — SUBORDINATE SIMULTANEOUS RIGID
(SAME SUBJECT
S/A)
=pdima _ NOMINALIZATION IMPENDING FLEXIBLE
=nori B SUBORDINATE “INSTEAD OF” FLEXIBLE
=mari B SUBORDINATE “ASTF” FLEXIBLE

The main clause C-rigid clause-type/rank morphemes are =7ini ‘interrogative, non-
past’, =ki ‘declarative non-past’,
morphemes are illustrated in the examples in (5.93), (5.94), (5.95), (5.96), (5.97), and
(5.98). In each of the examples, it can be observed that the {A,S} subject occurs after the
clause-type/rank morpheme in position 16. When an A argument occurs in position 16 it is
not assigned ergative case (as in (5.93) and (5.95). This case neutralization occurs

regardless of whether it appears in a C-rigid or C-flexible construction (see Chapter 7 for

details).

(5.93) ma-to

2SG-ACC

“The jaguar is going to find (lit. meet) you.’

bitf-G=ki

meet-TR=DEC:NONP
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kamano ...

jaguar

TXT061:578

and =(?)ikia ‘reportative’. C-rigid clause-type




(5.94)

(5.95)

(5.96)

(5.97)

(5.98)

ha?ari riso =yama =ki no-a
still die =NEG =DEC:NONP 1PL-EPEN
‘We still aren’t dead yet.’ Tx1036:033

hawi risa ki tsi kits-a=(P)ikia  kafi

3SG:GEN nose DAT PS5 cut-TR=REP bat
“The vampire (bat) cut him on his nose.’ TxT063:181
nika =kato=" tsi  kioki ~ kioki=(?)ikid hasini-wa

like this =REL=SPAT P5 sing ~ sing=REP curassow-AUG
“This is how the big curassows were singing.” TXT063:199
hawinia bari=no ho=2ini mi bini

what  day =SPAT arrive/come=INTER:NONP 2SG:GEN husband

‘At what time is your husband coming?’ Tx1061:530
hiwi=" tsi  rito a=yama =2ini yosa
stick=" P5 nose  kill=NEG=INTER:NONP  woman

‘Did the woman (mentioned by interlocutor) not hit them (white lipped
peccarry) on the nose with a stick?’ / ‘Perhaps the woman hit his nose with

astick.” TxT050:913

The examples above all contain {A,S} subjects in position 16. For the C-rigid

clause-type/rank morphemes found in these sentences, this is the only constituent order

allowed for subjects. In other words Chacobo displays obligatory VS/A constituent order
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for C-rigid clauses. The different positions of the {A,S} subject in C-flexible constructions

are illustrated in the next section.

5.2.3.5. Verb stratum 3 — Positions 2, 7 and 16 (Subjects)

C-flexible morphemes license the subject to appear in position 2, 7 or 16. In subordinate
clauses only positions 2 and 7 are available. The most common position for {A,S} subjects
is position 7. An example of an A argument in position 7 is provided in (5.99). An example
of an S argument in position 7 is provided in (5.100). In each case we know that these noun
phrase constituents are in position 7 because they are in between the position 5 morpheme

and the V-constituent of position 8.

(5.99) [1 ] [51 [7 ]
mai ha =ki tsi  hawi sao kamano="
earth 3 =D{A,S} PS5 3SG:GEN bone jaguar=ERG
[8 1[13][14]
kivo=ni=ki
finish=REMP=DEC:P

‘When he dug a hole, the jaguar finished his bones.” TxT 011:010
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(5.100) (11 f[e] [7 18 ] [13][14]
hatsi  kia ha-to ki  kama tsami =ni=ki
then REP  3-PL DAT jaguar jump on =REMP=DEC:P

‘Then the jaguar jumped on them (it is said).”  TXT 34:33

Subjects can also occur in position 16. An example of an S argument is provided in
(5.101) and an example of an A argument is provided in (5.102). In position 16, ergative
case is not assigned. In general, case distinctions are neutralized for subjects occurring in

position 16 (Chapter 7).

(5.101) [7] 8 1114] [ 16 ]
i-a a(k)=bayd=ki kamadno
1sG-acc  kill=DO&GO:TR/PL=DEC:P  jaguar
‘The jaguar has killed me (and left) [left me to die].” OBSV
(5.102) 2 1 [81[13][14] [15] [16 ]
naama  ka=ya=ki kia  kamdno
already gO=PERF:MIR=DEC:P REP  jaguar

‘The jaguar had already left.’ TxT1050:177
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{A,S} subjects can also occur in position 2. As is stated above (Section 5.2.3.2),
NPs in this positions are focused n this position they are focused. S subjects are illustrated

in (4.114) and (4.115).

(5.103) ... kama tsi ka=yami(t)=ki
... jaguar P5 g0=DISTP=DEC:P
‘THE JAGUAR went.’ TXT 105:003
(5.104) yosa tsi kia tsik-i=pao=ni=ki
woman P5  REP leave-ITR=HAB=REMP=DEC:P

‘It was THE WOMEN who used to leave (it is said).” TxT049:294

In naturalistic speech, it is rare for A arguments to occur in position 2. Some

examples are illustrated in (5.105 and (5.106) below.

(5.105) [2 ] (4] [7 1 [8][10 ] [13][14]
kapiti=" pi i-a a(k)=tikin=ni=ki
caiman=ERG ANX 1SG-ACC  kill=AGAIN=REMP=DEC:P

“THE CAIMAN bit me (I am anxious).® TXT 116:128

(5.106) 1 I 2 1 [51  [6] [ 7]
... hama toa honi=" tsi kia ha-?-iwa=ki
but DEM2 man=ERG P5 REP 3-EPEN-mother=DAT
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[8][13][14]
bi=ni=ki
bring=REMP=DEC:P

‘... but THAT MAN brought it to his mother.” TXT 006:063

There is an important caveat to the claim that subjects have distributional freedom
in C-flexible clauses. The V-constituent can occur in two positions in the sentence; position
8 and position 3. When the V-constituent occurs in position 3, the noun phrase {A,S}
subject is fixed in position 5. Thus C-flexible constructions allow the subject to occur in

three syntactic positions, but only when the V-constituent occurs in position 8.

5.2.3.6. Verb stratum 3 — Positions 3, 8 and 10 (V-constituent and pleonastic

wa)

C-flexible constructions allow the V-constituent to occur in positions 3 or 8. C-rigid
constructions only permit the V-constituent to occur in position 8. I will refer to cases
where the V-constituent occurs in position 3 as “fronted-VP constructions”. I refer to them
as fronted-VP constructions, and not fronted-V-constructions, because if they contain an
{P,T,R} object, this object must occur in position 2. In other words, the V-constituent and
the object front together (see Section 5.2.3.15). Recall from Section 5.2.3.2 that phrases or

clauses in position 2 tend to refer to information that is given in the discourse context. In
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conformity with this function fronted-VPs are primarily used in cases where the main verb
of the sentence refers back to an event denoted by a previously uttered verb phrase. The
thing denoted in this case can be a literal restatement of the event (as in “as stated above”)
or refer to an action that is repeated by the subject. Consider the narrative sequence in
(5.107), from the folk story of Isha, the man with the frog-like tongue. In this story Isha
leaves his wife (a Chacobo), after his in-laws mock him for the way he eats. (5.107a)
references his first departure. In this construction the V-constituent is in position 8, before
the position 5 clitic #si. In (5.107b), the narrator describes Isha coming back to his wife
after a few days. In (5.107¢), the narrator describes how Isha did not come back again. Here
the V-constituent is fronted to position 3, before the position 5 clitic zsi. The S subject Isha
occurs in position 8, after the verb but before the clause-type/rank morpheme =ki

‘declarative, past tense’.

(5.107) a.  hatsi toa  nika=?d tsi  kia ifa yoi
then DEM2 hear=NMLZ:P PS5  REP Isha poor
rabi=7?as tsi ho=yama=ni=ki
embarrass=S P5 come/arrive=NEG=REM=DEC:P

‘When the poor Isha listened to them he became embarrassed, and didn’t

return (from hunting/from going to his chaco).’
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b. wisti  bari dos  bari tsi halari
one day two day P5 still
awi=ki ha ho=ni=ki
woman=DAT 3 come/arrive=REMP=DEC:P

‘But after one or two days he came anyway (still) to his wife.’

C.  hakiriki  ho=ydma tsi  kia ifa =ni=ki
after come/arrive=NEG P5 REP Isha =REMP=DEC:P
awini ha-?-iwa osa=ki=no
wife 3-EPEN-mother laugh=D{A,S}=CONCUR

‘After this he didn’t come back (again), after her (his wife’s) mother

mocked (him).” TxT 008:092

An important aspect of the fronted-VP construction is that it conditions the insertion
of the morpheme wa when the V-constituent is transitive. This was already illustrated in
Section 4.1.2.2 with the example in (4.8). The example in (5.108) provides another
illustration of the discourse informational status of fronted-VP constructions, but with a
transitive clause. In (5.108b) the fronted-VP (in bold) repeats the event denoted by nimos
‘mix’ from the previous sentence in (5.108a), albeit aspectually modifying it through
reduplication. Notice that in this case, the verb is transitive and, therefore, wa is inserted in

position 11, directly after the subject afind ‘Ashina (erg.)’ which occurs in position 8. The
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morpheme wa is obligatory in transitive fronted-VP constructions and contributes no

semantic information.

(5.108) a.  hawi himi ria-mi=kt tsi kia  afind="
3SG:GEN blood fill-MID =D{A,S} P5 REP  Ashina=ERG
hawi himi nimos=ni=ki
3SG:GEN blood/relative MixX=REMP=DEC:P
waha=kato

come Out=REL
‘When it (the bucket) was full of her (Ashina’s) blood, Ashina mixed it, that

which had came out.’

b.  nimos ~ nimos ~ nimos-d(k) tsi kia afing="
mix ~ mix ~ mix-TR P5 REP Ashina=ERG
wa=ni=ki

TR=REMP=DEC:P
‘Ashina was stirring (mixing) it (the blood in the bucket) for some time.’

TxT081:007-008

As stated above when the V-constituent is fronted to position 3 the object must
occur directly to its left in position 2. The {P,T,R} object cannot intervene between the

verb stem and the clause-type/rank morpheme as the subject does in position 8 (see Section
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7.1 for details on the ordering of arguments). Examples of overt objects in fronted-VP

constructions are provided in (5.109) and (5.110). The VP constituents are underlined.

(5.109) ha-mi=ri saninda__siri-2a(k) tsi kia
3-RFLX=TOO pacu boil-CAUS/APPL P5 REP
ha wa  =ni=ki
3 TR  =REMP=DEC:P

‘He boiled the pacu fish by itself.” TXT 068:289

(5.110) habi hini kivo =ro?a  pad kia
surely chicha finish =LIMIT MIR  REP
ha wa =ni=ki
3 TR  =REMP=DEC:P

‘And they surely finished the chicha.” TXT 054:053

One way of describing the fronted-VP construction would be to consider it an
auxiliary verb construction and analyze wa as an auxiliary verb. Similar constructions are
considered auxiliary verb constructions in Takanan languages for example (Guillaume
forthcoming). There are three reasons I do not consider the fronted-VP construction an
auxiliary verb construction in this Chacobo; (i) There is no marking of subordination on
lexical verb; (ii) the auxiliary verb analysis would require positing a zero auxiliary for

intransitive fronted-VP construction; (iii) the purported auxiliary verb construction would
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not have any special semantics that do not follow from the lexical verb itself; (iv) auxiliary
constructions display a “neutral” alignment for S/A NPs that intervene between the lexical
verb and the auxiliary, but Fronted-VP constructions do not display a neutral alignment
(see Section 7.1). From a comparative perspective it might make sense to consider the

Fronted-VP construction a (perhaps non-canonical) auxiliary verb construction.

5.2.3.7. Verb stratum 3 - Positions 2 and 7 (objects)

I will use the term object to refer to P, T and R constituents (Chapter 7). As pointed out in
Section 4.1.1.3, T has the same distribution as P. R has the same distribution as P in so far
as it occurs in a neutrally aligned verb complex, and is not coded with the dative marker
=ki. Objects can occur in positions 2 and 7. A position 2 object is illustrated in (5.85b)
above. When the object occurs in position 2 it is in focus.

That objects can occur in position 7 is illustrated below. Position 7 is a zone where
the object and the subject can variably order. My impression is that the argument which is
most topical (most activated based on previous discourse context) is the one which is closer
to the verb. Thus, PAV order is conditioned where A is mentioned in the previous
discourse. This is illustrated with the text examples in (5.111). (5.111a) displays a APV
order. The proper noun adan is the A argument, and the P argument is witi ‘fish hook’. The

following sentence displays and (5.111b) displays a PAV order.
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(5.111) a.

The information-structural difference between APV and PAV where both
arguments are in position 7 suggested by the example above, requires future research. Note
that this variable ordering only exists in C-flexible constructions. Recall, that in C-rigid

constructions, the {A,S} subject obligatorily follows the verb complex. Consequently,

A P \Y%
hakiriki tsi  addn=" witi bi=7itd=ki
after P5 Adam=ERG fishhook get=RECP=DEC:P

‘Then Adam got the fish hook.’
P A \Y%
lfima tsi noti adan wafa=bona
slow PS5 canoe Adam=ERG paddle=GOING:TR/PL
=Pitd =ki
=REC:P=DEC:P

‘Adam paddled the canoe SLOWLY.” TxT021:017-018

Chacobo does not allow VPA constituent order at all.

According to Coérdoba et al. (2012) P arguments can occur after the verb complex.
I have not represented this in the template above. The reason is that in all of my text
examples where P appears to follow the verb complex, there is an intonation break and a

pause. Literate speakers of Chacobo such as Caco Moreno always insist that there should

be a comma where an object occurs after the verb complex.
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Objects do occasionally occur postverbally, but they are separated by an
intonational pause. In the following example the speaker had mentioned the object in a
previous discourse context seen in (5.112a). The object seems to be mentioned as an

afterthought in (5.112b) because the original mention of the object was 5 sentences away.

(5.112) a.  ka=tiki(n)=ki mako __ yini pi=i=na
g0=AGAIN=DS suri powder eat=CONCUR:S=EPEN

‘She went again to eat the suri powder.’...

b.  soa=?d tsi  kia  pi=tikin=ydma  tsi kia  ha
get fat=NMLZ:P P5 REP eat=AGAIN=NEG P5 REP 3
wa  =ni=ki mako  yini
TR  =REMP=DEC:P suri powder
‘And after getting fatter, she didn‘t keep eating it, suri powder.’

TXT 022:020-025

I have not investigated the issue of post-verbal P arguments in elicitation contexts
in detail. It is possible that future research will reveal that such a constituent order does not

require an intonational break.
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5.2.3.8. Verb stratum 3 - Positions 2, 7, 8 and 18 (postpositional

phrases/adjuncts)

Postpositional phrases are the most distributionally free complex phrases. They can occur
in positions, 2, 7 and 18. Examples of postpositional phrases occurring in position 2 occur

in (5.113) and (5.114). To my knowledge when a postpositional phrase occurs in position

2 other arguments do not have to.

(5.113) Jipati=ki tsi  kia  hiso paki=ni=ki
chest=DAT P5 REP urine fall=REMP=DEC:P
“The urine fell on his chest (it is said).” TXT 061:606

(5.114) noti=ki tsi  kia  rio-ko=ka(n)=ni=ki
canoe=DAT P5 REP  pile.up-ITR=PL=REMP=DEC:P

‘They piled up in the canoe (it is said).” TXT 014:028

Postpositional phrases can also occur in position 7 where they can variably order

with any of the main arguments. This is illustrated in (5.115) and (5.116). (5.115) provides

an example where a postpositional phrase precedes the main verb.
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(5.115) wisti semana o dos semana medio tsi kia  tfakobo=ki
one  week or two week half P5 REP  Chacobo=DAT
bii ho=ni=ki
mosquito arrive/come=REMP=DEC:P
‘After one or two weeks (it is said) that the mosquitos arrived among the

Chacobo.’ TXT 081:27

It is less common for adjuncts to occur closer to the verb complex than main
arguments, but it is possible. Examples of an adjunct occurring closer to the verb than an
argument are provided in (5.116) and (5.117). In (5.116) the postpositional phrase hato ki
‘to them’ occurs closer to the verb than the third person pronoun 4a ‘he/she/it’. In (5.117)
the postpositional phrase pia yd ‘with the arrow’ occurs closer to the verb than the subject

argument noun phrase /oni ‘man’.

(5.116) haba=hona ha =ra=ka tsi  kia  ha
run=COMING:ITR:SG 3 =NMLZ:P=REL P5 REP 3
ha-to=ki tsami=ni=ki

3-EPEN=DAT  jump_On=REMP=DEC:P

‘When he came running he (the jaguar) jumped on them.” TXT 034:011
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(5.117) hini pasa oka-ta=pdama tsi  kia honi
water  crude happen-PNCT=CONCUR P5 REP man
pia =yd rii=ni=ki
arrow =COM Jump=REMP=DEC:P
‘At the same time that the water was falling, the man jumped up with his

bow and arrow.‘ TXT 034:067

Chacobo allows postpositional phrases to occur in position 18. This is illustrated in

(5.118).

(5.118) kara  mifni=bo  no inia  i=pao=ni=ki toro=ki
rubber little=PL 1PL sell AUX=HAB=REMP=DEC:P Toro=DAT

‘We used to sell a little bit of rubber to Toro.” TXT 049:167

Chacobo has a large number of postpositions denoting locational and path
semantics. To my knowledge all post-positional phrases share the same distributional
properties with one exception. Like object noun phrases, postpositional phrases cannot
occur in position 7 in fronted-VP constructions, except for those which are headed by k7
‘dative’. Dative post-positional phrases can occur in position 7 with the subject noun phrase
in fronted-VP constructions. This is illustrated in (5.119b). In this sentence the subject verb

i ‘say’ is fronted to position 2. The noun phrase subject naa poké=ka=bo ‘These ones
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inside her stomach’ and the postpositional phrase haliwa=ki ‘to their mother’ occur in

position 7. Postpositional phrases that are not headed by =ki ‘dative’ cannot occur in

position 7 in fronted-VP constructions.

(5.119) a.

oki tsi SO no ka=?ai=na
better P5 DEC IPL g0=NMLZ:IMPFV=EPEN
no ka=fari=no

1pL g0=CRAS=OPTATIVE

i tsi kia ha-?-iwa=ki
say P5 REP 3-EPEN-mother=DAT
naa poko="=ka=bo =ni=ki

DEM1 stomach=LOC=REL=PL =REMP=DEC:P
“Its better that we go, let’s go.” Those who were inside her (this one’s)

stomach said to their mother.” TXT026:058

5.2.3.9. Verb stratum 3 — Position 9

Positions 9 and 10 are zones that can be occupied by various functional morphemes. All

morphemes which can occur in positions 9 and 10 can be variably ordered to my

knowledge. Some of this variable ordering is illustrated with the text example in (5.120)
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(5.120) baa=tiki(n)=yama tsi  kia ha wa =ni=ki nami
ask for=AGAIN=NEG P5 REP 3 TR =REMP=DEC:P meat
i tsi kia  ha wa =ni=ki
say PS5 REP 3 TR  =REMP=DEC:P
““I didn‘t ask for more meat* he said (it is said).” TXT 034:175
(5.121) nia=yama=tikin=(?)ikia  ha-/-iwa tsaya=rai
throw=NEG=AGAIN=REP  3-EPEN-mother see=INTER:NONP:2SG

‘(it is said) his mother had not thrown it out, you see?” TXT 032:020

The morphemes which can occur in position 9 do not appear to display scope
differences under variable ordering. This is illustrated in (5.122) below. These sentences

both of the same meaning.

(5.122) a.  tsaya =tiki(n) kara =ki
see =AGAIN EPIS] =DEC:P
‘He probably saw him again.’
b. tsaya kara =tiki(n)=ki
see  EPIS] =AGAIN=DEC:P

‘He probably saw him again.’
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However, when speakers are given different translations of the same sentences and
asked to judge which ones are “better” or which ones they consider the more preferred
reading, it shows that right-headed scope may also be at work with verbal morphemes of
position 4 in the basic verb phrase as well, at least to a certain extent. (5.123) shows
minimally contrastive sentences where the negative =ydma and the time of day adverbial
=ba’ina are variably ordered. Caco Moreno stated that he preferred the translations that are
marked in bold. The bold translations correspond to scopal readings that one would expect
based on the assumption that position 4 morphemes of the basic verb phrase follow position

6 suffixes of the verb stem.

(5.123) a.  bana =yama=balina  =ki adan
SOW =NEG =ALLDAY =DEC:NONP Adam
‘Adam is not going to harvest today (at all)’ (preferred)
‘Adam is not going to harvest all day (Adam will harvest a little)’
b.  bana =ba’lina =ydima=ki adan
SOW =ALLDAY =NEG =DEC:P Adam
‘Adam is not going to harvest all day (Adam will harvest a little)’
(preferred)

‘Adam is not going to harvest today (at all).”  ELIC

Below I provide a list of the functional morphemes that can occur in position 9.
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Quantificational adverbial:

=tikin ‘again’; =witsi ‘one’; =rabi ‘twice or more’.

Manner adverbial:

pistia~pifa ‘a little, attenuative’; =roZa ‘limitative’.

Temporal or time of day adverbial:

=pari ‘first’;  =balina ‘all/each day’; =wini ‘before (someone),
immediately’; =/ina ‘at/all night’.

Modal: kara ‘epistemic possibility’, =kas ‘volitive’; =kia ‘counterfactual’;
pd ‘mirative, obligative’; =pi ‘urgentive’; =rid ‘negative approximative’;
pi ‘abilitative’

Associated location;

=tiari ‘over there’

Aspectual:

=pao ‘durative, habitual’

Evaluative:

yoi ‘sympathetic’ (“poor, ugly’)

Negative:

yama ‘negative’
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5.2.3.10. Verb stratum 3 — Position 11

Some functional morphemes can occur directly after the pleonastic wa (position 10) in
between the V-constituent and the pronominal plural morpheme =kan (position 12). This
is demonstrated in the following sentence in (5.124) where wa occurs because the verb

phrase constituent is fronted.

(5.124) yosa pistia tsaya tsi ha wa =tiki(n)=ka(n)
woman  small see P5 3 TR =AGAIN=PL
=ni=ki
=REMP=DEC:P

“They saw the young woman again.” ELIC

Position 7 is a slot; only one morpheme can occur in this position at a time. All of
the morphemes that can occur in this position can also occur in position 9 except one (=/ina
‘at night’). When the V-constituent is not fronted in position 2 it is impossible to tell
whether a morpheme is occupying position 9 of the verb phrase constituent or position 7
of the clause, because there is no intervening morpheme that allows us to distinguish
between these positions. For instance, in (5.125) it is not clear whether =tikin ‘again’ is in
position 4 inside the verb phrase constituent or position 7 of the clause. It is possible that

position 7 is simply irrelevant for clauses where the verb phrase is not fronted.
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(5.125) yosa pistia ha tsaya =tikin =kan =ni =ki
woman  small 3 see  =AGAIN =PL =REMP =DEC:P

‘They saw the young woman again.”  ELIC

The only way to tell whether a given morpheme can occur in position 11 is by
considering it in the context of the fronted-VP construction. Examples from naturalistic
speech of morphemes that are unambiguously occurring in position 11 are extremely rare,
and most of my information on this clause position is from elicitation. An example of a

morpheme occurring in position 11 from naturalistic speech is provided in (5.126).

(5.126) wiaki awini=" toa=7?a ka kono kono tsi kid
nextday woman=ERG stir=NMLZ:P REL boil boil P5 REP
hina-wa=ria kara ha wa =tiki(n)=ki tia
do _how-TR=APPROX EPIS 3 TR =AGAIN=DEC:P  EPIS2
‘And then the next day, the woman stirred it (the chicha), I believe
somehow they made the chicha boil again (but I do not know how).’

TXT 063:043

As stated above, all position 11 morphemes can occur in the position 9 except =/ina
‘at night, during the night’. There are a number of position 9 morphemes that cannot occur

in position 11. They are as follows; kara ‘dubitative’; =ro’d ‘limitative’; =wisti ‘once’;
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rabi ‘twice or more’; kia ‘reportative’; pi ‘urgentive’; =ri ‘as well’, subsequent’; pifa

‘attenuative’; =ria ‘negative approximative’.

5.2.3.11. Verb stratum 3 — Position 12

The pronominal plural =kan occurs in position 12 of the clause. This is illustrated in (5.127)
below. Notice that =kan occurs in between the pleonastic wa (position 10) and the temporal
distance morpheme (position 13). This morpheme cannot occur in any other position in

the verbal predicate construction.

(5.127) 10 12 13 14
Jina tsi kia ha wa=ka(n)=ni=ki
think P5 REP 3 TR =PL=REMP=DEC:P
‘...and they thought about it.’ TxT054:354

The pronominal plural can also appear in non-verbal predicate constructions. It is
described in more detail in Chapter 15 in the context of number modification in general

(Section 15.2).
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5.2.3.12. Verb stratum 3 — Position 13

Position 12 is occupied by temporal distance morphemes. These morphemes encode a
specific degree of temporal distance between the event time of the head verb and the
reference time of the discourse. They are as follows; =ni ‘remote past’; =yamit ‘distant
past’; =7ita ‘recent past’; =ya ‘prefect’;=tsi~=tsa ‘immediate present’; =/ari ‘crasternal’;
=s# ‘remote future’. Their semantics are described in detail in Chapter 10 in the context of

an analysis of tense and aspect in Chacobo.

5.2.3.13. Verb stratum 3 — Position 17

Position 17 is occupied by a few modal and affective morphemes. That the affective
morphemes occur after position 16 (the S/A argument position) is illustrated in (5.128) and
(5.129). Position 17 can be occupied by ra ‘authoritative, 7# ‘lamentative’, pa ‘mirative’

and p# ‘anxietive’.

(5.128) [ 16 1 17
ka=ki no?o oma=rd i tsi  kia ha=ni=ki
g0=DEC:P 1SG:GEN friend=ASS say PS5 REP 3 =REMP=DEC:P

““My friend left (I assert)” he said.” TxT113:155
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(5.129) 16 17
ho=ki adan pi
arrive=DEC:P Adam ANX

‘Adam has arrived (what are we going to do?!)’ OBsSV

The morphemes =rd ‘authoritative’ and =r# ‘lamentative’ are limited to position

17, while pi ‘anxietive’ and pa ‘mirative’ can occur in other positions in the clause.

5.2.3.14. Verb stratum 3 — Position 18

The last position in the sentence can be occupied by a number of different types of
categories that encode adverbial semantics, such as adverbials, nominalized/relativized
clauses, same subject clauses, different subject clauses and postpositional phrases. These
modifiers can occur in any order at the end of the sentence. When subordinate (non-main)
clauses occur in this position they combine with the epenthetic clitic =na. Put another way,
=na signals that some subordinate clause is a dependent to a clause to its left. The iterative
combination of deranked clauses in position 18 of the sentence is illustrated in () (5.130)

below.
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(5.130) hawinia= =ka  honi — mi=ki ~ ho=2d tsi kid
where=SPAT=REL man 2SG=DAT arrive=NMLZ:P P5 REP
bini =ni=ki kasa=ras=na bari  ho=?d=na
husband =REMP=DEC:P angry=S=EPEN sun  arrive=NMLZ:P=EPEN
pasna=rdi=na
be hungry=NMLZ:IPV=EPEN
““From where did the man arrive onto you?” said her husband who was

angry as the sun had arrived and while he was hungry.” TXT 075:074

5.2.3.15. Verb stratum 3 - Constituency

This section is concerned with constituents in verb stratum 3 (the sentence of a verbal
predicate construction) apart from the V-constituent, noun phrases, and postpositional
phrases. While some arguments can be made for additional constituents at the level of the
sentence, in general, the arguments for additional constituency at this level is weaker than
it is for the layers described in Section 5.2.1.4 and Section 5.2.2.3 within the first and

second verb strata.
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Table 5.9. Constituents of the verb stratum 3

Layer | Name Constituent position | Morphotactic property
span
7 Verb Phrase / VP | 2-3:7-8 1. Fixed ordering (within an
intonational/pause domain)
8 Tense group 13-14 1. Rigid fixed ordering
ii. Uninterruptability
iii. Deviation from biuniqueness (?)
9 Light verb group | 10-15 1. Uninterruptability by noun phrase
ii. Independent functional elaboration
10 Minimal free form | 8-14 1. Minimal minimum free form /
Obligatoriness
11 Maximal free 8-15 1. Maximal minimum free form

form

5.2.3.15.1. Verb Phrase (2-3/7-8 span)

The Verb Phrase (Layer 7) consists of the object noun phrase and the V-constituent. The

primary evidence for this constituent comes from comparing the cases where the V-

consttuent occurs in position 8 to constructions where the V-constituent occurs in position

3 (the fronted-VP construction).
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The {A,S} subject does not occur in the same ordering relation with respect to the
V-constituent across these constructions. When the V-constituent is in position 8, the
{A,S} subject can occur before (positions 2 or 7) or after (position 16) the V-constituent.
When the V-constituent occurs in position 3, the {A,S} subject is fixed in position 7 after
the V-constituent. The {A,S} subject does not occur in a fixed order with respect to the V-
constituent. On the other hand, the {P,T,R} object precedes the V-constituent across these
constructions where the V-constituent occurs in position 8 and position 3.

The Fronted-VP construction can be viewed as a type of displacement test
providing evidence for a VP-constituent consisting of the object and the V-constituent
(Culicover [2009: 84]; Osborne [2015:253] for additional sources). This is illustrated in

(5.131) and (5.132).

(5.131) 7 8
sota=ki honi=" [siki nant|ve=ki
bag=DAT  man=ERG corn place=DEC:P

‘The man placed the corn in the bag.’

(5.132) 2 3
[siki  nani]vp sota=ki honi=" wa=ki
corn place bag=DAT  man=ERG  TR=DEC:P

“The man placed the corn in the bag.” ELIC
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As already stated, it should be pointed out that the {P,T,R} object can occur after
the clause-type/rank morpheme (and, therefore, after the V-constituent) in both of these
constructions. However, in naturalistic speech it always seems to be separated by a pause,
perhaps suggesting a type of right-dislocation (afterthought) construction (Givén
2001b:267). In elicitation contexts speakers vary concerning whether they accept objects
after the clause-type morpheme without an explicit pause. The discourse function of noun
phrase constituent order and its relationship to pause phenomena require future research.
The point here is that the fronted-VP construction suggests some constituency between the

object and the V-constituent.

5.2.3.15.2. Tense group (13-14 span)

The tense group (layer 8) spans occurs in a 13-14 span in the sentence. The temporal
distance morpheme and the clause-type/rank morpheme occur in a fixed order, cannot be
interrupted by any element and occur nowhere else in the sentence. They are thus a
constituent according to the criterion of contiguity and rigid fixed ordering. There is a
deviation from biuniqueness in the tense group as well, noted in Section 4.2.2.1 (see and
as well). The deviations relate to the remote past morpheme =ni (see Section 10.1) and, to
a lesser extent to the remote future morpheme =si (see Section 10.6). The deviation from

bi-uniqueness associated with the tense group is illustrated (5.133).
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(5.133) a.  ka=ni=ki
gO0=REMP=DEC:P
‘S/he went ( year or more ago).’
b.  ka=ni / ka=ni=g (*ka=ni=7?a)
gO=INTER:REMP / gO=REMP=INTER:P

‘Did s/he go? (a year or more ago)’

In the declarative, the remote past TDM =ni plausibly encodes a remote past time,
and the clause-type morpheme =i encodes the declarative and the past tense as in (5.133a).
Based on the pattern with other TDMs, we expect =ni to occur beside the interrogative past
tense morpheme =7d. Instead, =ni occurs without an overt clause-type/rank morpheme as
in (5.133b). There are two ways of analyzing this situation as suggested by the glossings
provided above. Either =ni encodes the interrogative and the remote past or else, =ni
selects for a phonologically null allomorph of the interrogative past. Both of these analyses
entail a deviation from biuniqueness. It is unclear whether the deviation from biuniqueness
at the 13-14 span should be regarded as evidence for constituency. The deviations found in
the 1-3 span in the verb stratum 1 are relatively systematic patterns that involve many
verbal roots, whereas the deviation here only involves one morpheme. Similar cases where
the clause-type/rank morpheme does not appear emerge with the remote future TDM =gi.
However, the details are different (see Section 10.6) suggesting that the deviations from

bi-uniqueness are related to individual morphemes not the 13-14 span.
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5.2.3.15.3. Light verb group (10-15 span)

The light verb group spans position 10 through position 15. It is defined based on the same
morphotactic variable as the V-constituent; elements within the light verb group cannot be
interrupted by a full noun phrase. The left-edge of the light-verb group is the pleonastic wa
which surfaces in fronted-VP constructions when the verb complex is transitive. I refer to
this as the light verb group based on the idea that wa is a type of “light-verb”. Additional
evidence that this is a distinct constituent comes from the fact that there is evidence that
the light verb group can be elaborated with functional morphemes independently of the
verb complex, suggesting a degree of autonomy from the V-constituent that is not
otherwise expected. I illustrate this fact about the light verb group below.

Associated Motion (AM) morphemes can occur position 4 of the V-constituent
(Section 5.2.2.2) and position 11 of the sentence (Section 5.2.3.10). That AM morphemes

can occur in position 11 of the sentence is illustrated in (5.134) below.

(5.134) 2 7 10 11 14
tsaya ha wa=bonda=ki
look 3 TR=GOING:TR/PL=DEC:P

‘S/he was going while looking.” ELIC
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Like most functional morphemes, AM morphemes cannot be repeated (unless they
are copied with a reduplicated verb complex; see Section 6.4). Thus, the string in (5.135)

is ungrammatical.

(5.135) *ha tsaya=bonda=bona=ri
3 100k=GOING:TR/PL=GOING:TR/PL=DEC:P

‘S/he was looking while going.” ELIC

However, AM morphemes can occur more than once in the verb complex in the

fronted-VP construction. This is illustrated in (5.136).

(5.136) [ 3 ] 7 10 11 14
tsaya=bond ha wa=bond=ki
1l00k=GOING:TR/PL 3 TR=GOING:TR/PL=DEC:P

‘S/he was looking while going.”  ELIC
There is no clear meaning difference between (5.134) and (5.136). Nevertheless,

the fact that the constraint on doubling AM morphemes does not apply across the light verb

group suggets that this structure is a constituent independent from the V-constituent.
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5.2.3.15.4. Minimum free forms (8-14 span; 8-15 span)

The free form as a constituent is identified according to the minimum free form test which
was introduced in a different context in Chapter 3 (Bloomfield 1933:178; Hockett
1956:168).

There are actually two types of free form constituents according to how one
interprets the minimum free form test. In Section 3.2 I discussed the minimum free form
test in relation to the structural definition of individual formatives. The test has another
interpretation when applied to strings of formatives. The minimum free form test is
traditionally regarded as one of the criteria for identifying word constituents, and in this
formulation, it is applied over contiguous groupings of formatives rather than individual
morphemes. There are two ways of interpreting this test when one considers its application
into the domain of constituency (Tallman et al. 2018). The first interpretation is the
minimal minimum free form test. A minimal minimum free form is the smallest
(minimal) span of contiguous positions that contains at most one free form. This test
identifies a constituent from the V-constituent (position 8) to the clause-type/rank
morpheme (position 14). The reason for this is that it is impossible to utter a verbal
predicate construction without minimally pronouncing elements of these positions. An
example of a minimal minimum free form is provided in (5.137) below. The verb root

could be elaborated with any functional elements that could occur inside the verb stem, the
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V-constituent or in positions 9 through 13 of the verb complex. It would still be a minimal

minimum free form because the span would be the same size.

(5.137) 8 14
a(k)=ki
kill=DEC:P

‘S/he killed him/her.’

The maximal minimum free form test identifies the largest (maximal) span of
contiguous positions that contains at most one free form. The maximal minimum free form
is the same as the minimal minimum free form except that it contains one more position to
the right (position 15). Position 15 is not obligatory. Since it is possible to utter a sentence

without an element from position 15, this means that 8-15 is not the smallest span.

(5.138) 8 14 15
a(k)=ki kia
kill=DEC:P REP

‘S/he has killed him/her (it is said)’
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One could not add elements outside of this span without violating the condition that
there be one free form. This condition defines the left edge and the right edge of the
maximal minimum free form.

In the typological literature the minimum free form test is considered problematic
(Haspelmath 2011:39-40; Bickel & Zuniga 2017:161).2! I mention it here because the
(minimal or maximal) minimum free form is the closest analogue in Chacobo to what is
described as the verbal “morphosyntactic/grammatical word” in grammars of other Panoan
languages (e.g. Fleck 2003:207; Valenzuela 2003:255; Zariquiey 2011:179). For instance,
Zariquiey (2011:179) seems to evoke the minimum free form test when he states that words
in Kashibo-Kakataibo “can be produced in isolation”. Fleck (2003: 207) states that “a word
[in Matses] is a stem combined with inflectional suffixes”. Fleck (2003:212) defines
inflection as “bound morphemes composing an obligatory category for a lexical class”. A
span of positions whose boundaries are defined as obligatory corresponds to the minimal
minimum free form test. Obligatory elements will be the ones one must produce to form a

complete utterance.

21 The reason it is considered problematic is because it does not identify certain elements as words that are
could be considered words based on other wordhood criteria (specifically determiners and auxiliaries).
However, the same authors argue or imply that this is true of most (all?) other wordhood tests as well. Thus,

it is unclear why the minimum free form test is singled out as particularly problematic.
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I do not refer to the (minimal or maximal) minimum free form as the
“morphosyntactic/grammatical word” in Chacobo. Any of the other constituents I have
identified in this chapter are equally good or better candidates for such a constituent. I do
not see any reason to give the minimum free form special priority in defining the
morphology-syntax distinction in Chacobo grammar (see Chapter 3 for discussion on the

morphology-syntax divide).

5.2.4 A note on verbal reduplication

In Chécobo verbal reduplication encodes pluractionality and durative semantics. Affixes,
clitics and some free form functional morphemes can be reduplicated with the verb root.
However, based on a systematic study of which elements can undergo this reduplication it
is unclear whether reduplication identifies a constituent or layer of the verb complex. It
would be a misrepresentation of the verbal reduplication facts in Chacobo to identify it
with a span of positions across any of the stratum described above.

While there is a general correlation between bondedness and the ability to double
with the verb root, there are affixes which cannot be repeated in reduplicative
constructions, and many clitics and free form function words that can. Chapter 6 provides
a complete description of the syntagmatic and morphophonological facts of reduplication
in Chacobo. Chapter 10 describes the semantics of verbal reduplication. Nominal

reduplication is much simpler and is described in the following section.
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5.3. THE NOUN COMPLEX

This section describes the syntagmatic and paradigmatic structure of the noun complex. I
divide the noun complex into four strata. The first stratum is the noun stem which consists
of the noun root and body-part prefixes. The second layer is the N-constituent which
contains one or more noun stems and a few suffixes. This is the level where compounding
and reduplication take place. The second layer is the NP-constituent which consists of the
noun stem and all noun phrase dependents that occur in a fixed order in relation to the head
and are contiguous in the sense that they cannot be interrupted from the head by a free form
which is not itself a dependent of the noun stem. The fourth stratum is the Extended-NP.
This consists of the NP-constituent and all other dependents or modifiers of the noun
complex. Some elements of the Extended-NP allow the NP-constituent to be dropped.
Every layer corresponds to a formal grouping or constituent by certain criteria of
contiguity and boundedness. One important difference that the noun complex has with the
verb complex is that the noun complex contains fewer potential bound elements, and in the
noun complex the correlation between boundedness and contiguity seems to be weaker.
For instance nouns are modified by free adjectives and free quantifiers rather than bound
affixes. Adjectives are not bound but they are contiguous with the head noun; essentially

the mirror image of the clitic.
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5.3.1The noun stratum 1 (noun stem)

The noun stem consists of at least one noun root and up to two affixes. The position for the
noun root is a zone because noun roots can combine into compound structures, which are
usually endocentric. Furthermore, noun roots can be reduplicated. The other positions in
the first noun layer are slots.you can’t actually call this a stem because it can contain more

than one free form.

Table 5.10. Template for the noun stem (noun stratum 1)

POSITION MORPHEMES/FORMATIVES STRUCTURE
1 PREFIX (13 PREFIXES) SLOT
2 ROOT SLOT

In Chécobo body-part prefixes combine with verbs, nouns and adjectives. Like verb
roots, noun roots divide into classes according to whether they oblige, prohibit or allow
combination with a body-part prefix. These different classes are illustrated below

Examples of body-part prefix-noun root combinations are provided in (5.139). The
noun roots kiisi ‘cut’ and bono ‘scabies’ are examples of nouns that allow but do not oblige

combination with body-part prefixes, as illustrated below.
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(5.139) a.  kiisi ‘a cut’
b.  ba-kiisi  ‘acut on the arm.’
(5.140) a.  bono ‘scabies’

b. ba-bono ‘scabies on the arm.’

Most noun roots cannot combination with a body-part prefix. Roots that require
combination can be divided into two classes. The first class of body-part prefix nouns
occurs with cranberry roots; the prefix meaning is discernible, but the root is non-
reoccurring and therefore no meaning can be discerned (see Bloomfield 1933; Aronoff
1976 on cranberry morphemes). The second class involves a root that reoccurs in a number
of stems but cannot occur on its own, but where the noun stem has a low degree of semantic
compositionality. Examples of the two classes across all of the body-part prefixes are

provided in Table 5.11.
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Table 5.11. Body-part prefixes with noun stems of low etymological transparency

bone’; tsi-tiskt ‘waist’

PREFIX | CRANBERRY ROOTS REOCCURING ROOTS
ba- ba-tiski ‘inner arm (Eng. translation?)’ ba-misko ‘forearm’
ba-tsisto ‘lateral muscle’; ba-tospi ‘tree
limb’; ba-sisiti ‘bracelete’
bas- bags-aisi ‘the sweat gland of the armpit’ bas-poto ‘elbow’;bas-pata ‘shoulder
blade (for humans), elbow (animals)
(n)’ (pata ‘be able to handle, be
tough’)
bi- bi-bo ‘in front of’; bi-niti ‘anterior naris’; | bi-mana ‘face’ (manda “up’); bi-ro
bi-para ‘front’; bi-nato ‘coffee color’; bi- | ‘eye, on top’; (-ro ‘round’)
stiki ‘bangs’; bi-ko ‘eye brow’; bi-sokati bi-pata ‘slightly drunk, hard-faced
‘eye lid’; bispi ‘eye lash’; bi—2ono ‘tear’ (adj)’22
ka- ka-ti ‘back’; ka-t/o ‘outside (p)’ ka-so ‘hip’
ti- tfi-kasa ‘buttocks’; ¢/i?0 ‘behind’; t/i-
pifikai ‘red buttocks’; t/i-fopa ‘diarrhea’
tsi- tsi-posto ‘before, talon’; tsi-riso ‘tail

22 As a verb bipata- means ‘to pretend to not know the truth’, presumably related to these forms through

metaphorical extension.
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Table 5.11, cont.

ha- ha-na ‘mouth, tongue, opening’; ha-toki
‘stomach’
hi- hi-na ‘tail, penis, feather’
ho- ho-poto ‘ankle’; ho-tsisi ‘toe (nail?)’
ma- ma-po ‘head’; ma-bispi ‘dandruff’
mi- mi-kini ‘hand’; mi-tfi ‘finger’ mi-tsisi ‘claw, finger nail’
na- na-kiti ‘inside, between, square’
no- no-?ini ‘stomach parasite’ no-bitfi ‘stomach’ (bitfi ‘skin’)
no-ro ‘belly button’ (-ro ‘round’)
pa- pa-Poki ‘ear’; pa-bisa ‘ear wax’; pa-kotsa
‘noise’; pa-spi ‘spleen’
pi- pi-?i ‘wing, feather’; pi-so ‘forearm, bone
(of fish)’
pi- pi-7i ‘wing, fine’; pi-fi ‘rib’; piasiri
‘vagina’; pi-pati ‘shoulder’ (pati ?7)
pifi- ; pif-kina ‘beam’ pi-fi ‘rib’
po- po-ko ‘stomach, intestines’; po-yami ‘arm,
tree trunk’
k- ki-pi ‘border, frontier’
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Table 5.11, cont.

ki-, kif- ki-misko ‘thigh’; kifi ‘leg’
Wi- wi-ko ‘leg below the knee’ wi-misko ‘calf muscle’
ra- ra-poto ‘knee’ (poto ‘joint’)
ra- ra-bita ‘two’
ri- ri-so ‘point, final’; ri-saki ‘nose’; ri-hosto
‘snout’; ri-ki ‘congestion’; ri-fo ‘mucus,
flu’; ri-tiké ‘piece of yuca’
[i- [i-sikami ‘clavicle, collar bone’ Ji-pati ‘chest’ (pati ?7)
ta- ta-mo ‘cheek’; ta-7i ‘foot’; ta-ka ‘liver’ ta-pono ‘root, trunk’ (pono ‘veine’)
ta-para ‘between the chest and shouler’ tapo-soko ‘root (lit. small vein)’
ti- ti-sariti ‘neck’; ti-oko ‘throat’ ti-pata ‘shoulder’; t-misko ‘island,
; ti-pitsa ‘brain’; ti-rarafi ‘neck’; ti-sarati | peninsula’; ti-para ‘crossroads’ (para
‘neck’; ti-so ‘neck’ ‘trick, fool”)
ti-pata ‘shoulder’; ti-pifi “gills’ (pifi
‘rib); ti-poko ‘throat, goitre’; ti-so
‘neck’
St si-ta ‘tooth’; si-ko ‘bone, stock of corn

(not including the corn)’
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Some body-part nouns appear to be exocentric, in the sense that they do not contain
a noun root. For instance, the noun bi-mana ‘forehead’ appears to be a combination of the
prefix bi- ‘face’ and the locative adverbial mana ‘upwards, high’. I list the recurrent bases
in (5.141). Where possible, I have abstracted over the stems and listed a plausible meaning,
however, in a few cases the only similarly between forms which contain the reoccurring

base is the fact that it refers to a body-part.

(5.141) RECURRENT BASES
a. -ro ‘round, circle’
b.  -pata ‘hard, tough’
c.  -poto ‘joint’
d. -tsisi ‘nail, claw’
e. -misko ‘muscle’
f. -S0 UNCLEAR
g -fi UNCLEAR

5.3.2The noun stratum 2 (N-constituent)

The second noun stratum is the N-constituent. This consists of the noun stem and two
possible suffixes. The position of the noun stem is a zone. The reason I have represented it

as a zone is that multiple noun stems can combine with one another to form N-N constructs
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and because position 1 is where reduplication occurs in Chacobo. Constituents larger than

the noun stem do not reduplicate to my knowledge.

Table 5.12. Template for the N-constituent (noun stratum 2)

POSITION MORPHEMES/FORMATIVES STRUCTURE
1 STEM ZONE
2 AUGMENTATIVE -wa SLOT

VERIDATIVE/SIMILATIVE - }fia

N-N constructs in Chacobo are productively right-headed. An example of a right-

headed N-N construct is provided in (5.142) below. The N-N construct is formed out of

the noun stems maki ‘piranha’ and poroma ‘axe’. The N-N construct maki poroma ‘piranha

axe’ is an axe made out of piranha teeth, not a type of piranha. It is thus right-headed (see

Section 3.1 for discussion of headedness).

(5.142)

hawi [ maki poroma |x  bi=so tsi kia
38G:GEN piranha axe grab=PRIOR:A  P5 REP
ha=ti a(k)=ni=ki

3=T0O hit=REMP=DEC:P

‘When he grabbed his piranha axe, he hit him with it.” TXT 054: 796
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An example of a left-headed N-N construct is provided in (5.143) below. The N-N
construct pia pdka ‘bamboo arrow’ is a type of arrow rather than a type of bamboo. Left-

headed N-N constructs such as these are rare. Section 14.1 provides more details on N-N

constructs.

(5.143) no?o papa yama=no i habi=ni=ki
1SG:GEN father NEG=CONCUR 1SG learn=REMP=DEC:P
[pia pakalx i a(k)=pao=ni=ki
arrow bamboo 1sG make=HAB=REMP=DEC:P

‘When my father was not (around) I learnt, I used to make bamboo arrow.’

TXT 089:003

There are two affixes that combine with noun stems. The first is the augmentative
suffix -wa illustrated in (5.144) which was already mentioned in Chapter 3 in the context
of a description of part-of-speech classes in Chacobo. The suffix -wa is mutually exclusive

with the other position 2 suffix -ria.

(5.144) tlaso-wa i a(k)=pao=ni=ki pia=no

deer-AUG 1SG  kill=HAB=REMP=DEC:P arrow=sSPAT

‘Tused to kill large dears.’ TXT 089:022
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The meaning of the suffix - 7ia ‘veritative, similative’ depends on the construction
in which it appears. When there is only one noun stem, the meaning of -ia is similative.
This is illustrated in (5.145) below. The similative suffix occurs directly to the right of the

noun stem.

(5.145) a.  honi-ria  ‘woman, animal, or object similar to a man.’
(honi ‘man’)
b.  yosd-ria  ‘man, animal, or object similar to a woman’
(yosa ‘woman’)
c.  pia-ria ‘instrument similar to an arrow (either functionally or

physically)’ (pia ‘arrow’)

The suffix - ria combines with a reduplicated noun stem as well. When it occurs in

this construction it expresses a veritative meaning. This is illustrated in (5.146) below.

(5.146) a.  yosa ~ yosa-ria ‘areal woman’
b.  honi ~ honi-ria ‘areal man’
c. pid ~ pid-ria  ‘areal arrow (one made by our ancestors)’
d.  yawd ~ yawa-ria ‘areal white lipped peccary (e.g. one that is especially

large)’
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Noun reduplication cannot occur without the suffix - ia, except in the context of
poetry and verbal art. I do not know whether reduplication can operate over N-N constructs

or not. This question requires future research.

5.3.3The noun stratum 3 (NP-constituent)

The third noun stratum is the NP-constituent. It consists of the N-constituent and all

contiguous dependents of the noun stem. The dependents of the noun stem cannot be

interrupted from the N-constituent by any free forms.

Table 5.13. Template for the NP-constituent (noun stratum 3)

POSITION MORPHEMES/FORMATIVES/CONSTRUCTS | STRUCTURE

1 GENITIVE NOUN COMPLEX SLOT

2 N-CONSTITUENT ZONE

3 ADJECTIVE SLOT
XENI-CONSTRUCT

The first position of the NP-constituent can be occupied by a noun complex which
is the possessor in a possessor-possessed relation with the referent of the N-constituent.
Genitive modifiers can be complex NP-constituents themselves. This is illustrated in the

example below.
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(5.147) [hawi kintaro s [bata= e po?i ha raa=ki tsi
3SG:GEN container honey=GEN liquid 3 send=D{A,S} P5
kono ~ kono  i=ki
boil ~ boil AUX:=DEC:NONP
‘When one puts in its (the arrow‘s) container‘s honey (lit. its container

honey‘s liquid), it starts to boil.* TXT 053:163

A detailed description of the syntax and semantics of genitive complexes is
provided in Section 14.2.9.

Position 3 of the N-constituent is a slot occupied by either one adjective or one sini-
construct. That an adjective must occur after the noun complex was already illustrated in
Chapter 3 (Section 3.3). sini-constructs are derived from verb or adjective stems. Like
adjectives they can occur in position 3 of the NP-constituent with an attributive function.
They have two properties that distinguish them from adjectives; (i) they cannot combine
with the verbalizing suffixes -na ‘intransitive’ and -wa ‘transitive’; (ii) they can function
as arguments of verbs without modification.

An example of a sini-construct in attributive position is provided in (5.148) with

the form fitikaa=sini ‘extremely long’.
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(5.148)

i-d hina-wa=7rini naa  riki  tittkaa=sini
1SG-ACC  do how-TR=INTER:NONP DEMI nose long=ADJ/N
‘How they continue bothering me, these long-nosed ones (i.e. giant fish

women)?’  TXT068:069

When sini-constructs are derived from verb stems, they retain some of their

argument structure. sini-constructs can thus be complex phrases. This is illustrated in

(5.149), where the sini-construct takes the object fapokoti ‘loin cloth’.

(5.149)

no?o iwati=ka=bo=ri [ Japokoti nia=tima=sini Ine
1SG:GEN gra mo=REL=PL=TOO [ loin_cloth leave=NEG=N/ADJ |
i=pao=ni=ki

be=HAB=REMP=DEC:P

‘My other aunt (lit. the one who is my grand mother) never left her loin

cloth.” TXT 019:100

The syntax of séni-constructs is not completely captured by the template in Table

5.12. While the sini-construct occurs in position 3, dependents of the sini-construct can

occur outside of the N-constituent. This is illustrated with the structurally ambiguous

example in (5.150). On one interpretation (i) the P argument of tsdya=ki ‘looked at’ is honi

‘man’ and the P argument of tsayd=sini ‘looker’ is ydsa. On interpretation (ii) the P
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argument of tsdyaki ‘looked at’ is yosa ‘woman’ and honi ‘man’ is the P argument of
tsaya=gsini ‘all the time looker’. sini-constructs do not assign case, but they have argument
structure when they are built out of verb stems. They also maintain the ability to combine

with a large amount of functional material only available to the verb complex.

(5.150) honi  yosa tsayd=gsini i tsaya=ki
man woman look at=ADJ/N 1SG look at=DEC:P
‘(i) I saw the man who always looks at women.*

‘(i1) I saw the woman who always looks at men.” ELIC

sini-constructs in position 3 are mutually exclusive with adjectives.

5.3.4The noun stratum 4 (Extended-NP)

The fourth noun stratum consists of the NP-constituent and dependents of the noun stem
which can be separated from it by complex free forms (e.g. noun phrases, verb complexes,
or verb phrases). One characteristic of the extended-NP is that many of its elements are
permutable; can be variably ordered. For instance, all position 1 elements are also position
5 elements; they can occur on either side of the NP-constituent. An overview of the

Extended-NP is provided in Table 5.14.
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Table 5.14. The noun stratum 4 - Extended-NP

POSITION | ELEMENTS TYPE

1 POSSESSOR NP, RELATIVE CLAUSE, QUANTIFIER, ZONE

NUMERAL, DEMONSTRATIVE

2 NP-CONSTITUENT SLOT

3 NUMERAL, RELATIVE CLAUSE, DEMONSTRATIVE ZONE

4 CONJUNCT tiZi~ti?i(ka) SLot

5 PLURAL =bo~=bad ZONE
DATIVE =ki

6 CASE (ERGATIVE) = SLot

7 LIMITATIVE =ro’a SLOT

INTERACTIVE =11

8 EQUALATIVE =r{ SLOT

Below I provide a brief description of the elements that occur in the extended NP-

constituent, justifying the template provided in Table 5.14.
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5.3.4.1. Noun stratum 4 — Positions 1, 2 and 3

Numerals occur on either side of the NP-constituent in position 1 or position 3. This is
illustrated in (5.151) and (5.152). The numeral wisti~wistita ‘one’ is in bold and the NP-

constituent (head noun) is underlined.

(5.151) wisti  valde  bi=so toro=ki  no inia=r?di=na
one bucket grab=pPRIOR:A Toro=DAT 1PL sell=NMLZ:IPV=EPEN
‘We collected one bucket full (of rubber) and then sold it to Toro.’
TxT1049:175
(5.152) naa miki wistita  kiyo=rai=kato tsi  ka=ki
DEM1 hand one finish=NMLZ:IPV=REL P5 go=DEC:NONP
no-a
1PL-EPEN
‘When we are finished these five fingers, then we go [referring to counting

down to arace].” TxT1009:34

To my knowledge, demonstratives have the same distribution as numerals.

Quantifiers, on the other hand. always precede the NP-constituent (Section 15.4 for a

description of quantifiers). Illustrations of the position of the quantifier in relation to the
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NP-constituent are provided in (5.153) and (5.154) below. The NP-constituent is

underlined and the quantifier is in bold.

(5.153)

(5.154)

wistima nolo=na pi~pi=pao=yamit=Fki no?o kat
many 1SG:GEN=POSS  eat~eat=HAB=DISTP=DEC:P 1SG:GEN mother

‘He has eaten many of mine.” TXT 113:143

habi  toa tsi wistima t/akobo=bd komunidad
surely DEM2 P5 many Chacobo=PL:GEN community
i=ni=ki

eXiSt=REMP=DEC:P

‘Surely there were many communities of the Chacobo.” TXT 036:018

Demonstratives have the same distribution as quantifiers right before the NP-

constituent. An illustration of the position of the demonstrative in relation to the head noun

is provided in (5.155) below.

(5.155)

hawi yosa=ka=ya=ro?a naa kama  siri=" ha?ini
3SG:GEN woman=REL=COM=LIMIT DEMI1 jaguar old=GEN girl
toa=" tsi kia nda vosa ia pi~pi=rdai=na

DEM2=SPAT P5 REP DEM1 woman lice eat~eat=NMLZ:IPV=REL
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‘She was with her sister, this (her sister) was the sister of the old jaguar,
over there she was delousing this woman (the sister of the old jaguar)’ TXT

026:077

A possible exception to the descriptive statement above regarding the position of
demonstratives in relation to the N-constituent comes from constituent interrogatives.
Although it is not common in naturalistic speech it seems that constituent interrogatives
have a modifying demonstrative occuring after them as illustrated in (5.156). It is not clear

whether demonstratives can occur before the N-cosntituent in this construction.

(5.156) tsowi=" kara=ka toa matsaka robi=?a=kato
who=ERG EPISI=REL DEM2 mud cover with=NMLZ:P=REL
‘Who could that person be that covered her (my daughter) with mud?’

TxXT1115:397

Relative clauses can precede or follow the NP-constituent. Although I do not have
a complete analysis of their distributional differences compared with numerals, it seems
that relative clauses are more distributionally free than numerals. An example of a relative
clause occuring before the NP-constituent is provided in (5.153). The relative clause is in

bold and the head noun is underlined.
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(5.157) [ hato hina="=ka lrer mai ririki=yo=ni=ki
[ 3PL:GEN  penis=SPAT=REL]| earth shake out=CMPL=REMP=DEC:P

‘They shook out all of the dirt that was in their penises.” TXT006:103

Examples of relative clauses occuring after the NP-constituent are provided in

(5.158) and (5.159). (5.159) shows that the relative clause can be interrupted by a verb

complex.

(5.158) kaa kapiti [ pafi=Pas=kato JreL
go caiman [ get drunk=S=REL |
‘The caiman who had gotten drunk left.’ TxT116:130

(5.159) hanas  tsi  paki=hona=ikia makatfi ~ makatfi=hona
3-ABL? P5  fall=COMING:ITR:SG spin  ~ spin=COMING:ITR:SG
sobo __napata=" paki=ikid [ mai sara=kato |reL
house  floor=SPAT fall=REP [ earth inside=REL |

‘From there coming down falling, spinning from above he (the vampire) fell

on the house patio which was underneath the earth.”  TxT003:104

All of the elements of position 1 and position 3 can function as a noun phrase

argument by themselves. They can also all be used as referring expressions and as complete

371



utterances (see Chapter 15 for details). An illustration of a noun complex without a full an

overt N-constituent is provided in (5.160) below.

(5.160)

i=kan=ai=bo haba=ni=kato toa=bo tsi SO
Say=PL=NMLZ:IPV=PL  run=NMLZ:REMP=REL DEM2=PL P5 DEC
toa yoa=kan=(?)ai=na

DEM2 tell=PL=NMLZ:IPV=EPEN

‘They tell it this way that they are the ones they call the ones who run away.’

TXT 050:120

5.3.4.2. Noun stratum 4 — Position 4

The conjunction #i7i occurs at the end of coordinated noun complexes. The precise

grouping identified by fiZi-coordination is not known. Placing it in position 6 is a tentative

hypothesis based on the fact that it precedes the plural/collective/associative morpheme

=bo~=ba as in (5.161).

(5.161)

hato kapita hawi sekretaria  ti?Zi  =bo
3PL:GEN chief 3SG:GEN secretary ~ CONJ =PL/ASS
kiyo-Paka=ki i=ikia  ha=bita=ka=bo

finish-pass=DEC:P  say=REP 3=COM=REL=PL/ASS
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““Their chief and his secretary have been finished (killed).” the ones who

were with them said.” TXT 034:210

5.3.4.3. Noun stratum 4 — Positions 5 and 6

Position 5 is a zone that can be occupied by the plural morpheme and the dative morpheme.
The case clitic =ki and the plural morpheme =bo~=ba can variably order. The dative

morpheme is the only case marker that can variably order with the plural.

(5.162) witsa mdsko=ki=bo ha  ka=pao=ni=ki
other brother=DAT=PL 3 g0=HAB=REMP=DEC:P
‘He went towards his brothers.”  TXT 053:026

(5.163) habi tsi  noba rabiti=bo =ki no
surely PS5  1PL:GEN friend=PL/ASS =DAT IpL
tlani="ri=tsi=kid
speak=REP=NOW:ITR=REP

‘And surely we spoke amongst friends (it is said).”  TXT 050:057

All other postpositions occur after the extended-NP. The ergative morpheme occurs
in the last position of the extended-NP. When the ergative morpheme combines with the

plural =bo, the =ba allomorph surfaces (see Chapter 6 and Chapter 7). Unlike the dative,
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the plural cannot be variably ordered with the ergative case marker. The dative clitic =ki

is the only one that can variably order with the plural morpheme. All other postpositions

occur after the extended-NP. Postpositional phrases refer to groupings of a combination

of a postposition with a noun complex.

5.3.4.4. Noun stratum 4 — Positions 7 and 8

The morphemes that occur in positions 4 and 5 of the extended-NP occur in a fixed order

with respect to one another. The equalative =r/ ‘too’ always follows the clitic =ro7d

‘limitative’ in the extended-NP. The NP-constituent and the numeral always precedes both

of these elements. The ordering of the position 4 and position 5 elements with respect to

each other and with respect to other elements of the extended-NP is illustrated in (5.164).

(5.164)

awini=" osa=ra=ka toa=" tsi  kia
woman=ERG laugh at=NMLZ:P=REL DEM2=SPAT PS5 REP
osa=yama=rdai=na bari wisi =ro?a=ri
sleep=NEG=NMLZ:IPV=EPEN sun/day one =LIMIT=TOO

‘When the woman laughed at him, that (one) didn’t sleep for one whole day

(and no more) either’  TXT 075:130
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The data I have suggest that these morphemes also follow relative clauses as

illustrated in (5.165). However, as stated above, the distribution of relative clauses requires

more research.

(5.165)

(5.166)

hatsi  kia tlalita=ki  ka=ki no-a
then REP  gra fa=DAT g0=DEC:NONP 1PL-EPEN
naa ka=ra=kato=ro?a pi SO

DEM1  go=NMLZ:P=REL=LIMIT ANX DEC

‘So it is said [they said] “We are going to grandfather, this is close and (no

more) to where he went.” TXT026:255

habi  toa hiwi  ta?i ha nima=7ra=kato=ro?a
surely DEM2 log beside 3 pPUt=NMLZ:P=REL=LIMIT
tsi kia

P5 REP

‘Surely she was beside that log where he had left her.” TXT 061:148

Positions 4 and 5 repeat after position 8 in the extended-NP. This should not be

understood as meaning that the elements of these positions themselves repeat. The clitics

=ro7d ‘limitative’ (position 7) and =ri ‘equative’ (position 8) occur after the plural

morpheme of =bo~=ba of position 5. This is illustrated in (5.167) and (5.168).
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(5.167) yvosa=bo=ri ma-to=bita
woman=PL=TOO 2PL-EPEN=COM
yonoko=yama=yamit=(?)a
work=NEG=DISTP=NMLZ:P

‘The women also didn‘t work with you.” TxT099:058

(5.168) yama no?iria tisi
NEG person other
habi noba noma=bo=rola=ri
surely 1PL:GEN younger bro=PL=LIMIT=TOO

‘There were no other people, surely it was only his younger brothers too.’

TxT1101:025-026
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Chapter 6. Morphophonology

This chapter provides a description of the morphophonology of Chacobo. In this grammar
morphophonology refers to patterns of allomorphy across all morphemes through all strata
and layers. This includes variations in the segmental and suprasegmental form of
morphemes. Some morphophonological processes were already mentioned in Chapter 2 in
the context of defining the phonological categories of Chacobo. This section is concerned
with providing a full description of such processes and their domains of application.

In this vein, two concepts will be used in this description that are influenced by
recent literature on emergent prosodic phonology (e.g. Schiering, Bickel, & Hildebrandt
2012). Morphophonological processes apply in morphophonological domains. A
morphophological domain is a structurally identifiable string of categories where a
morphophonological rule applies and to which it is restricted. A morphophonological
domain is projected by a category. We know a given morpheme projects a given
morphophonological domain if that morpheme is necessary in defining the distribution of
the morphophonological domain in Chécobo grammar.

An example of a morphophonological domain is the stress domain already
described in Chapter 2 (Section 2.3). The domain is defined by a root which projects the
domain and up to one morpheme that combines with it (stress only operates over a two-

syllable window). The categories that a morphophonological domain refers to can be of
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any degree of granularity or abstraction from individual morphemes to more abstract
complexes such as layers, strata, or phrases.

The concept of a morphophonological domain is like the prosodic domain of
prosodic-word phonology in that it maps over structural categories in such a way that it
could be thought of as defining various phonological constituents in Chacobo grammar that
can in principle be non-contiguous with the constituents defined based on morphotactic
variables provided in Chapter 5. However, since morphophonological domains can make
reference to categories at any level of abstraction, they do not presuppose a distinction
between lexical and post-lexical phonology as is done in most approaches to the syntax-
phonology interface. Furthermore, there is no assumption that such domains will display
perfect nesting or be manifestations of a universal prosodic hierarchy - theoretical concepts
which have been falsified or proven to be unfalsifiable by recent typological research
(Schiering, Bickel, Hildebrandt 2010, 2012; Bickel, Hildebrandt, Schiering 2012).23

This Chapter divides morphophonological processes into those which are
segmental and those which are suprasegmental. First, I describe segmental processes in
Section 6.1 and then in Section 6.2, I describe suprasegmental processes. The next sections
on morphophonology deal with processes that are simultaneously segmental and

suprasegmental. Section 6.3 described those processes that seem to be motivated by

23 Furthermore, some important empirical evidence on which the universal prosodic hierarchy was based

cannot be replicated (e.g. Absalom, Stevens, Hajek 2002).
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constraints on the phonological size of structural elements (minimality constraints).
Section 6.4 provides a detailed investigation of the phonology of reduplication in Chacobo

where segmental and suprasegmental considerations are both relevant.

6.1. SEGMENTAL ADJUSTMENTS

This section deals with segmental morphophonological processes. I first discuss glottal
stop epenthesis and then provide an overview of some of the morphemes with underlying
glottal stops which can be analyzed as triggering several segmental morphophonological
processes (Section 6.1.1). The reason this section is discussed first is because many other
segmental processes refer to underlying glottal stops in some way. Section 6.1.2 describes
consonant deletion; Section 6.1.3 describes affricatization and deaffricatization and
Section 6.1.4describes alveolarization. Recall from Chapter 2 that Chacobo only allows
sibilants to occur in coda positions. This results in Chacobo having sibilant-sibilant clusters
at the juncture between two syllables. However, sibilant clusters (where one sibilant is a
coda followed by an onset sibilant) undergo various processes of deletion or reduction.
Sibilant cluster deletion, reduction and maintenance is described in Section 6.1.5. Finally,

morphophonology related to glides are discussed in Sections 6.1.6 through 6.1.8.
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6.1.1 Glottal stops

This section is concerned with the morphophonology of glottal stops in Chacobo. I first
consider rules of glottal stop insertion and then I provide a brief description of the small

group of functional morphemes that have initial glottal stops.

6.1.1.1. Glottal stop epenthesis

Glottal stops are inserted at the boundary between certain morphemes. In most cases the
environment must be intervocalic, but not always. Environments for glottal stop epenthesis
can be divided into two types; (i) those environments where speakers are uniform in their
insertion of glottal stops; (ii) those environments where speakers vary both in terms of
whether they apply glottal stop epenthesis and the specifics of the morphophonological
rules for the process.

The first class of environments (those where speakers all seem to agree) are listed
in (6.1). A description of the environments where there is speaker variation regarding the

application of glottal stop epenthesis is provided in (6.2).

(6.1) CONSISTENT ENVIRONMENTS
1. prefix-root: A glottal stop is always inserted between a prefix and a root if

the boundary is also intervocalic.
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11.

1il.

(6.2)

1l

1il.

1v.

doubled verb roots: A glottal stop is inserted between doubled verb roots
if the boundary is intervocalic and the verb roots are monosyllabic.
pronoun-element: A glottal stop is inserted between a pronoun and any
following element, if the pronoun is monosyllabic and the following
element begins in a vowel.

VARIABLE ENVIRONMENTS

prefix-root: For some speakers, the process in (6.11) can be extended to
cases where the boundary is between a sibilant and a vowel (where the
prefix ends in a sibilant)

doubled verb roots: The process in (6.1ii) is extended to the boundary
between doubled verb stems which are larger than bisyllabic.

element-ita: Some speakers insert glottal stops at the boundary between
some final vowel element and =ifa ‘recent past’.

element-(?)i: The morpheme =7i surfaces as =i in certain contexts. It is
unclear whether this morpheme should be analyzed as containing an
underlying glottal stop or not.

N-N constructs: Some speakers insert a glottal stop between two vowels at

the boundary between noun stems in a N-N construct.

Case (6.11) is illustrated below in (6.3), (6.4) and (6.5). In these cases a body-part

prefix which ends in a vowel combines with a verb root that begins in a vowel. Glottal

381



stops are always inserted at the juncture between prefix and a root in such cases. It does

not matter what the part-of-speech-class of the root is.

(6.3) a.  [ba.?2a.tfi.ki]
ba-at/-i=ki
arm-grab-ITR=DEC:P
‘He was grabbed by the arm.’
b.  [mi?a.tfi.ki]
mi-at/-i=ki
hand-grab-ITR=DEC:P
‘He was grabbed by the hand.’
(6.4) a  [Pa..siki]
ba-isi=ki
arm-be_in_pain=DEC:P
‘His arm was in pain.’
b. [mt.si.ki]
mi-isi=ki
hand-be in_pain=DEC:P
‘His hand was in pain.’
(6.5) a. [ba.2os.taki]

ba-osta=Fki
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arm-stick into=DEC:P

‘He stuck it into his arm.’
b. [ mk20s.ta.ki ]

mi-osta=ki

hand-stick into=DEC:P

‘He stuck it into his hand.’

As stated in (6.11), glottal stops are also inserted at the boundary between doubled
verb roots in a reduplication construction. Stated in another way, a glottal stop is inserted
between a reduplicant and its base as long as both are monosyllabic and contain only a

vowel. This is illustrated with verb root i ‘do it’ in (6.6).

(6.6) [ 1.21.24).na |
i~i=7ai=na
do~do=NMLZ:IPV=EPEN

‘He is doing it.’

As stated in (6.11i1), glottal stops are inserted between a monosyllabic pronoun and

any vowel-initial element. This is illustrated in (6.7) with pronoun-verb_root combinations

and in (6.8) with pronoun-noun_root combinations.
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(6.7) [ tsa.pa.i.2a.ki ]
tsania i ak=ki
Amazon_kingfisher 1SG do=DEC:P
b. [ Pomaka.ha.?a ki ]

omadka ha dk=ki

tucunar¢ 3SG do=DEC:P

‘I caught a tucunaré.’

(6.8) [mi.2i.a]

o

mi ia
1SG:GEN lice
“Your lice.’

b. [ ma.?.na.ka ]
md inaka
2PL:GEN dog

“Your (pl.) dog.’

Full nouns and case marked pronouns do not display glottal stop insertion at their
right boundary. One might argue that this shows that nominative pronouns display distinct
phonological behavior from full nouns and accusative pronouns. However, since there are

no full nouns that contain less than two morae, this analysis cannot be distinguished from
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one which simply states that the glottal insertion applies in the cases above because of the
phonological size of pronouns; they are one mora.

As summarized in (6.2), outside of the prefix-root or doubled monosyllabic root
combinations, and pronoun combinations, glottal stop epenthesis/deletion is more a
complex issue. There appears to be dialectical variation for glottal stop epenthesis in certain
domains. Furthermore, in the speech of individual speakers the insertion of glottal stops
within a given domain is not completely consistent.

The first domain of variation noted in (6.21) is with respect to the prefix-root
juncture. Some speakers allow glottal stop at a sibilant-vowel boundary. This is illustrated

in (6.9).

(6.9) [kif?atfa?ajna] / [kifatfa?ajna]
kif-at[-4=?4i=na
leg-grab-TR=NMLZ:IPV=EPEN

‘Grabbing the leg (of someone).’

It is not clear to me how prevalent glottal stop insertion is within this domain at a
sibilant-vowel boundary. The data I gathered from elicitation suggests that there is speaker
variation in this regard, with older speakers tending to insert the glottal stop and younger

speakers tending not to.
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As noted in (6.2i1), some speakers extend the glottal insertion rule between doubled
monosyllabic roots to cases where the roots are not monosyllabic. This is illustrated in
(6.10). For speakers who insert glottal stops in this domain, it is not clear whether there are

any constraints on the insertion based on the size or complexity of the doubled stem.

(6.10) [?06.52.20.5a.24).na]/ [6.52.0.54.24).n3]
osa ~ osa =rai =na
sleep ~ sleep =NMLZ:IPV =EPEN

‘S/he is sleeping.’

As stated in (6.21iii-1v), some speakers insert glottal stops at the juncture between a
vowel and the temporal distance morpheme =ita ‘recent past’ (position 13, verb stratum 3)
or the clause-type/rank morpheme =i ‘same subject’ (position 14, verb stratum 3).

At the boundary between the verb root and the temporal distance clitic =ita ‘recent
past’, speakers vary in terms of whether they insert an epenthet