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This dissertation studies the problem of optimal investment and con-

sumption in a market in which there are multiple risky assets. Among those

risky assets, there is a fund charging high-watermark fees and many other s-

tocks, with share prices given exogenously as a multi-dimensional geometric

Lévy process. Additionally, there is a riskless money market account in this

market. A small investor invests and consumes simultaneously on an infi-

nite time horizon, and seeks to maximize expected utility from consumption.

Utility is taken to be constant relative risk aversion (CRRA). In this set-

ting, we first employ the Dynamic Programming Principle to write down the

Hamilton-Jacobi-Bellman (HJB) integro-differential equation associated with

this stochastic control problem. Then, we proceed to show that a classical

solution of the HJB equation corresponds to the value function of the stochas-

tic control problem, and hence the optimal strategies are given in feedback
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form in terms of the value function. Moreover, we provide numerical results

to investigate the impact of various parameters on the investor’s strategies.

viii



Table of Contents

Acknowledgments v

Abstract vii

List of Tables xi

List of Figures xii

Chapter 1. Introduction 1

Chapter 2. Model 8

2.1 A general model of dynamic investment with high-watermark fees 8

2.2 Optimal investment and consumption in a special model . . . . 14

Chapter 3. Dynamic programming and main results 22

3.1 Formal derivation of the Hamilton-Jacobi-Bellman(HJB) equation 22

3.2 Dimension reduction . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 The case when paying no fee, λ = 0 . . . . . . . . . . . 30

3.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.1 Existence of a viscosity solution . . . . . . . . . . . . . . 35

3.3.2 Smoothness of the viscosity solution . . . . . . . . . . . 48

3.3.3 Optimal policies and verification . . . . . . . . . . . . . 55

3.4 Certainty equivalent analysis . . . . . . . . . . . . . . . . . . . 65

Chapter 4. Numerics 67

Chapter 5. Conclusion 82

Appendix 84

ix



Appendix 1. Appendix 85

1.1 Proof of Proposition 3.3.4 . . . . . . . . . . . . . . . . . . . . . 85

Bibliography 87

Index 92

x



List of Figures

2.1 Negative paper jumps (θFt J
E (η) < 0) . . . . . . . . . . . . . . 18

2.2 Positive small paper jumps (θFt J
E (η) < Yt−) . . . . . . . . . . 19

2.3 Positive large paper jumps (θFt J
E (η) > Yt−) . . . . . . . . . . 20

4.1 Relative certainty equivalent initial wealth. . . . . . . . . . . . 69

4.2 Relative certainty equivalent zero fee return. . . . . . . . . . . 70

4.3 Relative investment proportions and consumption proportion
when µF < µS

0 . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4 Relative investment proportions and consumption proportion
when µF > µS

0 . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Investment proportions and consumption proportion when vary-
ing ρ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.6 Value functions with and without jumps (q1,J1). . . . . . . . 74

4.7 Investment proportion in hedge fund with and without jumps
(q1,J1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.8 Investment proportion in stock with and without jumps (q1,J1). 76

4.9 Consumption proportion with and without jumps (q1,J1). . . 77

4.10 Value functions with and without jumps (q2,J2). . . . . . . . 77

4.11 Investment proportion in hedge fund with and without jumps
(q2,J2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.12 Investment proportion in stock with and without jumps (q2,J2). 78

4.13 Consumption proportion with and without jumps (q2,J2). . . 79

4.14 Value functions with and without jumps (q3,J3). . . . . . . . 79

4.15 Investment proportion in hedge fund with and without jumps
(q3,J3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.16 Investment proportion in stock with and without jumps (q3,J3). 80

4.17 Consumption proportion with and without jumps (q3,J3). . . 81

xi



Chapter 1

Introduction

The portfolio optimization problem in continuous time has been stud-

ied extensively in the mathematical finance literature. One classical problem

of this type is proposed by Merton [23], [24]. The basic setup of the Merton

problem is as follows: a long-term investor decides, at each time, how much

of his/her wealth should be allocated into a risky asset (for example, a stock),

how much of his/her wealth should be allocated into a riskless asset (for exam-

ple, a bank account) and how much he/she should consume each day in order

to maximize his/her cumulative utility gained from consumption, with a possi-

ble subjective discounting. The subjective discounting means that the investor

values utility of today more than that of the future. This problem exemplifies

the technique of stochastic control in mathematical finance. Since Merton pro-

posed this problem, various extensions have been studied in academia. Those

extensions of the Merton problem include but are not limited to: (i) flexible

retirement age can be considered [6]; (ii) transaction costs can be incorporat-

ed [9], [32], [10], [30], [25]; (iii) bankruptcy can be introduced [18], [31]. The

classical Merton problem assumes the market is frictionless. More realistic

models would consider markets with frictions, and hence there is a large lit-

erature considering market imperfections. Transaction costs just mentioned
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are primary examples of market frictions. Similarly, the high-watermark fees

introduced below can also be thought of as a kind of market friction.

In addition to a stock, a risky asset in the Merton problem can be a

hedge fund share. Hedge fund managers charge fees for their service. The fees

usually consist of proportional fees, in which the investor pays a fixed propor-

tion of his/her total investment in the fund, and high-watermark fees, in which

the investor pays a given percentage of his/her profit made from investing in

the fund. High-watermark has the meaning of historic maximum up to today,

and high-watermark fees are charged whenever the high-watermark exceeds

the previously attained historic maximum. In the hedge fund industry, peo-

ple often see a “2/20 rule”, meaning a combination of a 2% proportional fee

and a 20% high-watermark fee charged for the investor. Proportional fees can

be easily incorporated into the Merton problem, because the effect of propor-

tional fees is equivalent to that of a reduced mean return of the hedge fund

share price. On the other hand, high-watermark fees pose interesting prob-

lems mathematically. From a modeling perspectively, one needs to keep track

of not only the hedge fund price but also its historic maximum to account for

the times when high-watermark fees are charged. This results in different dy-

namics of the state process and potentially much more challenging stochastic

control problems. Along the line of extending Merton problem by adding the

feature of high-watermark fees, Janeček and Ŝırbu in [17] proposed an infinite

horizon optimal investment and consumption problem, where the risky asset

is a hedge fund charging high-watermark fees at a rate λ, the riskless asset
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is a bank account charging zero interest, and utility function is chosen to be

power utility. This modified Merton problem yields a model in which the s-

tate process is a two-dimensional reflected diffusion. The authors were able

to show that the value function of this problem is a classical solution of the

corresponding Hamilton-Jacobi-Bellman (HJB) equation. Moreover, the opti-

mal investment and consumption strategies can in turn be written in feedback

form as functions of the value function and its derivatives. However, unlike the

classical Merton problem, the HJB in this modification of Merton problem can

not be solved closed-form. Therefore, [17] also provided numerical results to

understand quantitatively the impact of high-watermark fees on the investor’s

behavior. More recently, there were some extensions of [17]: Kontaxis studied

in his dissertation [22] asymptotic results of this modified Merton problem

when λ is small; Lin, Wang and Yao in [34] built a model where the investor is

an insurer who was subject to insurance claims, modelled as a compound Pois-

son process. Note that the model in [17],[22],[34] all assume that the investor

can trade continuously in and out of the fund.

The problem of optimal investment with high-watermark fees in [17]

is technically related to the problem of optimal investment with draw-down

constraints in [15], [8], [29] and [11]. However, with consumption present in the

running maximum, the problem in [17] does not have a closed-form solution,

as opposed to that in [29] and [11]. Hence, in order to prove that the HJB

equation has a classical solution, [17] used Perron’s method to obtain existence

of a viscosity solution and then upgraded its regularity.
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It is also worth noting that research on high-watermark fees in the

literature is not limited to the context of Merton problem. In [1] and [4],

the authors argue that the high-watermark fees serve as incentives for the

fund manager to seek long-term growth that is in line with the investor’s

objective. Panageas and Westerfield [27] studied the problem of maximizing

present value of future fees from the perspective of a risk-neutral fund manager.

Goetzmann, Ingersoll and Ross [14] derived a closed-form formula for the value

of a high-watermark contract as a claim on the investor’s wealth. Guasoni and

Ob lój [16] formulated a utility maximization problem also from the perspective

of a hedge fund manager, rather than an investor. In [16], the stochastic

differential equation governing the evolution of the hedge fund share price has

a similar pathwise solution to the state equation describing the dynamics of

the investor’s wealth in the present work. However, the stochastic control

problem is different.

The present work generalizes the model of [17] in two aspects. First, we

allow for multiple risky assets including a hedge fund charging high-watermark

fees and a large number of possibly correlated stocks, and the riskless asset

can have non-zero interest rate. Second, those multiple risky assets can in

general have jumps. The main goal is to understand, in our very general

model, how high-watermark fees affect the investor’s behaviour, compared to

the case with no fees and all else being equal. Moreover, the generalization of

[17] to include multiple assets and jump processes allows us to see how various

model parameters impact the investor’s strategies. One can ask questions like:
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what role does correlation between different assets play? what is the effect of

jumps in asset prices on the investor’s behavior?

Compared to [17], care must be taken to assess the high-watermark

fees at the time of a jump. This will be seen in Chapter 2 when we write

down stochastic differential equations of the state process. Another modelling

challenge is that, to generalize [17], it is not clear, at first sight, how many

state variables we need to keep track of in our model for the purpose of utility

maximization, given that there are many risky assets. Somewhat surprisingly,

a state process consisting of the cumulative wealth X and the “distance to

pay high-watermark fees” Y is enough for our purpose. Again, this will be

explained in detail in Chapter 2.

Mathematically, this model leads to a multi-dimensional HJB equation

that is in general hard to solve. However, if we consider power utility, the

homogeneity property allows us to reduce the dimension of the HJB to one,

in a similar fashion as in [17]. So we only discuss power utility in our work,

and the investigation on this model with general utility seems to be a difficult

problem and remains to be our future work.

After dimension reduction, the HJB equation becomes an ordinary

differential-integral equation, in terms of one variable that is the ratio be-

tween the “distance to pay high-watermark fees” and the cumulative wealth.

We show that a classical solution of the ordinary differential-integral equation

corresponds to a solution to our stochastic control problem. The analysis is

a generalization of that in [17], which is based primarily on viscosity solution
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techniques. An outline of the analysis is as follows:

1. we construct a viscosity solution using Perron’s method taking into ac-

count boundary conditions;

2. we prove smoothness of the solution using properties of viscosity solu-

tions as well as convexity;

3. we finish with a verification argument.

For an introduction to viscosity solution as well as Perron’s method, we refer

the readers to [7], [12], [20]. In particular, viscosity solutions applied to integro-

differential equations are discussed in [2], [3], [28], [5]. Moreover, for stochastic

control problems with jumps, our references include [33], [26].

Because there is no closed-form solution to the stochastic control prob-

lem, we must rely again on numerical approximations to understand how var-

ious model parameters affect the investor’s behaviour, and to compare this

model with the classical Merton problem without high-watermark fees. We em-

ploy an iterative method of solving the associated integro-differential equation.

While making comparison between models with and without high-watermark

fees, we use some certainty equivalent analysis.

The main findings of the present work can be summarized as follows.

First, in our general model (with multiple risky assets modeled by jump d-

iffusion processes), the optimal investment/consumption problem can be for-

mulated as a stochastic control of a two-dimensional reflected jump diffusion.
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Solving this control problem can be reduced to finding a classical solution of

the associated HJB equation. Second, the numerical results show that in a

scenario of one hedge fund and one stock, the comparison with the case of no

fee (the classical Merton problem) is as follows : (i) if the return of the fund

is bigger than that of the stock, then the high-watermark fees would make the

investor invest more in the hedge fund when the high-watermark is close to

being reached; (ii) if the return of the fund is smaller than that of the stock,

then the high-watermark fees would make the investor invest less in the hedge

fund when the high-watermark is close to being reached; (iii) in either case,

when the investor is far away from paying high-watermark fees, the investment

and consumption strategies are close to those in the case of no fee. Note the

third comparison result above is also proved analytically. Moreover, the nu-

merics regarding the correlation between the hedge fund and the stock would

demonstrate the benefit of diversification, as expected; the effect of jumps in

risky assets can be seen as increased volatilities. The details of numerics will

be presented in Chapter 4.
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Chapter 2

Model

2.1 A general model of dynamic investment with high-
watermark fees

We consider a hedge fund with share price Ft and a benchmark asset

with share price Bt at time t, where Ft and Bt are strictly positive semi-

martingales. An investor chooses to invest θFt units of wealth in the hedge

fund at time t (right before the jump). For convenience, we use hats to denote

quantities which are computed before any fees are assessed, which we call paper

quantities. With this convention, the accumulated paper profits of the investor

are given by

P̂t =

∫ t

0

θFt dFt/Ft−,

or, in differential notation, {
dP̂t = θFt

dFt

Ft−
,

P̂0− = 0.

Since this is rather heuristic, we impose no precise conditions yet.

Now, the realized profit P is subject to both high-watermark and hurdle

provisions. In our model, the realized profit is reduced by a ratio λ > 0 of

the excess (realized) profit over the strategy of investing in the benchmark, as

shown in (2.1) below.
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In order to impose the hurdle provision, the profit accumulated by

an identical hypothetical investment in the benchmark asset is computed as

follows,

PB
t =

∫ t

0

θFs dBt/Bt−.

If the investor is given an initial high-watermark y ≥ 0 for her profits

(in practical applications, we have y = 0), the fees paid to the hedge fund

manager amount to λdMt in the infinitesimal interval dt, where the process

M is the so called high-watermark

Mt , sup
0≤s≤t

{(
Ps − PB

s

)
∨ y
}
,

i.e., M is the running maximum of the excess realized accumulated profit from

the investment over the profit from investing in the benchmark. Similarly, we

can define the paper high-watermark as

M̂t , sup
0≤s≤t

{(
P̂s − PB

s

)
∨ y
}
,

Remark 2.1.1. Note that λ can be greater than 1, because if we convert the

implicit equations in (2.1) to explicit equations as in Proposition 2.1.1 below,

we can see that λdMt is equal to λ
1+λ

dM̂t.

With these notations, the realized accumulated profit P of the investor

evolves as {
dPt = θFt

dFt

Ft−
− λdMt, P0− = 0,

Mt = sup0≤s≤t

{(
Ps − PB

s

)
∨ y
}
.

(2.1)
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Equation (2.1) is implicit, so the existence and uniqueness of the so-

lution should be analyzed carefully. Fortunately, we can solve (P,M) closed

form pathwise, as shown in Proposition 2.1.1 below.

Proposition 2.1.1. Assume that the hedge fund share price process Ft and

the benchmark asset price Bt are strictly positive semi-martingales, and Ft−,

Bt− are positive for all t. Assume also that the predictable process θFt is such

that the accumulated excess profits corresponding to the trading strategy θFt , in

case no profit fees are imposed, namely

It =

∫ t

0

θFt

(
dFt

Ft−
− dBt

Bt−

)
, 0 ≤ t <∞,

is well defined. Then (2.1) has a unique solution, which can be represented

pathwise by

Pt = P̂t −
λ

1 + λ

(
M̂t − y

)
, 0 ≤ t <∞, (2.2)

Mt = y +
1

1 + λ

(
M̂t − y

)
, 0 ≤ t <∞, (2.3)

with

P̂t =

∫ t

0

θFt
dFt

Ft−
, 0 ≤ t <∞,

M̂t = y + sup
0≤s≤t

[Is − y]+ , 0 ≤ t <∞,

Proof. Equation (2.1) can be rewritten as((
Ps − PB

s

)
− y
)

+ λ sup
0≤s≤t

[(
Ps − PB

s

)
− y
]+

= It − y, 0 ≤ t <∞.

Taking the positive part and the supremum on both sides, we get

(1 + λ) (Mt − y) = (1 + λ) sup
0≤s≤t

[(
Ps − PB

s

)
− y
]+

= sup
0≤s≤t

[Is − y]+ , 0 ≤ t <∞.
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Then (2.3) follows from the definition of M̂t. Substituting (2.3) back into (2.1),

we have (2.2). And we’ve established both existence and uniqueness.

Remark 2.1.2. An alternative and better explanation of the above proposition

is connected to the famous Skorokhod equation (see [19], page 210 for the

continuous case and [21] for the discontinuous case); given i ≥ 0 and a right

continuous with left limits function f : [0,∞) → R with f(0−) = 0, there

exists a unique right continuous with left limits function k such that

1. g(t) = i+ f(t) + k(t) ≥ 0 for all t;

2. k is non-decreasing with k(0−) = 0;

3.
∫ t

0
1{g(s)>0}dk(s) = 0 for all t.

Explicitly, the solution is given by

k(t) = sup
0≤s≤t

[−f(s) − i]+ .

Set Yt , Mt −
(
Pt − PB

t

)
. In other words, Yt is the “distance to paying high-

watermark fees”. Note that Yt ≥ 0, and Yt satisfies the equation{
dYt = −dIt + (1 + λ) dMt,

Y0− = y.

We also have ∫ t

0

1{Ys>0}dMs = 0 for all t.

Therefore, (1 + λ) (Mt − y) is the solution k to the Skorokhod equation above,

with f(t) = −It and i = y.
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Our model can be multi-dimensional in general. In addition to the

hedge fund, the investor can also invest in n possibly correlated stocks whose

share prices are given by Si, i = 1, . . . , n. The investor chooses to invest θit

units of her wealth in stock i at time t, and also to consume at a rate γt per

unit of time. The remaining wealth sits in a bank account paying interest rate

r. With (P,M) denoting the solution to (2.1), the total wealth of the investor

evolves as
dXt = r

(
Xt − θFt −

∑n
i=1 θ

i
t

)
dt− γtdt+

∑n
i=1 θ

i
t
dSi

t

Si
t−

+ θFt
dFt

Ft−
− λdMt︸ ︷︷ ︸

dPt

,

X0− = x.
(2.4)

As seen from Proposition 2.1.1, the state equation (2.4) can be solved pathwise

closed-form in terms of (θi, γ) , i = F, 1, . . . , n provided all stochastic integrals

involved are well defined. In addition, for x > 0 and y ≥ 0 we impose the

constraints on the set of controls (θi, γ) , i = F, 1, . . . , n such that neither

shorting selling of hedge fund shares or stocks, nor borrowing from money

market is allowed (see Remark 2.1.3 below), and we will address admissibility

in detail when we talk about a special model in the next subsection.

Remark 2.1.3. Note that admissible strategies can be equivalently represented

in terms of the proportions π = θ/X− and c = γ/X−. In that case, we will

impose the constraint that πi
t ≥ 0, i = F, 1, . . . , n and πF

t +
∑n

1 π
i
t ≤ 1 for

all times t, which means there is neither short selling of hedge fund shares or

stocks, nor borrowing from money market. In other words, π ∈ ∆ = {πi ≥

0, i = F, 1, . . . , n and πF +
∑n

i=1 π
i ≤ 1}.
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We intend to solve this problem using dynamic programming argu-

ments. Therefore, we’d like to reformulate the model in terms of a controlled

reflected Markov process with jumps. In addition, in order to keep the analysis

tractable we wish to find such a state process with minimal dimension. Recall

from Remark 2.1.2 that, we denote by

Yt ,Mt −
(
Pt − PB

t

)
,

“the distance to paying high-watermark fees”. With this notation, the crucial

observation is that the two dimensional process (X, Y ), with X defined in

(2.4) is, indeed, a state process. More precisely, the evolution equation for the

process Y is {
dYt = −θFt

(
dFt

Ft−
− dBt

Bt−

)
+ (1 + λ) dMt,

Y0− = y, Yt ≥ 0.

Now, the state process is a two-dimensional process inD = {x > 0, y ≥ 0},

that is,


dXt = rXtdt+ θFt

(
dFt

Ft−
− rdt

)
+
∑n

i=1 θ
i
t

(
dSi

t

Si
t−

− rdt
)
− γtdt− λdMt,

dYt = −θFt
(

dFt

Ft−
− dBt

Bt−

)
+ (1 + λ) dMt∫ t

0
1{Ys>0}dMs = 0.

(2.5)

and the initial conditions are given by{
X0− = x > 0,
Y0− = y ≥ 0.
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2.2 Optimal investment and consumption in a special
model

So far, this is a general model of investment and consumption in a

hedge fund and n stocks. In what follows. we choose a particular model for

which we can solve the problem of optimal investment and consumption by

dynamic programming. More precisely, we assume the hedge fund share price

and stock prices evolve as a multi-dimensional geometric Lévy process,
dFt

Ft−
dS1

t

S1
t−
...

dSn
t

Sn
t−

 =


µF

µ1

...
µn

 dt+ σdWt +

∫
Rl

J (η)N (dη, dt) , (2.6)

where σσT > 0, W is a d-dimensional Brownian motion, N (dη, dt) is a Poisson

random measure on Rl\{0}×[0,∞), with intensity q(dη)dt, where q is σ-finite,

all the vectors are of appropriate dimensions. All Wi, i = 1, . . . , d are indepen-

dent. Both the Brownian motion W and the counting process
∫ t

0

∫
N (dη, dt)

are defined on a filtered probability space (Ω,F, {Ft}t≥0,P). The filtration

{Ft}t≥0 is assumed to satisfy the usual conditions.

In order for the price processes to stay positive, we require that

∆Ft

Ft−
> −1,

∆Si
t

Si
t−

> −1.

In other words, J and q must satisfy

q
(
η|J (η) ∈

(
(−1,∞)n+1)c) = 0 (2.7)
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Moreover, we assume that ∫
Rl

|J (η) |q (dη) <∞. (2.8)

and ∫
Rl

|J (η) |2q (dη) <∞. (2.9)

where | · | denotes any vector norm since all norms of Rn+1 are equivalent.

Remark 2.2.1. Note that (2.8) implies that the jumps are Lévy processes of

finite variation paths, this is not necessary as long as we compensate all the

jumps. Still we assume (2.8) in order to simplify our discussion about Ito’s

formula and HJB equation, as well as the discussion on viscosity solutions in

the next chapter.

Additionally, for technical reasons, we also assume that J and q satisfy

max
π∈∆

∫
Rl

∣∣∣(1 + πTJ (η)
)1−p − 1

∣∣∣q (dη) <∞,

max
π∈∆

∫
Rl

∣∣∣(1 + πTJ (η)
)−p

πTJ (η)
∣∣∣q (dη) <∞. (2.10)

This assumption above ensures that the integral term of the HJB equation

(which we will see later) is well-defined, and will also be used in the proof of

verification later.

The benchmark asset evolves as

dBt

Bt−
= µBdt+ σBdWt +

∫
Rl

JB (η)N (dη, dt) .
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For convenience, we set µE = µF − µB, σE = σF − σB, JE (η) =

JF (η) − JB (η) and we also denote by θt ,
(
θFt , θ

1
t , . . . θ

n
t

)T ∈ Rn+1 the

complete investment strategy at time t. We define α , (αF , α1, . . . αn)T =

(µF − r, µ1 − r, . . . µn − r)T ∈ Rn+1.

Remark 2.2.2. Note that α cannot be interpreted as the vector of excess returns

because the vector of excess returns is indeed α +
∫
Rl J (η)q (dη).

With these notations, we now solve for the process (X, Y ). It turns out

that the pathwise representation in Proposition 2.1.1 can be easily translated

into a pathwise solution for (X,Y ). More precisely, we have the following

proposition, whose proof is a direct consequence of Proposition 2.1.1, so we

omit it.

Proposition 2.2.1. Assume that the predictable processes (θ, γ) satisfy the

following integrability property:

P
(∫ t

0

(
|θu|22 + γu

)
du <∞ ∀ 0 ≤ t <∞

)
= 1,

P
(∫ t

0

(∫
Rl

∣∣θFu JE (η)
∣∣2 q (dη)

)
du <∞ ∀ 0 ≤ t <∞

)
= 1,

P
(∫ t

0

(∫
Rl

∣∣θTuJ (η)
∣∣2 q (dη)

)
du <∞ ∀ 0 ≤ t <∞

)
= 1.

Denote by

It =

∫ t

0

θFu

(
µEdu+ σEdWu +

∫
Rl

JE (η)N (dη, du)

)
,

Nt =

∫ t

0

θTu

(
αdu+ σdWu +

∫
Rl

J (η)N (dη, du)

)
,

Ct =

∫ t

0

γudu, 0 ≤ t <∞,
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the excess accumulated profit process from the hedge fund and the accumulated

profit process from all assets corresponding to the trading strategy θ, in case

no profit fees are imposed, and the accumulated consumption. Then, equation

(2.5) has a unique solution (X,Y ), which can be represented by

Xt = x+

∫ t

0

rXsds+Nt − Ct − λ (Mt − y) , 0 ≤ t <∞,

Yt = y − It + (1 + λ) (Mt − y) , 0 ≤ t <∞. (2.11)

where the high-watermark is computed as

Mt = y +
1

1 + λ
sup
0≤s≤t

[Is − y]+ . (2.12)

The state process (X,Y ) is a controlled two-dimensional reflected jump-

diffusion. More precisely, the investor uses the strategy (θ, γ) to control the

jump-diffusion (X, Y ) given by (2.11) in its domain

D = {(x, y) : x > 0, y ≥ 0} .

The diffusion part of (X,Y ) is reflected on the line {y = 0} in the direction

given by the vector

κ ,
(

−λ
1 + λ

)
.

The reflection is at the rate dM c, where M is the high-watermark process and

M c denotes its continuous part. The reflection of jumps of (X, Y ) happens

only when the jump size of the accumulated paper profit is large enough to

cause (X, Y ) be out of its domain. At the time of such a large jump, high-

watermark fees will be immediately deducted so that the (after-fees) process
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(X, Y ) will be pulled back to the line {y = 0} in the direction κ as well.

To illustrate jumps in different scenarios and possible reflections of the jump

diffusion process (X, Y ), we present the following three figures,

Figure 2.1: Negative paper jumps (θFt J
E (η) < 0)

Remark 2.2.3. We observe that∫ t

0

1{Ys− ̸=0}∪{Ys ̸=0}dM
c
s = 0,

which means dM c
t is a measure only supported on {Ys− = Ys = 0}. This

is true because even if there are diffusion reflections immediately after jump

reflections, there are a countable number of jumps.

Remark 2.2.4. Note that Figure 2.1-2.3 only show the jumps coming from the

hedge fund. There may be other simultaneous jumps coming from the other
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Figure 2.2: Positive small paper jumps (θFt J
E (η) < Yt−)

stocks. We can think of simultaneous jumps as a sequence: jump from fund,

and immediately jumps from stocks. It is straightforward that jumps from

stocks would cause a shift of X while having no effect on Y .

We model the preferences of the investor by the well-known concept

of expected utility from consumption. Namely, we consider a concave utility

function U : (0,∞) → R to define the expected utility from consumption

E
[∫∞

0
e−βtU (γt) dt

]
. The discount factor β > 0 accounts for the urgency of

the investor to consume now rather than later. In this model, the problem of

optimal investment and consumption accounts to finding, for each (x, y), (the)

optimal (θ, γ) in the optimization problem

V (x, y) , sup
(θ,γ)∈A(x,y)

E

[∫ ∞

0

e−βtU (γt) dt

]
, x > 0, y ≥ 0. (2.13)
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Figure 2.3: Positive large paper jumps (θFt J
E (η) > Yt−)

where

A (x, y)

=


(θ, γ) :

Predictable processes satisfying integrability in Prop 2.2.1;
πt = θt

Xt−
∈ ∆;

γt ≥ 0, Xt > 0 for all t ≥ 0.


The function V defined above is called value function and A (x, y) is the

admissible set of (θ, γ). Recall from Remark 2.1.3 that ∆ = {πi ≥ 0, i =

F, 1, . . . , n and πF +
∑n

i=1 π
i ≤ 1} and πt = θt

Xt−
∈ ∆ is imposed to guarantee

that there is neither short selling of hedge fund shares or stocks, nor borrowing

from money market.

Remark 2.2.5. In order for X to stay positive all the time, in general we would

20



need π to satisfy

q
(
πTJ (η) ≤ −1

)
= 0. (2.14)

However, this constraint of π depends on the choice of q and J. In our model,

we impose the universal constraint π ∈ ∆. Because π ∈ ∆ together with our

assumption in (2.7) is sufficient for (2.14) to hold for any q and J.

We further assume that the investor has homogeneous preferences,

meaning that the utility function U has the particular form

U (γ) =
γ1−p

1 − p
, γ > 0,

for some p > 0, p ̸= 1 called the relative risk-aversion coefficient.

Remark 2.2.6. In our model, we can easily incorporate the case when, in addi-

tion to the proportional high-watermark fee λ, the investor pays a continuous

proportional fee with size ν > 0 (percentage of wealth under investment man-

agement per unit of time). In order to do this we just need to reduce the size

of α by the proportional fee to α− ν in the evolution of the fund share price.
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Chapter 3

Dynamic programming and main results

3.1 Formal derivation of the Hamilton-Jacobi-Bellman(HJB)
equation

By applying Ito’s lemma, we have the following lemma.

Lemma 3.1.1. Let (X,Y,M) denote the solution of the state equation (2.11)

for (θ, γ) ∈ A (x, y), and let b : R2 → Rn+1 and A : R2,2 → R(n+1),(n+1) denote

the functions

b

(
x1
x2

)
, x1α− x2µ

EeF

A

(
y11 y12
y21 y22

)
, y11σσ

T − y12σσ
EeTF

− y21eF
(
σE
)T
σT + y22eF

(
σE
)T
σEeTF

where eF denotes a column vector of dimension n + 1 with a one in the first

coordinate, and set

κ ,
(

−λ
1 + λ

)
∈ R2.

If v is a C2 (up to the boundary) function on {(x, y) ∈ R2 : x > 0, y ≥ 0},

and assuming integrability condition below in (3.1), then

22



∫ t

0

e−βsU (γs) ds+ e−βtv (Xt, Yt)

= v (x, y)

+

∫ t

0

e−βs



−βv (Xs−, Ys−) + U (γs)
+
(
rXs− − γs + θTs α

)
vx (Xt−, Yt−)

+1
2
θTs σσ

T θsvxx (Xs−, Ys−)
+
(
−θFs µE

)
vy (Xt−, Yt−)

+1
2

(
θF
)2 (

σE
)T
σEvyy (Xs−, Ys−)

−
(
θTs σ

)
θFs σ

Evxy (Xs−, Ys−)


ds

+

∫ t

0

e−βs {−λvx (Xs−, Ys−) + (1 + λ) vy (Xs−, Ys−)} dM c
s

+

∫ t

0

e−βs
{
vx (Xs−, Ys−) θTs σ−vy (Xs−, Ys−) θFs

(
σE
)T}

dWs

+

∫ t

0

∫
Rl

e−βs

v


Xs− + θTs J (η)

− λ
1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η)

+
[
θFs J

E (η) − Ys−
]+

− v (Xs−, Ys−)

N (dη, ds)

= v (x, y)

+

∫ t

0

e−βs

{
−βv (Xs−, Ys−) + U (γs) + (rXs − γs) vx (Xs−, Ys−)
+bT (Dv (Xs−, Ys−)) θs+

1
2
θTs A (D2v (Xs−, Ys−)) θs

}
ds

+

∫ t

0

e−βs
{
κTDv (Xs−, Ys−)

}
dM c

s

+

∫ t

0

e−βs
{
vx (Xs−, Ys−) θTs σ−vy (Xs−, Ys−) θFs

(
σE
)T}

dWs

+

∫ t

0

∫
Rl

e−βs

v


Xs− + θTs J (η)

− λ
1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η)

+
[
θFs J

E (η) − Ys−
]+

− v (Xs−, Ys−)

N (dη, ds)
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where

∫ t

0

∫
Rl

e−βs

v


Xs− + θTs J (η)

− λ
1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η)

+
[
θFs J

E (η) − Ys−
]+

− v (Xs−, Ys−)

N (dη, ds)

−
∫ t

0

∫
Rl

e−βs

v


Xs− + θTs J (η)

− λ
1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η)

+
[
θFs J

E (η) − Ys−
]+

− v (Xs−, Ys−)

q (dη) ds

is a local martingale, in the case that the following condition holds,

∫ t

0

∫
Rl

e−βs

∣∣∣∣∣∣∣∣v


Xs− + θTs J (η)

− λ
1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η)

+
[
θFs J

E (η) − Ys−
]+

− v (Xs−, Ys−)

∣∣∣∣∣∣∣∣q (dη) ds <∞, a.s.

(3.1)

Remark 3.1.1. Note that in our model we do not compensate the jump ter-

m, i.e., we use
∫
Rl J (η)N (dη, dt) instead of

∫
Rl J (η) (N (dη, dt) − q(dη)dt) in

(2.6). This is because we assume in (2.8) that
∫
Rl |J (η) |1q (dη) < ∞, which

allows us to separate the jump part from the diffusion part in the Ito’s lem-

ma. As previously mentioned, the assumption (2.8) is not necessary as long

as we compensate the jump term, meaning that we replace
∫
Rl J (η)N (dη, dt)

by
∫
Rl J (η) (N (dη, dt) − q(dη)dt) in (2.6). If we compensate the jump term,

we would introduce extra derivative terms, i.e., vx, vy, in the non-local part in

the HJB equation (3.6). Considering the fact that the Ito’s lemma above is

already quite complicated, we insist on not compensating the jump term for

simplicity. However, our analysis based on viscosity solutions would still apply
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even if we remove the assumption (2.8) and compensate the jump term, with

an appropriate definition of viscosity solutions.

Recall that M was explicitly defined in (2.12). Taking into account that

dM c
t is a measure with support on the set of times {t ≥ 0 : Yt− = Yt = 0}, we

can formally write down the HJB equation:

sup
γ≥0, θ

x
∈∆


−βv + U (γ) + (rx− γ) vx + bT (Dv) θ+1

2
θTA (D2v) θ

+
∫
Rl

v


x+ θTJ (η)

− λ
1+λ

[
θFJE (η) − y

]+
,

y − θFJE (η)

+
[
θFJE (η) − y

]+
− v (x, y)

q (dη)

 = 0,

x > 0, y > 0,

with the boundary condition

κTDv = 0,

x > 0, y = 0.

If we can find a smooth solution for the HJB equation above, then the

optimal consumption will be given in feedback form by

γ̂ (x, y) = I (vx (x, y)) , (3.2)

where I , (U ′)−1 is the inverse of marginal utility. In addition, we expect the
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optimal investment strategy θ̂ to be given by

θ̂ (x, y)

= arg max
θ
x
∈∆


bT (Dv) θ+1

2
θTA (D2v) θ

+
∫
Rl

v


x+ θTJ (η)

− λ
1+λ

[
θFJE (η) − y

]+
,

y − θFJE (η)

+
[
θFJE (η) − y

]+
− v (x, y)

q (dη)

 .

(3.3)

and the smooth solution of the HJB equation is indeed the value function,

namely, that

v (x, y) = V (x, y) , x > 0, y ≥ 0,

where V was defined in (2.13).

3.2 Dimension reduction

We expect that the solution of the HJB equation is the value function

for the optimization problem (2.13). Therefore, we can use the homogeneity

property for the power utility function to reduce the number of variables. More

precisely, we expect that

v (x, y) = x1−pv
(

1,
y

x

)
, x1−pu (z) for z , y

x
.

In addition, instead of looking for the optimal amounts θ̂ (x, y) and

γ̂ (x, y) in (3.3) and (3.2) we look for the proportions

ĉ (x, y) =
γ̂ (x, y)

x
=
I (vx (x, y))

x
, (3.4)
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and

π̂ (x, y) =
θ̂ (x, y)

x
∈ ∆. (3.5)

Since

vx (x, y) = ((1 − p)u (z) − zu′ (z)) · x−p,

vy (x, y) = u′ (z) · x−p,

vxx (x, y) =
(
−p (1 − p)u (z) + 2pzu′ (z) + z2u′′ (z)

)
· x−1−p,

vyy (x, y) = u′′ (z) · x−1−p,

vxy (x, y) = (−pu′ (z) − zu′′ (z)) · x−1−p,

we define the following differential operators on the function u (z)

Dx [u] (z) = (1 − p)u (z) − zu′ (z) ,

Dy [u] (z) = u′ (z) ,

Dxx [u] (z) = −p (1 − p)u (z) + 2pzu′ (z) + z2u′′ (z) ,

Dyy [u] (z) = u′′ (z) ,

Dxy [u] (z) = Dyx [u] (z) = −pu′ (z) − zu′′ (z) .

27



We therefore get the one-dimensional HJB equation for u (z):

− βu+ r ·Dx [u]

+ sup
c≥0

{
c1−p

1 − p
− c ·Dx [u]

}

+ sup
π∈∆



BT [u] π+1
2
πTA [u]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


= 0, z > 0,

− λ (1 − p)u (0) + (1 + λ)u′ (0)

= 0, (3.6)

where

B [u] , b

(
Dx [u]
Dy [u]

)
,

and

A [u] , A

(
Dxx [u] Dxy [u]
Dyx [u] Dyy [u]

)
.

Recall that b and A were defined in Lemma 3.1.1.

Remark 3.2.1. Note that, in the case of power utility, the integrability condi-
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tion on v as in (3.1) is equivalent to the integrability condition on u below,

∫ t

0

e−βsXs−

∫
Rl

∣∣∣∣∣∣∣∣∣∣∣∣∣

(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − Ys−

Xs−

]+ )1−p

·u

(
Ys−
Xs−

−πFJE(η)+
[
πFJE(η)− Ys−

Xs−

]+
1+πTJ(η)− λ

1+λ

[
πFJE(η)− Ys−

Xs−

]+
)

−u
(

Ys−
Xs−

)

∣∣∣∣∣∣∣∣∣∣∣∣∣
q (dη) ds <∞, a.s.

Remark 3.2.2. Note that each element of the matrix A [u] is increasing in u′′,

this observation will be used several times in our analysis.

We also expect that

lim
z→∞

u (z) =
1

1 − p
c−p
0 ,

with c0 given by (3.11) below. The optimal investment proportion in (3.5)

could therefore be expressed (provided we can find a smooth solution for the

reduced HJB equation (3.6)) as

π̂ (z)

= arg max
π∈∆



BT [u]π+1
2
πTA [u] π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


. (3.7)

If π̂ (z) lies in the interior of ∆, we can also use the first order condition to get
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that π̂ (z) satisfies

B [u] + A [u]π (3.8)

+

∫
Rl

▽


(

1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
q (dη)

= 0.

And the optimal consumption proportion ĉ in (3.4) would be given by

ĉ (z) = (Dx [u])−
1
p = ((1 − p)u (z) − zu′ (z))

− 1
p . (3.9)

3.2.1 The case when paying no fee, λ = 0

This is the classical Merton problem with jumps, except that we impose

constraints, π0 ∈ ∆, such that no short selling of risky assets or borrowing

from money market is allowed. The optimal investment and consumption

proportions are constants. We can take the solution from [13], or solve our

equation (3.6) and then use (3.7) and (3.9) to obtain the same results.

More precisely, for λ = 0, the optimal investment proportions π0 and

the optimal consumption proportion c0 are given by

π0 ,


arg maxπ∈∆

{
(1 − p)αTπ+1

2
(−p (1 − p))πTσσTπ

+
∫
Rl

{(
1 + πTJ (η)

)1−p − 1
}
q (dη)

}
, p < 1,

arg minπ∈∆

{
(1 − p)αTπ+1

2
(−p (1 − p)) πTσσTπ

+
∫
Rl

{(
1 + πTJ (η)

)1−p − 1
}
q (dη)

}
, p > 1,

(3.10)

c0 =
1

p

(
β − r (1 − p) − (1 − p)αTπ0 + 1

2
p (1 − p)πT

0 σσ
Tπ0

−
∫
Rl

{(
1 + πT

0 J (η)
)1−p − 1

}
q (dη)

)
(3.11)
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Remark 3.2.3. Note that because of the constraint π0 ∈ ∆, π0 may well be

obtained on the boundary, (π0)i = 0 for some i ∈ {F, 1, . . . , n} or
∑

i (π0)i = 1.

This is different from the classical Merton problem in which π0 ∈ Rn+1.

Remark 3.2.4. Recall that the assumption in (2.10) guarantees that the inte-

gral with respect to q above is well-defined.

u0 =
1

1 − p
c−p
0 (3.12)

Since u0 in (3.12) is constant, we know that (3.10) and (3.11) are com-

patible with the feedback formulas (3.7) and (3.9).

We can also see from above that an additional constraint needs to be

imposed on the parameters in order to obtain a finite value function. This

is equivalent to c0 in (3.11) being strictly positive, which translates to the

following assumption

β > r (1 − p) + (1 − p)αTπ0 −
1

2
p (1 − p) πT

0 σσ
Tπ0

+

∫
Rl

{(
1 + πT

0 J (η)
)1−p − 1

}
q (dη) .

In order to compare with the case where there is no investment and

only consumption, we also make the following assumption:

w∗ ,
1

1 − p

(
β

p
− r

1 − p

p

)−p

< u0, (3.13)

which is equivalent to

πi
0 > 0 for at least one i ∈ {F, 1, . . . , n}. (3.14)
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because otherwise we would have w∗ = u0. The intuition behind this as-

sumption is that we only consider a portfolio of risky assets worth investing,

including the hedge fund share.

3.3 Main results

For fixed c ≥ 0 and π ∈ ∆, we denote by

Lc,π [u] (z)

, −βu+ r ·Dx [u] +

{
c1−p

1 − p
− c ·Dx [u]

}

+



BT [u] π + 1
2
πTA [u] π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


The HJB equation for u can therefore be formally rewritten (with the

implicit assumption that Dx [u] > 0) as

supc≥0,π∈∆ Lc,πu = −βu+ r ·Dx [u] + Ṽ (Dx [u])

+ supπ∈∆



BT [u]π+1
2
πTA [u]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


= 0,

z > 0,
−λ (1 − p)u (0) + (1 + λ)u′ (0) = 0, limz→∞ u (z) = 1

1−p
c−p
0 ,

(3.15)

where Ṽ (y) = p
1−p

y
p−1
p , y > 0.
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Recall that w∗ was defined in (3.13), and it is easy to see that w∗ is the

unique nontrivial solution to the equation

−βw + r (1 − p)w + Ṽ ((1 − p)w) = 0.

This w∗ plays an important role. We have

−βw + r (1 − p)w + Ṽ ((1 − p)w) < 0, w∗ < w ≤ u0.

Then next theorem shows that the reduced HJB equation (3.15) has a

classical solution which satisfies some additional properties.

Theorem 3.3.1. There exists a strictly increasing function u which is C2 on

[0,∞), satisfies the condition u (0) > w∗ and

(1 − p)u− zu′ > 0, z ≥ 0,

together with

u (z) → u0, zu
′ (z) , z2u′′ (z) → 0 as z → ∞,

and is a solution to (3.15).

The proof of this above theorem is deferred to subsections 3.3.1 and

3.3.2. In subsection 3.3.1 we prove the existence of a viscosity solution using

Perron’s method, and in subsection 3.3.2 we upgrade its regularity.

The proposition below shows that the so-called closed-loop equation

has a unique global solution, with its proof deferred to subsection 3.3.3.
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Proposition 3.3.2. Fix x > 0, y ≥ 0. Consider the feedback proportions π̂ (z)

and ĉ (z) defined in (3.7) and (3.9), where u is the solution in Theorem 3.3.1.

Define the feedback controls

θ̂ (x, y) , xπ̂ (y/x) , γ̂ (x, y) , xĉ (y/x) for x > 0, y ≥ 0.

The closed-loop equation
Xt = x+

∫ t

0
rXsds+

∫ t

0
θ̂F (Xs−, Ys−)

(
dFs

Fs−
− rds

)
+
∫ t

0

∑n
i=1 θ̂

i (Xs−, Ys−)
(

dSi
s

Si
s−

− rds
)
−
∫ t

0
γ̂ (Xs−, Ys−) ds− λMt,

Yt = y −
∫ t

0
θ̂F (Xs−, Ys−)

(
dFs

Fs−
− dBs

Bs−

)
+ (1 + λ)Mt∫ t

0
1{Ys>0}dMs = 0.

has a unique strong global solution
(
X̂, Ŷ

)
such that X̂ > 0 and Ŷ ≥ 0.

The next theorem addresses the optimality of the feedback controls,

and its proof is deferred to subsection 3.3.3.

Theorem 3.3.3. Consider the solution u in Theorem 3.3.1. For each x >

0, y ≥ 0, the feedback proportions (π̂, ĉ) in (3.7) and (3.9) are optimal and

u
(y
x

)
x1−p , v (x, y) = V (x, y) , sup

(θ,γ)∈A(x,y)

E
[∫ ∞

0

e−βtU (γt) dt

]
.

In addition to the results above in this section, we also give a proposi-

tion below which characterizes the properties of the feedback controls. More

precisely, it analyzes the proportions π̂ and ĉ, defined in (3.7) and (3.9), based

on the solution u of the HJB given by Theorem 3.3.1. Proposition 3.3.4 is also

used to prove the existence and uniqueness of the solution to the closed-loop

equation in Proposition 3.3.2. To keep the presentation more streamlined, we

relegate the proof of this proposition below to the Appendix.
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Proposition 3.3.4. The feedback controls π̂ and ĉ satisfy

0 < ĉ (z) → c0, 0 < π̂ (z) → π0, z → ∞, (3.16)

and

zĉ′ (z) → 0, zπ̂′ (z) → 0, z → ∞. (3.17)

In addition,

ĉ (z) > c0 for z ≥ 1 if p < 1 and ĉ (1) < c0 if p > 1. (3.18)

3.3.1 Existence of a viscosity solution

As previous mentioned, the seminar paper [7] provides a good intro-

duction to viscosity solutions for local equations. For the non-local equation

(3.6) arising from our model, we adopt a definition of viscosity solutions from

[5], though our definitions are slightly less general than that given in [5], since

our value function is bounded. To start our definition of viscosity solutions,

we consider the general equations written under the form

F
(
x, u,∆u,D2u, I [x, u]

)
= 0 in a open domain Ω, (3.19)

where F is a continuous function satisfying the local and non-local degenerate

ellipticity conditions below in (3.20). The non-local term I [x, u] can be quite

general as seen in [5], a typical form of I [x, u] is

I [x, u] =

∫
Rd

(u (x+ z) − u (x) −▽u (x) · z1B (z))µ (z)

for some Lévy measure µ and some ball B centered at 0.
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The ellipticity assumption of F means that: for any x ∈ Ω, u ∈ R, p ∈

Rd,M,N ∈ Sd, l1, l2 ∈ R

F (x, u, p,M, l1 [x, u]) ≤ F (x, u, p,N, l2 [x, u]) if M ≥ N, l1 ≥ l2. (3.20)

where Sd denotes the space of real N × N symmetric matrices. Note that,

apart from the usual ellipticity assumption for local equation, F (x, u, p,M, l)

is nondecreasing in the non-local operator l.

Let us now give a definition of viscosity solutions for the equation (3.19).

Definition 3.3.1. An upper semi-continuous and bounded function u is a

viscosity subsolution of (3.19) if, for any bounded test function ϕ ∈ C2(Ω), if

x is a global maximum point of u− ϕ, then

F
(
x, u(x),∆ϕ(x), D2ϕ(x), I [x, ϕ]

)
≤ 0.

A lower semi-continuous and bounded function u is a viscosity supersolution

of (3.19) if, for any bounded test function ϕ ∈ C2(Ω), if x is a global minimum

point of u− ϕ, then

F
(
x, u(x),∆ϕ(x), D2ϕ(x), I [x, ϕ]

)
≥ 0.

A function u is a viscosity solution of (3.19) if it is both a subsolution and

supersolution.

It is also worth mentioning that boundary conditions used throughout

our analysis can be interpreted in the classical sense.
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Now we turn our attention back to the HJB equation (3.6). We observe

that if u (z) = u0 (defined in (3.12) in Remark 3.2.1), then

− βu0 + r (1 − p)u0 + Ṽ ((1 − p)u0)

+ sup
π∈∆

 (1 − p)u0α
Tπ+1

2
(−p (1 − p)u0)π

TσσTπ

+
∫
Rl

{((
1 + πTJ (η) − λ

1+λ

[
πFJE (η) − z

]+)1−p

− 1

)
u0

}
q (dη)


≤ −βu0 + r (1 − p)u0 + Ṽ ((1 − p)u0)

+ sup
π∈∆

{
(1 − p)u0α

Tπ+1
2

(−p (1 − p)u0)π
TσσTπ

+
∫
Rl

{((
1 + πTJ (η)

)1−p − 1
)
u0

}
q (dη)

}
= 0,

and moreover u0 is actually a classical supersolution of the HJB equation (3.6),

which reads

supc≥0,π∈∆Lc,πu = −βu+ r ·Dx [u] + Ṽ (Dx [u])

+ supπ∈∆



BT [u] π+1
2
πTA [u]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


≤ 0,

z > 0,
−λ (1 − p)u (0) + (1 + λ)u′ (0) ≤ 0, limz→∞ u (z) ≥ 1

1−p
c−p
0 .

(3.21)

For technical reasons we also need a subsolution with certain properties.

We remind the reader that the critical value w∗ was defined in (3.13).

Proposition 3.3.5. There exists a value z∗ ∈ (0,∞) and a function

us ∈ C1 [0,∞) ∩ C2 (0, z∗] ∩ C2 [z∗,∞)
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such that

w∗ − ξ ≤ us ≤ u0

for some ξ > 0 (which can be arbitrarily small) and us is a strict viscosity

subsolution for (3.15). More precisely, us satisfies

sup
c≥0,π∈∆

Lc,πus > 0

in the viscosity sense on (0,∞), and

−λ (1 − p)us (0) + (1 + λ)u′s (0) > 0, lim
z→∞

u (z) <
1

1 − p
c−p
0 .

Proof. For

λ

1 + λ
(1 − p)w∗ < a < (1 − p)w∗,

we consider the function

us (z) =

{
w∗ − ξ + az − 2a

1+ε
z1+ε, 0 ≤ z ≤

(
1
2

) 1
ε

w∗ − ξ + a e
1+ε

(
1
2

) 1
ε , z ≥

(
1
2

) 1
ε

for some small ξ > 0. Since

Ṽ

(
(1 − p)

(
w∗ − ξ + az − 2a

1 + ε
z1+ε

)
− a

(
z − 2z1+ε

))
≥ Ṽ ((1 − p) (w∗ − ξ)) + Ṽ ′ ((1 − p) (w∗ − ξ))

·
(

(1 − p)

(
az − 2a

1 + ε
z1+ε

)
− a

(
z − 2z1+ε

))
.
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We notice that

sup
c≥0,π∈∆

Lc,πus (z)

≥ −β (w∗ − ξ) + r (1 − p) (w∗ − ξ) + Ṽ ((1 − p) (w∗ − ξ))

− β

(
az − 2a

1 + ε
z1+ε

)
+ r

(
(1 − p)

(
az − 2a

1 + ε
z1+ε

)
− a

(
z − 2z1+ε

))
+ Ṽ ′ ((1 − p) (w∗ − ξ))

(
(1 − p)

(
az − 2a

1 + ε
z1+ε

)
− a

(
z − 2z1+ε

))

+ sup
π∈∆



BT [us]π+1
2
πTA [us]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·us
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−us (z)

q (dη)


≥ −β (w∗ − ξ) + r (1 − p) (w∗ − ξ) + Ṽ ((1 − p) (w∗ − ξ))

− Cz −Dz1+ε

where the last inequality follows from setting π = 0, and C,D are some con-

stants. For ξ > 0 fixed,

−β (w∗ − ξ) + r (1 − p) (w∗ − ξ) + Ṽ ((1 − p) (w∗ − ξ)) > 0.

So, if ε is sufficiently small,

− β (w∗ − ξ) + r (1 − p) (w∗ − ξ) + Ṽ ((1 − p) (w∗ − ξ))

− C (z − 1) −D (z − 1)1+ε

≥ −β (w∗ − ξ) + r (1 − p) (w∗ − ξ) + Ṽ ((1 − p) (w∗ − ξ))

− |C| (z − 1) − |D| (z − 1)1+ε

> 0 for ∀ 0 < z ≤
(

1

2

) 1
ε

.
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Therefore, for such an ε we will have

sup
c≥0,π∈∆

Lc,πus (z) > 0, 0 < z ≤
(

1

2

) 1
ε

.

Since us is constant for z ≥
(
1
2

) 1
ε and is extended to be C1 we obtain

sup
c≥0,π∈∆

Lc,πus (z) > 0, z > 0,

in the viscosity sense and actually in the classical sense for any z ̸= z∗ ,

(1/2)
1
ε .

We now construct a viscosity solution of the HJB equation (3.15) using

Perron’s method. More precisely, we denote by S the set of functions

h : [0,∞) → R,

which satisfy the following properties:

1. h is continuous on [0,∞).

2. The function (x, y) → x1−ph (y/x) is both concave and nondecreasing

in the direction κ =
(√

2
2
,−

√
2
2

)
(from upper left to lower right) within

its domain x > 0, y ≥ 0; for fixed x, the function y → x1−ph (y/x) is

concave and nondecreasing in y ≥ 0.

3. h is a viscosity supersolution of the HJB equation on the open interval

(0,∞).

4. −λ (1 − p)h (0) + (1 + λ)h′ (0) ≤ 0.
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5. us ≤ h ≤ u0.

Remark 3.3.1. Note that 2 and 5 above would imply that h (z) , h (z−) , h (z+)

are bounded. Together with the technical assumption in (2.10), it ensures that

when plugging h into the HJB equation, the integral term is well-defined.

Theorem 3.3.6. Define

u , inf {h, h ∈ S} .

Then, us ≤ h ≤ u0 is continuous on [0,∞), is a viscosity solution of the

HJB equation on the open interval (0,∞), and satisfies −λ (1 − p)h (0) +

(1 + λ)h′ (0) = 0. In addition, The function (x, y) → x1−pu (y/x) is concave

and nondecreasing in the direction κ =
(√

2
2
,−

√
2
2

)
(from upper left to lower

right) within its domain x > 0, y ≥ 0; for fixed x, the function y → x1−pu (y/x)

is concave and nondecreasing in y ≥ 0, and u (1) > w∗.

Remark 3.3.2. As a consequence of our construction in Theorem 3.3.6, we have

u (z) ≤ u0 (z) and therefore v (x, y) ≤ v0 (x). This means that, with high-

watermark fees, the value function is always smaller than the value function

of the Merton problem without fees (λ = 0). This is also expected from the

financial intuition: high-watermark fee is a kind of market friction, thereby

reducing the maximum expected utility an investor can achieve.

Proof. We follow the ideas of the proof of Proposition 1 in [2], with necessary

modifications to take into account the boundary condition at z = 0 and to

keep track of the convexity properties.
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1. By construction, as an infimum of concave nondecreasing functions, we

have that the function (x, y) → x1−pu (y/x) is concave and nondecreasing

in the direction κ =
(√

2
2
,−

√
2
2

)
(from upper left to lower right) within

its domain x > 0, y ≥ 0, and for fixed x, the function y → x1−pu (y/x)

is concave and nondecreasing in y ≥ 0.

2. Since x → x1−pu (y/x) is concave and nondecreasing in the direction

κ =
(√

2
2
,−

√
2
2

)
we conclude that x → x1−pu (y/x) is continuous in the

direction κ =
(√

2
2
,−

√
2
2

)
, which translates to that u is continuous in

[0,∞).

3. We suppose that a C2 function φ touches u from below at an interior

point z ∈ (0,∞). For fixed c, π, each h ∈ S is a viscosity supersolution

of Lc,πh ≤ 0, so by taking the infimum over h ∈ S we still get a superso-

lution, according to Proposition 1 in [2]. In other words, (Lc,πφ) (z) ≤ 0,

and then we can take the supremum over (c, π) to get that u is a super-

solution of the HJB equation.

4. By construction, us ≤ u ≤ u0.

5. For each h ∈ S, we have

h′ (0) ≤ λ

1 + λ
(1 − p)h (0) .

which translates in terms of g (x, y) , x1−ph (y/x) as

▽κg (1, 0) =

√
2

2
((1 − p)h (0) − h′ (0)) ≥

√
2

2

1

1 + λ
(1 − p)h (0) .
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Taking into account the concavity of g (x, y) along the line x − y = 1

within its domain x > 0, y ≥ 0, this is equivalent to

g (1 − ξ, ξ)

= (1 − ξ)1−p h (ξ/ (1 − ξ))

≤
√

2

2

1

1 + λ
(1 − p)h (0) ·

√
2ξ + h (0) , 0 ≤ ξ < 1. (3.22)

Since (3.22) holds for each h ∈ S the same inequality will hold for the

infimum, which means that u satisfies (3.22), which reads

u′ (0) ≤ λ

1 + λ
(1 − p)u (0) .

Let us show that u is a viscosity subsolution. We start by making the

following simple observation on the function u: By construction, the

function (x, y) → x1−pu (y/x) is concave in the direction κ =
(√

2
2
,−

√
2
2

)
within its domain x > 0, y ≥ 0. We denote the one-sided directional

derivative by ▽κ−v (▽κ+v) when (x, y) approaching from upper left to

lower right (lower right to upper left). Since

▽κ−v (x, y) =

√
2

2
x−p · ((1 − p)u (z) − (z + 1) u′ (z+)) ,

▽κ+v (x, y) =

√
2

2
x−p · ((1 − p)u (z) − (z + 1) u′ (z−)) ,

we obtain

(1 − p)u (z) − (z + 1)u′ (z+) ≥ (1 − p)u (z) − (z + 1)u′ (z−) , z > 0,

which of course means that u′ (z−) ≥ u′ (z+) for z > 0. Suppose, on the

contrary, that for some z0 > 0 we have (1 − p)u (z)−(z + 1) u′ (z−) = 0.

43



Then, we have that ▽κ+v
(

1
z0
, 1
)

= 0, which, together with the fact that

ξ → v
(

1
z0

+ ξ, 1 − ξ
)

is concave and nondecreasing for ξ ∈ [0, 1], shows

that v
(

1
z0

+ ξ, 1 − ξ
)

= v
(

1
z0

+ 1, 0
)

for ξ ∈ [0, 1]. This means that

▽κv

(
1

z0
+ 1, 0

)
=

√
2

2

(
1

z0
+ 1

)−p

· ((1 − p)u (0) − u′ (0)) = 0,

which is a contradiction to the boundary condition

u′ (0) ≤ λ

1 + λ
(1 − p)u (0) .

Therefore, for any z > 0 we have

(1 − p)u (z) − (z + 1)u′ (z+) ≥ (1 − p)u (z) − (z + 1)u′ (z−) > 0.

(3.23)

Assume now that a C2 function φ touches u from above at some interior

point z ∈ (0,∞). If u (z) = us (z) we can use the test function us (which

is a strict subsolution) for the supersolution u to obtain a contradiction.

The contradiction argument works even if z = (1/2)1/ε is the only excep-

tional point where us is not C2. Therefore, u (z) > us (z). From (3.23)

we can easily conclude that

(1 − p)φ (z) − (z + 1)φ′ (z) > 0.

Assume now that u does not satisfy the subsolution property, which

translates to

sup
c≥0,π∈∆

(Lc,πφ) (z) < 0. (3.24)
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Since (1 − p)φ (z) − (z + 1)φ′ (z) > 0 we can conclude that

(1 − p)φ (z) − zφ′ (z) > 0, (3.25)

and

−βφ+ r ·Dx [φ] + Ṽ (Dx [φ])

+ supπ∈∆



BT [φ] π+1
2
πTA [φ]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·φ
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−φ (z)

q (dη)


< 0

(3.26)

where Dx [φ] = (1 − p)φ (z) − zφ′ (z) .

Because the supremum is taken over a compact set and thus the left-

hand side of the above equation is continuous in z, relations (3.25) or

(3.26) actually hold in a small neighborhood (z − δ, z + δ) of z, not just

at z. Considering an even smaller δ we have that u (ω) < φ (ω) for

ω ∈ [z − δ, z + δ] if ω ̸= z. Now, for ε small enough, which means at

least as small as

ε0 , min
δ
2
≤|ω−z|≤δ

φ (ω) − u (ω) ,

but maybe much smaller, we define the function

ũ (ω) ,
{

min {u (ω) , φ (ω) − ε} , ω ∈ [z − δ, z + δ] ,
u (ω) , ω /∈ [z − δ, z + δ] .

We note that if ε is indeed small enough, we have that ũ ∈ S and ũ is

strictly smaller than u (around z), which is a contradiction.
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6. From above, we already know that

u′ (0) ≤ λ

1 + λ
(1 − p)u (0) .

Let us now prove the above inequality is actually an equality. As-

sume now that the inequality above is strict. Since u′s (0) = a >

λ
1+λ

(1 − p)us (0) and u ≥ us, this rules out the possibility that u (0) =

us (0), so we have u (0) > us (0). Also because us (0) = w∗ − ξ for

arbitrarily small ξ > 0, we have u (0) > w∗. This implies

−βu (0) + r (1 − p)u (0) + Ṽ ((1 − p)u (0)) < 0.

Recall that for fixed x, the function y → x1−pu (y/x) is concave, this

means u is concave and therefore two times differentiable on a dense set

of (0,∞). Then, we can find z0 ∈ (0,∞) very close to 0 such that

−βu (z0) + r ·Dx [u (z0)] + Ṽ (Dx [u (z0)]) < 0

and u (z) solves the HJB equation (3.15) at z = z0 in the classical sense.

More precisely, we have

−βu (z0) + r ·Dx [u (z0)] + Ṽ (Dx [u (z0)])

+ supπ∈∆



BT [u (z0)] π+1
2
πTA [u (z0)] π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z0

]+ )1−p

·u
(

z0−πFJE(η)+[πFJE(η)−z0]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z0]
+

)
−u (z0)

q (dη)


= 0.

and the supremum part of the above equation is strictly positive, which

means π̂ (z0) ̸= 0. With u′ (z0) being very close to u′ (0), we can find a
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number a′ such that

u′ (z0) ≤ u′ (0) < a′ <
λ

1 + λ
(1 − p)u (0) .

and without loss of generality, we also choose a′ to be very close to u′ (z0).

Moreover, we observe that the left-hand side of the above equation is

continuous in both u′ and u′′, and increasing in u′′ given π̂ (z0) ̸= 0,

since each element of A [u] is increasing in u′′. This allows us to choose a

(possibly very large) b > 0 together with a′ above such that the function

ψ (z) = u (0) + a′z − 1

2
bz2

is a classical strict supersolution at z = z0. More precisely, we have

−βψ (z0) + r ·Dx [ψ (z0)] + Ṽ (Dx [ψ (z0)])

+ supπ∈∆



BT [ψ (z0)] π+1
2
πTA [ψ (z0)] π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z0

]+ )1−p

·ψ
(

z0−πFJE(η)+[πFJE(η)−z0]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z0]
+

)
−ψ (z0)

q (dη)


< 0.

Then, continuity would imply that ψ (z) is actually a classical strict

supersolution in a small neighborhood (0, δ) of z = 0. In addition, it

satisfies ψ′ (0) = a′ < λ
1+λ

(1 − p)ψ (0). Thus, if δ is small enough, we

have that u (z) < ψ (z) on (0, δ), and

(1 − p)ψ (z) − zψ′ (z) > 0, z ∈ [0, δ] .

Now, for a very small ε, at least as small as

ε0 , min
z∈[1+ δ

2
,1+δ]

ψ (z) − u (z)
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but possibly even smaller, we have that the function

ũ (z) ,
{

min {u (z) , ψ (z) − ε} , z ∈ [0, δ] ,
u (z) , z ∈ [δ,∞) ,

is actually an element of S, contradicting with the assumption that u is

the infimum over S.

3.3.2 Smoothness of the viscosity solution

Theorem 3.3.7. The function u in Theorem 3.3.6 is C2 on [0,∞) and satisfies

the conditions

(1 − p)u (z) − zu′ (z) > 0, z ≥ 0.

Moreover, it is a solution of the equation

supc>0,π∈∆ Lc,πu = −βu+ r · (Dx [u]) + Ṽ (Dx [u])

+ supπ∈∆



BT [u] π+1
2
πTA [u]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·u
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


= 0,

z > 0,
−λ (1 − p)u (0) + (1 + λ)u′ (0) = 0.

Proof. First, we point out that the dual function Ṽ (y) is defined for all values

of y, not only y > 0. More precisely,

Ṽ (y) =

{
p

1−p
y

p−1
p , y > 0,

+∞, y ≤ 0
for p < 1 , Ṽ (y) =

{
p

1−p
y

p−1
p , y ≥ 0,

+∞, y < 0
for p > 1 .
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Let z0 > 0 such that u′ (z0−) > u′ (z0+). For each u′ (z0+) < a < u′ (z0−) and

b > 0 very large we use the function

ψ (z) , u (z0) + a (z − z0) −
1

2
b (z − z0)

2

as a test function at z = z0 for the viscosity subsolution property, so

sup
c≥0,π∈∆

Lc,πψ ≥ 0.

Since (1 − p)u (z0) − z0a > (1 − p)u (z0) − z0u
′ (z0−) > 0 the above equation

can be rewritten as

−βu (z0) + r ((1 − p)u (z0) − z0a) + Ṽ ((1 − p)u (z0) − z0a)

+ supπ∈∆



BT [ψ (z0)]π+1
2
πTA [ψ (z0)]π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z0

]+ )1−p

·ψ
(

z0−πFJE(η)+[πFJE(η)−z0]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z0]
+

)
−u (z0)

q (dη)


≥ 0.

We note that the above inequality holds even when b → ∞ and the left-hand

side is decreasing in b given π̂ (z0) ̸= 0, hence we must have π̂ (z0) = 0. This

implies

− βu (z0) + r ((1 − p)u (z0) − z0a)

+ Ṽ ((1 − p)u (z0) − z0a)

≥ 0, a ∈ (u′ (z0+) , u′ (z0−)) .

It is easy to see that the function g (a) , −βu (z0) + r ((1 − p)u (z0) − z0a) +

Ṽ ((1 − p)u (z0) − z0a) is not flat on any nontrivial interval within its domain,
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we must have

− βu (z0) + r ((1 − p)u (z0) − z0a)

+ Ṽ ((1 − p)u (z0) − z0a)

> 0 for some a ∈ (u′ (z0+) , u′ (z0−)) .

and we can also assume, without loss of generality, that a is very close to

u′ (z0−). So

−βu (z0) + r ((1 − p)u (z0) − z0u
′ (z0−)) + Ṽ ((1 − p)u (z0) − z0u

′ (z0−)) > 0.

Since u′ (z−) is left continuous, and the function u is two times differentiable

on a dense set D ⊂ (0,∞) by convexity, there exists z > 0 very close to z0

such that z ∈ D, and

−βu (z) + r ((1 − p)u (z) − zu′ (z)) + Ṽ ((1 − p)u (z) − zu′ (z)) > 0.

However, this would contradict with the viscosity supersolution property at z,

which reads

−βu (z) + r ((1 − p)u (z) − zu′ (z)) + Ṽ ((1 − p)u (z) − zu′ (z))

+ supπ∈∆



BT [u (z)] π+1
2
πTA [u (z)] π

+
∫
Rl



(
1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z

]+ )1−p

·ψ
(

z−πFJE(η)+[πFJE(η)−z]
+

1+πTJ(η)− λ
1+λ

[πFJE(η)−z]+

)
−u (z)

q (dη)


≤ 0,

since the supremum part of the left-hand side above is always non-negative.

We obtained a contradiction, so we have proved that

u′ (z0−) = u′ (z0+) ∀ z0 > 0.
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In other words, u′ is well defined and continuous on [0,∞). In addition,

(1 − p)u (z) − zu′ (z) > 0 for z ≥ 0. Applying again the viscosity solution

property at a point where u is two times differentiable we obtain

−βu (z) + r ((1 − p)u (z) − zu′ (z)) + Ṽ ((1 − p)u (z) − zu′ (z)) ≤ 0, z ∈ D.

Using continuity and the density of D, we get

f (z)

, βu (z) − r ((1 − p)u (z) − zu′ (z))

− Ṽ ((1 − p)u (z) − zu′ (z))

≥ 0, z ≥ 0. (3.27)

The function f defined in (3.27) is continuous. Also, u (0) > w∗ as seen

in Theorem 3.3.1, and u is nondecreasing since y → x1−pu (y/x) is nondecreas-

ing in y ∈ [0,∞), it follows that u (z) > w∗ for all z ≥ 0. Hence, π̂ ̸= 0 on

[a, b] for any open interval (a, b) ⊂ [0,∞). Therefore, f (z) > 0 on [a, b] due

to the HJB equation. Now, rewrite the HJB equation (3.15) in the following

form,

H (z, u′′) = 0

where H is continuous and strictly increasing in its second variable. Note that

H depends on its first variable z through u (z) and u′ (z), which are continuous.

This implies that the HJB equation can further be rewritten as

u′′ = h (z)
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where h is continuous. Now, u is a viscosity solution of the equation

u− u′′ = u− h (z) , z ∈ (a, b) ⊂ [0,∞) ,

and the right-hand side is continuous in z on [a, b]. Comparing to the classical

solution of this equation with the very same right-hand side and Dirichlet

boundary conditions at a and b, we get that u is C2 on [a, b]. We point out

that the comparison argument between the viscosity solution and the classical

solution is straightforward and does not involve any doubling argument.

Therefore u is C2 on (1,∞) and satisfies the HJB equation. Since

u (1) > w∗ which reads f (1) > 0, for f defined in (3.27), we can then use

continuity and pass to the limit in the HJB equation for z ↘ 1 to conclude

that u is C2 in [1,∞) and the HJB equation is satisfied at the boundary as

well.

Lemma 3.3.8. The function u is strictly increasing on [0,∞) and

lim
z→∞

u (z) = u0, lim
z→∞

zu′ (z) = 0, lim
z→∞

z2u′′ (z) = 0.

Proof. Recall that y → x1−pu (y/x) is concave and nondecreasing in y ∈ [0,∞),

this means u is concave and nondecreasing. Since u is nondecreasing and

bounded, there exists

u (∞) , lim
z→∞

u (z) ∈ (−∞,∞) .

Now, since u is bounded and u′ is continuous we conclude, by contradiction,

that there exists a sequence zn ↗ ∞ such that

znu
′ (zn) → 0, n→ ∞.
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(Otherwise we would have zu′ (z) ≥ ε for some ε for large z, which contradicts

boundedness.) We let

0 ≥ A := lim inf
z→∞

zu′ (z) ≤ lim sup
z→∞

zu′ (z) =: B ≥ 0.

For fixed C ∈ R, denote by

fC (z) = Cu+ zu′, z ≥ 1.

The function fC is continuous and

lim inf
z→∞

fC (z) = Cu (∞) + A ≤ Cu (∞) +B = lim sup
z→∞

fC (z) .

Assume, on the contrary, that 0 < B ≤ ∞. Since limn→∞ fC (zn) = Cu (∞) <

Cu (∞) + B, we can choose the points ηn ∈ (zn, zn+1) (interior points, and

eventually for a subsequence nk rather than for each n) for which fC attains

the maximum on [zn, zn+1] such that fC (ηn) → Cu (∞)+B, which is the same

as ηnu
′ (ηn) → B. Since fC attains the interior maximum on each interval at ηn,

we have f ′
C (ηn) = (1 + C)u′ (ηn)+ηnu

′′ (ηn) = 0. Recall that x→ x1−pu (y/x)

is concave in x ∈ (0, n], which implies that

−p (1 − p)u (ηn) + 2pηnu
′ (ηn) + η2nu

′′ (ηn) ≤ 0,

or

−p (1 − p)u (ηn) + (2p− 1 − C) ηnu
′ (ηn) ≤ 0.

Passing to the limit, we obtain that

−p (1 − p)u (∞) + (2p− 1 − C)B ≤ 0
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for each C ∈ R, which means that B = 0. Similarly, we obtain A = 0 so

zu′ (z) → 0. Now, since zu′ is bounded and (zu′)′ is continuous we conclude,

by contradiction, that there exists a sequence zn ↗ ∞ such that

(zn)2 u′′ (zn) → 0, n→ ∞.

Passing to the limit along zn’s in the HJB equation, we obtain

− βu (∞) + r (1 − p)u (∞) + Ṽ ((1 − p)u (∞)) (3.28)

+ sup
π∈∆

{
(1 − p)u (∞)αTπ+1

2
(−p (1 − p)u (∞))πTσσTπ

+
∫
Rl

{((
1 + πTJ (η)

)1−p − 1
)
u (∞)

}
q (dη)

}
= 0.

As already pointed out, the above equation has a unique solution u (∞) in

[w∗, u0], namely, u (∞) = u0 so u (z) → u0 as z → ∞. Going back to the ODE

for all z → ∞ and not only along the subsequence, we obtain z2u′′ (z) → 0 as

well.

Now we show that u is strictly increasing. Suppose otherwise, since u

is nondecreasing and concave, it is only possible that u (z) = u (∞) for z ≥ z0

for some z0 > 0. Plugging u (z0) = u (∞) into the HJB equation we have

− βu (∞) + r (1 − p)u (∞) + Ṽ ((1 − p)u (∞))

+ sup
π∈∆


(1 − p)u (∞)αTπ+1

2
(−p (1 − p)u (∞))πTσσTπ

+
∫
Rl


((

1 + πTJ (η)

− λ
1+λ

[
πFJE (η) − z0

]+ )1−p

− 1

)
·u (∞)

q (dη)


= 0,

which is a contradiction with (3.28). Therefore, u is strictly increasing.
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3.3.3 Optimal policies and verification

Proposition 3.3.9. Let θ (x, y) and γ (x, y) be two Lipschitz functions in both

arguments on the two-dimensional domain

{(x, y) ∈ R2; x > 0, y ≥ 0}. The closed-loop state equation (2.11) cor-

responding to θs = θ (Xs−, Ys−) and γs = γ (Xs−, Ys−), which means the SDE
Xt = x+

∫ t

0
rXsds+

∫ t

0
θF (Xs−, Ys−)

(
dFs

Fs−
− rds

)
+
∫ t

0

∑n
i=1 θ

i (Xs−, Ys−)
(

dSi
s

Si
s−

− rds
)
−
∫ t

0
γ (Xs−, Ys−) ds− λMt,

Yt = y −
∫ t

0
θF (Xs−, Ys−)

(
dFs

Fs−
− dBs

Bs−

)
+ (1 + λ)Mt∫ t

0
1{Ys>0}dMs = 0.

has a unique strong solution (X,Y ).

Proof. Consider the operator

(N,L) → (X,Y )

defined by
Xt , x+

∫ t

0
rXsds+

∫ t

0
θF (Ns−, Ls−)

(
dFs

Fs−
− rds

)
+
∫ t

0

∑n
i=1 θ

i (Ns−, Ls−)
(

dSi
s

Si
s−

− rds
)
−
∫ t

0
γ (Ns−, Ls−) ds− λMt,

Yt , y −
∫ t

0
θF (Ns−, Ls−)

(
dFs

Fs−
− dBs

Bs−

)
+ (1 + λ)Mt∫ t

0
1{Ys>0}dMs = 0.

In other words, we obtain (X, Y ) from (N,L) by solving the state equation

(2.11) for θs = θ (Ns−, Ls−) and γs = γ (Ns−, Ls). According to Proposition
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2.2.1, the solution (X, Y ) is given by

Xt

= ert



x+
∫ t

0
e−rsθT (Ns−, Ls−)

(
αds+ σdWs +

∫
Rl J (η)N (dη, ds)

)
−
∫ t

0
e−rsγ (Ns−, Ls) ds

− λ
1+λ

∫ t

0
e−rsd

sup0≤u≤s


∫ u

0
θFτ (Nτ−, Lτ−)

·

 µEdτ
+σEdWτ

+
∫
Rl J

E (η)N (dη, dτ)


−y


+


and

Yt = y −
∫ t

0

θF (Ns−, Ls−)

(
µEds+ σEdWs +

∫
Rl

JE (η)N (dη, ds)

)
+ sup

0≤s≤t

[∫ s

0

θF (Nu−, Lu−)

(
µEdu+ σEdWu +

∫
Rl

JE (η)N (dη, du)

)
− y

]+
.

Now we can use the usual estimates in the Ito’s theory of SDEs to obtain

E
[

sup
0≤s≤t

∥∥(X1
s −X2

s , Y
1
s − Y 2

s

)∥∥2] ≤ C∗ (T )

∫ t

0

E
[∥∥(N1

s −N2
s , L

1
s − L2

s

)∥∥2] ds,
as long as 0 ≤ t ≤ T for each fixed T > 0, where C∗ (T ) <∞ is a constant de-

pending on the Lipschitz constants of θ and γ, and quantity
∫
Rl |J (η) |22q (dη) <

∞ by assumption, as well as the time horizon T . This allows us to prove path-

wise uniqueness using Grownwall’s inequality and also to prove existence using

a Picard iteration.

Proof of Proposition 3.3.2. From Proposition 3.3.4 we can see that

θ̂ (x, y) ,
{
xπ̂ (x, y) , x > 0, y ≥ 0,

0, x ≤ 0, y ≥ 0,
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and

γ̂ (x, y) ,
{
xĉ (x, y) , x > 0, y ≥ 0,

0, x ≤ 0, y ≥ 0,

are globally Lipschitz in the domain x ∈ R, y ≥ 0. Therefore, according to

Proposition 3.3.9 the equation has a unique solution
(
X̂, Ŷ

)
∈ R× [0,∞). It

only remains to prove that X̂ > 0 in order to finish the proof of Proposition

3.3.2, and this is shown in the next proposition.

Proposition 3.3.10. Let x > 0, y ≥ 0. Assume that the predictable process

(π, c) satisfies the integrability condition

P
(∫ t

0

(
|πu|22 + cu

)
du <∞ ∀ 0 ≤ t <∞

)
= 1,

P
(∫ t

0

(∫
Rl

∣∣πF
u J

E (η)
∣∣2 q (dη)

)
du <∞ ∀ 0 ≤ t <∞

)
= 1,

P
(∫ t

0

(∫
Rl

∣∣πT
u J (η)

∣∣2 q (dη)

)
du <∞ ∀ 0 ≤ t <∞

)
= 1.

If (X,Y ) is a solution to the equation
Xt = x+

∫ t

0
rXsds+

∫ t

0
πFXs−

(
dFs

Fs−
− rds

)
+
∫ t

0

∑n
i=1 π

iXs−

(
dSi

s

Si
s−

− rds
)
−
∫ t

0
cXs−ds− λMt,

Yt = y −
∫ t

0
πFXs−

(
dFs

Fs−
− dBs

Bs−

)
+ (1 + λ)Mt∫ t

0
1{Ys>0}dMs = 0.

then

Xt > 0, Yt ≥ 0, 0 ≤ t <∞.

Proof. Denote by τ , {t ≥ 0 : Xt = 0}. We can apply Ito’s formula to Nt =

log (Xt) and take into account that Yt ≥ 0 (also Yt− ≥ 0) and Yt = Yt− = 0 on
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the support of dM c to obtain

Nt = log x+Rt − λ

∫ t

0

dM c
s

Xs−

+

∫ t

0

∫
Rl

log

(
1 + πT

s J (η) − λ

1 + λ

([
πFJE (η) − Ys−

Xs−

]+))
N (ds, dη)

= log x+Rt −
λ

1 + λ

∫ t

0

1

Xs−
d

(
sup

0≤u≤s

[∫ u

0

θFτ
(
µEdτ + σEdWτ

)
− y

]+)

+

∫ t

0

∫
Rl

log

(
1 + πT

s J (η) − λ

1 + λ

([
πFJE (η) − Ys−

Xs−

]+))
N (ds, dη)

= log x+Rt −
λ

1 + λ

∫ t

0

πF
s 1{dMc>0}

(
µEds+ σEdWs

)
+

∫ t

0

∫
Rl

log

(
1 + πT

s J (η) − λ

1 + λ

([
πFJE (η) − Ys−

Xs−

]+))
N (ds, dη)

where

Rt ,
∫ t

0

(
r + πT

s α− cs −
1

2
πT
s σ

Tσπs

)
ds+

∫ t

0

πT
s σdWs, t ≥ 0.

We observe that∫ t

0

∫
Rl

log

(
1 + πT

s J (η) − λ

1 + λ

([
πFJE (η) − Ys−

Xs−

]+))
N (ds, dη)

≥
∫ t

0

∫
Rl

log
(
1 + πT

s J (η)
)
N (ds, dη)

>

∫ t

0

∫
Rl

πT
s J (η)N (ds, dηi) −

∫ t

0

∫
Rl

πT
s J (η)2 πsN (ds, dηi)

> −∞,

according to the assumption about jumps in (2.9). And because

lim
t↗τ

Rt > −∞ on {τ <∞} ,

we can then obtain that τ = ∞.
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Proof of Theorem 3.3.3. First we verify that the condition in (3.1) is satisfied,

because

∫ t

0

∫
Rl

e−βs

∣∣∣∣∣∣∣ v
(
Xs− + θTs J (η) − λ

1+λ

[
θFs J

E (η) − Ys−
]+
,

Ys− − θFs J
E (η) +

[
θFs J

E (η) − Ys−
]+

)
−v (Xs−, Ys−)

∣∣∣∣∣∣∣q (dη) ds

=

∫ t

0

∫
Rl

e−βs

∣∣∣∣∣∣∣
(
Xs− + θTs J (η) − λ

1+λ

[
θFs J

E (η) − Ys−
]+)1−p

·u
(

Ys−−θFs JE(η)+[θFs JE(η)−Ys−]
+

Xs−+θTs J(η)− λ
1+λ

[θFs JE(η)−Ys−]+

)
− (Xs−)1−p u

(
Ys−
Xs−

)
∣∣∣∣∣∣∣q (dη) ds

=

∫ t

0

∫
Rl

e−βs (Xs−)1−p

∣∣∣∣∣∣∣∣∣

(
1 + πT

s J (η) − λ
1+λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

·u

(
Ys−
Xs−

−πF
s JE(η)+

[
πF
s JE(η)− Ys−

Xs−

]+
1+πT

s J(η)− λ
1+λ

[
πF
s JE(η)− Ys−

Xs−

]+
)

− u
(

Ys−
Xs−

)
∣∣∣∣∣∣∣∣∣q (dη) ds

≤ max
z≥0

|u (z)|max
π∈∆

∫
Rl

∣∣∣(1 + πTJ (η)
)1−p − 1

∣∣∣q (dη) ·
∫ t

0

e−βs (Xs−)1−p ds

+ max
z≥0

|u′ (z)|max
π∈∆

∫
Rl

∣∣∣(1 + πTJ (η)
)−p

πTJ (η)
∣∣∣q (dη) ·

∫ t

0

e−βs (Xs−)1−p ds

+ max
z≥0

|u′ (z)|max
π∈∆

∫
Rl

∣∣∣(1 + πTJ (η)
)−p

πTJ (η)
∣∣∣q (dη) ·

∫ t

0

e−βs (Xs−)−p Ys−ds

<∞ a.s.

where the last inequality follows from the assumption (2.10) and u, u′ are

bounded, and that Xs−, Ys− are left continuous with right limits. The second
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to last inequality holds true since(
1 + πT

s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

· u

 Ys−
Xs−

− πF
s J

E (η) +
[
πF
s J

E (η) − Ys−
Xs−

]+
1 + πT

s J (η) − λ
1+λ

[
πF
s J

E (η) − Ys−
Xs−

]+
− u

(
Ys−
Xs−

)

=

(1 + πT
s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

− 1

 · u
(
Ys−
Xs−

)

+

(
1 + πT

s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

·

 Ys−
Xs−

− πF
s J

E (η) +
[
πF
s J

E (η) − Ys−
Xs−

]+
1 + πT

s J (η) − λ
1+λ

[
πF
s J

E (η) − Ys−
Xs−

]+ − Ys−
Xs−

u′ (ξ)

=

(1 + πT
s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

− 1

 · u
(
Ys−
Xs−

)

+

(
1 + πT

s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)−p

·

 −πF
s J

E (η) +
[
πF
s J

E (η) − Ys−
Xs−

]+
−
(
πT
s J (η) − λ

1+λ

[
πF
s J

E (η) − Ys−
Xs−

]+)
Ys−
Xs−

u′ (ξ)

=

(1 + πT
s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)1−p

− 1

 · u
(
Ys−
Xs−

)

−

(
1 + πT

s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)−p

·

(
πF
s J

E (η) −
[
πF
s J

E (η) − Ys−
Xs−

]+)
u′ (ξ)

−

(
1 + πT

s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)−p

·

(
πT
s J (η) − λ

1 + λ

[
πF
s J

E (η) − Ys−
Xs−

]+)
Ys−
Xs−

u′ (ξ)
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Now, according to Lemma 3.1.1, the process

Vt =

∫ t

0

e−βsU (γs) ds+ e−βtv (Xt, Yt) , t ≥ 0,

is a local supermartingle for each admissible control and a local martingale for

the feedback control
(
θ̂, γ̂
)

.

1. If p > 1, then for a sequence of stopping times τk we have

v (x, y) = E
[∫ τk

0

e−βsU (γ̂s) ds+ e−βτkv
(
X̂τk , Ŷτk

)]
≤ E

[∫ τk

0

e−βsU (γ̂s) ds

]
.

Letting k → ∞ and using monotone convergence theorem, we get

v (x, y) ≤ E
[∫ ∞

0

e−βsU (γ̂s) ds

]
.

Now, let (θ, γ) ∈ A (x, y) be admissible controls. It is easy to see from

Proposition 2.2.1 that (θ, γ) ∈ A (x+ ε, y), and the wealth X corre-

sponding to (θ, γ) starting at x+ε with high-watermark y satisfies X > ε.

Using the local supermaringale property along the solution (X, Y ) start-

ing at (x+ ε, y) with controls (θ, γ), we obtain

v (x+ ε, y) ≥ E
[∫ τk

0

e−βsU (γs) ds+ e−βτkv (Xτk , Yτk)

]
.

However, since X > ε we obtain

|v (X,Y )| ≤ Cε1−p,
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where C is a bound on |u|. Therefore, we can again let k → ∞ and use

monotone convergence theorem together with the bounded convergence

theorem (respectively for the two terms on the right-hand side) to obtain

v (x+ ε, y) ≥ E
[∫ ∞

0

e−βsU (γs) ds

]
for all (θ, γ) ∈ A (x, y). This means that

v (x+ ε, y) ≥ sup
(θ,γ)∈A(x,y)

E
[∫ ∞

0

e−βsU (γs) ds

]
= V (x, y)

and the conclusion follows from letting ε↘ 0.

2. Let p < 1. Then by the local supermartingale property we obtain

v (x, y) ≥ E
[∫ τk

0

e−βsU (γs) ds+ e−βτkv (Xτk , Yτk)

]
≥ E

[∫ τk

0

e−βsU (γs) ds

]
.

Letting k → ∞ we get

v (x, y) ≥ E
[∫ ∞

0

e−βsU (γs) ds

]
for each (θ, γ) ∈ A (x, y).

Now, for the optimal (π̂, ĉ) (in proportion form) we have

v (x, y) = E
[∫ τk

0

e−βsU
(
ĉsX̂s

)
ds+ e−βτkv

(
X̂τk , Ŷτk

)]
.

If we can show that

E
[
e−βτkv

(
X̂τk , Ŷτk

)]
→ 0, (3.29)
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then we use monotone convergence theorem to obtain

v (x, y) = E
[∫ ∞

0

e−βsU
(
ĉsX̂s

)
ds

]
and finish the proof. Let us now prove (3.29). The value function

v0 (x, y) , u0x
1−p corresponding to λ = 0 is a supersolution of the

HJB equation since the constant function u0 is a supersolution to (3.21).

Using Lemma 3.1.1 for the function v0 and denoting by

Zt , e−βtv0

(
X̂t, Ŷt

)
= u0e

−βt
(
X̂t

)1−p

,

we obtain

Zt +

∫ t

0

e−βs

(
ĉX̂t

)1−p

1 − p
ds

= Zt +

∫ t

0

Zs
(ĉ)1−p

(1 − p)u0
ds

≤
∫ t

0

(1 − p) (π̂s)
T σZsdWs

+

∫ t

0

Zs−

∫
Rl


(

1 + π̂T
s J (η)

− λ
1+λ

[
π̂F
s J

E (η) − Ys−
Xs−

]+ )1−p

− 1

 Ñ (dη, ds)

≤
∫ t

0

(1 − p) (π̂s)
T σZsdWs

+

∫ t

0

Zs−

∫
Rl

{(
1 + π̂T

s J (η)
)1−p − 1

}
Ñ (dη, ds) .

Recall that from Proposition 3.3.4 we have that ĉ ≥ c0. This means that

if we denote by

δ , c1−p
0

(1 − p)u0
> 0,
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then we have

Zt +

∫ t

0

δZsds

≤
∫ t

0

(1 − p) (π̂s)
T σZsdWs +

∫ t

0

Zs−

∫
Rl

{(
1 + π̂T

s J (η)
)1−p − 1

}
Ñ (dη, ds) .

By the well-known comparison principle we get

Zt

≤ Z0e
−δt exp


∫ t

0
(1 − p) (π̂s)

T σdWs

−1
2

∫ t

0
(1 − p)2 (π̂s)

T σσT π̂sds

+
∫ t

0

∫
Rl (1 − p) ln

(
1 + π̂T

s J (η)
)
N (dη, ds)

−
(∫

Rl

{(
1 + π̂T

s J (η)
)1−p − 1

}
q (dη)

)
t

 ,

, Zt.

We observe that for k > 1,

Z
k

t = e−kδt exp



∫ t

0
k (1 − p) (π̂s)

T σdWs

−1
2
k2
∫ t

0
(1 − p)2 (π̂s)

T σσT π̂sds

+1
2
k (k − 1)

∫ t

0
(1 − p)2 (π̂s)

T σσT π̂sds

+
∫ t

0

∫
Rl k (1 − p) ln

(
1 + π̂T

s J (η)
)
N (dη, ds)

−
(∫

Rl

{(
1 + π̂T

s J (η)
)k(1−p) − 1

}
q (dη)

)
t

+
(∫

Rl

{(
1 + π̂T

s J (η)
)k(1−p) − 1

}
q (dη)

)
t

−k
(∫

Rl

{(
1 + π̂T

s J (η)
)1−p − 1

}
q (dη)

)
t


,

and if k is sufficiently close to 1,
{
Zt

}
t≥0

is Lk-bounded, and hence

uniformly integrable. Therefore, {Zt}t≥0 is uniformly integrable. Now

taking into account that

e−βtv (Xt, Yt) ≤ Zt → 0 a.s. for t→ ∞,

we obtain (3.29) and the proof is complete.
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3.4 Certainty equivalent analysis

We evaluate the quantitative impact of paying proportional high-watermark

fee λ on the initial wealth of the investor. The size of the value function does

not provide any intuitive interpretation. A useful method is to compute the

so-called certainty equivalent wealth. By definition, the certainty equivalent

wealth is such a size of initial bankroll x̃ that the agent would be indifferen-

t between x̃ when paying zero fees and wealth x when paying proportional

high-watermark fees λ, all other parameters being the same.

From Remark 3.2.1 we infer the proper transformation by equating

v0 (x̃) and v (x, y) = x1−pu (z). We solve for quantity

x̃ (z)

x
=

(
u (z)

u0

) 1
1−p

= ((1 − p) cp0u (z))
1

1−p , z ≥ 0,

which is the relative amount of wealth needed to achieve the same utility if no

fee is paid (which also quantifies the proportional loss of wealth).

It is also useful to evaluate the size of the proportional fee (percentage

per year, as in Remark 2.2.6) that would cause the same loss in utility as

the current high-watermark performance fee. More precisely, we want to find

the certainty equivalent α̃ < α so that the value function obtained by using

α̃ and no fee is equal to the value function when the return is α but the

high-watermark performance fee is paid.

Keeping all other parameters the same, the value function for zero high-
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watermark performance fee corresponding to α̃ is given by

ũ0 (α̃) =
1

1 − p
c̃0 (α̃)−p , z ≥ 0.

where c̃0 is defined as in (3.11) with α being replaced by α̃.

Therefore, we are looking for the solution to the equation

ũ0 (α̃ (z)) = u (z) ,

In general, this equation above is difficult to solve analytically. How-

ever, in the particular case where the jump term vanishes, i.e., q = 0, then

c̃0 (α̃) , β

p
− r

1 − p

p
− 1

2

1 − p

p2
· α̃T

(
σσT

)−1
α̃.

and α̃ is implicitly given by

α̃T
(
σσT

)−1
α̃ =

2p2

1 − p

(
β

p
− r

1 − p

p
− ((1 − p)u (z))−

1
p

)
, z ≥ 0.

Because α̃ and α differ only in their first element (α̃F and α, respectively), the

above is a quadratic equation of α̃F . Once we get α̃F , the relative size of the

certainty equivalent α̃F is then α̃F/α.
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Chapter 4

Numerics

To the best of our knowledge, there is no closed-form solution for our

optimization problem at hand. In order to understand the impact of the high-

watermark fees on the investor, we need to resort to numerics. The paper

[17] gave numerical results for the case in which there is only a single risky

asset, the hedge fund, the interest rate is zero and the fund share price is

a continuous process. Specifically, the authors numerically solve the HJB

equation for the value function using an iterative method, then use the results

to describe the optimal investment/consumption proportions, as well as the

certainty equivalent wealth and the certainty equivalent α̃ (which we defined

in the last chapter). Our numeric experiment generalizes the result of [17] in

two ways:

1. In addition to a hedge fund F , we introduce another stock S, possibly

correlated with F , and investigate the value function, the optimal in-

vestment/consumption proportions, as well as the certainty equivalent

wealth and the certainty equivalent α̃ in this multiple-asset case.

2. On top of the multiple-asset case described above, we incorporate jumps
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into the processes of F and S, and study the effect of jumps by compar-

ison.

We follow [17] and set our benchmark parameters as follows,

p0 = 7, β0 = 5%, µF
0 = 20%, µS

0 = 10%, r0 = 4%,

σF
0 = 20%, σS

0 = 20%, ρ0 = 0, λ0 = 25, q = 0.

The Merton values for these parameters are:

πF
0 = 0.571, πS

0 = 0.214, c0 = 0.0861

We keep the size of the volatilities σF , σS to be fixed. This is actually

not restrictive since a model with given α and σ has an identical value function

as a scaled model with return kα and standard deviation kσ, while investment

proportion scales by 1/k. Since we draw most of our graphs for the relative

investment proportion (compared to Merton case), this would actually not

change at all, even by scaling.

First, from a certainty equivalence perspective, we present two graphs

when varying λ, each representing, respectively

• the relative size of the certainty equivalent initial wealth (which means

the proportion x̃0 (z) /x, z ≥ 0);

• the relative size of the certainty equivalent excess return (which means

α̃F (z) − αF , z ≥ 0).
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Figure 4.1: Relative certainty equivalent initial wealth.

Recall from Remark 2.2.2 that α̃F (z) may not be interpreted as the

excess return of the hedge fund share, but α̃F (z)−αF may well be interpreted

as the relative excess return of the hedge fund share, since the jump term is

the same with or without fees. Note that the horizontal axis is the variable z,

the “relative distance to pay HWM fees”, and this applies to all subsequent

graphs as well.

Next, we present two graphs, each representing the size of the relative

optimal investment proportion π̂ (z) /π0, z > 0 (for both the fund and the

stock), and the size of the relative optimal consumption proportion c (z) /c0,

z > 0 in two different cases:

• small average return on hedge fund meaning that µF < µS
0 ;
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Figure 4.2: Relative certainty equivalent zero fee return.

• large average return on hedge fund meaning that µF > µS
0

We remind the reader that the values for zero high-watermark fee are

obtained for z ↗ ∞. This means that all the relative quantities presented

below approach one as z ↗ ∞.

Then, we present a graph representing

• absolute optimal investment proportions and consumption proportion

when varying ρ

Lastly, we present figures comparing the value function, the optimal

investment proportion in the hedge fund, the optimal investment proportion
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Figure 4.3: Relative investment proportions and consumption proportion when
µF < µS

0 .

in the stock and the optimal consumption with and without jumps. For illus-

tration purpose, we experiment with several discrete measures q and functions

J:

• independent jumps:

q1 = 0.001 · 1

4

[
δ[0.8,0] + δ[0,0.8] + δ[−0.8,0] + δ[0,−0.8]

]
,

J1 (η) =

[
1 0
0 1

]
η
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Figure 4.4: Relative investment proportions and consumption proportion when
µF > µS

0 .

• simultaneous jumps and some correlation:

q2 = 0.001 · 1

4

[
δ[0.5,0.5] + δ[0.5,−0.5] + δ[−0.5,0.5] + δ[−0.5,−0.5]

]
,

J2 (η) =

[
1 0.3
0.3 1

]
η

• more jump sizes, some closer to zero:

q3 = 0.001 · 1

8

[
δ[0.9,0] + δ[0,0.9] + δ[−0.9,0] + δ[0,−0.9]+

δ[0.009,0] + δ[0,0.009] + δ[−0.009,0] + δ[0,−0.009]

]
,

J3 (η) =

[
1 0
0 1

]
η

Remark 4.0.1. 1. From the perspective of certainty equivalent analysis, the

high-watermark fees have the effect of either reducing the initial wealth
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Figure 4.5: Investment proportions and consumption proportion when varying
ρ.

of the investor or reducing the excess return of the fund. From Figure

4.1 and 4.2, we can have a more intuitive understanding of this effect

for different values of λ. As expected, certainty equivalent initial wealth

and certainty equivalent zero-fee return decrease as λ increases.

2. From Figure 4.3-4.4 we can see that, when the hedge fund return is bigger

than the stock return, the optimal investment proportions at the high-

watermark level π̂F (0) is greater than its Merton counterpart πF
0 . The

intuitive explanation for this feature is that the investor wants to play

the “local time game” at the boundary. When making a high investment

proportion for a short time the loss in value due to over-investment is
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Figure 4.6: Value functions with and without jumps (q1,J1).

small, while the investor is able to push the high-watermark a little

bit extra and benefit from an increased high-watermark in the future.

This additional increase in high-watermark can be also interpreted as

hedging. On the other hand, when the hedge fund return is smaller than

or equal to the stock return, the optimal investment proportions at the

high-watermark level π̂F (0) is less than its Merton counterpart πF
0 .

3. In Figure 4.3-4.4, people may wonder why varying µF has an effect on

the investment in the stock, given that the fund and the stock are inde-

pendent in this case? The reason is that: varying µF increases the value

function u, and the investment in the stock depends on the value func-

tion u and its derivatives (up to second order) as given in (3.7). Hence,
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Figure 4.7: Investment proportion in hedge fund with and without jumps
(q1,J1).

varying µF indirectly changes the investment in the stock. Also in Fig-

ure 4.3-4.4, we observe that the graph of the investment in the stock

is non-monotone with respect to the horizontal axis (i.e., the relative

distance to paying HMW fees). This is because in (3.7) the investment

in stock depends on z in a complex and non-monotone manner, through

the value function u and its derivatives (up to second order). We don’t

have a very intuitive explanation of this non-monotonicity observation.

4. When we investigate the effect of correlation, we can clearly see the “di-

versification benefit” in Figure 4.5 (where the quantities are in absolute

sense). This means, more specifically, the more negatively correlated of
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Figure 4.8: Investment proportion in stock with and without jumps (q1,J1).

the hedge fund and the stock, the more the investor would invest and

consume.

5. From Figure 4.6-4.17, we can see that the introduction of nontrivial zero-

mean jumps has an effect of increasing volatility, as expected. Thus, it

results in lower value function, lower optimal investment and consump-

tion compared to no-jump case.
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Figure 4.9: Consumption proportion with and without jumps (q1,J1).

Figure 4.10: Value functions with and without jumps (q2,J2).
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Figure 4.11: Investment proportion in hedge fund with and without jumps
(q2,J2).

Figure 4.12: Investment proportion in stock with and without jumps (q2,J2).
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Figure 4.13: Consumption proportion with and without jumps (q2,J2).

Figure 4.14: Value functions with and without jumps (q3,J3).
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Figure 4.15: Investment proportion in hedge fund with and without jumps
(q3,J3).

Figure 4.16: Investment proportion in stock with and without jumps (q3,J3).
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Figure 4.17: Consumption proportion with and without jumps (q3,J3).
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Chapter 5

Conclusion

From a finance perspective, we built a general model of optimal invest-

ment and consumption when one of the investment opportunities is a hedge-

fund charging high-watermark performance fees. Our model is a significant

generalization of the previous model in [17] so that it can be applied in a

market with more assets and richer dynamics (meaning jump price processes).

Mathematically, our approach illustrated a direct way of solving the

problem of stochastic control of jump processes, by finding a classical solution

to the associated HJB equation and then proving verification. This procedure

can be carried out for many other stochastic control problems in different

contexts.

Numerically, our iterative procedure of solving non-linear ODEs proved

to be effective when dealing with ODEs of the HJB type, even when the ODEs

are non-local and the boundary conditions are of different types (Dirichlet,

Neumann or mixed). Also, our numerical experiment provided a variety of

ways of understanding the impact of the high-watermark fees, as well as other

parameters, on the behavior of the investor both qualitatively and quantita-

tively.
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Some of the extensions and future directions are:

• The utility function in our model is limited to be power utility, to allow

for dimension reduction. A natural extension is to consider general utility

function. Then, we would probably need a mixture of viscosity and

probabilistic techniques to solve the much more technical problem of

general utility in our general model.

• In our model, we only consider one hedge fund charging high-watermark

fees among all risky assets. It would be interesting to extend it to a

model with multiple hedge funds each charging its own high-watermark

fees. This would yield a genuine multi-dimensional control problem with

reflection. However, at this moment, it’s not clear to us if this much

more general model is tractable.

• Our model does not address the behavior of the hedge fund manager. If

the hedge fund manager can also adjust the rate of the fees and/or invest

in opportunities that may or may not be accessible to normal investors,

then the fund manager also faces her own utility maximization problem.

In that case, we have both the investor and the fund manager trying

to maximize their own expected utility, which depends on both of their

strategies. We can formulate a differential game between the investor and

the hedge fund manager. This is also an interesting future direction.
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Appendix 1

Appendix

1.1 Proof of Proposition 3.3.4

Proposition. The feedback controls π̂ and ĉ satisfy

0 < ĉ (z) → c0, 0 < π̂ (z) → π0, z → ∞, (1.1)

and

zĉ′ (z) → 0, zπ̂′ (z) → 0, z → ∞. (1.2)

In addition,

ĉ (z) > c0 for z ≥ 1 if p < 1 and ĉ (1) < c0 if p > 1. (1.3)

Proof. The limits of ĉ and π̂ as z → ∞ are direct consequences of their repre-

sentations in (3.9) and (3.7) together with the fact that zu′ (z) , z2u′′ (z) → 0

as z → ∞. Using the implicit characterization of π̂ (z) in (3.8) and implicit

function theorem, we can obtain π̂′ (z). Then taking derivative of the HJB in

(3.6) with π̂ (z) plugged in, and using again zu′ (z) , z2u′′ (z) → 0 as z → ∞,

we conclude that we also have

z3u′′′(z) → 0 as z → ∞.
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We can now use the representations (3.9) and (3.7) and take their derivatives

(meaning implicit function theorem for (3.7)) to obtain (1.2). The qualitative

description of consumption (1.3) is obtained from the representation (3.9)

using the fact that u′ ≥ 0 and u ≤ u0.
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