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The genome's environment contains strong oxidizers, some of which selectively 

attack guanine, the most readily oxidized nucleotide.  The ranking of guanine oxidation 

rates is central G in GGG (GGG) ≥ 5' G in GG (GG) > isolated or 3' G.  Vulnerability to 

selective oxidants puts mutation pressure on guanine.  This is apparent in the differences 

between observed levels of GGG and levels predicted by probability from total G.  GGG 

is below probability predictions in the genomes of D. melanogaster, C. elegans, A. 

thaliana, S. cerevisiae and S. pombe.  GGG is statistically under-represented in H. 

sapiens exons, but over-represented in H. sapiens introns and intergenic domains.  It is 

not under-represented in E. cuniculi.  It is over-represented P. falciparum chromosomes 2 

and 3, but this organism's total G levels are extremely low.  GG generally is not under-

represented in these genomes. 

Beyond enzymatic elimination of the oxidizing agents and their precursors, and 

excision and repair of oxidative lesions, we propose that genomes are built to mitigate 

damage to essential domains.  Resistance to oxidation could be enhanced by making ge-

nomes more “noble” by reducing the fractions of total G, GG and particularly GGG.  Al-

ternately, if the duplex conducts electron vacancies (holes) over ∼100 bp, oxidation could 
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be shifted from essential domains to sacrificially oxidizable GGG and GG in nonessential 

domains.  The distribution of GGG and GG in exons, introns and intergenic domains of 

eight model genomes suggests ennoblement in six, protection by sacrificial anodes in 

one, and no guanine-based protection in one (E. cuniculi).  GGG triads are excluded or 

are statistically underrepresented in exons and short splicing-controlling introns of D. 

melanogaster, C. elegans, A. thaliana, S. cerevisiae, S. pombe and P. falciparum chromo-

somes 2 and 3.  The introns of H. sapiens, which are about twenty times longer than those 

of the other organisms, are rich in sacrificially oxidizable GGG triads that are 50-100 bp 

from the exons.  Their frequency correlates with the presence of protection-requiring 

GGG triads in the exons.  
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Chapter 1:  The Hypothesis of Cathodic Protection of Genes 

INTRODUCTION 

In the 2000 Spiers Memorial Lecture, "On the Hypothesis of Cathodic Protection 

of Genes" (1), Adam Heller said that an electrochemist looking at DNA sees a corrosion 

problem that engineers routinely solve with cathodic protection.  Researchers on remote 

oxidation in DNA, especially, Barton et al. (2, 3), Giese et al. (4, 5), Kawanishi et al. (6), 

Schuster et al. (7), Thorp et al. (8), had accumulated evidence that suggested to them the 

plausibility of this hypothesis.  Heller's lecture synthesized these results, defined and de-

veloped the hypothesis, and asked: are genomes organized to mitigate oxidative damage?  

This question was the impetus for this dissertation, so this introduction is based on that 

lecture, sometimes word-for-word. 

DISCUSSION 

Hypothesis: Cathodic Protection of Genes.  The hypothesis of cathodic protec-

tion of genes states that some organisms have evolved so that sacrificial G-rich DNA se-

quences are preferentially oxidized to cathodically protect genes and other essential do-

mains against oxidative damage.  The sacrificially oxidized domains may be exclusively 

protective, or they may have essential functions, the transient loss of which is tolerated 

within the time required for damage recognition, excision and repair (9, 10).  Conse-

quently, loss of cathodic protection contributes to aging and death of non-proliferating 

cells, increased likelihood of cell mutation, and the particular sensitivity of some cancer 

cells to oxidative damage. 

Cathodic Protection of Metals.  When two electron conductors are in an oxidiz-

ing environment, immersed in the same electrolytic solution, and electrically connected, 

the more noble one is cathodically protected against oxidative damage and the less noble 

one is sacrificially oxidized.  For example, zinc cathodically protects steel against oxida-
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tion, being itself sacrificially oxidized (Fe2+ + Zn  Fe + Zn2+).  The two metals are 

conductors, and the standard potentials for anodic oxidation of iron (Fe → Fe2+ + 2e−) 

and zinc (Zn → Zn2+ + 2e−) are −0.44 V and −0.76 V, respectively (11).  (All potentials 

are relative to the normal hydrogen electrode.)  Cathodic protection of steel hulls of ships 

by zinc, now widely used, was introduced by Humphrey Davy, who was assisted by Mi-

chael Faraday.  For cathodic protection of genes, chromosomal DNA must conduct elec-

trons and/or holes, and essential components of genes must be electrochemically noble 

relative to less essential domains that are sacrificially oxidized. 

Electrical Conduction in DNA.  The occurrence of a faradaic reaction proves 

transport of electrons or holes in a film.  Although passage of an electrical current 

through a film can result from transport of ions, electrons or holes, faradaic reactions do 

not take place unless electrons or holes are transported.  Hartwich et al. studied the occur-

rence of faradaic reactions on electrodes coated with calf-thymus DNA and found that 

thin films of randomly-oriented double-stranded DNA and thiol-terminated 50 Å thick 

monolayers of single-stranded DNA do not conduct electrons or holes (12).  However, 

they found that double-stranded DNA monolayers, in which the duplexes are aligned in 

parallel and tilted by about 30° vs. the surface normal, conduct electrons or holes.  In 

their experiments, Fe(CN)6
3−/4−, which is electrostatically excluded from the film, and 

PQQ, which is covalently bound to the solution side of the monolayer (Figure 1-1), are 

electro-oxidized/reduced.  The rate constants, calculated from cyclic voltammetry (Figure 

1-2) (13, 14), are nil with single stranded DNA, and 2 × 10−3 cm s−1 for Fe(CN)6
3−/4− and 

1.5 ± 0.2 s−1 for PQQ with double-stranded DNA.  The rates decrease when two base 

pairs are mismatched in the 12 bp duplex. 

Okahata and co-workers showed that steady-state DC conductivity increases more 

than a thousand-fold when DNA aggregates are aligned along the helices' axes (23).  The 

steady-state current that they measured could only be electron or hole transport, because 

mobile ions are exhausted in less than one minute in their experiments 
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These demonstrations of DNA conduction in aqueous environments are consistent 

with conduction in solid DNA.  Fink and Schönenberger studied ∼600 nm long DNA 

ropes, and found that their one-dimensional conductance is comparable to that of degen-

erate semiconductors and only ∼100 times smaller than that of iron and their current-

voltage relationship is ohmic (15).  Porath et al. found that ∼10 nm long poly-GC du-

plexes, individually and in small clusters, conduct electrons or holes in air and in vacuo at 

both ambient and cryogenic temperatures (16).   

These experiments demonstrate that DNA can conduct electrons and/or holes in 

the laboratory, not that it does so in vivo.  Solid, aligned DNA aggregates do not repre-

sent flexible, randomly-oriented DNA strands in chromatin generally found in cells (17).  

Special conditions are required to form liquid crystalline DNA in vivo (18-20); intrigu-

ingly, this occurs in E. coli under oxidative stress (21).  Demonstration of DNA conduc-

tion in vivo and in vitro under biological conditions comes from experiments showing 

remote oxidation of G, described below. 

Electrochemical Series of DNA Bases.  Faraggi and co-workers determined that 

the one-electron oxidation potentials of DNA bases of at pH 7 are 1.04 for G; 1.29 for T; 

1.32 for A; and 1.44 V for C, where all potential have ± 0.02 V uncertainty (22).  These 

values, particularly that G is the most reducing of the four nucleotides, were confirmed 

by Oliveira-Brett et al. (23) and Tomschik et al. (24).  Hutter and Clark (25) and Sugi-

yama and Saito (26) calculated that the ionization potential of the G:C base pair is down-

shifted relative to that of the non-hybridized G base.  Not only is G the most reducing 

base, its catalytic one-electron oxidation kinetics in poly-G sequences are particularly 

rapid (27). 

Remote Oxidation of Guanine.  Migration of holes to oxidize remote poly-G se-

quences in dissolved oligonucleotides has been reported by Barton et al. (3, 28-31), 

Schuster et al. (32-39), Giese, Michel-Beyerle and co-workers (40-44), Fukui and Tanaka 

(45) and Saito et al. (26, 46, 47).  Their photochemical, spectroscopic and theoretical 
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studies established that guanines in GG and poly-G sequences are selectively oxidized 

upon oxidative attack at any position in ≤50 bp oligonucleotides.  This distance substan-

tially exceeds the maximum electron transfer distance in proteins, ≤20 Å (48), equivalent 

to ≤6 bp.   These photochemical studies also show that a G oxidized to 8-oxo-7,8-

dihydro-2 -deoxyguanosine stops hole transport (33); remote oxidation can extend from 

double-stranded to single-stranded DNA (39); and G:C base pairs retard carrier transport 

of far less than A:T base pairs (40-44). 

Guanine-rich Domains as Anodes.  A corrosion chemist envisioning a logical 

scheme for cathodic protection of genomes might idealize genes or chromosomes as con-

ducting rods composed of a body with similar mole fractions of A:T and G:C and an end 

piece that is particularly rich in G (Figure 1-3).  In this scheme, the G-rich end piece is 

the sacrificial anode that cathodically protects the body of the DNA rod against oxidation, 

as a zinc-rich end piece protects a brass rod.  Genomic DNA has G-rich domains flanking 

genes and chromosomes that are less essential than genes, at least transiently, but it lacks 

the conductivity to use them as sacrificial anodes.  Vertebrate housekeeping genes often 

have a CpG island at their 5' end (49), and the G of CpG dinucleotides is readily oxidized 

(50).  Telomers at chromosome ends are G-rich in their repeat sequence, GGGTTA in 

humans (51), and in their single-stranded overhang (52, 53).  Neither telomeres nor CpG 

islands are transcribed.  In dissolved DNA, electron transfer across ∼50 base pairs, which 

is much shorter than the distances required for the cathodic protection of genes many 

thousands of bases long (see also (2, 42)).  Conduction over such distances probably is 

restricted to solid DNA arrays in which the molecules are aligned in parallel. 

The search for G-rich domains that could function as sacrificial anodes within the 

constraints of DNA conduction was the impetus for this research.. 

Genome Maintenance in an Oxidizing Environment.  Cellular DNA is exposed 

to strong oxidizers such as NO, H2O2, singlet oxygen, and •OH radicals.  Although 

buildup of NO and H2O2 usually is avoided, their transient concentration can exceed 1 
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nM (54), which means >109 oxidant molecules per genome copy.  Although catalases 

abound in tissues, some of the continuously generated H2O2 reacts with oxidizable transi-

tion metal ions, such as Fe2+ or Cu+, to produce •OH radicals via the Fenton reaction.  As 

a result, the DNA in each human cell undergoes ∼104 oxidative attacks each day (55, 56) 

and requires continual excision and replacement of damaged segments (9, 10).   

DNA conductivity could enable cathodic protection to reduce the likelihood of 

gene alteration by these and other oxidants.  In an insulator, attack by an oxidizer results 

in a local chemical change at the attack site (Figure 1-4).  In a conductor, the reaction 

mainly occurs at the most reducing site within the diffusion range of the hole injected by 

the oxidizer (Figure 1-3).  In conducting DNA, the hole generally diffuses to and reacts at 

a remote, G-rich domain, where it forms a remote radical, often by releasing a proton.  If 

the remote reaction site is less essential than the original attack site, then it acts as a sacri-

ficial anode that provides cathodic protection. 

Cathodic Protection and Cancer.  If the hypothesis is valid, then the extent of 

cathodic protection provided by G-rich domains and the accumulated oxidative damage 

in them help define the likelihood of mutation under oxidative stress which is related to 

cancer (56-58).  Some carcinogens are metabolized to DNA-binding oxidation catalysts.  

For example, carcinogenic aromatic hydrocarbons are hydroxylated to form DNA-

binding ortho-diphenols that react rapidly and efficiently with molecular oxygen to form 

quinones that are rapidly reduced by NADH or NADPH.  Thus, the carcinogen-derived 

phenols/quinones catalyze the reaction NADH + O2 + H+ → NAD+ + H2O2.  Reaction of 

H2O2 with a reduced transition metal ion produces •OH radicals in the Fenton reaction.  

Upon oxidation a G is converted to 8-oxo-7,8-dihydro-2 -deoxyguanosine which, unlike 

G itself, hybridizes not only with C, but also with A.  This results in the attacked G:C 

base pair mutating to T:A after two round of replication.   

Oxidation is a cause and a treatment for cancer.  Theories that connect oxidation 

and cancer (58), including the cathodic protection hypothesis, resolve this paradox as fol-
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lows.  Some cells and genes are particularly susceptible to oxidative mutation, in some 

cases leading to cancer.  Genes with poor cathodic protection, due to weak or exhausted 

sacrificial anodes, putatively are especially susceptible.  In tumors, these same cells and 

genes still are especially sensitive to oxidants, such as those produced by ionizing radia-

tion or chemotherapeutic drugs like cisplatin or doxorubicin, which are oxidation cata-

lysts (59, 60).  The more likely it is that a gene will mutate cancerously under oxidative 

stress, the greater will be its susceptibility to further mutation, leading to cell death.  
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Figure 1-1.  Schematic drawing of Au–S– (CH2)2–ds-oligo–NH–PQQ, the 
PQQ-bound, 12-base duplex oligonucleotide (3'-ACGAAGG 
CTGAT-5') on gold.  The PQQ redox function is attached to 
C5 of the 5'-thymine via a C5–CH2–CH=CH–CO–NH–CH2–
CH2–NH2 spacer arm. The length of the unit is ∼49 ± 2 Å. 
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Figure 1-2. 
 Electro-oxidation/reduction of PQQ/PQQ2− functions bound to 
the termini of monolayers on gold.  Top: Cyclic voltammo-
grams of Au–S–(CH2)2–NH–PQQ (left) and Au–S–(CH2)2-ds-
oligo-NH–PQQ/Au–S–CH2–CH2–OH (right), normalized for 
scan rate: 10 mV s−1 (····) and 500 mV s−1 (—).  Bottom: De-
pendence of peak separation Ep

a E0 on scan rate of Au–S–
(CH2)2–NH–PQQ ( ), 12 base pair duplex Au–S–(CH2)2-ds-
oligo-NH–PQQ ( ), and 12 base pair duplex with two mis-
matches ( ).  Fit to the two domains of the theoretical model 
of Laviron (—····) (from ref. (12)). 
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oligo-NH–PQQ ( ), and 12 base pair duplex with two mis-
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of Laviron (—····) (from ref. (12)). 
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 When DNA conducts, a gene could be cathodically protected 
by sacrificial oxidation of a neighboring G-rich domain.  The 
gene (darker shaded) is attacked by an OH radical that cap-
tures an electron and is reduced to an OH− anion (a).  The cap-
ture of the electron leaves a mobile electron vacancy (hole, h+)
in the gene (b).  The hole diffuses to and is captured in the 
more reducing G-rich domain (lighter shaded) (c), where it re-
acts by releasing a proton and forming a radical (d). 

 When DNA conducts, a gene could be cathodically protected 
by sacrificial oxidation of a neighboring G-rich domain.  The 
gene (darker shaded) is attacked by an OH radical that cap-
tures an electron and is reduced to an OH− anion (a).  The cap-
ture of the electron leaves a mobile electron vacancy (hole, h+)
in the gene (b).  The hole diffuses to and is captured in the 
more reducing G-rich domain (lighter shaded) (c), where it re-
acts by releasing a proton and forming a radical (d). 
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Figure 1-4.  When DNA does not conduct electrons or holes, the oxidation 
site is the site attacked by the oxidizing agent.  An •OH radical 
abstracts a hydrogen atom (a), producing a reactive radical, lo-
cally (b).  
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Chapter 2:  The Non-Uniform Distribution of Guanine in Introns of 
Human Genes: Possible Protection of Exons against Oxidation by 

Proximal Intron Poly-G Sequences 

ABSTRACT 

Earlier studies of oligonucleotides have shown that the rate of oxidation of GGG 

sequences is faster than that of other nucleotide sequences.  Recent studies have shown 

that non-dissolved, double-stranded DNA is a one-dimensional conductor of holes or 

electrons.  GGG and longer poly-G sequences could, therefore, act as sacrificially oxidi-

zable sinks for holes injected remotely into the DNA strand by oxidizing agents.  This 

could cathodically protect the most essential parts of genes, their protein-coding exons.  

The protection of exons would be optimal if GGG sequences were concentrated near the 

termini of introns, flanking exons.  We find, indeed, that GGG sequences are non-

uniformly distributed in introns, that they are much more frequent near 5' intron termini, 

which flank the 3' ends of exons.  We conclude that introns contain sacrificially oxidi-

zable GGG sequences that are optimally positioned both to absorb holes injected directly 

into exons, and to intercept holes that could diffuse to exons from introns, which are 

much larger targets for oxidizing agents. 

INTRODUCTION 

Essential parts of metallic structures commonly are protected against corrosion.  

An expendable, sacrificially oxidized conductor protects an essential, preserved conduc-

tor when the two are electrically connected and residing in the same pool of electrolyte.  

For example, zinc coating (galvanizing) protects fuel storage tanks, steel roofs, and even 

nails (Figure 2-1).  This long-range protection, termed "cathodic protection" by electro-

chemists and materials scientists, was introduced in 1824, when Sir Humphrey Dave at-

tached zinc plates to the steel hulls of British warships to prevent their corrosion in sea-

water (1, 2).  In the zinc/aerated seawater/steel electrochemical cell, the zinc plate is the 
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anode and the steel hull is the (inert) cathode.  When oxygen in the seawater captures 

electrons from the steel cathode, electron vacancies ("holes") in the steel drift to the zinc 

anode.  There the holes oxidize the zinc metal to Zn2+, while the steel remains intact.  

There are three requirements for cathodic protection.  First, the anode and the 

cathode must be electrically connected, so that electrons or holes freely diffuse between 

them.  (Insertion of an insulator between the anode and the cathode precludes cathodic 

protection.)  Second, the anode and the cathode must be in electrolytic contact through an 

ion-transporting electrolyte.  Third, the rate of oxidation of the sacrificial electrode (an-

ode) by holes must exceed that of the protected electrode (cathode).  The electrode with 

the fastest oxidation rate usually is the one with the lowest (most reducing) half-cell po-

tential, because the (thermodynamic) redox potential and the (kinetic) corrosion rate usu-

ally are related through the Tafel and Butler-Volmer equations (3).  According to these 

equations, the rate of a corrosion reaction increases exponentially with its overpotential, 

which is the excess potential driving it.  When the anode is more reducing, the corrosion 

reaction is driven by a larger potential.  

Earlier studies have shown that DNA domains vary in their oxidation resistance, 

and that non-dissolved double-stranded DNA is an electronic conductor, conducting 

holes and/or electrons (see Discussion).  It is, therefore, plausible that some genome do-

mains could be protected microcathodes, while others could be protective microanodes.  

If the protective microanodes are in introns, while the protected microcathodes are exons 

(Figures 2-1), DNA that does not code for proteins could be sacrificed to protect DNA 

that does (Figure 2-2).  Because introns comprise 95% of human genes (4), it is likely 

that they, not exons, comprise most of the sites at which oxidizing agents inject holes.  If 

chromosomal DNA conducts holes over tens of base pairs, then holes diffusing or drifting 

from introns to exons could oxidize exons.  This indirect attack could be mitigated if 

there are sacrificially oxidizable domains at the termini of introns, proximal to exons.  

Then, many of the holes injected into introns could be intercepted and trapped by the pro-
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tective domains (which would be oxidized) before they could reach exons  (Figure 2-3).  

If some of the holes injected into exons could reach and oxidize the proximal protective 

domains, the damage to exons from direct attack by oxidizing agents could be reduced.  

The damage to the sacrificial domains eventually would be recognized and repaired by 

well-known systems (5, 6). 

Heller has hypothesized that genes could be protected against oxidation-caused 

mutation by sacrificially oxidizable, neighboring G-rich domains (7).  In this hypothesis, 

the resting genome is envisioned as a two-component (adenine-thymine (AT) and gua-

nine-cytosine (GC)), electronically conductive filamentary alloy.  If genes conduct holes, 

and if holes injected into their exons (when oxidants capture electrons) drift to and are 

trapped by oxidizing neighboring G-rich domains, then the likelihood of mutation could 

be reduced, according to this hypothesis. 

In this study we show that triplet guanine sequences (-GGG-), which are reducing 

with respect to all other nucleotide triplets, doublets and singlets, are non-uniformly dis-

tributed in the introns of human genes.  They are concentrated near the termini of introns, 

flanking exons.  This is especially true in shorter introns.  Thus, they are optimally situ-

ated to prevent many of the holes injected into introns from reaching exons and to act as 

effective sinks of holes injected directly into exons by oxidizing agents.  

METHODS 

The August 2001 release of the human genome (8) was analyzed.  For each exon 

(coding domain sequences or CDS), the locations of its first and last bases within its con-

tig (contiguous region), its strand (the listed strand or its complement), and its position 

(first, middle or last) within its gene were extracted from the GenBank files.  Within each 

contig, these coordinates were sorted in ascending order by location, and overlapping or 

duplicated exons were merged where possible.  (Less than 1% of overlapping exons were 

on different strands or in different positions and could not be counted.)   
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Using these coordinates, each nucleotide of the genome was classified as gene or 

non-gene, and if gene, as exon or intron.  Each nucleotide was identified as adenine (A), 

thymine (T), guanine (G), cytosine (C) or other/unknown (N).  The guanine nucleotides 

were further classified as singlet, doublet or triplet.  Singlet G were G not neighboring 

another G; doublet G were G bounded by only one other G, as in TGGA; triplet G were 

central G bounded on each side by G, as in TGGGA.  The sum of singlet, doublet and 

triplet G was recorded as total G.  The exon and intron totals of total, doublet and triplet 

Gs were recorded for averages (weighted by nucleotides, not segment).  The distances to 

the nearest 5' and 3' exon boundaries were calculated for each nucleotide.  For intron nu-

cleotides within 250 bp of their 5' or 3' boundaries (the 3' and 5' boundaries of their adja-

cent exons) and for exon-nucleotides within 250 bp of their boundaries, the base, the 

minimum distance and the closest boundary were recorded.  When an intron or exon nu-

cleotide was within 100 bp of both of its boundaries, it was considered proximal to both 

boundaries.  (This occurred in (rare) introns and (common) exons that were less than 200 

bp long.)  Such nuclides were recorded in a special category: short.  The results were 

summed over the genome to derive the average mol fractions of total, doublet and triplet 

G, at each recorded position.  The average mol fraction of, for example, doublet G at 50 

bp from the 5' end of introns was calculated as the number of G in doublet G sequences at 

this position divided by the number of all nucleotides at the same position.  The overall 

mol fraction of, for example, doublet G in introns was calculated as the number of dou-

blet G in all intron positions divided by the number of all intron-nucleotides.  While the 

average mol fraction was a function of position, the overall mol fraction was not.  Results 

for the coding DNA strand (the strand that matches the pre-mRNA produced) were used 

to infer the template DNA strand (the strand that templates pre-mRNA production).  One 

implied the other, because G on one strand pairs with C on the other strand, and the 5' 

end of one strand pairs with the 3' end of the other strand.  
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RESULTS AND DISCUSSION 

Distribution of Guanine in Introns.  The average mol fractions of total G, dou-

blet G and triplet G are elevated, relative to their overall intron values, within 100 bp of 

the 5' terminus of introns on the coding (+) DNA strand and near both the 5' and the 3' 

termini of introns on the template (−) DNA strand (Table 2-1 and Figures 2-4 to 2-11).  

They are depressed near the 3' terminus of introns on the coding strand.  (This intron ter-

minus is rich in pyrimidine nucleotides (T and C) (5, 6).)  The relative elevations increase 

in the order G<GG<GGG (Figures 2-4 to 2-11).  The average mol fraction of doublet G is 

above and that of triplet G is substantially above what would be calculated from probabil-

ity and the average mol fraction of total G.  The numbers of total G and doublet G in 100 

bp of exons overall exceed those of the 5' end of introns, but the number of triplet G in 

100 bp of the 5' end of introns exceed those of exons overall (Table 2-1).  The number 

triplet G in the ends of short introns substantially exceed those of exons overall.  (For the 

definitions of average and overall mol fractions, see the methodology section.)  

Table 2-1 lists the average numbers of total G, doublet G and triplet G in 100 bp 

of intron ends, introns overall, exon ends and exons overall.  The length, 100 bp, is 

roughly half of the average length of exons on chromosome 1 (247 bp).  The average 

number of triplet G in 100 bp at the 5' end of introns, for example, is the sum of the aver-

age mol fractions of triplet G from position 1 through 100.  The average number of triplet 

G in 100 bp of introns overall, for example, is overall mol fraction of triplet G multiplied 

by 100.  Figures 2-4 to 2-11 show the average mol fractions of total G, singlet G, doublet 

G and triplet G in introns as functions of the distance, expressed in base pairs, from the 

intron/exon boundary.  

On both DNA strands, the average mol fractions of total G, doublet G and triplet 

G within 100 bp (near) the 5' terminus of introns are elevated relative to the overall mol 

fractions of introns.  On the coding DNA strand, the average mol fraction of total G is a 

broad plateau over at least 200 bp that slowly decays toward the overall intron value 
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(Figure 2-4).  The first six nucleotides at the 5' end scatter from this trend, because they 

are part of the consensus sequence for pre-mRNA splicing (5, 6).  On the template DNA 

strand, total G peaks at about 7 bp from the boundary, slopes down to the overall intron 

value at about 60 bp and then is flat (Figure 2-5).  This purine-rich region coincides with 

the pyrimidine-rich region on the coding strand.  On both strands, the average mol frac-

tions of total G and doublet G near the 3' end of introns do not differ significantly from 

the overall intron values; the average mol fraction of triplet G is elevated (Table 2-1).  On 

the coding strand, total G increases from a low near the boundary to a broad peak at about 

60 bp that tails toward the overall intron value (Figure 2-4).  The low corresponds to the 

pyrimidine-rich (A- and G-poor) region.  The first three nucleotides at the 3' end scatter 

from this trend, because they are part of the pre-mRNA splicing sequence.  On the tem-

plate strand, total G rises from a low near the boundary to a small peak at about 12 bp 

that tails toward the overall intron value (Figure 2-5).  On both strands, the average mol 

fractions of total G, doublet G and triplet G near the ends of short introns are elevated 

relative to the overall mol fractions of introns (Table 2-1).  This elevation is substantially 

greater than that at the 5' end.  On the coding strand, total G is a broad plateau over at 

least 100 bp that slowly decays toward the overall intron value (Figure 2-4).  On the tem-

plate strand, total G has a peak at about 8 bp from the boundary, slopes down to the over-

all intron value at about 60 bp and then is flat (Figure 2-5). 

The average mol fractions of doublet G and triplet G generally vary with distance 

like the corresponding average mol fractions of total G, e.g., Figures 2-4, 2-8 and 2-10.  

However, the relative elevation of doublet G is greater than that of total G, and the rela-

tive elevation of triplet G is greater than that of doublet G.  Specifically, the average mol 

fractions of total G, doublet G and triplet G at 30 bp from the 5' terminus of introns are 

17%, 28% and 130% greater than the overall intron values on the coding strand.  The 

ends of short introns show even greater elevation.  On all intron ends, the average mol 

fraction of doublet G (XGG) is above what would be calculated from probability (eq. 2-1) 
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and the total G mol fraction (XΣG).  This difference is small on the coding strand (Figure 

2-8) and appreciable on the template strand (Figure 2-9).  On all intron ends, the triplet G 

mol fraction (XGGG) exceeds what would be calculated (eq. 2-2).  This difference is large 

on both strands (Figures 2-10 and 2-11).  Doublet G and triplet G are above what would 

be calculated on introns overall, also. 

 

XGG = 2(1− XΣG )(XΣG)2      (2-1) 

XGGG = (XΣG)3        (2-2) 

 

Table 2-1 lists the average numbers of total G, doublet G and triplet G in 100 bp 

of intron ends, introns overall, exon ends and exons overall.  The numbers of total G and 

doublet G of exons overall exceed those of the 5' end of introns by 4% and 6%, respec-

tively, on the coding strand and by 15% and 24% on the template strand.  However, the 

number of triplet G of the 5' end of introns exceed those of exons overall by 56% and 7% 

on the coding and template strands, respectively.  The numbers of total G, doublet G and 

triplet G of the ends of short introns exceed those of exons overall by 9%, 21% and 

154%, respectively, on the coding strand and by 0%, 4% and 67% on the template strand.  

The numbers of total G, doublet G and triplet G of exons overall exceed those of the in-

trons overall and the 3' end of introns by 25%, 39% and 5%, respectively, averaged over 

the two strands. 

Guanine Oxidation and Electronic Conduction in DNA.  Evidence for prefer-

ential oxidation of guanine nucleotides comes from studies of the electro-oxidation po-

tentials and kinetics of nucleotides and polynucleotides, the ionization potentials of these 

molecules, the chemical and photochemical oxidation of 30 to 100 base oligonucleotides, 

the oxidation of long DNA strands in vitro, and the oxidation of genes in living cells.  

These studies show that G is the most readily oxidized mononucleotide, but with standard 

electrode potential of 1.04 V, only strong oxidizers oxidize G.  GG is more readily oxi-
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dized than G, and GGG is the most readily oxidized nucleotide triplet.  G is reducing by 

approximately 250 mV relative to T, 280 mV relative to A and 400 mV relative to C (9).  

Theory suggests that in the G:C base pair G is even more reducing (10).  Correspond-

ingly, G is electro-oxidized at a more reducing potential and more rapidly than other nu-

cleotides (11, 12).  The rate of redox-couple mediated electro-oxidation of poly-G se-

quences exceeds that of isolated G (13).  This is also true in long DNA strands (14).  In 

vitro, DNA is cleaved preferentially at G by the Fenton reagent (H2O2–Fe2+), which pro-

duces hydroxyl radicals (15).  In living fibroblasts, G of G:C base pairs are preferentially 

oxidized by peroxyl radicals (16).  O'Neill et al. state that "damage (by 193 nm light and 

photooxidants) at -GG- sites is significantly greater than at single guanine sites, presuma-

bly reflecting the lower ionization potentials of -GG- sites" (17).  In a study of the rela-

tive reactivates of 5'-TXGYT-3' sequences in 30-mer B-DNA to photo-induced one-

electron oxidation, Saito et al. state that the sequence TGGGT is 1.4 to 3.9 times more 

reactive then the various TGGYT sequences, which are 1.8 to 20 times more reactive 

than the various TXGYT sequences (18).  Yoshioka et al. state that "5'-GGG-3' triplets 

act as a more effective trap in hole migration than 5'-GG-3'doublets" (19). 

Holes injected at sites of oxidative attack react with G of G:C base pairs of dis-

solved DNA approximately 30 bp remote from the attack site (20-26).  This suggests that 

double-stranded DNA is an electronic conductor, albeit not necessarily a good one, even 

when dissolved in water.  Fink and Schönenberger  (27), Kasumov et al. (28) and Oka-

hata et al  (29) state that solid (non-dissolved) DNA is a one-dimensional conductor of 

holes and/or electrons. The electronic conductivity of non-dissolved DNA is not without 

controversy (30, 31), possibly because the measurement is very difficult (see (32)). 

Oxidative Attack on Genes.  Powerful oxidizers, like nitric oxide, hydrogen per-

oxide and peroxonitrite (ONOO-) abound in cells (33).  They are well distributed, be-

cause their diffusion distance of >10-2 cm (for D ~ 10–5cm2 s-1 and t ~ 20s) is longer than 

the diameter of many cells.  Amatore et al. state that the transient concentration of nitric 
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oxide reaches 0.4 mM in fibroblasts, and this high concentration is sustained for >20 s 

(33).  May et al. state that nitric oxide permeates rapidly through the lipid bilayer mem-

brane of red blood cells (34), making it unlikely that the nuclear lipid bilayer membrane 

can shield the genome from this oxidant.  Measurements of the reactions of nucleotides 

with strong oxidants produced by flash photolysis indicate bimolecular rate constants of 

107 to 109 M–1 s-1 (35). 

The impact of G oxidation depends on the nature of the damage.  If, as occurs 

more frequently (36), G is oxidized to 8-oxo-7,8-dihydroguanine (8-oxoG), the lesion 

blocks mRNA transcription in mammalian cells and signals for rapid transcription-

coupled repair (37).  8-oxoG is a mutagenic lesion, because it does not block DNA  po-

lymerases in prokaryotes and eukaryotes, and it pairs with A as well as C(38).  If the G is 

oxidized not to 8-oxoG, but to 2,6-diamino-4-hydroxy-5-formamidopyrimidine (Fapy-G), 

the lesion may block DNA replication.  (Methylated Fapy-G, a related nucleotide, is a 

potent inhibitor of DNA polymerases in E. Coli and phage T4 (38).)  Oxidation of G to 

Fapy-G usually is a lethal mutation, whether in exons or introns.  

Boiteux et al. state that the lesions resulting from attack by reactive oxygen spe-

cies under physiological conditions threaten genome integrity (38).  According to Se-

kiguchi et al. "oxygen radicals are produced through normal cellular metabolism and 

formation of such radicals is further enhanced by ionizing radiation and by various 

chemicals.  The oxygen radicals attack nucleic acids and generate various modified nu-

cleotides in DNA.  Among them, 8-oxo-7,8-dihydroguanine (8-oxoG) is the most abun-

dant, and appears to play critical roles in carcinogenesis and in aging.  8-OxoG related 

mutagenesis may account for a considerable number of spontaneous mutations in mam-

malian cells" (36).  Site-specific DNA damage at the GGG sequence accelerates telomere 

shortening, associated with the aging of cells (39).  Oxidative stress of cells correlates 

with their aging (40). 
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CONCLUSIONS 

Unintended oxidation, hydrolysis and methylation produce 103 to 104 DNA le-

sions per day in human cells (5).  If 103 of these are oxidative, then in the human genome, 

where genes comprising 28% of nucleotides (4), ∼300 oxidative lesions occur in genes 

each day.  Because the number of human genes is ∼30000, the average period between 

oxidative lesions in a particular gene is ∼100 days.  With ∼10 introns per gene, the aver-

age period between lesions in a particular intron is ∼1000 days.  (Assuming 104 oxidative 

lesions per day, the average period between lesions in a particular intron is ∼100 days.)  

Thus, one triplet G, serving as a sacrificial anode, could protect an exon for 100 days or 

longer by trapping one hole. 

The average mol percentage of triplet G, the most reducing of the mono-, di- and 

tri-nucleotides, is elevated near the 5' termini of introns (proximal to the 3' termini of ex-

ons) on both strands.  Within 100 bp of the 5' termini, it averages 2.7% and 2.2% on the 

coding and template strands, respectively.  On short introns (<100 bp), it is even higher: 

4.4% and 3.5%.  It exceeds the overall mol percentages of triplet G of introns (1.4%) and 

exons (1.7% and 2.1%).  The termini of introns are the optimal locations for triplet G act-

ing as sacrificial anodes protecting protein-coding exons from oxidative damage.  In 

these locations, triplet G could intercept holes injected into introns from reaching exons 

and act as effective sinks of holes injected directly into exons by oxidizing agents.  

Though there are only about two triplet G within 100 bp of the 5' terminus of an average 

intron, intron oxidations likely are separated by hundreds of days.  Thus, a small number 

of triplet G could provide long-term protection.  The damaged triplet G would be recog-

nized and repaired by well-known systems.  Shifting oxidative damage to triplet G near 

intron termini could adversely affect pre-mRNA transcription and splicing and DNA rep-

lication and repair.   
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Table 2-1.  Mean mol percentages of total G, G, GG, and GGG in introns and exons 
overall, and in ends of long and short introns and exons. 

 

  Overall 5' End 

(Long) 

3' End 

(Long) 

5' or 3' End 

(Short) 

Total G + 21. 25. 21. 29. 

Intron − 20. 22. 21. 26. 

Total G + 26. 27. 26. 26. 

Exon − 26. 27. 26. 25. 

G + 12. 12. 11. 11. 

Intron − 11. 11. 10. 11. 

G + 13. 14. 13. 13. 

Exon − 13. 13. 13. 12. 

GG + 8.3 11. 7.8 14. 

Intron − 8.0 9.1 8.5 12. 

GG + 11. 12. 11. 11. 

Exon − 11. 12. 12. 11. 

GGG + 1.4 2.7 1.7 4.4 

Intron − 1.4 2.2 2.0 3.5 

GGG + 1.7 1.8 1.7 1.6 

Exon − 2.1 2.2 2.2 1.8 
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Steel Slab

Protective Zinc Coating 

(a)

 

Intron Intron

Protective 
Domains 

(b)

Exon

Figure 2-1.  Cathodic protection of (a) steel by zinc coating (shaded) and (b) 
exon by flanking intron domains (shaded). 
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Figure 2-2.  A strand of DNA, schematically magnified to show the rela-
tionships of chromosome to gene to exons and introns to DNA 
bases that code for protein (courtesy NIH). 
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(b)

IntronsExons 

(a)
Gene 

Figure 2-3. 

 

 

 

 Proposed protection of exons from holes injected into a gene 
attacked by oxidizing agents when protective domains are (a) 
proximal and (b) remote from exons.  Notes: Non-shaded areas
represent introns; shaded areas are protective microanodes; 
solid black areas represent exons.  Solid black circles represent
holes reaching exons; shaded circles are holes intercepted by 
protective domains. 
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Figure 2-4.  Local average (red circles) and overall average (black lines) 
mol percentages of total G on the coding strand vs. distance 
from exon/intron boundaries for long (≥100 nt) and short in-
trons and exons. 
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Figure 2-4.  Continued. 

 32



0

10

20

30

40

50

-50 0 50 100 150 200 250

Distance from 5' Exon / 3' Intron Boundary, nt  (Long)

Te
m

pl
at

e 
To

ta
l G

, m
ol

 %

 

0

10

20

30

40

50

-50050100150200250

Distance from 5' Intron / 3' Exon Boundary, nt  (Long)
Te

m
pl

at
e 

To
ta

l G
, m

ol
 %

 33

Figure 2-5.  Local average and overall average mol percentages of total G 
on the template strand vs. distance from exon/intron bounda-
ries for long and short introns and exons. 
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Figure 2-5.  Continued. 
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Figure 2-6.  Observed (red circles) and probability-predicted (blue triangles) 
local average and observed overall average (black lines) mol 
percentages of G on the coding strand vs. distance from 
exon/intron boundaries for long (≥100 nt) and short introns 
and exons. 
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Figure 2-6.  Continued. 
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Figure 2-7.  Observed and probability-predicted local average and observed 
overall average mol percentages of G on the template strand 
vs. distance from exon/intron boundaries for long and short in-
trons and exons. 
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Figure 2-7.  Continued. 
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Figure 2-8.  Observed and probability-predicted local average and observed 
overall average mol percentages of GG on the coding strand 
vs. distance from exon/intron boundaries for long and short in-
trons and exons. 
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Figure 2-8.  Continued. 
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Figure 2-9.  Observed and probability-predicted local average and observed 
overall average mol percentages of GG on the template strand 
vs. distance from exon/intron boundaries for long and short in-
trons and exons. 
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Figure 2-9.  Continued. 
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Figure 2-10.  Observed and probability-predicted local average and ob-
served overall average mol percentages of GGG on the coding 
strand vs. distance from exon/intron boundaries for long and 
short introns and exons. 
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Figure 2-10.  Continued. 
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Figure 2-11.  Observed and probability-predicted local average and ob-
served overall average mol percentages of GGG on the tem-
plate strand vs. distance from exon/intron boundaries for long 
and short introns and exons. 
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Figure 2-11.  Continued. 
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Chapter 3:  The Impact of Selective Oxidation on GGG and GG Levels 
and Oxidation Resistance in Eight Model Genomes  

ABSTRACT 

The genome's environment contains strong oxidizers, some of which selectively 

attack guanine, the most readily oxidized nucleotide.  The ranking of guanine oxidation 

rates is central G in GGG (GGG) ≥ 5' G in GG (GG) > isolated or 3' G.  Vulnerability to 

selective oxidants puts mutation pressure on guanine.  This is apparent in the differences 

between observed levels of GGG and levels predicted by probability from total G.  GGG 

is statistically under-represented in H. sapiens exons, but over-represented in H. sapiens 

introns and inter-gene domains.  GGG is below probability predictions in D. 

melanogaster, C. elegans, A. thaliana, S. cerevisiae, S. pombe and.  It is not under-

represented in E. cuniculi.  It is over-represented P. falciparum chromosomes 2 and 3, but 

this organism's total G levels are extremely low.  GG generally is not under-represented 

in these genomes.  The exceptions and other factors underlying guanine distributions are 

discussed.  Guanine minimization, by whatever means, makes genomes more noble, 

plausibly reducing their vulnerability to selective oxidants.  

INTRODUCTION 

Oxidation of Guanine in DNA.  The DNA in each human cell undergoes ∼104 

oxidative attacks each day and requires continual repair (1, 2).  At steady state, each hu-

man cell has ∼104 to ∼105 oxidative lesions, including ∼104 guanine nucleotides (nt) oxi-

dized to 8-oxo-2-deoxyguanosine (oxo8dG) (3).  Oxo8dG, a mutagenic lesion that is the 

principal product of guanine oxidation (4), is rapidly removed by base-excision repair, 

transcription-coupled repair and other systems (3, 5).  Oxidative damage of DNA has 

been implicated as a cause of mutation, cancer (2, 6, 7) and aging (8-10). 
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The genome’s environment contains strong but selective oxidizers, and precursors 

of extremely strong and non-selective oxidizers: hydrogen peroxide, nitric oxide, super-

oxide radicals, molecular oxygen, etc. (11-16).  Extremely strong oxidizers react with any 

base they attack, while strong oxidizers are selective toward more readily oxidized gua-

nine bases (17, 18). 

The ranking of nucleotide oxidation potentials is G < A ≈ T < C, and the ranking 

of guanine oxidation rates is GGG ≥ GG > G, where GGG is the central G in GGG, GG 

is the left or 5' G in HGG, G is the isolated G in HGH and H is any base but G.  (A nu-

cleotide triplet with a bold G denote one specific nucleotide, e.g., GGG refers to the cen-

tral G in the sequence GGG, whereas a triplet without a bold G refers to the whole se-

quence, e.g., GGG refers to the whole sequence GGG.)  The one-electron oxidation po-

tentials at pH 7 are 1.04 V for G < 1.32 V for A ≈ 1.29 V for T < 1.44 V vs. NHE for C 

(19).  These potentials are comparable to those of noble metals: 0.92 V for Pd → Pd2+ + 

e−, 1.19 V for Pt → Pt2+ + e− and 1.36 V for Au+ → Au3+ + 2e− (20).  The relative rates of 

photoinduced oxidation are GGG (2.7) > GG (0.7 to 2.0) > G (0.1 to 0.4), where the rates 

vary with the neighboring nucleotides (21).  Comparison of these rates with rates aver-

aged over all guanines in GGG and GG sequences show that GGG and GG are the hot 

spots (22).  While the chemical oxidation rate of GG is greater than that of G (23, 24), 

the reactivities of GGG and GG with peroxyl radicals are sufficiently similar for GGG to 

appear more reactive in one study (25), but less reactive in another (26).  In HGGG, the 

central G (a GGG) and the 5' G (a GG) are similarly reactive (27).  

Selectivity for GGG and GG is based on their lower oxidation potentials and fa-

cilitated by positive charge (hole) transfer in DNA that channels holes to them (22).  Hole 

transport in DNA has been demonstrated experimentally and explained theoretically (23, 

28-31).  Injected holes by oxidants selectively react with remote GGG and GG, both in 

vitro and in vivo (21, 32-37). 
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These are imperfect generalizations about guanine oxidation.  Preferential oxida-

tion at GGG sequences also reflects sensitizer binding to DNA (38, 39).  Oxidation of G 

in CG and GC by peroxyl radicals appears higher that of GG in one study (26), but not in 

another (25).  (CG and GC denotes the sequences, not the paired bases.)  CG, but not GC, 

is highly suppressed in vertebrates, for reasons unrelated to oxidation (40).  Oxo8dG has 

been called "the ultimate sink of oxidizing equivalents in DNA", because the reduction 

potential of oxo8dG is 0.55 V lower than that of G (41, 42).  The clinically observed fre-

quencies of oxidative mutations (G→T or C→A transversions) are comparable at GGG, 

GG and G in a large human database, but clinical observations may not reflect underly-

ing oxidation rates (43, 44). 

Selective guanine oxidation is crudely modeled by eggs (oxidizing agents) 

dropped on the ground (DNA).  Extremely strong oxidants are like eggs thrown hard at 

the ground: they crack (abstract an electron) and splatter (damage) wherever they hit.  

Strong selective oxidants are like eggs dropped softly.  When they hit grass (A, T or C), 

they usually do not crack.  When they hit dirt (G), they often crack, but they may roll 

along the ground (charge transfer) until they hit rock (GGG or GG).  If they hit rock they 

usually crack and splatter. 

Impact of Selective Guanine Oxidation.  Vulnerability to selective oxidants is 

one of the factors driving guanine concentrations and distributions in genomes.  Oxida-

tion eliminates guanine: the principal product of guanine oxidation is oxo8dG which, un-

repaired, leads to G→T transversion, because oxo8dG pairs with A (45, 46).  This should 

occur more frequently in more oxidizing environments, which could accompany oxidant 

generation and/or anti-oxidant poverty.  Under these conditions, reducing vulnerability to 

selective oxidants should confer selective advantage.  Decreasing guanine levels could 

make DNA less prone to damage by selective oxidants, just as decreasing copper levels 

makes gold-copper alloys more corrosion resistant (47).  Thus, the contributions of muta-
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tional bias for guanine elimination and selection for oxidant resistance are complemen-

tary and difficult to distinguish. 

If selective oxidation drives guanine levels, they should be systematically related 

to oxidation vulnerability or resistance, rather than random.  Total guanine (ΣG) levels 

should be lower in organisms that evolved in more oxidizing environments.  This com-

parison obviously is confounded if different organisms are compared.  It could be clearer 

if the same organism, e.g., a rapidly mutating strain of E. coli (48), is experimentally 

evolved in more and less oxidizing environments.  Levels of more readily oxidized gua-

nine nucleotides, GGG and GG, should be lower than probability predicts from ΣG lev-

els.  These effects should be greater in domains with more mutations.  ΣG, GGG and GG 

levels should be lower in genome domains with fewer functional constraints, because 

they accumulate mutations more rapidly.  Introns and pseudogenes in inter-gene domains 

(IGD) mutate more rapidly than exons, and the third codon position mutates more rapidly 

than the first two positions (49).  Guanine levels should be lower in genome domains 

where oxidation rates are higher and/or repair rates are lower.  The repair rates of coding 

strands could be lower than those of template strands, because they lack transcription-

coupled repair (5, 50-52). 

While these propositions can be compared with actual guanine levels, this com-

parison is indicative, but not a definitive test of the hypothesis that selective oxidation 

drives guanine levels.  Some of these propositions could be violated, but this could indi-

cate that factors unrelated to oxidation dominate guanine levels in these cases.  Some of 

these propositions could be validated, but results consistent with the hypothesis do not 

indicate that selective oxidation is the only or the dominant factor.  However, their wide-

spread violation or validity would be suggestive.  These propositions do not distinguish 

the contributions of mutational bias for guanine elimination and selection for oxidant re-

sistance.  This could be addressed by propositions such as: guanine levels should be 
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lower where selection for oxidation resistance should be higher, such as genes whose 

products fight oxidation (anti-oxidants and oxo8dG repair enzymes). 

Total Guanine Levels.  Total guanine plus cytosine levels reflect many factors 

(see reviews (53-55)).  ΣG mol percentages are less than 25% in seven of the eight model 

organisms (Table 3-S1).  While this suggests that mechanisms eliminate more ΣG and/or 

ΣC than ΣA and/or ΣT, it does not imply that the principal mechanism is guanine oxida-

tion followed by G→T transversion.  ΣG mol percentages are lower in introns and IGD 

than in exons in the eight model genomes (Table 3-S1).  Oxidative elimination acceler-

ated by reduced constraints is only one of the factors that could generate different gua-

nine levels in exons and introns and IGD.  For example, the relative A and T richness of 

plant and invertebrate introns facilitates intron recognition (56, 57). 

The association of survival in highly oxidizing environments and total guanine 

plus total cytosine (ΣG+ΣC) poverty is suggestive, but confounded by differences be-

tween organisms and counter examples.  (The mol percentage of ΣG+ΣC is twice the mol 

percentage of ΣG on the summed coding and template strands.)  Plasmodium falciparum 

is extremely poor (<20%) in ΣG+ΣC (58), and it metabolizes hemoglobin from red blood 

cells and produces reactive oxygen species (ROS) (59).  Entamoeba hystolytica, an an-

aerobic parasite of that causes dysentery in aerobic hosts, is very poor (25%) in ΣG+ΣC 

(60, 61).  However, it is highly vulnerable to exogenous H2O2, and it may use the bacteria 

and red blood cells it engulfs to detoxify ROS (62, 63).  Dictyostelium discoideum, a cel-

lular slime mold that is highly resistant to DNA damage by radiation and H2O2, is very 

poor (22%) in ΣG+ΣC (64, 65).  However, Deinococcus radiodurans, a bacterium that 

survives massive doses of ionizing and short UV radiation, is ΣG+ΣC rich (∼65%), em-

phasizing efficient repair and detoxification (66-69), not invulnerability. 

Among the eight model genomes, only Encephalitozoon cuniculi has approxi-

mately 25% ΣG (genome references and Table 3-S1 in supplemental material).  Minimiz-

ing ΣG probably is evolutionarily penalizing in exons, because deviation from a 1:1 
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AT:GC ratio sharply reduces the possible number of different arrangements of nucleo-

tides (Figure 3-S5).  At 13% ΣG, as in P. falciparum exons, the number of combinations 

possible in a hypothetical 100 bp genome is only 0.001% of the number at 25% ΣG.  

(Note: A hypothetical 100 bp genome grossly under-states the loss of combinations in 

larger genomes.)  This cost could be too high for E. cuniculi, an organism that rigorously 

minimizes its genome size (70).  Glutathione, thioredoxin and superoxide dismutase anti-

oxidants might account for the high oxygen tolerance suggested by the development of 

microsporidia in various aerobic host cells (71).  

GGG and GG Functions.  GGG and GG have crucial biological functions in cer-

tain locations.  The signal sequences for splicing almost all introns (GT-AG or GC-AG 

motifs) contain GG ((72-74) and from the Intron Sequence Information System (ISIS) 

(75) and the SpliceDB (76, 77)).  The poly-pyrimidine track flanking the 3' splice site is 

cytosine-rich in Homo sapiens and somewhat cytosine-rich in Arthropoda (phylum of 

Drosophila melanogaster) ((72, 73, 78) and from ISIS)), so the 5' flank of the template 

strand is guanine-rich in Homo sapiens.  Sequences containing GGG in the 5' flank of 

vertebrate introns enhance splicing, particularly of small exons and introns (78-83).  Te-

lomers, DNA and protein structures that protect the ends of eukaryotic chromosomes, are 

rich in G clusters, containing the TTAGGG repeat in vertebrates (84). 

Examples of GGG and GG in crucial roles emphasize that vulnerability to selec-

tive oxidants is only one of the factors driving guanine distribution, and not always a 

dominant one.  CG methylation for gene silencing and genome imprinting in vertebrates 

is another example of a mutation target with a critical biological function (85).  The prob-

lem with GGG and GG is the risk that their signaling functions will be compromised by 

oxidation.  This risk is <1 in 10000 at each site in human cells, because they have ∼104 

oxo8dG at steady-state and 3.6×108 GGG plus GG (from Table 3-S1). The risk is higher 

in organisms with higher oxo8dG levels and lower GG plus GGG levels (the model uni-

cellular organisms have <106 nt GGG plus GG). 
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To assess the relationship between selective oxidation and guanine levels, we 

compared these propositions with published guanine distributions in eukaryote genomes 

and determined the distributions of GG and GGG in eight model genomes: Homo sapiens 

(Hsa), Drosophila melanogaster (Dme, fruit fly), Caenorhabditis elegans (Cel, nematode 

worm), Arabidopsis thaliana (Ath, flowering plant), Saccharomyces cerevisiae (Sce, 

budding yeast), Schizosaccharomyces pombe (Spo, fission yeast), Encephalitozoon cu-

niculi (Ecu, intracellular parasite) and Plasmodium falciparum (Pfa, malaria parasite). 

METHODS 

Determination of Nucleotide Distributions from Genome Data.  We analyzed 

genome sequences from GenBank (86) for Hsa (Feb. 2002 release) (87, 88), Dme (Oct. 

2000) (89), Cel (Dec. 2001) (90), Ath (Jan. 2002) (91), Sce (Mar. 2002) (92), Spo (Mar. 

2002) (93), Ecu (Mar. 2002) (71), and Pfa chromosomes 2 (Nov. 1998) (58) and 3 (Apr. 

1999) (94).  Their GenBank (GBK) file names are listed at the end of supplemental data.  

Chromosomes 2 and 3 constitute only 7% of the Pfa genome, but their total G plus total 

C mol percentage (20%) is typical of the whole genome (18%) (58, 94).  Preliminary 

analysis of Hsa (Dec. 2001), Cel (May 1999), Ath (Aug. 2001) and Sce (Nov. 2001) ge-

nome sequences yielded similar results. 

For each annotated exon (coding sequence or CDS), we extracted the following: 

its position within its gene (first, intermediate or last), the coordinates of its first and last 

bases within its contiguous sequence (contig), and its strand (the given strand or its com-

plement).  Within each contig, these coordinates were sorted and overlapping or dupli-

cated exons were merged.  Sequences between exons within genes were identified as in-

trons, and sequences next to the 5' end of first exons and/or the 3' end of last exons were 

identified as IGD.  Using these coordinates, each nucleotide was identified as part of an 

exon, intron or IGD. 

Each guanine nucleotide on the given strand in the GBK file was denoted G if it 

had unlike neighbors, "paired" if it was in HGGH and GGG if it was central in a triplet.  
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The paired count was divided by two for the GG count.  Nucleotides on the complemen-

tary strand were inferred from base pairing.  For example, -AGCGGCCGGGCCCA- had 

one G, two GG and one GGG on the coding strand and the same on the template strand.   

For each exon, intron and IGD, we calculated the mol percentages of ΣG, G, GG 

and GGG in the segment overall.  We weighted each segment equally, regardless of 

length, to calculate mean mol percentages.  These segment-weighted averages described 

average exons, introns and IGD; nucleotide-weighted averages would have described av-

erage nucleotides within exons, introns and IGD.  The Codon Database (95), ISIS (75) 

and Karlin et al. (40) use nucleotide-weighted averages, so segment-weighted averages 

offered a somewhat different perspective. 

Probability-Prediction of GGG, GG and G Mol Percentages.  Equations 3-1 to 

3-3 give the mean mol percentages of GGG, GG and G predicted by probability from ΣG 

in a large sample of DNA single strands.  The GG prediction is half of the prediction for 

paired GG (both G in HGGH).  The equation for paired GG differs from that used by 

Karlin et al. (96) and in ISIS for dinucleotides to distinguishing guanines with one like 

neighbor (HGGH) from those with two (GGG).  The probability predictions for double 

strands are the sums, not the averages, of predictions for single strands.   

  

Prob. GGG %  =  (ΣG %/100)3    (Eq. 3-1) 

Prob. GG %  =  (1 – (ΣG %/100)) (ΣG %/100)2  (Eq. 3-2) 

Prob. G %  =  (1 – (ΣG %/100))2 (ΣG %/100)  (Eq. 3-3) 

 

The equations for the means of large samples provided no information about spe-

cific distributions.  For example, they did not predict the percentages of segments with no 

GGG.  To obtain this information, probability predictions were made by Monte Carlo 

simulations.  For each actual segment, a probability-predicted counterpart, of equal length 

and equal total A, T, G, C and N mol percentages, was predicted by assigning a random 

 54



number (0 to 1) to each nucleotide, and then assigning a type (GGG, GG, G, etc.) to each 

nucleotide by dividing the (0 to 1) interval among types according to probabilities, such 

as those of equations 3-1 to 3-3 for GGG, GG and G.  Averages and standard deviations 

of mol percentages were calculated for the predicted segments, and, because there was 

some variation between successive simulations of small genomes, the means of ten 

rounds of simulations were used.  Table 3-S2 lists percentage standard deviations, ex-

pressing the uncertainty of the predicted means, counterparts of the actual means in Ta-

bles 3-1 and 3-S3.  Because the numbers of samples (exons, introns or IGD) were very 

large, even small differences between actual and probability-predicted mol percentages 

were statistically significant. 

RESULTS 

Tables and Figures in this section highlight the minimization of GGG in whole 

exons, introns and IGD.  GG results are in the supplemental materials in Appendix 1 

(Table numbers with "S"), because GGG levels deviate much more from probability pre-

dictions.  In these Tables, single DNA strands are denoted "+" for coding or "−" for tem-

plate, and hybridized double strands are denoted "&". 

Tables 3-1 and 3-S3 list the mean mol percentages of GGG and GG in whole ex-

ons, introns and IGD.  Mol percentages in single strands are mean values of guanine nu-

cleotides per total nucleotides, but mol percentages in double strands are mean values of 

guanine nucleotides per total base pairs.  Single strand values are mol percentages of 

guanine nucleotides, while double strand values are mol percentages of base pairs con-

taining guanine.  The percentage standard deviations (100%(std dev/mean)) were ∼30% 

to ∼300% (Table 3-S4 and Figures 3-1 and 3-S1 to 3-S4).  They reflected true excursions 

of mol percentages within populations, not statistical uncertainties because of small sam-

ple sizes.  

The mean mol percentages of GGG were <0.5% in single strands of several or-

ganisms, notably, in introns of Cel, Ath, Spo and Pfa.  Multiplying these values by me-
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dian intron lengths (Table 3-S1) showed that most of these introns had less than one 

GGG in two strands.  In Hsa, Dme and Ecu, the mean mol percentages of GG averaged 

3.5 times those of GGG; in other genomes, the GG values averaged 5.5 time those of 

GGG.  In all genomes except Hsa and Ecu, the mean mol percentages of both GGG and 

GG in exons exceeded those in introns or in IGD.  In Hsa, the mean mol percentage of 

GG in exons exceeded somewhat that in introns, but the reverse was decisively true for 

GGG. 

Tables 3-2 and 3-S5 list the percentages of the exon, intron and IGD populations 

with no GGG or no GG.  The percentages of single strands with no GGG averaged 42% 

in Cel, Ath and Pfa exons, 25% in Hsa, Dme and Spo exons, 71% in non-Hsa introns, and 

21% in Sce, Spo, Ecu and Pfa IGD.  These percentages were small in Sce and Ecu exons, 

Hsa introns, and Hsa, Dme, Cel and Ath IGD.  GGG exclusion was less probable in these 

segments, because their median lengths were much greater than those of corresponding 

segments in other organisms (Table 3-S1).  The percentages of double strands with no 

GGG were about half the averages of their single strands.  The percentages of strands 

with no GG were about an order of magnitude less than the percentages of strands with 

no GGG.  GG exclusions were improbable relative to GGG exclusions, because GG mol 

percentages were roughly an order of magnitude larger than those of GGG.  The percent-

ages of exon and intron single strands with no GG were generally a factor of two greater 

on coding than on template strands.  

 The percentage differences (100%(observed − predicted)/predicted) between ob-

served and probability-predicted percentages of single strands with no GGG averaged 

68% in Dme and Cel exons, 46% in Ath and Ecu exons, and 24% in Hsa, Sce and Spo ex-

ons (Table 3-S6).  Except in Ath, these percentage differences seldom were ≥33% in in-

trons and IGD.  The percentage differences of single strands with no GG were ≥33% in 

more than half the species and segments, especially in exon and intron template strands, 
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but many are not underlined in Tables 3-2, 3-S5 and 3-S6, because many of the underly-

ing percent exclusions were <5%. 

Tables 3-3 and 3-S7 lists the percentage differences between observed and prob-

ability-predicted mean mol percentages of GGG and GG in exons, introns and IGD with 

GGG and GG, respectively.  (Calculations for GGG only included segments that con-

tained GGG.  Calculations for GG only included segments that contained GG, regardless 

of their GGG content.)  Table 3-S8 lists the absolute differences (observed − predicted) 

between observed and probability-predicted mean numbers of GGG and GG in exons, 

introns and IGD with GGG and GG, respectively.  (Mean numbers were calculated by 

multiplying mean lengths by mean mol fractions.)   

GGG percentage differences of single strands averaged 36% in Hsa introns, 41% 

in Hsa IGD, 19% in Cel IGD, and 17%, 27% and 130% in Pfa exons, introns and IGD, 

respectively.  Hsa introns and IGD were longer and GGG-richer than those of other or-

ganisms, so these percentage differences translated to substantial absolute differences.  

The absolute differences averaged 3 GGG on single strands of Dme, Cel and Pfa IGD.  

Except in Hsa and Pfa, GGG percentage differences of exon single strands were substan-

tially negative, averaging −30% in Dme, Cel and Ath, and −16% in Sce, Spo and Ecu.  

These percentage differences translated to absolute differences smaller than −3 GGG in 

Dme, Cel, Ath, Sce, Spo and Ecu.  

GG percentage differences, unlike those of GGG, were almost uniformly positive 

for exons, predominately positive for introns, and almost uniformly positive for IGD.  

The magnitudes of GG percentage differences usually were less than half the magnitudes 

of GGG percentage differences.  The absolute differences on single strands were ≤3 GG, 

except on Sce, Ecu and Pfa (long) exons, Hsa introns and IGD, and Dme, Ecu and Pfa 

IGD. 

Tables 3-4 and 3-S9 list the percentages of segments with sub-mean mol percent-

ages of GGG and GG in the exon, intron and IGD populations with GGG and GG, re-
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spectively.  Virtually all of the distributions were positively skewed: more than 50% of 

the segments had GGG and GG mol percentages below mean values and tailed toward 

higher values (Figures 3-1 and 3-S1 to 3-S4).  The sub-mean percentages for GGG gen-

erally were 60% to 70%, while those for GG generally were 50% to 60%.  While the per-

centages of (long) Hsa introns and IGD with no GGG were negligible, their percentages 

with sub-mean GGG averaged 67%.  The percentages of single strands with sub-mean 

GGG were substantial in other cases, averaging 67% in Cel introns and 74% in Pfa ex-

ons, a substantial percentage of which also had no GG.  All of the percentage differences 

between the observed and the probability-predicted values were between ≤33% and 

≥−33%. 

DISCUSSION 

Single strand GGG mol percentages are significantly less than 1.6% (equal allot-

ment from 25% ΣG) except in Hsa and Ecu, and GG mol percentages are significantly 

less than 4.7% except in Hsa, Ecu and exons of Dme (Tables 3-1 and 3-S3).  These GGG 

and GG levels are the probable results of ΣG < 0.25 (effective minimization), and, for 

GGG in seven genomes, the results of specific minimization beyond what probability 

predicts from ΣG.  Hsa exons, Dme, Cel Ath, Sce and Spo specifically exclude and sup-

press GGG, but Hsa introns and IGD, Ecu and Pfa do not.  Specific skew of GGG is 

small.   

Intron and IGD GGG and GG Levels.  Among genomes that specifically mini-

mize GGG, specific exclusion is ∼10% in introns and IGD, and specific suppression is 

≥−10% in introns and negligible in IGD (Table 3-5).  Exclusion in Ath introns and IGD is 

exceptionally strong. 

Only one of the more readily oxidized guanine nucleotides, GGG but not GG, is 

lower than probability predicts from ΣG levels.  GG exclusion generally exceeds what 

probability predicts, except in Ecu and Pfa, but most segments contain GG.  In segments 

containing GG, GG mol percentages generally exceed what probability predicts (Table 3-
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5).  This contradicts one of the predictions of the hypothesis that selective oxidation 

drives guanine levels, but it may be rationalized by differences between GGG and GG 

elimination.  GGH offers one hot G as a target for elimination via oxidation and transver-

sion, whereas GGG offers two.  Oxidative elimination of the 5' G of GGG, a GG, actu-

ally eliminates a GGG and produces TGG, with a GG.  If TGG is over-represented, it 

may account for the lack of GG under-representation.  (With oxidative elimination, over-

representation of TGG and GTG should accompany under-representation of GGG, and 

over-representation of TG should accompany under-representation of GG.)  In exons, 

GGG minimization involves two single codons (GGG and CCC), but GGH minimization 

involves 12 single codons, including all codons for glycine and proline. 

GGG and GG are not specifically minimized in Hsa introns and IGD, Ecu and 

Pfa.  The exception genome compaction of Ecu that could contraindicate ΣG minimiza-

tion, and the exceptionally low ΣG mol percentage of Pfa that could obviate specific 

minimization, cannot be invoked to explain the absence of specific minimization in Hsa.  

This suggests that factors opposing oxidative elimination dominate this guanine distribu-

tion.  We will argue that GGG and GG are deployed as scavengers in Hsa introns and 

IGD, to protect essential domains.  This argument follows the suggestions of Barton et al. 

(38, 97), Giese et al. (29, 98), Kawanishi et al. (99), Schuster et al. (100), Thorp et al. 

(101) and Heller et al. (47, 102) that genomes exploit hole conduction in DNA for oxida-

tion protection, among other functions (103). 

Guanine and cytosine dinucleotides (NGGN and NCCN) are over-represented 

(observed/expected ≥ 1.2) in Hsa and Aveolata (phylum of Pfa) introns ((40) and from 

ISIS).  (N represents any base, so NGGN includes both GG and GGG.)  The over-

representation of GG and CC could be related to the very high suppression of CG in Hsa 

(96).  While the G of CG is an oxidation hot-spot (26), CG suppression in nuclear ge-

nomes is usually ascribed to a methylation-deamination-mutation mechanism causing 

C→T transition and other factors unrelated to oxidation (96). 
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Exon GGG and GG Levels.  In exons of Hsa, Dme, Cel Ath, Sce and Spo, spe-

cific exclusion of GGG is ∼20 to ∼70% and specific suppression of GGG is ∼−10 to 

∼−30% (Table 3-5).  Specific minimization of GGG in exons parallels codon usage that 

is biased against GGG and GG in some eukaryotes.  The GGG codon for glycine and the 

CCC codon for proline each would be 25% of codons used for these amino acids without 

bias, but GGG usage is 33% in Ecu, 25% in Hsa, 16% in Ath, and ≤12% in Dme, Cel, 

Sce, Spo and Pfa, and CCC usage is 33% in Hsa and Dme, 23% in Ecu, ∼16% in Sce and 

Spo, and <12% in Cel, Ath and Pfa (from the Codon Usage Database (95)).  (CC and 

CCC on the coding strand imply GG and GGG on the template strand.)  GGG is under-

represented (observed/expected ≤ 0.8) in Arthropoda (Dme), Nematoda (Cel), Magnoli-

opsida (Ath), Ascomycota (Sce and Spo) and Aveolata (Pfa) exons, and CCC is under-

represented in Nematoda (Cel) and Magnoliopsida (Ath) exons (from ISIS).  Biases 

against codons containing GG and CC are similarly ordered, but weaker.   

Synonymous codon usage is biased by considerations of gene expression, tran-

scription and translation efficiency, mutational bias, local and global ΣG+ΣC level, DNA 

structure, and other factors (104-106).  Probability prediction approximated exons as col-

lections of nucleotides; they are better modeling them as codon sequences, as in the syn-

onymous-sites approach (107, 108).  Because of these confounding factors and simplifi-

cations, the lower levels of specific minimization in introns may be better estimate of the 

effects of selective oxidation. 

Strand Asymmetry of Guanine.  Table 3-6 lists the percent asymmetries 

(100%(coding − template)/(coding + template)) of ΣG, GGG and GG in exons and in-

trons.  These values are the local asymmetries of exons and introns accumulated over the 

genomes.  They are not large-scale strand asymmetries which eukaryotic chromosomes 

lack (96, 109).  Codon biases also indicate ΣG asymmetries in exon strands (110).  The 

asymmetries generally are positive, indicating more guanine on the coding strand, except 

for that of intron GGG which is negative (zero in Hsa).  While GGG in introns presents 
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the cleanest conditions for observing selective oxidation, this result is ambiguous because 

many factors contribute to strand asymmetry (111). 

Defenses against Genome Oxidation.  Organisms generally employ multiple de-

fensives against oxidation.  Enzymes like catalases, superoxide dismutases, glutathione 

transferases and heme oxygenase, and protective molecules like bilirubin, melatonin, 

carotene and glutathione detoxify strong oxidizing agents and are the first line of defense 

against them (69, 112, 113).  Next, DNA protects itself: the bases' oxidation potentials 

are comparable to those of noble metals, the most readily oxidized nucleotide, guanine, is 

minimized and the DNA is wrapped in and around proteins (chromatin (114)) that sub-

stantially but imperfectly shield it (35, 115, 116).  The last lines of defense are repair of 

oxidative lesions (52, 85) and apoptosis (117). 

Guanine minimization can be seen as an element of genome defense.  Because 

GGG ≥ GG > G are the most rapidly oxidized nucleotides, a simple way to increase ge-

nomic oxidation resistance is to minimize ΣG mol percentage (47).  This minimizes GGG 

> GG > G: probability predicts (equations 3-1 and 3-2) that GG and GGG mol percent-

ages in the coding strands of Pfa exons (0.22% and 2.9%) that are seven and three times 

lower than those in Hsa exons (1.6% and 9.4%), because the exon ΣG mol percentage in 

Pfa (13%) is a factor of two lower than that in Hsa (25%).  Seven of the eight model ge-

nomes augment ΣG minimization by specifically minimizing GGG, but not GG, below 

probability-predicted levels in exons.  The absence of specific GG minimization under-

cuts the contribution of specific GGG minimization to overall genome resistance to selec-

tive oxidants, because GG and GGG oxidation rates are similar, GG is 3.5 to 5.5 times 

more prevalent and the oxidation frequency is small relative to the numbers GG and 

GGG. 

Alternately, guanine minimization can be seen as a measure of other genome de-

fenses.  Selective oxidation eliminates guanine until its levels that can be maintained by 

genome defenses and mutations producing guanine.  D. radiodurans is ΣG+ΣC rich 
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(∼65%) and an expert at repairs (69).  Both views could be instructive, because, one way 

and/or the other, selective oxidation is a factor in the complex function that establishes 

guanine levels.   
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Table 3-1.  Mean mol percentages of GGG in exons, introns and IGD. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 1.8 1.1 0.60 0.98 0.78 0.68 1.8 0.41 

Exon − 1.9 1.2 0.58 0.55 0.70 0.64 0.83 0.28 

 & 3.7 2.3 1.2 1.5 1.5 1.3 2.6 0.69 

 + 2.0* 0.50 0.31 0.30 0.47 0.19  0.07 

Intron − 2.0* 0.95 0.37 0.34 0.53 0.20  0.13 

 & 4.0* 1.5# 0.68# 0.64# 1.0 0.39  0.20 

 + 1.7 0.77 0.51 0.46 0.55 0.35 1.5 0.17 

IGD − 1.7 0.83 0.67* 0.47 0.57 0.39 1.7* 0.17 

 & 3.4 1.6 1.2 0.94# 1.1 0.73# 3.2* 0.34 

 
Notes:  Mol percentages are highlighted when ≤0.5% (bold red).  They are underlined 
when their percentage differences (100%(actual − prob.)/prob.) from probability-
predicted values are ≥33% (solid blue) or ≤−33% (dotted red), except when actual mol 
percentages are ≤0.5%.  Intron or IGD mol percentages are stared when their percentage 
differences (100%(intron − exon)/exon) from corresponding exon values are ≤−33% (# 
red) or ≥0% (* blue), except when intron or IGD mol percentages are ≤0.5%. 
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Table 3-2.  Percentages of exon, intron and IGD populations with no GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 26. 20. 45. 32. 5.8 28. 2.6 36. 

Exon − 28. 19. 48. 49. 6.1 31. 3.7 40. 

 & 12. 8.5 25. 20. 2.9 17. 0.61 24. 

 + 4.0 60. 67. 70. 46. 86.  88. 

Intron − 3.5 46. 65. 69. 43. 87.  83. 

 & 1.7 35. 55. 52. 27. 77.  76. 

 + 0.47 5.5 13. 6.6 22. 17. 32. 16. 

IGD − 0.43 4.8 10. 5.9 23. 16. 24. 17. 

 & 0.26 3.4 6.6 3.6 14. 10. 16. 8.0 

 
Notes:  Population percentages are highlighted when ≥33% (bold blue).  They are under-
lined when their percentage differences from probability-predicted values are ≥33% 
(solid blue) or ≤−33% (dotted red), except when actual population percentages are ≤5% 
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Table 3-3.  Percentage differences between observed and probability-predicted mean mol 
percentages of GGG in exons, introns and IGD with GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + −8.8 −40. −31. −25. −20. −25. −20. −0.29 

Exon − 1.0 −33. −26. −25. −9.3 −10. −9.1 34. 

 & −4.7 −40. −36. −30. −16. −20. −17. 13. 

 + 33. −7.7 −14. −17. −2.9 −20.  5.8 

Intron − 38. 9.9 7.2 −5.8 5.6 −2.9  48. 

 & 36. 2.2 −1.1 −15. 1.6 −13.  45. 

 + 40. 5.6 16. 2.8 6.6 −6.0 −6.4 140. 

IGD − 42. 8.4 23. 3.1 2.5 −6.1 4.0 120. 

 & 41. 8.0 21. 3.4 8.5 −4.9 7.3 190. 

 
Notes:  Percentage differences are underlined when ≥33% (solid blue) or ≤−33% (dotted 
red), except when actual mol percentages are ≤0.5%. 
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Table 3-4.  Positive skew of distributions: percentages of segments with sub-mean mol 
percentages of GGG in exon, intron and IGD populations with GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 62 63 64 64 61 70 56 76 

Exon − 62 61 65 63 60 64 62 72 

 & 60 58 62 62 58 64 55 72 

 + 69 58 67 58 65 58  61 

Intron − 69 70 67 60 68 60  66 

 & 67 65 60 68 65 58  61 

 + 66 53 61 60 61 58 62 65 

IGD − 67 53 63 60 61 60 63 63 

 & 66 52 60 58 58 57 60 60 

 
Notes:  Population percentages are highlighted when ≥66% (bold blue). 
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Table 3-5.  Percentage differences between observed and probability-predicted values of 
GGG and GG exclusion (Table 3-2), suppression (Table 3-3) and skew (Ta-
ble 3-4) on single strands (avg. coding and template). 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 2 18. 75. 61. 48. 30. 24. 44. −5.6 

Exon 3 −3.9 −36. −28. −25. −14. −18. −14. 17. 

 4 −1.2 3.7 1.5 0.32 −3.1 −1.6 −3.5 −0.19 

 2 −10. 8.4 8.2 26. 13. 14.   −7.5 

Intron 3 36. 1.1 −3.3 −11. 1.4 −11.   27. 

 4 −2.3 5.1 2.3 −8.1 10. 8.8   5.0 

 2 −2.6 9.9 1.2 46. 3.9 21. −19. −69. 

IGD 3 41. 7.0 19. 2.9 4.6 −6.1 −1.2 130. 

 4 −1.5 −4.6 1.7 −1.6 −2.1 −3.8 −7.6 −4.0 

 
Notes:  Entries are color-coded purple ≥50%; blue ≥33%; green ≥10%; black <10% and 
>−10%; orange ≤−10%; red ≤−33%; pink ≤−50%, except when they would not be under-
lined in Table 3-2 or highlighted in Table 3-3. 
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Table 3-5.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 2 14. 41. 110. 66. 9.2 37. −34. 4.8 

Exon 3 11. 5.8 1.2 4.4 9.1 7.1 5.1 26. 

 4 −0.67 1.8 2.6 1.9 −1.6 2.0 1.1 −0.74 

 2 32. 59. 42. 110. 180. 69.   −20. 

Intron 3 14. 6.6 11. −1.4 −2.9 3.5   51. 

 4 −2.2 3.8 5.2 0.10 4.8 3.5   −0.70 

 2 46. 48. 80. 120. 110. 32. 16. −27. 

IGD 3 15. 1.3 2.4 2.3 1.0 −0.59 15. 60. 

 4 −2.7 2.1 0.68 −0.70 −3.1 2.8 −0.67 −4.0 
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Table 3-6.  Percentage asymmetry of ΣG, GGG and GG in exons and introns. 

 

  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Exon ΣG 1.1 −0.28 1.9 8.0 3.2 1.5 17. 16. 

 ΣG 2.8 0.91 2.0 9.3 4.3 5.1 16. 15. 

Exon GGG −3.1 −5.2 1.2 28. 5.2 2.8 36. 20. 

 GG 4.4 4.2 8.0 20. 7.3 11. 25. 18. 

 ΣG 1.3 −3.4 5.2 3.8 0.25 8.1  8.0 

Intron GGG 0.32 −31. −8.0 −6.0 −6.2 −3.8  −29. 

 GG 0.77 −12. 6.1 12. −2.8 17.  10. 

 
Notes:  First exon ΣG asymmetry calculated from the Codon Usage Database. 
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 Observed (red bars) and probability-predicted (blue lines) fre-
quencies, and observed means (black bars) of GGG mol per-
centages on coding strands.  Notes:  See Table 3-2 for frequen
cies at 0 %, which often are off scale.  Charts in each row 
show exons, introns and IGD, from left to right.  Vertical full
scales are 20% of population.  Horizontal full scales are 15%
and intervals are 0.15%.

 Observed (red bars) and probability-predicted (blue lines) fre-
quencies, and observed means (black bars) of GGG mol per-
centages on coding strands.  Notes:  See Table 3-2 for frequen
cies at 0 %, which often are off scale.  Charts in each row 
show exons, introns and IGD, from left to right.  Vertical full
scales are 20% of population.  Horizontal full scales are 15%
and intervals are 0.15%.
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Chapter 4:  Evaluation of Genome Designs for Oxidation Resistance: 
Guanine Minimization and Scavenger Guanine 

ABSTRACT 

The genome's environment contains strong oxidizers, some of which selectively 

attack guanine, the most readily oxidized nucleotide.  The ranking of guanine oxidation 

rates is central G in GGG (GGG) ≥ 5' G in GG (GG) > isolated or 3' G.  Beyond enzy-

matic elimination of the oxidizing agents and their precursors, and excision and repair of 

oxidative lesions, we propose that genomes are built to mitigate damage to essential do-

mains.   

Resistance to oxidation could be enhanced by making genomes more “noble” by 

reducing the fractions of total G, GG and particularly GGG.  Alternately, if the duplex 

conducts electron vacancies (holes) over ∼100 bp, oxidation could be shifted from essen-

tial domains to sacrificially oxidizable GGG and GG in nonessential domains.  The dis-

tribution of GGG and GG in exons, introns and intergenic domains of eight model ge-

nomes suggests ennoblement in six, protection by sacrificial anodes in one, and no gua-

nine-based protection in one (E. cuniculi).  GGG triads are excluded or are statistically 

underrepresented in exons and short splicing-controlling introns of D. melanogaster, C. 

elegans, A. thaliana, S. cerevisiae, S. pombe and P. falciparum chromosomes 2 and 3.  

The introns of H. sapiens, which are about twenty times longer than those of the other 

organisms, are rich in sacrificially oxidizable GGG triads that are 50-100 bp from the ex-

ons.  Their frequency correlates with the presence of protection-requiring GGG triads in 

the exons.  

INTRODUCTION 

Oxidation and Protection of DNA.  The DNA in each human cell undergoes 

∼104 oxidative attacks each day (1, 2) resulting in ∼104 to ∼105 oxidative lesions at steady 
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state (3) and requires many levels of protection and repair.  Enzymes and antioxidants 

detoxify strong oxidizing agents and are the first line of defense against them (4-6).  

Next, DNA protects itself: the bases' oxidation potentials are comparable to those of no-

ble metals (data in (7, 8)), the DNA is wrapped in and around histone proteins in chroma-

tin (9) which substantially but imperfectly shield it (10-12), and, we propose, the guanine 

distribution mitigates oxidation.  The last line of defense before apoptosis (13) is repair of 

oxidative lesions (14, 15).  Rapid removal by base-excision repair, transcription-coupled 

repair and other systems limit the number of 8-oxo-2-deoxyguanosine (8oxodG), the ini-

tial and principle product of guanine oxidation, to ∼104 lesions at steady state  (3, 16). 

The genome’s environment contains extremely strong but short-lived oxidizers 

that attack indiscriminately any base, and strong and more persistent oxidizers that attack 

selectively the more readily oxidized bases (17).  The ranking of nucleotide oxidation po-

tentials is C > A ≈ T > G (8), and the ranking for guanine oxidation rates is G ≈ GG << 

GG ≤ GGG (18-23), where G is the isolated G in HGH, GG is the right or 3' G in HGG, 

GG is the left or 5' G in GGH, GGG is the central G in GGG and H is any base but G.  

(A nucleotide triplet with a bold G denotes one specific nucleotide, GGG refers to the 

central G in the sequence GGG, whereas a triplet without a bold G refers to the whole 

sequence, e.g., GGG refers to the triad GGG.  The sum of G, GG, GG and GGG is ΣG, 

the total guanine.)  Selectivity for GG and GGG is based on their lower oxidation poten-

tials and is enhanced by positive charge (hole) transport in DNA (21, 24-27) that chan-

nels holes to them, both in vitro and in vivo (11, 28-32).   

These are imperfect generalizations about guanine oxidation.  The oxidation rate 

of a particular guanine can reflect the site's affinity for the oxidants and or sensitizers (33, 

34) as well as its oxidation potential.  Guanine in CG sequences and 8oxodG also are 

readily oxidized (19, 35).  Clinical frequencies of oxidative mutations are comparable at 

G, GG and GGG in a large human database (clinical observations may not reflect under-

lying oxidation rates) (36, 37). 
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Guanine Distribution and Oxidation Resistance.  The selectivity of selective 

oxidizers for guanine, especially GG and GGG, implies that the guanine distribution af-

fects genomic resistance to selective oxidants.  The guanine distribution can be character-

ized compositionally and positionally by the mol percentages of ΣG, G, GG and GGG in 

exons, introns and inter-gene domains (IGD) and the mean mol percentages of these nu-

cleotides at locations in these segments.  In a hypothetical random distribution, the mean 

mol percentage of ΣG is 25%, the mean mol percentages of G, GG and GGG equal what 

probability predicts from ΣG (Equations 4-1 to 4-4), and guanine nucleotides are ran-

domly dispersed over the genome.  Averaged over sufficiently large numbers (>1000) of 

exons, introns and IGD, random dispersion gives mean mol percentages that are ap-

proximately uniform, varying little with location.  (Note: Randomly dispersed ΣG with a 

mean of 25% and a standard deviation of 43%, has a standard error of the sampled mean 

of 1.3% for 1000 segments (see (38)).  The standard deviation of ΣG is (100%)×((ΣA 

%/100)(0−ΣG)2 + (ΣT %/100)(0−ΣG)2 + (ΣG %/100)(100%−ΣG)2 + (ΣC 

%/100)(0−ΣG)2) 0.5, where ΣA is the mol percentage of adenine.)  With hypothetical ran-

dom distributions considered neutral, a real distribution would be considered favorable 

for oxidation resistance if it is systematic such that the impact of selective oxidation is 

mitigated and unfavorable if it is systematic such that the impact is exacerbated.  Evalua-

tion of a guanine distribution by inspection is indicative but provisional, because we have 

sequenced genomes, substantial understanding of DNA oxidation and established engi-

neering practices against corrosion, but we have only evolving understanding of the com-

plex biological gestalten.   

 

Prob. G %  =  (100%) × (1 – (ΣG %/100))2 × (ΣG %/100) (Eq. 4-1) 

Prob. GG %  =  (100%) × (1 – (ΣG %/100)) × (ΣG %/100)2 (Eq. 4-2) 

Prob. GG %  =  Prob. GG %      (Eq. 4-3) 

Prob. GGG %  =  (100%) × (ΣG %/100)3   (Eq. 4-4) 
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Guanine distributions can be evaluated against engineering principles for corro-

sion prevention through materials selection, structural design and removal of corrosives 

(39, 40).  Materials with greater oxidation resistance make structures more oxidation re-

sistant.  Genomes and domains within genomes that minimize ΣG and minimize GG and 

GGG relative to other guanine nucleotides should resist selective oxidants better than 

those that do not.  ΣG, GG and GGG minimization is constrained in domains where the 

sequence is the function, e.g., in exons where nucleotide triplets code for amino acids and 

in intron domains that signal splicing (10, 15).  Electrical connection between an essential 

part that is more readily oxidized and an expendable part that is more oxidation resistant 

increases corrosion, because it allows the former to be corroded by oxidants attacking the 

latter (corrosion cell) (41).  Conversely, electrical connection between an essential part 

that is more oxidation resistant and an expendable part that is more readily oxidized re-

duces corrosion, because it allows the latter to act as a sacrificial anode cathodically pro-

tecting the former.  Essential genome domains that have lower guanine levels, especially 

GG and GGG levels, than neighboring expendable domains, e.g., exons with their splice 

sites that have lower levels than neighboring introns, should mitigate oxidative damage 

better than those that have the reverse.  Exons that have more GG and GGG than their 

neighboring introns, but which are electrically insulated by the intervening DNA, as de-

scribed by Barton et al. (26, 42-44) (also (28)), should be more oxidation resistant than 

those that are electrically connected.  Removing oxidants from the environment or block-

ing them with a coating reduces corrosion.  Genomes that maximize guanine levels in 

expendable domains to do oxidant scavenging in parallel with antioxidants and enzymes 

in the nucleoplasm reduce selective oxidation better than those that do not. 

A guanine distribution with all of the characteristics favorable for oxidation resis-

tance goes against some genomic propensities.  The guanine minima possible in an ex-

pendable domain may be lower than those possible in a neighboring essential domain, 
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because the essential domain inherently is more functionally constrained.  While some of 

their sequences are functional, introns and IGD do not have to be translated in toto into 

efficient enzymes, exons do.  Mutational bias due to the differences in oxidation resis-

tance among guanine nucleotides is a plausible mechanism for minimizing GG and GGG 

relative to other guanine nucleotides (Chapter 3), but this mechanism should be more ac-

tive in non-functional domains of introns and IGD, which mutate faster than exons (45).  

The ideal distribution minimizes guanine in essential domains to make them more noble 

and maximizes it in neighboring expendable domains to make them better oxidant scav-

engers.  Two simpler distributions that emphasize guanine minimization or guanine scav-

engers should resist selective oxidants better than a hypothetical random distribution. 

Guanine Minimization.  Heller (46) suggested that minimizing guanine levels 

could make DNA more resistant to oxidation, just as minimizing copper levels makes 

gold-copper alloys more corrosion resistant, e.g. 14 vs. 18 karat gold.  Genomes and do-

mains within genomes with lower ΣG mol percentages should resist selective oxidation 

better than those with higher ΣG mol percentages, if GG and GGG mol percentages equal 

what probability predicts from ΣG (Equations 4-2 and 4-4), because A, T and C are more 

noble than G.  Genomes and domains with lower GG and/or GGG mol percentages 

should be more oxidation resistant than those with higher GG and/or GGG mol percent-

ages, if ΣG levels are the same, because other guanine nucleotides are more noble than 

GG and GGG.  Genomes and domains that minimize GG should resist selective oxida-

tion better than those that minimize GGG, even though GG and GGG oxidation rates are 

similar.  If GG and GGG are minimized such that they both are lower than probability 

predicts by the same factor, the GG minimization eliminates more nucleotides, because 

probability predicts that GG is 3.0 to 6.7 times more prevalent than GGG at 25% to 13% 

ΣG.   

Minimizing ΣG minimizes GG and GGG more rapidly, because their mol per-

centages scale with (ΣG)2 and (ΣG)3, respectively (Equations 4-2 and 4-4).  Probability 
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predicts mean GG and GGG mol percentages in Pfa exons (1.5% and 0.22%) that are 

three and seven times smaller than those it predicts in Hsa exons (4.7% and 1.6%), be-

cause the mean ΣG mol percentage in Pfa exons (13%) is a factor of two lower than that 

in Hsa exons (25%) (Table 4-S1).  This simple strategy probably is evolutionarily penal-

izing, because deviation from a one-to-one A:T-to-G:C ratio sharply reduces the possible 

number of different arrangements of nucleotides.  At 13% ΣG, the number of possible 

combinations is >10500 times smaller than the number at 25% ΣG in a hypothetical 104 bp 

genome (Equation 4-5 (see (47)) using PAPCW (48)). 

Non-specific minimization of GG and GGG, resulting from ΣG minimization, can 

be augmented by specific minimization below what probability predicts from ΣG.  The 

combinatorial penalties incurred by specifically minimizing GG and GGG are far smaller 

than those incurred by non-specifically minimizing GG and GGG by minimizing ΣG.  At 

13% ΣG with 1.5% GG and 0.22% GGG, the number of possible combinations is >10750 

times smaller than the number at 25% ΣG with equal GG and GGG mol percentages in a 

hypothetical 104 bp genome (Equation 4-6).  GG and GGG minimization have different 

effects.  In exons, GGG minimization involves two single codons (GGG and CCC), but 

GG minimization involves 12 single codons, including all of the codons for glycine and 

proline.      

 

Combinations  =  ((NΣA + NΣT + NΣG + NΣC)!)  

     ÷ (NΣA! × NΣT! × NΣG! × NΣC!)    (Eq. 4-5) 

Combinations with GG and GGG Specified  = 

     ((NA + NT + (NΣG − 2NGG − 3NGGG) + NGG + NGGG  

     + (NΣC − 2NCC − 3NCCC) + NCC + NCCC)!)  

     ÷ (NA! × NT! × (NΣG − 2NGG − 3NGGG)! × NGG! × NGGG!  

     × (NΣC − 2NCC − 3NCCC)! × NCC! × NCCC!)  (Eq. 4-6)  

where,  NΣG is the number of guanine nucleotides and  
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     NGG is the number of guanine pairs (GG sequences). 

 

Scavenger Guanine.  Genomic and nucleoplasmic guanine could be a significant 

scavenger of selective oxidants in the nucleus.  Guanine is selective for strong oxidants: 

1.0 V E°' for guanine (8) vs. −0.24 V E°' for glutathione (49), where E°' is the standard 

reduction potential at pH 7.  Genomic guanine is distributed throughout the nucleus, be-

cause chromosomes are tightly condensed only during cell division (10, 15).  The gua-

nine concentration in the nucleus is comparable to that of other antioxidants: ∼30 mM 

genomic ΣG in Hsa, ∼1 mM genomic ΣG in Ath and ∼0.5 mM free ΣG in Hsa, and vs. ∼1 

to ∼10 mM glutathione in mammalian cytoplasm (50) and plant chloroplasts (51).  (Note: 

ΣG concentrations are estimated from 3 × 109 bp and 1 × 108 bp with 20% ΣG in the Hsa 

and Ath genomes, and 2 × 107 nt ΣG in the Hsa nucleotide pool in a ∼5 µm diameter nu-

cleus (52).)  However, genomic guanine is less reactive, because it is buried in the double 

helix and shielded by histone proteins in nucleosomes (10-12).  Guanine oxidation is 

slower in DNA than in free dGTP (53); purine oxidation by singlet oxygen is ∼10 times 

less in nucleosomes than in denatured DNA with (54); and reaction of hydroxyl radicals 

with backbone sugars occurs primarily at ∼3 of every 10 bp when DNA is in nu-

cleosomes whereas it occurs generally when DNA is in solution (55, 56).  

The guanine in neighboring introns and/or IGD could be the best scavenger of an 

oxidizing hole in the DNA duplex or an oxidant molecule near an exon and its splice 

sites.  An oxidant strong enough to oxidize guanine rarely travels far before reacting, e.g., 

OH• averages 30 Å (∼9 bp along the helix) in mammalian cells (57-59), and the hole it 

injects travels ≤200 bp (see below).  Global scavengers can reduce the oxidant concentra-

tions and the global rate of exon oxidation, but only local scavengers can protect individ-

ual exons and splice sites.  Individual guanine nucleotides, especially GG and GGG, can 

scavenge for whole exons, because their oxidation rate (years per exon) is much lower 

than their repair rate (days per nucleotide), and un-repaired 8oxodG can be oxidized fur-
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ther and more readily than guanine (35, 60).  (Note: In the human genome, ∼104 oxida-

tions daily (1, 2) on 3 × 109 bp means ∼2000 days between attacks on a average 160 bp 

exon.  ∼104 8oxodG at steady state (3, 16) means ∼1 day to repair, assuming the oxida-

tion rate is independent of and the repair rate is first-order in 8oxodG concentration.) 

Local scavenging could be enhanced by deploying guanine strategically rather 

than uniformly in introns and IGD.  Genomes and domains within genomes that over-

represent GG and GGG in introns and IGD should reduce exon and splice site oxidation 

more than those that have only the GG and GGG mol percentages that probability pre-

dicts from ΣG, because GG and GGG are the most readily oxidized guanine nucleotides.  

Genomes that increasing intron and IGD ΣG mol percentages when adjacent exon mol 

percentages increase should reduce exon and splice site oxidation more than those that do 

not, because they keep introns and IGD competitive with exons for selective oxidants.  

Genomes and domains that increase guanine levels in intron and IGD flanks relative to 

overall levels should reduce exon and splice site oxidation more than those that distribute 

guanine uniformly, because they deploy scavengers closer to targets.  Genomes and do-

mains that use charge transport in DNA to make scavengers function as sacrificial anodes 

should mitigate oxidative damage better than those that do not. 

Sacrificial Anodes in Intron Flanks.  Given a conductive path, ΣG, GG and 

GGG in intron and IGD flanks could act as sacrificial anodes, like zinc plates protecting 

steel ships, drawing holes out of exons (46, 61).  Barton et al. (31, 33, 62, 63) have inves-

tigated this chemistry for at least a decade, and write:  "It will also be important to deter-

mine whether organisms have evolved to protect their genomes from long-range damage 

(via charge transport).  Perhaps radical damage is funneled to or insulated from specific 

sites within the genome.  One could, however, consider that segments throughout the ge-

nome may encode “sinks” for damage, and that other segments could serve as buffers as a 

result of local sequence-dependent or protein-dependent structural deformations to pro-

tect critical regions."  Giese (25) writes "Thus, a hole injected by oxidation processes into 

 83



a G of an encoding area has a high probability of migrating into the G:C-rich sequence 

(outside of the encoding area), so that the mutation occurs in the non-encoding part of the 

DNA."  Kawanishi et al. (64) write: "GGG triplets can act as traps in oxidative damage to 

double-stranded DNA caused by long-range electron transfer." and "It is convenient to 

imagine that non-coding (GGG-rich) regions such as telomeres and introns may protect 

chromosomes against oxidative stress-induced toxicity."  Thorp et al. (65) write "These 

results raise the possibility that guanine triplets in telomeric sequences act as sinks for 

oxidative damage in vivo, although direct evidence -- including information on site-

specificity and products -- is not yet available."  Kawanishi et al., Thorp et al. and Heller 

(46) consider both sacrificial anodes and simple scavengers, because CpG islands are up-

stream of genes and telomeres are at the ends of chromosomes, out of range of charge 

transport (31, 63).  Schuster et al. (66) have shown that disulfides on molecules interca-

lated in DNA can serve as sacrificial anodes. 

ΣG, GG and GGG in intron and IGD flanks can be sacrificial anodes for 

neighboring exons only if the intervening DNA electrically connects them, and its con-

ductivity is limited.  Giese et al. (25), Jortner, Bixon et al. (67, 68) and Schuster et al. (69, 

70) are developing theoretical models to explain in vitro experiments that show hole 

transport over 40 to 200 Å, 10 to 60 bp in DNA.  Barton et al. (11, 31, 63) have shown 

remote oxidation over 24 bp in nucleosome core particles, and write "Our studies on 

long-range damage on restriction fragments suggest that the physiological range of 

charge migration may be on the order of 100 bp, but probably not longer."  Guanine sac-

rificial anodes cannot protect the central nucleotides of exons over ≥120 bp long.  Charge 

transport can be obstructed by the sequence or structure of the intervening DNA (for ex-

amples, see (26, 30, 71)).  The putative conduction path needs to be evaluated in each 

case to firmly suggest sacrificial anode functionality. 

Intron Flanks and Exon Splicing.  GG and GGG sequences in intron domains 

flanking exons participate in pre-mRNA splicing, an essential function unrelated to and 
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apparently conflicting with their putative role as sacrificial anodes.  The signal sequences 

for splicing almost all introns (GT-AG or GC-AG motifs) contain GG at most 5' splice 

sites (3' exon-AG/GYRAGT-intron 5', where R is A or G, and Y is C or T) in Hsa, Dme, 

Cel, Ath and Sce and at a plurality of 3' splice sites (3' intron-YAG/N-exon 5') in Hsa and 

Ath, but not in Dme, Cel and Sce ((72-74) and from ISIS (75) and SpliceDB (76, 77)).  

The signal sequences for splicing a tiny fraction of introns (AT-AC) do not have GG at 

either splice site (15).  The poly-pyrimidine track in introns between the branch site and 

the 3' splice site is cytosine-rich in Hsa and somewhat cytosine-rich in Arthropoda 

(Dme), but cytosine-poor (thymine-rich) in Nematoda (Cel), Magnoliopsida (Ath), and 

Aveolata (Pfa) ((72, 73, 78) and from ISIS)).  Ascomycota (Sce and Spo) lack a strong 

poly-pyrimidine track.  Hence, the 5' flank of the template strand of introns is guanine-

rich in Hsa.  The branch site, the eye of the lariat formed during splicing, is 15 bp to 50 

bp from the 3' intron splice site and its consensus sequence lacks GG and GGG (CTRAY 

in Hsa, Dme, Ath and Sce) (72, 73, 78).  GGG is over-represented in the 5' flank of the 

coding strand of human introns (79-81), particularly in short introns (82).  This feature 

facilitates prediction of 5' splice sites (83).  GGG sequences in the 5' flank of vertebrate 

introns enhance splicing, particularly of small exons and introns (78, 82, 84-87). 

About 15% of human genetic diseases are due to mutations that generate a new 

splice site or destroy functional splice sites (88).  "Most of these mutations directly affect 

the canonical consensus sequences that define exon-intron boundaries", but mutations at 

exonic or intronic splicing enhancers also cause faulty splicing (82, 89). 

The involvement of GG and GGG in pre-mRNA splicing compromises the gua-

nine scavenger emphasis.  The GG nucleotides at the splice sites are perfectly positioned 

to act as sacrificial anodes for the adjacent exon, but they are as essential as any GG 

within the exon.  Genomes and domains within genomes that deploy guanine scavengers 

to protect splice sites as well as exons should mitigate oxidative damage better than those 

that use the GG nucleotides at splice sites as sacrificial anodes.  The guanine nucleotides 
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of the poly-pyrimidine track in the 3' flank of Hsa and Dme introns and the GGG se-

quences of splicing enhances in the 5' flank of some introns of Hsa are well positioned to 

act as oxidant scavengers for adjacent exons, but they also promote accurate splicing.  

Genomes and domains using these guanine nucleotides as scavengers shift the oxidative 

damage from essential exons to important splicing domains, and the benefits of this are 

ambiguous.  

Employing GG and GGG for biological functions obviously exacerbates the im-

pact of oxidation.  Other considerations apparently can trump mutation resistance in these 

and other cases.  For example, the CG sequence is highly mutable via a methylation-

deamination mechanism causing C→T transition (90), but "CpG islands" are promoters 

for some genes and CG methylation is an essential element of the control of gene expres-

sion (10, 15). 

We analyzed the guanine distributions in eight model genomes to assess them 

against these criteria.  Guanine minimization results were presented earlier, in a discus-

sion of selective oxidation as a source of mutational bias for GG and GGG elimination 

(Chapter 3).  Results related to guanine scavengers are presented here.  

METHODS 

As previously described (Chapter 3), we analyzed genome sequences from Gen-

Bank (91) for Hsa (Feb. 2002 release) (92, 93), Dme (Oct. 2000) (94), Cel (Dec. 2001) 

(95), Ath (Jan. 2002) (96), Sce (Mar. 2002) (97), Spo (Mar. 2002) (98), Ecu (Mar. 2002) 

(99), and Pfa chromosomes 2 (Nov. 1998) (100) and 3 (Apr. 1999) (101).  Each guanine 

nucleotide on the given strand in the GBK file was identified as isolated with non-G 

neighbors (G), one of a pair with non-G neighbors, or central in a triplet (GGG).  The 

count of paired nucleotides was divided by two for the GG and GG counts.  Nucleotides 

on the complementary strand were inferred from base pairing.  For example, -

TCTGGAGGGTCCTGT- had one G, two GG, two GG and one GGG on the coding 

strand, and one G, one GG and one GG on the template strand.  
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Each nucleotide was identified as part of an annotated exon (coding sequence or 

CDS), intron or IGD, and its distances from the 5' and 3' boundaries of its segment were 

calculated.  If an intron or IGD nucleotide was ≥6 bp and ≤105 bp from its boundaries, it 

was further specified as part of a flank.  Flanks were defined as ≤100 bp long segments of 

introns or IGD found ≥6 bp and ≤105 nt from their ends.  Thus, each intron or IGD had 

four flanks: (1) one at the 5' end of its coding strand, flanking the 3' end of the adjacent 

exon, (2) one at the 3' end of its coding strand, flanking the 5' end of the adjacent exon, 

(3) one at the 3' end of its template strand, complementary to the 5' flank of its coding 

strand, and (4) one at the 5' end of its template strand, complementary to the 3' flank of its 

coding strand.  When an intron or (rarely) IGD was <112 bp long, its flanks were identi-

fied as the domain ≥6 bp from both of its ends.  The five end nucleotides were omitted 

from flanks, but the branch site nucleotides were included. 

For each exon, intron and IGD, we calculated the mol percentages of total ΣG, G, 

GG and GGG in the segment overall and in its flanks.  We weighted each segment 

equally, regardless of length, to calculate mean mol percentages.  These segment-

weighted averages described average exons, introns and IGD; nucleotide-weighted aver-

ages would have described average nucleotides within exons, introns and IGD.  We plot-

ted the mean mol percentages of each nucleotide type vs. distance from the 3' or 5' seg-

ment boundaries.  The number of segments in these averages decreased as length in-

creased.  Introns shorter than 100 bp were plotted separately, and exons shorter than 25 

bp were not plotted.  

RESULTS 

The Tables and Figures in this section highlight the distribution of GGG, because 

this distribution is more systematic, less uniform.  GG results are in the supplemental ma-

terials in Appendix 2 (Table and Figure numbers with "S").  In these tables, single DNA 

strands are denoted (+) for coding or (−) for template, and hybridized double strands are 

denoted (&).  Ends of single strands are denoted (5) for 5’ and (3) for 3’, and ends of 
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double strands are denoted (53) for hybridized coding 5’ end and template 3’ end, and 

(35) for hybridized coding 3’ end and template 5’ end. 

Correlation of Intron or IGD and Exon GGG and GG Levels.  Tables 4-1 and 

4-S2 list η2 values from analysis of variance (ANOVA) for correlation between intron or 

IGD and neighboring exon mol percentages of GGG and GG.  ANOVA η2, like regres-

sion r2, is the fraction of variance in the dependent variable explained, linearly or 

nonlinearly, by the independent variable.  (η2 = 0.23 for correlation of GGG in Hsa in-

tron and exon combined strands means that 23% of the GGG variation in a typical Hsa 

intron was related to variation in the mean GGG of its two neighboring exons.)  The 

GGG η2 values of combined strands generally were comparable or greater than the val-

ues of their component strands.  The η2 values for intron/exon correlation were roughly 

comparable to those for IGD/exon correlation.  Almost uniformly, GG η2 were greater 

than corresponding GGG η2.   

Only Hsa η2 values exceeded 0.2 (20% correlation); others were ≤0.03 for GGG 

and ≤0.11 for GG.  ANOVA f-test values were >500 for Hsa intron/exon correlations and 

>100 for Hsa IGD/exon correlations, indicating statistical significance (Table 4-S3).  

Figures 4-1, 4-S1 and 4-S2 are intron vs. exon and IGD vs. exon scatter plots of GGG 

and GG mol percentages.  As these figures show, only small percentages of the intron 

and IGD populations were neighbors of exons with the highest GGG and GG.  In Hsa, 

average introns neighboring exons with the lowest, the mean and the highest combined 

strand GGG and GG mol percentages had 2.2%, 4.0%, 9.2% GGG, and 6.5%, 9.4%, 

13.% GG, respectively.  Average Hsa IGD neighboring exons with the lowest, the mean 

and the highest combined strand GGG and GG had 2.4%, 3.4%, 5.8% GGG, and 7.%, 

8.8%, 12.% GG, respectively. 

Distributions of GGG and GG in Flanks of Introns and IGD.  Tables 4-2 and 

4-S4 list and Figures 4-2 and 4-S3 to 4-S6 show the mean mol percentages of GGG and 

GG in intron and IGD flanks, ≤100 bp long segments at ≥6 bp from their ends.  Mol per-
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centages in single strands are guanine nucleotides per hundred total nucleotides, but mol 

percentages in combined strands are guanine nucleotides per hundred total base pairs. 

The mean mol percentages in combined strands are the means of the sum of coding and 

template mol percentages.  The percentage standard deviations were ∼50% to ∼500%, 

reflecting true excursions, not statistical uncertainties (Table 4-S5).  Ecu introns were not 

analyzed, because there were fewer than 100 of them.   

The mean mol percentages of GGG and GG in flanks declined in the order Hsa > 

Ecu > Dme > Cel, Ath, Sce, Spo > Pfa.  In the latter two groups, the mean mol percent-

ages of GGG in single strands of intron flanks were nearly always ≤0.5%, less than one-

fourth of those of Hsa.  Flank GGG values in Hsa introns and IGD, and Cel and Ecu IGD 

template strands equaled or exceeded their exon GGG values.  At many other positions in 

Tables 4-2 and 4-S4, the percentage differences between flank and overall GGG and GG 

were ≤−33%. 

Tables 4-3 and 4-S6 list the percentages of intron and IGD flanks with no GGG or 

no GG.  The percentages of single strand flanks with no GGG were ≥66% in many posi-

tions, notably in Cel, Ath, Sce, Spo and Pfa.  An average of 34% of the single strand 

flanks of Hsa introns and IGD had no GGG.  The percentages of double strand flanks 

with no GGG were about half the averages of their single strand values in Hsa and Ecu, 

but about three-quarters of the averages of their single strand values in Cel, Ath, Sce, Spo 

and Pfa.  The percentages of single strand flanks with no GG averaged a factor of 9 less 

than the percentages with no GGG in Hsa, a factor of 4 less in Cel, Ath, Sce, Spo and 

Ecu, and a factor of 2 less in Pfa.  

Tables 4-4 and 4-S7 list the percentage differences between flank and overall 

mean mol percentages of GGG and GG in introns and IGD with GGG and GG, respec-

tively.  Tables 4-5 and 4-S8 list the absolute differences between the flank and the overall 

mean numbers of GGG and GG in 100 nt (nominal flank length) of introns and IGD with 

GGG and GG, respectively.  In Hsa, GGG and GG were particularly elevated in the 5'-
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flanks of introns and in all IGD flanks.  The 5' flank of intron template strands contains 

the poly-purine track, complementary to the poly-pyrimidine track.  These elevations 

typically added ∼1 GGG and ∼1 GG  for every two intron 5'-flanks, and ∼1 GGG and ∼2 

GG for every two IGD flanks.  Comparable elevations were not found in other organ-

isms.  GGG and GG were elevated in the 5'-flanks of IGD template strands in Dme, Ath 

and Spo, the increment being on average ∼0.4 GGG and ∼2 GG for every two elevated 

flanks. 

Table 4-S9 lists the mean mol percentages of GGG and GG in intron flanks and 

whole introns with GGG and GG, as a function of their length.  IGD were omitted, be-

cause very few were shorter than 200 bp.  Sce and Pfa introns 100 bp or shorter were 

omitted, because there were fewer than 100 of them.  In all eight organisms, introns 

shorter than 200 bp (two flank lengths) were substantially richer in GGG than the average 

of all introns.  GGG enrichment averaged 2-fold in Hsa, Cel and Sce, and 1.3-fold in 

Dme, Ath, Spo and Pfa.  Introns shorter than 200 bp were richer than average in GG only 

in Hsa (1.3-fold). 

DISCUSSION  

Guanine Distributions Unrelated to Oxidation.  The distribution of guanine in 

a genome is only one of many factors that affect its resistance to selective oxidants, and 

oxidation is only one of many factors that affect the guanine distribution within and be-

tween genomes (see reviews regarding ΣG (102-104)).  For example, the association of 

survival in highly oxidizing environments and total guanine poverty is suggestive, but 

confounded by differences between organisms and counter examples.  Plasmodium falci-

parum metabolizes hemoglobin releasing reactive oxygen species (105), and it has <10% 

ΣG (100).  However, Deinococcus radiodurans survives massive doses of ionizing radia-

tion by emphasizing repair and detoxification, and it has ∼32% ΣG (6, 106-108). 

ΣG mol percentages vary widely, not only between, but also within some eu-

karyote genomes.  (Note: Originally stated in ΣG+ΣC, this information is re-stated in ΣG, 
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because in eukaryotes ΣG = ΣC in long DNA strands (no asymmetry) (90, 109), though 

not in human exons at the third codon position (110).)  Vertebrate genomes are mosaics 

of long (>300 kb), compositionally homogeneous (averaged over 3 kb) segments (isocho-

res) whose ΣG mol percentages fit into a small number of families (111).  Light isochores 

(ΣG < 22%) comprise 63% of Hsa, ∼80% of Dme and ∼100% of Cel, Ath and Sce (112, 

113).  Compositional homogeneity within isochores implies positive correlation between 

exons and their neighboring introns and/or IGD in ΣG levels. 

ΣG+ΣC-rich exons generally are surrounded by ΣG+ΣC-rich introns and IGD, 

though the mean ΣG+ΣC mol percentage of exons is higher than that of introns or IGD 

(Table 4-S1).  The coefficient (r) of linear correlation between Hsa exon and neighboring 

intron ΣG+ΣC levels is 0.78 (111).  The correlation between the GC3 level (ΣG+ΣC level 

at the third codon nucleotide) in exons and the ΣG+ΣC levels in their flanking domains is 

0.56 to 0.65 for Hsa and 0.38 to 0.55 for Dme, varying with flank length (1 to 20 kb) 

(114).  The correlation between the ΣG+ΣC level in exons and the level in the 5' and 3' 

flanks (50 bp, excluding splice site and poly-pyrimidine tract) of their neighboring in-

trons is ∼0.63 in Hsa, 0.24 (5') and 0.17 (3') in Dme, 0.14 (5') and 0.06 (3') in Cel, and 

<0.10 in Ath, Sce, Spo and Pfa (115).  The correlation between the ΣG+ΣC level in exons 

and that in 50 bp segments in the middle of their neighboring introns was much smaller.  

"Thus, in genomes with a high global heterogeneity there seems to be a selective force 

for compliance of intron base composition with the adjacent exons.  This force is stronger 

in those parts of the intron that are closer to exons" (115). 

Guanine Minimization.  ΣG, GG and GGG are minimized in seven of the eight 

model genomes.  ΣG averages ≤22% in the exons of Caenorhabditis elegans (Cel, nema-

tode worm), Arabidopsis thaliana (Ath, flowering plant), Saccharomyces cerevisiae (Sce, 

budding yeast), Schizosaccharomyces pombe (Spo, fission yeast) and Plasmodium falci-

parum (Pfa, malaria parasite) chromosomes 2 and 3 (Table 4-S1).  ΣG averages 24% to 

26% in the exons of Homo sapiens (Hsa), Drosophila melanogaster (Dme, fruit fly) and 
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Encephalitozoon cuniculi (Ecu, intracellular parasite).  ΣG averages ≤20% in the introns 

and IGD of all model genomes except Hsa.  Minimizing ΣG minimizes GG and GGG 

more rapidly, because their mol percentages scale with (ΣG %)2 and (ΣG %)3, respec-

tively (Equations 4-2 and 4-4).  Probability predicts mean GG and GGG mol percentages 

in Pfa exons (2.9% and 0.22%) that are three and seven times lower than those in Hsa 

exons (9.4% and 1.6%), because the mean ΣG mol percentage in Pfa exons (13%) is a 

factor of two lower than that in Hsa exons (25%) (Table 4-S1).  This simple strategy 

probably is evolutionarily penalizing, because deviation from a one-to-one A:T-to-G:C 

ratio sharply reduces the possible number of different arrangements of nucleotides.  At 

13% ΣG, the number of possible combinations is only 0.001% of the number at 25% ΣG.  

(The number of combinations is ((NA + NT + NG + NC)!) ÷ (NA! × NT! × NG! × NC!), 

where NA is the number of adenine nucleotides.)  

GG and GGG minimization can be non-specific, resulting from ΣG minimization, 

or specific, below what probability predicts from ΣG.  GG and GGG are non-specifically 

minimized and GGG is specifically minimized in exons, introns and IGD of Dme, Cel, 

Ath, Sce, Spo and Pfa (Table 3-5 in Chapter 3).  GGG is statistically under-represented in 

Hsa exons, but over-represented in Hsa introns and IGD.  It is not minimized in Ecu ex-

ons, introns and IGD.  GG generally is not under-represented in Hsa and Ecu.  GG and 

GGG minimization conflicts with the genome compaction by constraining codon and 

hence amino acid selection.  This conflict could explain its absence in Ecu which rigor-

ously minimizes its genome size (116) (2.5x106 bp, 86% exons (Table 4-S1)), but not in 

Hsa ((2.8x109 bp, 1.5% exons). 

The over-representation of GG and GGG in Hsa introns and IGD suggests the 

third recommendation for mitigating oxidative damage: deploy ΣG, GG and GGG as 

oxidant scavengers and sacrificial anodes.   

Scavenger Guanine.  For successful global scavenging GG and GGG in introns 

and IGD must greatly outnumber GG and GGG in exons, and they must vastly outnum-
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ber oxidants that evade other genome defenses.  The intron plus IGD to exon ratios of 

GG plus GGG numbers are 56 in Hsa, 2.8 in Dme, 1.9 in Cel, 1.4 in Ath, 0.26 in Sce, 

0.48 in Spo, 0.17 in Ecu and 0.45 in Pfa (from Table 4-S1).   In a human cell, DNA oxi-

dations are minuscule (∼104 per day (1, 2)) relative to the numbers of GG and GGG in 

introns and IGD (3.6x108 nt (from Table 4-S1)).   

Introns and IGD, and exons have similar GGG levels, and putatively similar vul-

nerability to selective oxidants, only in the Hsa and Ecu genomes.  Alternately, in Hsa 

and Ecu, introns and IGD are composed so that they can compete equally with exons for 

selective oxidizing agents.  IGD are only 14% of the Ecu genome and some of their do-

mains are involved in gene regulation, so they cannot quantitatively compete with exons 

for holes.  At 98.5% of the Hsa genome, introns and IGD eclipse exons as oxidation tar-

gets.  The benefits of this are obvious: oxidative damage and mutation are much better 

tolerated in nonessential (“junk”) DNA than in protein-coding exons.  Employing introns 

and IGD as oxidant sinks does not require decreasing ΣG levels, and thus does not reduce 

the options for protein design. 

In Hsa, the mean mol percentage of GGG in introns exceed that in exons, and the 

GGG level in IGD nearly equal that exons (Table 4-S1).  This occurs despite the mean 

mol percentages of ΣG in introns and IGD being below that in exons (Table 4-S1), for 

three reasons.  Introns and IGD with no GGG are rare in Hsa (Table 3-2 in Chapter 3).  

The differences between actual and probability-predicted GGG levels in introns and IGD 

are substantially positive in Hsa (Table 3-5 in Chapter 3).  In Hsa, GGG levels in introns 

and IGD increase as GGG levels in their neighboring exons increase (Table 4-1).  In Ecu, 

mean mol percentages of GGG in IGD exceed those in exons, but GGG exclusions are 

not rare, differences between observed and probable are positive but not substantial, and 

the GGG in IGD is not correlated with the GGG in exons. 

In Hsa, the mean mol percentages of GGG in intron 5' flanks and IGD flanks are 

elevated above those in introns and IGD overall and exceed those in exons (Tables 4-2, 4-
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4 and 4-5).  Thus, intron 5' flanks and IGD flanks are better competitors for oxidizing 

agents and holes than introns and IGD overall, which are better competitors than exons.  

However, a substantial percentage of Hsa flanks have no GGG (Table 4-3), and cannot 

compete with introns and IGD overall which rarely have no GGG (Table 3-2 in Chapter 

3).  Similar elevation is absent from introns of other organisms, perhaps because most of 

their median-length introns have one or fewer GGG in a single strand.  Similar elevation 

is seen in Dme, Ath and Spo on the 5' flank of the IGD template strands. 

In the human genome, GGG is minimized in exons, but not in introns or IGD.  

We propose that GGG in nonessential intron and IGD domains, especially in their flanks, 

protected essential exons by trapping holes.  For a hole in an exon to diffuse to and be 

captured by an intron GGG, the intervening DNA must conduct holes efficiently.  Hole 

conduction, by the proposed mechanism of hopping from G to G (24, 70, 117, 118), re-

quires a sufficiently high ΣG mol percentage.  Hole trapping also requires exons of mod-

est length and introns and IGD with non-essential DNA.  Only in the human genome are 

these three factors common.   
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Table 4-1.  ANOVA η2 for correlation between GGG mol percentages in introns or IGD 
and in neighboring exons. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.087 0.003 0.003 0.002 0.008 0.001  0.017 

Intron − 0.13 0.005 0.005 0.003 0.021 0.002  0.004 

 & 0.23 0.010 0.009 0.002 0.024 0.001  0.001 

 + 0.093 0.002 0.002 0.006 0.008 0.001 0.029 0.002 

IGD − 0.13 0.004 0.007 0.004 0.019 0.007 0.011 0.001 

 & 0.21 0.007 0.008 0.008 0.017 0.003 0.031 0.019 

 
Notes:  η2 are highlighted when ≥0.20 (bold blue). 

 101



Table 4-2.  Mean mol percentages of GGG in intron and IGD flanks. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 2.6* 0.52# 0.33 0.29 0.54 0.19  0.069 

Flank − 3 2.2* 0.91 0.33 0.35 0.56 0.19  0.080 

 & 53 4.7* 1.4# 0.67# 0.64# 1.1 0.38  0.15 

Intron + 3 1.9* 0.35 0.24 0.29 0.38 0.16  0.039 

Flank − 5 2.4* 0.96 0.42 0.32 0.50 0.20  0.17 

 & 35 4.3* 1.3# 0.66# 0.61# 0.88# 0.36  0.21 

IGD + 5 1.9* 0.69# 0.35 0.48 0.38 0.35 1.0# 0.24 

Flank − 3 2.1* 0.92 0.79* 0.37 0.52 0.38 1.0* 0.29 

 & 53 4.0* 1.6 1.1 0.85# 0.90# 0.73# 2.1 0.53 

IGD + 3 2.1* 0.67# 0.37 0.48 0.52# 0.35 1.2 0.13 

Flank − 5 2.3* 1.1 0.76* 0.68* 0.47 0.55 1.4* 0.28 

 & 35 4.4* 1.7 1.1 1.2 0.99# 0.89 2.7* 0.41 

 
Notes:  Mol percentages are highlighted when ≤0.5% (bold red).  Flank mol percentages 
are underlined when their percentage differences (100%(flank–all)/all) from overall val-
ues are ≥20% (solid blue) or ≤−20% (dotted red), except when flank mol percentages are 
≤0.5%.  Intron or IGD mol percentages are stared when their percentage differences 
(100%(intron − exon)/exon) from corresponding exon values are ≤−33% (# red) or ≥0% 
(* blue), except when intron or IGD mol percentages are ≤0.5%.  
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Table 4-3.  Percentages of flanks with no GGG in intron and IGD populations. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 32 75 82 80 66 89  95 

Flank − 3 36 61 83 77 67 90  94 

 & 53 16 47 69 62 44 80  89 

Intron + 3 40 81 87 80 76 90  96 

Flank − 5 33 59 79 78 68 89  88 

 & 35 18 49 70 63 49 81  85 

IGD + 5 36 63 76 69 74 76 58 85 

Flank − 3 34 55 64 75 69 75 56 89 

 & 53 16 35 48 52 51 56 34 76 

IGD + 3 32 62 77 70 67 75 50 91 

Flank − 5 31 49 60 60 69 65 42 86 

 & 35 13 30 46 41 45 48 22 77 

 
Notes:  Population percentages are highlighted when ≥+66% (bold blue) 

 103



Table 4-4.  Percentage differences between flank and overall mean mol percentages of 
GGG in introns and IGD with GGG. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 28. 2.6 6.0 −4.0 16. 4.8  −2.2 

Flank − 3 8.0 −4.4 −10. 3.3 5.8 −5.5  −37. 

 & 53 18. −2.0 −2.7 −0.14 10. −0.55  −25. 

Intron + 3 −6.5 −30. −25. −3.4 −19. −13.  −45. 

Flank − 5 21. 0.94 14. −4.7 −4.9 −1.3  32. 

 & 35 7.2 −9.8 −4.0 −4.1 −11. −6.9  5.2 

IGD + 5 11. −9.6 −30. 5.7 −25. 5.7 −21. 43. 

Flank − 3 23. 12. 21. −21. −3.0 1.8 −34. 75. 

 & 53 17. 1.7 −0.77 −8.0 −14. 3.6 −29. 59. 

IGD + 3 26. −16. −29. −0.36 −15. −7.0 −26. −28. 

Flank − 5 36. 24. 11. 38. −25. 33. −25. 52. 

 & 35 31. 5.2 −5.8 20. −18. 16. −24. 14. 

 
Notes:  Percentage differences are underlined when ≥+20% (solid blue) or ≤−20% (dotted 
red), except when flank mol percentages are ≤0.5%. 
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Table 4-5.  Differences between flank and overall mean numbers of GGG in 100 nt of 
introns and IGD with GGG. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 0.60 0.032 0.06 −0.041 0.14 0.064  −0.012

Flank − 3 0.16 −0.08 −0.11 0.035 0.054 −0.083  −0.28 

 & 53 0.75 −0.044 −0.041 −0.002 0.14 −0.009  −0.20 

Intron + 3 −0.14 −0.38 −0.24 −0.035 −0.16 −0.17  −0.26 

Flank − 5 0.43 0.017 0.15 −0.050 −0.045 −0.020  0.24 

 & 35 0.29 −0.22 −0.060 −0.054 −0.16 −0.11  0.04 

IGD + 5 0.19 −0.079 −0.17 0.028 −0.18 0.024 −0.46 0.087 

Flank − 3 0.40 0.10 0.16 −0.11 −0.02 0.008 −0.78 0.16 

 & 53 0.59 0.028 −0.010 −0.078 −0.19 0.030 −1.1 0.22 

IGD + 3 0.44 −0.13 −0.17 −0.002 −0.11 −0.03 −0.55 −0.058

Flank − 5 0.61 0.21 0.081 0.19 −0.19 0.15 −0.57 0.11 

 & 35 1.1 0.087 −0.073 0.19 −0.24 0.13 −0.89 0.052 

 
Notes:  Differences are underlined when corresponding values are in Table 4-4. 
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Figure 4-1. 
 Scatter plots of GGG and GG percentages of individual (red 
dots) and mean (black circles) introns (left) or IGD (right) vs. 
adjacent exons for Hsa.  Notes:  Charts in each triplet show 
coding (top), template (bottom) and combined (middle) 
strands.  Vertical (intron or IGD) and horizontal (exon) full 
scales are 25% for GGG and GG. 
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Figure 4-2. Figure 4-2. 
 Mean percentages of GGG and GG vs. distance from exon, in-
tron or IGD boundaries (red dots) and overall mean percent-
ages of GGG and GG (black lines) in Hsa.  Introns and IGD 
longer than 100 bp are shown.  Notes:  The four charts in the 
top row of each pair of rows show, from left to right, the ends 
of the 3' IGD and 5' exon, the 3' exon and 5' intron, the 3' in-
tron  and 5' exon, and the 3' exon and 5' IGD on the coding 
strand.  Dashed vertical lines separate introns and IGD from 
exons.  Each pair of rows shows the coding (top) and template 
strands (bottom).  Vertical full scale is 5% for GGG and 10% 
for GG. Horizontal full scale is 300 bp on all charts. 

 Mean percentages of GGG and GG vs. distance from exon, in-
tron or IGD boundaries (red dots) and overall mean percent-
ages of GGG and GG (black lines) in Hsa.  Introns and IGD 
longer than 100 bp are shown.  Notes:  The four charts in the 
top row of each pair of rows show, from left to right, the ends 
of the 3' IGD and 5' exon, the 3' exon and 5' intron, the 3' in-
tron  and 5' exon, and the 3' exon and 5' IGD on the coding 
strand.  Dashed vertical lines separate introns and IGD from 
exons.  Each pair of rows shows the coding (top) and template 
strands (bottom).  Vertical full scale is 5% for GGG and 10% 
for GG. Horizontal full scale is 300 bp on all charts. 
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Chapter 5:  Summary and Recommendations  

INTRODUCTION 

From the perspective of the materials scientist, a genome is a double-stranded, 

linear copolymer composed of four nucleotide bases, adenine, thymine, guanine and cy-

tosine (Figure 5-1), arranged in the familiar double helix.  Only one of the genome's two 

strands, the coding strand, comprises nucleotide triplets or codons that specify the amino 

acids.  Codons are organized into exons and then into genes which code for proteins 

(Figure 5-2).  The information on the coding strand is backed-up by the genome's second 

strand, the template strand, for repair and replication.  The backup and repair systems are 

necessary, because the genome operates in an oxidizing environment that contains nitric 

oxide, hydrogen peroxide, singlet oxygen, hydroxyl radicals, etc.  Oxidants inject holes 

which hop between the genome's guanines.  The double-stranded DNA is a one-

dimensional electronic conductor, albeit a highly resistive one, with unevenly distributed 

conducting and resistive domains.  Hence, the materials scientist sees a corrosion prob-

lem: a conductive composite in an electrolyte containing oxidizers.  The corrosion sci-

ence of the past 150 years can illuminate aspects of DNA oxidation and, thereby, shed 

light on a particular aspect of mutation. 

DISCUSSION  

Guanine Oxidation in DNA.  The genome in each human cell undergoes ∼104 

oxidative attacks each day (5, 6) resulting in ∼104 to ∼105 oxidized bases at steady state 

(7).  They include ∼104 guanine bases oxidized to 8-oxo-2-deoxyguanosine (8oxoG) (7), 

a mutagenic lesion (8).  Oxidative damage of DNA contributes to mutation, cancer (6, 9, 

10) and aging (11-13). 

The genome's environment contains strong oxidizers that are selective for guanine 

bases and extremely strong oxidizers that react with any base they attack (14, 15).  Com-
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mon cellular oxidizers include hydrogen peroxide, nitric oxide, superoxide radicals, 

singlet oxygen and molecular oxygen (16-21).  Some are precursors of strong and ex-

tremely strong oxidizers: hydroxyl radicals (OH•) are formed by hydrogen peroxide and 

reduced transition metal cations, and peroxynitrite anions (OONO− ) are formed by nitric 

oxide and superoxide radicals. 

The ranking of nucleotide oxidation potentials is G < A ≤ T < C, and the ranking 

of guanine oxidation rates is GGG ≥ GG > G.  (GGG denotes the one central G in the 

GGG sequence.  GG denotes the left or 5' G in HGG, where H is a base other than G.  G 

denotes the isolated G in HGH.  H is any base but G.)  At pH 7, the one-electron oxida-

tion potentials of G, A, T and C, respectively, are 1.04 V, 1.32 V, 1.29 V and 1.44 V vs. 

NHE (22).  These potentials are comparable to those of noble metals, such as palladium, 

platinum and gold (23).  The relative rates of oxidation are reported as GGG (2.7) > GG 

(0.7 to 2.0) > G (0.1 to 0.4) (24) and GGG (5.3) > GG (3.7) > G (1.0) (25) in two inde-

pendent studies.  The GG and G rates are ranges, because they vary with the neighboring 

non-guanine nucleotides.  While the chemical oxidation rates of GG and GGG are greater 

than that of G (26-28), the reactivities of GG and GGG are similar (29-31).  

Selectivity for GG and GGG is based on their lower oxidation potentials, that is 

enhanced by hole transport or conduction in DNA (26).  Holes injected by oxidants react 

with remote GG and GGG, in oligonucleotides (4, 24, 32-35) as well as in nucleosome 

core particles, which are the DNA-protein complexes found in chromosomes (36, 37) 

These are imperfect generalizations about guanine oxidation.  Preferential oxida-

tion at GGG sequences also reflects sensitizer binding to DNA (38, 39).  G in CG and GC 

sequences (30) and 8oxoG (25, 40, 41) also are oxidation targets.  The clinically observed 

frequencies of oxidative mutations are comparable at G, GG and GGG in a large human 

database, but clinical observations may not reflect underlying oxidation rates (42, 43). 

Guanine Distributions and Genomic Oxidation Resistance.  The selectivity of 

strong oxidizers for guanine, especially GG and GGG, means that the guanine distribu-

 109



tion affects genomic resistance to selective oxidants.  Guanine distributions can be evalu-

ated against engineering principles for corrosion prevention through materials selection, 

structural design and removal of corrosives (44, 45).   

• Elements with greater oxidation resistance generally make alloys more oxidation re-

sistant.  Genomes and domains within genomes that minimize total G (ΣG) and 

minimize GG and GGG relative to other guanine nucleotides should resist selective 

oxidants better than those that do not.   

• Electrical (electronic, not ionic) contact between an essential part that is more oxida-

tion resistant and an expendable part that is more readily oxidized reduces corrosion 

of the essential part, because it allows the expendable part to act as a sacrificial an-

ode, cathodically protecting the essential part (46).  Essential genome domains that 

have lower guanine levels, especially lower GG and GGG levels, than neighboring 

expendable domains, e.g., exons that have lower levels than neighboring introns, 

should suffer less oxidation than those that have the reverse. 

• Conversely, electrical contact between an essential part that is more readily oxidized 

and an expendable part that is more oxidation resistant increases the corrosion of the 

essential part, because it allows the former to be corroded by oxidants attacking the 

latter (corrosion cell), the oxidant capturing electrons and thereby injecting mobile 

holes (47).  Exons having more GG and GGG than their neighboring introns, but 

which are electrically insulated by the intervening DNA, as described by Barton et al. 

(48-51) (also (32)), should be more oxidation resistant than those that are electrically 

connected.   

• Removing oxidants from the environment or blocking their access by coating reduces 

corrosion.  Genomes that maximize guanine levels in expendable domains to scav-

enge oxidants (in parallel with antioxidants and enzymes in the nucleoplasm) should 

reduce selective oxidation better than those that do not. 
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Obviously, a genome is not designed primarily to minimize its own oxidation; its 

primary function, direction of protein synthesis, constrains its guanine distribution.  In 

exons the sequence is the function, because their nucleotide triplets code for the amino 

acids of proteins (Figure 5-2).  In the nucleus, the multiple exons that comprise a gene are 

spliced together to make a functional messenger RNA.  The GG at most exon/intron 

boundaries are part of the sequence that signals exon splicing (52-54).  While they are 

perfectly positioned to act as sacrificial anodes, they are as essential as any GG within an 

exon.  About 15% of human genetic diseases are associated with mutations that generate 

new splice sites or destroy functional splice sites (55).  

The ideal distribution minimizes guanine in essential domains to make them more 

noble and maximizes guanine in neighboring expendable domains to make them better 

oxidant scavengers.  Two simpler distributions that emphasize guanine minimization or 

guanine scavengers should resist selective oxidants better than a hypothetical random dis-

tribution.  Our genome evaluations to date, described in this dissertation, have considered 

these simpler distributions.  

Guanine Distributions in Model Genomes.  We examined guanine minimiza-

tion in Chapter 3.  ΣG, GG and GGG levels are lower than statistically expected in seven 

of eight model genomes.  Exon ΣG averages ≤22% in five genomes and 24% to 26% the 

other three genomes, including the human genome.  ΣG averages ≤20% in the introns and 

inter-gene domains (IGD) of all of the model genomes except human.  Minimizing ΣG 

minimizes GG and GGG more rapidly, because their mol percentages scale with (ΣG)2 

and (ΣG)3, respectively.  This simple strategy probably is evolutionarily penalizing, be-

cause deviation from a one-to-one A:T-to-G:C ratio sharply reduces the possible number 

of different arrangements of nucleotides.  At 13% ΣG, the level in the malaria parasite, 

the number of possible combinations is >10500 times smaller than the number at 25% ΣG 

in a hypothetical 104 bp genome (see Note 1). 
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GG and GGG minimization can be non-specific, resulting from ΣG minimization, 

or specific, below what probability predicts from ΣG.  GG and GGG are non-specifically 

minimized and GGG is specifically minimized in exons, introns and IGD of six of the 

eight genomes.  For example, GGG is extensively excluded from exons and introns (Ta-

ble 5-1).  GGG is statistically under-represented in human exons, but it is over-

represented in human introns and IGD.  GG generally is not under-represented in the 

human genome. 

The over-representation of GG and GGG in human introns and IGD suggests the 

second strategy for mitigating oxidative damage: deployment of guanine nucleotides as 

oxidant scavengers and sacrificial anodes.  We examined this in Chapters 2 and 4.  GG 

and GGG are not uniformly distributed in human introns; they are over-represented near 

their ends, exceeding the levels that probability predicts from ΣG (Figure 5-3).  In the 100 

bp of intron and IDG DNA adjacent to exons, these elevations above overall levels typi-

cally added ∼1 GGG and ∼0 GG  to introns, and ∼1.5 GGG and ∼2 GG to IGD. 

GG and GGG in the flanks of introns and IGD are optimally positioned both to 

absorb holes that oxidizing agents inject directly into exons, and to intercept holes that 

could diffuse to exons from introns.  Individual guanine nucleotides can scavenge for 

whole exons, because the oxidation rate constant (∼1/years) in human cells is much lower 

than the repair rate constant (∼1/days) (see Note 2), and un-repaired 8oxodG can be oxi-

dized further and more readily than guanine (25, 41).  Further, the ΣG mol percentages of 

human introns and IGD increase when adjacent exon mol percentages increase, keeping 

introns and IGD competitive with exons for selective oxidants (Figure 5-4). 

We consider our finding that GG and GGG levels are elevated in the flanks of 

human introns to be only the first essential step in showing that these nucleotides function 

as sacrificial anodes.  GGG sequences in the 5' flank of introns enhance exon splicing in 

vertebrates (56-61).  Therefore, some or all of them could serve this function independ-

ently of providing cathodic protection.  Furthermore, GG and GGG in intron and IGD 
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flanks may or may not be electrically connected to their neighboring exon.  If they were 

electrically isolated, they could not cathodically protect the exons. 

Sacrificial Anodes and Conduction in DNA.  Given a conductive path, ΣG, GG 

and GGG in intron and IGD flanks could act as sacrificial anodes, like zinc plates pro-

tecting steel ships, drawing holes out of neighboring exons (62, 63).  Barton et al. (36, 38, 

64, 65) have investigated this chemistry for at least a decade, and write:  "It will also be 

important to determine whether organisms have evolved to protect their genomes from 

long-range damage (via charge transport).  Perhaps radical damage is funneled to or insu-

lated from specific sites within the genome.  One could, however, consider that segments 

throughout the genome may encode “sinks” for damage, and that other segments could 

serve as buffers as a result of local sequence-dependent or protein-dependent structural 

deformations to protect critical regions."  Giese (4), Kawanishi et al. (66), Thorp et al. 

(67), and Heller (63) have considered both sacrificial anodes and guanine scavengers.  

Schuster et al. (68) have extended this concept, showing that disulfides on molecules in-

tercalated in DNA can serve as sacrificial anodes. 

Holes can travel limited distances in DNA, but they can be impeded by some 

DNA sequences.  In vitro experiments show hole transport over 40 to 200 Å or 10 to 60 

bp in DNA (4, 69, 70).  Barton et al. (36, 37, 65) have shown remote oxidation over 24 

bp in nucleosome core particles, and write "Our studies on long-range damage on restric-

tion fragments suggest that the physiological range of charge migration may be on the 

order of 100 bp, but probably not longer."  Charge transport can be obstructed by DNA 

sequences and structures such as bulges, mismatches and multiple TA steps (49, 71, 72).  

Thus, the putative conduction path needs to be evaluated in each case, because guanine 

nucleotides in intron and IGD flanks can be sacrificial anodes for neighboring exons only 

if the intervening DNA electrically connects them. 
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Based on these experiments, Bixon and Jortner et al. (3, 69, 73-80), Berlin and 

Ratner et al. (81-86), Giese et al. (4, 87, 88) and Schuster et al. (40, 70, 89, 90) are devel-

oping models to predict hole movement by hopping from G to G and reaction on guanine. 

• Holes "rest" on guanines as guanine radical cations, and GG and GGG act as shallow 

traps for holes (26, 76). 

• A guanine radical cation can undergo several reactions (91).  Absolute rates for these 

reactions are rarely available (87), though the rate of hydration has been estimated 

(88).  The periods for hole movement (tens of nanoseconds (92, 93)) and the lifetimes 

of guanine radical cations (microseconds (94, 95)) have been measured, and the 

maximum distances of hole travel before reaction have been bounded (references 

above). 

• If the destination guanine is the next nucleotide in the sequence, hole re-distribution is 

extremely rapid and reflects thermal equilibrium.  The probability of a hole resting on 

a particular guanine can be estimated from the Boltzmann distribution based on ener-

getic data (69, 96) and from measured equilibrium constants (26).   

• When moving to a group of remote guanines, a hole moves to the proximal guanine, 

before re-distributing among the adjoining nucleotides (97). 

• If the source and destination are separated by 3 to 4 bp or less, hole movement is pre-

dominantly by superexchange (tunneling).  Rate constants can be calculated from the 

intervening DNA sequence (3, 69, 78, 80). 

• If the separation is greater than 3 to 4 bp, hole movement is thermally-induced hop-

ping via the intervening adenine nucleotides.  Rate constants can be extracted from 

experimental data (e.g., Figure 5-5), and do not depend strongly on the intervening 

sequence (3).  Current models do not explain all hopping experiments (3, 98), and 

they are only beginning to include the thermal fluctuation of the double helix, which 

may strongly influence charge movement (70, 86). 
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Recommendations.  Having found elevated GG and GGG in the flanks of human 

introns, the next task is to test whether they are sacrificial anodes by probing whether or 

not there are hole conduction paths between them and their putatively protected counter-

parts in adjacent exons.  

Beyond fundamental understanding of nature, such studies will contribute to un-

derstanding why some genes mutate more rapidly than others, and why multiple muta-

tions are frequent in some genes, like the breast cancer linked BRCA, but not in others.  

Identification of oxidation hot-spots could pinpoint targets of chemotherapeutic drugs 

that are oxidation catalysts, such as cisplatin or doxorubicin.  DNA has been proposed as 

a building block of future nanostructured devices.  If such devices are to operate reliably 

in environments lacking the anti-oxidants and the DNA repair systems of living cells, 

tools to design their DNA to resist oxidation by holes will be required. 

NOTES 

1. The number of combinations is ((NA + NT + NG + NC)!) ÷ (NA! × NT! × NG! × NC!), 

where NA is the number of adenine nucleotides (from combinatorial formulas in (99)).  

PAPCW (100) is used to calculate these very large numbers. 

2. In the human genome, ∼104 oxidations daily (5, 6) on 3 × 109 bp means ∼2000 days 

between attacks on a average 160 bp exon.  ∼104 8oxodG at steady state (7, 101) 

means ∼1 day to repair, assuming the oxidation rate is independent and the repair rate 

is first-order in 8oxodG concentration. 
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Table 5-1.  The percentages of exons, introns and IGD with no GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 26. 20. 45. 32. 5.8 28. 2.6 36. 

Exon − 28. 19. 48. 49. 6.1 31. 3.7 40. 

 & 12. 8.5 25. 20. 2.9 17. 0.61 24. 

 + 4.0 60. 67. 70. 46. 86.  88. 

Intron − 3.5 46. 65. 69. 43. 87.  83. 

 & 1.7 35. 55. 52. 27. 77.  76. 

 + 0.47 5.5 13. 6.6 22. 17. 32. 16. 

IGD − 0.43 4.8 10. 5.9 23. 16. 24. 17. 

 & 0.26 3.4 6.6 3.6 14. 10. 16. 8.0 

 
Notes:  Population percentages are highlighted when ≥33% (bold blue).  They are under-
lined when their percentage differences from probability-predicted values are ≥33% 
(solid blue) or ≤−33% (dotted red), except when actual population percentages are ≤5%. 
Genomes: Homo sapiens (Hsa), Drosophila melanogaster (Dme, fruit fly), Caenorhabdi-
tis elegans (Cel, nematode worm), Arabidopsis thaliana (Ath, flowering plant), Sac-
charomyces cerevisiae (Sce, budding yeast), Schizosaccharomyces pombe (Spo, fission 
yeast), Encephalitozoon cuniculi (Ecu, intracellular parasite) and Plasmodium falciparum 
(Pfa, malaria parasite). 
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Figure 5-1.  The four bases of DNA.  The red arrows indicate targets for 
oxidative damage, with the size of each arrow indicating the 
relative frequency of each attack.  Other types of damage omit-
ted. (from (1)) 
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Figure 5-2.  A strand of DNA, schematically magnified to show the rela-
tionships of chromosome to gene to exons and introns to DNA 
bases that code for protein (from (2)). 
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Figure 5-3.  The average mol percentage of GGG in human exons and in-
trons vs. distance from the exon/intron boundary.  Data include 
the observed local average (red circles), the probability-
predicted local average (blue triangles) and the observed over-
all average (black lines). 



 G 

 

GG
G 
G
Figure 5-4. 

 

 Scatter plots of GGG and GG percentages of individual (red 
dots) and mean (black circles) introns (left) or IGD (right) vs. 
adjacent exons for the human genome.  Notes:  Charts in each
triplet show coding (top), template (bottom) and combined 
(middle) strands.  Vertical (intron or IGD) and horizontal 
(exon) full scales are 25% for GGG and GG. 
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Rate and Equilibrium Constants
kS:  Superexchange to near (n ≤ 3 bp) G. 
kH: Thermally-induced hopping to far (n ≥ 4) G via A.
kR:  Competing Reactions.  
KE: Thermal equilibrium between adjacent G. 
 
rate = k[hole]   
(All rate laws are first-order in hole conc'n.) 
 
Probabilities of Hole Moves and Reaction 
Left   =  (kS/kR) / ((kS/kR) + (kH/kR) + 1) 
Right =  (kH/kR) / ((kS/kR) + (kH/kR) + 1) 
React =  1 / ((kS/kR) + (kH/kR) + 1) 
5.  A simple kinetic scheme for hole movement and reaction of a 
hole ( ).  Graph of relative yield (YGGG/YG) vs. separation 
(n) from (3, 4). 

G•+
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Appendix 1: Supplemental Material for Chapter 3 
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Table 3-S1.  Compositions and structures of model genomes. 

 

Exon Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Genome, bp 2.8 × 109       1.2 × 108 1.0 × 108 1.2 × 108 1.2 × 107 1.2 × 107 2.5 × 106 2.0 × 106 

% of Genome         1.5 17. 25. 29. 73. 55. 86. 49.

Number        

          

         

         

          

2.6 × 105 5.0 × 104 1.2 × 105 1.4 × 105 6.1 × 103 9.6 × 103 1.9 × 103 7.6 × 102 

ΣG, % 0.26 0.26 0.21 0.22 0.20 0.20 0.24 0.13

Mean Length, bp 170. 400. 210. 250. 1400. 710. 1100. 1300.

Median. Len., bp 130. 230. 150. 140. 1200. 340. 890. 590.

Len. <200 bp, % 81. 45. 66. 66. 4.7 39. 0.91 33.

 

Notes:  %∆Ex is (100%)(Intron − Exon)/Exon or (100%)(IGD − Exon)/Exon. 

 128



Table 3-S1.  (continued) 

 

Intron Hsa Dme Cel Ath Sce Spo Ecu Pfa 

% of Genome         47. 15. 27. 15. 0.48 3.1 0.02 3.5

Number        

         

          

         

         

          

2.1 × 105 3.6 × 104 1.0 × 105 1.1 × 105 2.3 × 102 4.7 × 103 1.5 × 101 3.4 × 102 

Number / Gene 4.0 2.6 4.2 5.0 0.039 0.94 0.008 0.79

ΣG, % 0.23 0.18 0.15 0.16 0.17 0.14 0.20 0.065

ΣG, %∆Ex −10. −31. −31. −25. −16. −27. −15. −49. 

Mean Length, bp 6300. 490. 270. 160. 250. 82. 36. 210.

Median. Len., bp 1900. 71. 65. 99. 170. 56. 33. 160.

Len. <200 bp, % 12. 72. 68. 80. 51. 94. 100. 66.
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Table 3-S1.  (continued) 

 

IGD Hsa Dme Cel Ath Sce Spo Ecu Pfa 

% of Genome         51. 68. 48. 56. 27. 42. 14. 48.

Number        

          

         

          

5.3 × 104 1.4 × 104 2.0 × 104 2.6 × 104 5.8 × 103 5.0 × 103 1.9 × 103 4.3 × 102 

ΣG, % 0.22 0.19 0.16 0.16 0.17 0.15 0.22 0.071

ΣG, %∆Ex −13. −28. −22. −26. −17. −22. −7.6 −44. 

Mean Length, bp 27000. 5800. 2400. 2500. 560. 1100. 190. 2300.

Median. Len., bp 13000. 1600. 1100. 1300. 370. 730. 92. 2100. 

Len. <200 bp, % 1.4 5.0 7.7 1.9 18. 6.6 76. 0.71
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Table 3-S2.  Percentage standard deviations in ten simulations of probability-predicted 
mean mol percentages of GGG and GG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.088 0.37 0.26 0.28 1.7 1.7 1.2 3.2 

Exon − 0.082 0.23 0.19 0.25 0.75 1.3 0.52 7.3 

 & 0.062 0.21 0.12 0.22 0.87 1.2 0.80 3.3 

 + 0.13 0.56 0.61 0.45 6.5 3.1  27. 

Intron − 0.12 0.49 0.74 0.48 10. 3.3  37. 

 & 0.060 0.35 0.50 0.33 6.3 2.6  28. 

 + 0.10 0.28 0.39 0.24 1.2 1.2 3.1 7.8 

IGD − 0.14 0.33 0.42 0.40 1.2 0.98 3.0 3.9 

 & 0.082 0.23 0.25 0.19 0.99 0.99 2.1 5.1 
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Table 3-S2.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.080 0.10 0.12 0.088 0.22 0.41 0.34 1.7 

Exon − 0.050 0.067 0.051 0.093 0.13 0.27 0.31 1.5 

 & 0.050 0.065 0.068 0.057 0.14 0.23 0.27 1.3 

 + 0.014 0.25 0.13 0.091 2.2 0.93  3.7 

Intron − 0.031 0.23 0.12 0.13 3.0 0.64  3.6 

 & 0.017 0.19 0.11 0.081 1.1 0.45  2.5 

 + 0.026 0.089 0.066 0.077 0.28 0.34 0.99 1.2 

IGD − 0.032 0.098 0.11 0.085 0.24 0.28 0.60 0.81 

 & 0.022 0.059 0.058 0.063 0.23 0.16 0.69 0.74 
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Table 3-S3.  Mean mol percentages of GGG and GG in exons, introns and IGD. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 1.8 1.1 0.60 0.98 0.78 0.68 1.8 0.41 

Exon − 1.9 1.2 0.58 0.55 0.70 0.64 0.83 0.28 

 & 3.7 2.3 1.2 1.5 1.5 1.3 2.6 0.69 

 + 2.0* 0.50 0.31 0.30 0.47 0.19  0.07 

Intron − 2.0* 0.95 0.37 0.34 0.53 0.20  0.13 

 & 4.0* 1.5# 0.68# 0.64# 1.0 0.39  0.20 

 + 1.7 0.77 0.51 0.46 0.55 0.35 1.5 0.17 

IGD − 1.7 0.83 0.67* 0.47 0.57 0.39 1.7* 0.17 

 & 3.4 1.6 1.2 0.94# 1.1 0.73# 3.2* 0.34 

 
Notes:  Mol percentages are highlighted when ≤0.5% (bold red).  They are underlined 
when their percentage differences (100%(actual − prob.)/prob.) from probability-
predicted values are ≥33% (solid blue) or ≤−33% (dotted red), except when actual mol 
percentages are ≤0.5%.  Intron or IGD mol percentages are stared when their percentage 
differences (100%(intron − exon)/exon) from corresponding exon values are ≤−33% (# 
red) or ≥0% (* blue), except when intron or IGD mol percentages are ≤0.5%. 
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Table 3-S3.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 5.7 5.7 3.9 4.8 3.8 3.7 5.8 2.2 

Exon − 5.3 5.2 3.3 3.2 3.3 3.0 3.4 1.5 

 & 11. 11. 7.2 7.9 7.1 6.7 9.2 3.8 

 + 4.7 2.6# 2.1# 2.4# 2.2# 1.9#  0.79# 

Intron − 4.7 3.3# 1.8# 1.9# 2.3 1.4#  0.64# 

 & 9.4 5.8# 3.9# 4.4# 4.6# 3.3#  1.4# 

 + 4.4 3.0# 2.2# 2.3# 2.4# 1.9# 4.6 0.80# 

IGD − 4.4 3.1# 2.5 2.3 2.4 2.1 4.4 0.78# 

 & 8.8 6.0# 4.7# 4.6# 4.8 4.0# 8.9 1.6# 
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Table 3-S4.  Percentage standard deviations of GGG and GG mol percentages in exons, 
introns and IGD. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 110 100 150 130 120 170 60 320 

Exon − 110 90 150 150 76 120 81 200 

 & 84 67 110 95 71 100 43 210 

 + 94 180 220 210 130 310  320 

Intron − 97 150 230 200 150 330  280 

 & 79 110 170 140 97 230  220 

 + 62 61 85 65 95 79 110 99 

IGD − 66 62 84 62 97 80 110 93 

 & 60 53 70 54 78 67 84 82 
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Table 3-S4.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 46 37 50 42 36 53 29 73 

Exon − 53 39 59 57 33 54 38 68 

 & 35 26 36 31 23 35 16 52 

 + 43 65 74 58 51 77  92 

Intron − 45 65 91 73 50 110  110 

 & 37 48 60 44 34 60  69 

 + 30 31 38 29 41 37 53 45 

IGD − 31 30 34 28 42 36 53 38 

 & 29 27 31 24 34 33 40 37 
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Table 3-S5.  Percentages of exon, intron and IGD populations with no GGG or no GG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 26. 20. 45. 32. 5.8 28. 2.6 36. 

Exon − 28. 19. 48. 49. 6.1 31. 3.7 40. 

 & 12. 8.5 25. 20. 2.9 17. 0.61 24. 

 + 4.0 60. 67. 70. 46. 86.  88. 

Intron − 3.5 46. 65. 69. 43. 87.  83. 

 & 1.7 35. 55. 52. 27. 77.  76. 

 + 0.47 5.5 13. 6.6 22. 17. 32. 16. 

IGD − 0.43 4.8 10. 5.9 23. 16. 24. 17. 

 & 0.26 3.4 6.6 3.6 14. 10. 16. 8.0 

 
Notes:  Population percentages are highlighted when ≥33% (bold blue).  They are under-
lined when their percentage differences from probability-predicted values are ≥33% 
(solid blue) or ≤−33% (dotted red), except when actual population percentages are ≤5%. 
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Table 3-S5.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.89 1.2 1.8 0.48 0.78 2.5 0.11 6.2 

Exon − 3.9 2.9 4.7 5.8 1.7 7.3 0.70 7.2 

 & 0.35 0.58 0.41 0.15 0.43 1.2 0.11 2.1 

 + 0.20 6.5 12. 2.3 5.7 16.  15. 

Intron − 0.53 9.4 29. 15. 4.4 40.  39. 

 & 0.063 1.0 5.8 0.45 0.44 7.2  6.0 

 + 0.10 0.30 1.0 0.11 1.5 0.71 5.2 0.24 

IGD − 0.12 0.26 0.81 0.16 1.6 0.56 3.9 0.47 

 & 0.051 0.17 0.54 0.069 1.0 0.50 2.5 0.24 
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Table 3-S6.  Percentage differences between observed and probability-predicted percent-
ages of exon, intron and IGD populations with no GGG or no GG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 29. 89. 65. 56. 43. 34. 79. 8.9 

Exon − 6.6 61. 57. 40. 17. 14. 9.1 −20. 

 & 48. 100. 130. 110. 31. 40. 17. −2.2 

 + 1.5 17. 13. 34. 17. 19.  −4.1 

Intron − −22. −0.54 3.3 18. 8.8 9.0  −11. 

 & 18. 15. 17. 60. 35. 29.  −12. 

 + 6.5 12. 1.6 48. 0.45 19. −3.4 −70. 

IGD − −12. 7.3 0.75 44. 7.3 23. −35. −68. 

 & 35. 66. 27. 220. 44. 77. −9.5 −76. 

 
Notes:  Percentage differences are underlined when ≥33% (solid blue) or ≤−33% (dotted 
red), except when actual population percentages are ≤5%. 
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Table 3-S6.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + −23. 19. 38. −33. −4.3 9.4 −69. 13. 

Exon − 52. 64. 180. 160. 23. 65. 0.86 −2.9 

 & −15. 20. 66. −28. −18. 14. −69. 26. 

 + 5.5 39. 18. −11. 92. 36.  −44. 

Intron − 58. 79. 65. 230. 260. 100.  3.7 

 & 50. 89. 95. 300. 800. 150.  −49. 

 + 48. 37. 90. 100. 99. 44. 35. −61. 

IGD − 44. 60. 70. 130. 130. 20. −2.6 5.9 

 & 71. 150. 200. 160. 370. 87. 110. 800. 
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Table 3-S7.  Percentage differences between observed and probability-predicted mean 
mol percentages of GGG in exons, introns and IGD with GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + −8.8 −40. −31. −25. −20. −25. −20. −0.29 

Exon − 1.0 −33. −26. −25. −9.3 −10. −9.1 34. 

 & −4.7 −40. −36. −30. −16. −20. −17. 13. 

 + 33. −7.7 −14. −17. −2.9 −20.  5.8 

Intron − 38. 9.9 7.2 −5.8 5.6 −2.9  48. 

 & 36. 2.2 −1.1 −15. 1.6 −13.  45. 

 + 40. 5.6 16. 2.8 6.6 −6.0 −6.4 140. 

IGD − 42. 8.4 23. 3.1 2.5 −6.1 4.0 120. 

 & 41. 8.0 21. 3.4 8.5 −4.9 7.3 190. 

 
Notes:  Percentage differences are underlined when ≥33% (solid blue) or ≤−33% (dotted 
red), except when actual mol percentages are ≤0.5%. 
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Table 3-S7.  (continued)  Percentage differences between observed and probability-
predicted mean mol percentages of GG in exons, introns and IGD with GG. 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 11. 8.4 4.8 7.6 9.1 9.0 4.9 15. 

Exon − 12. 3.2 −2.5 1.2 9.0 5.1 5.2 37. 

 & 11. 5.2 −0.29 3.4 8.8 5.8 4.9 23. 

 + 13. −0.53 1.7 −1.5 −5.8 −5.6  36. 

Intron − 16. 14. 20. −1.2 0.088 13.  66. 

 & 14. 4.1 4.3 −6.0 −5.4 −8.4  50. 

 + 15. 0.56 2.0 2.3 2.3 −1.0 15. 60. 

IGD − 16. 2.1 2.8 2.3 −0.23 −0.18 15. 59. 

 & 15. 1.4 2.4 2.3 1.0 −0.49 16. 60. 
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Table 3-S8.  Differences between actual and probability-predicted mean numbers of 
GGG in exons, introns and IGD with GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + −0.39 −3.7 −1.0 −1.2 −2.9 −2.3 −5.1 −0.024 

Exon − 0.045 −3.0 −0.82 −0.88 −1.1 −0.74 −1.0 1.5 

 & −0.35 −6.8 −1.9 −2.0 −4.1 −2.8 −6.2 1.3 

 + 33. −0.50 −0.41 −0.34 −0.065 −0.28  0.066 

Intron − 36. 0.77 0.19 −0.11 0.12 −0.036  0.50 

 & 69. 0.24 −0.045 −0.39 0.05 −0.21  0.52 

 + 130. 2.6 1.9 0.34 0.25 −0.29 −1.6 2.7 

IGD − 140. 4.0 3.3 0.38 0.10 −0.32 0.92 2.5 

 & 270. 7.2 5.3 0.82 0.57 −0.45 2.7 5.5 

 
Notes:  Differences are underlined when corresponding values are in Table 3-S8. 
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Table 3-S8.  (continued)  Differences between actual and probability-predicted mean 
numbers of GG in exons, introns and IGD with GG. 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.96 1.8 0.38 0.83 4.7 2.2 3.1 3.9 

Exon − 0.96 0.67 −0.18 0.10 4.0 1.1 2.0 5.7 

 & 1.8 2.2 −0.043 0.64 8.4 2.6 5.0 9.2 

 + 34. −0.071 0.11 −0.063 −0.36 −0.11 0.17 0.50 

Intron − 40. 2.1 1.1 −0.046 0.005 0.21 0.55 0.86 

 & 73. 1.1 0.45 −0.45 −0.66 −0.27 −0.48 1.0 

 + 106. 1.0 1.0 1.3 0.30 −0.21 6.6 6.8 

IGD − 160. 3.8 1.7 1.3 −0.032 −0.041 6.4 6.6 

 & 320. 4.8 2.6 2.6 0.27 −0.21 13. 13. 
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Table 3-S9.  Positive skew of distributions: percentages of segments with sub-mean mol 
percentages of GGG in exon, intron and IGD populations with GGG. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 62 63 64 64 61 70 56 76 

Exon − 62 61 65 63 60 64 62 72 

 & 60 58 62 62 58 64 55 72 

 + 69 58 67 58 65 58  61 

Intron − 69 70 67 60 68 60  66 

 & 67 65 60 68 65 58  61 

 + 66 53 61 60 61 58 62 65 

IGD − 67 53 63 60 61 60 63 63 

 & 66 52 60 58 58 57 60 60 

 
Notes:  Population percentages are highlighted when ≥66% (bold blue). 
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Table 3-S9.  (continued)  Positive skew of distributions: percentages of segments with 
sub-mean mol percentages of GG in exon, intron and IGD populations with 
GG. 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 55 53 55 55 56 60 54 60 

Exon − 54 52 57 57 56 57 58 63 

 & 52 49 54 53 55 55 53 59 

 + 61 57 60 55 57 58  63 

Intron − 61 60 65 57 58 62  61 

 & 59 54 55 53 51 54  58 

 + 59 49 52 55 51 53 55 56 

IGD − 60 50 54 55 51 55 56 57 

 & 59 49 52 55 50 53 53 55 
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.  Observed (red bars) and probability-predicted (blue lines) fre
quencies, and observed means (black bars) of GGG mol per-
centages.  Notes:  Charts in each pair of rows show, from left 
to right, exons, introns and IGD on the coding (top) and tem-
plate (bottom) strands.  Vertical full scales are 20% of popula
tion.  Horizontal full scales are 15% and intervals are 0.15%. 

.  Observed (red bars) and probability-predicted (blue lines) fre
quencies, and observed means (black bars) of GGG mol per-
centages.  Notes:  Charts in each pair of rows show, from left 
to right, exons, introns and IGD on the coding (top) and tem-
plate (bottom) strands.  Vertical full scales are 20% of popula
tion.  Horizontal full scales are 15% and intervals are 0.15%. 
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Figure 3-S2.  Observed (red bars) and probability-predicted (blue lines) fre-
quencies, and observed means (black bars) of GGG mol per-
centages on combined coding plus template strands.  Notes:  
Charts in each row show exons, introns and IGD, from left to 
right.  Charts are scaled as in Figure 3-S1. 
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Figure 3-S2.  Observed (red bars) and probability-predicted (blue lines) fre-
quencies, and observed means (black bars) of GGG mol per-
centages on combined coding plus template strands.  Notes:  
Charts in each row show exons, introns and IGD, from left to 
right.  Charts are scaled as in Figure 3-S1. 
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Figure 3-S3.  Observed and probability-predicted frequencies, and observed 
means of GG mol percentages.  Notes:  Charts are organized 
and color-coded as in Figure 3-S1.  Vertical full scales are 
20% of population.  Horizontal full scales are 25% and inter-
vals are 0.25%. 
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Figure 3-S3.  Observed and probability-predicted frequencies, and observed 
means of GG mol percentages.  Notes:  Charts are organized 
and color-coded as in Figure 3-S1.  Vertical full scales are 
20% of population.  Horizontal full scales are 25% and inter-
vals are 0.25%. 
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Figure 3-S4.  Observed and probability-predicted frequencies, and observed 
means of GG mol percentages on combined coding plus tem-
plate strands.  Notes:  Charts are organized and color-coded as 
in Figure 3-S2.  Charts are scaled as in Figure 3-S3. 
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Figure 3-S4.  Observed and probability-predicted frequencies, and observed 
means of GG mol percentages on combined coding plus tem-
plate strands.  Notes:  Charts are organized and color-coded as 
in Figure 3-S2.  Charts are scaled as in Figure 3-S3. 
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Figure 3-S5.  Normalized combinations of 100 nucleotides vs. G mol per-
centage.  Notes:  Non-normalized combinations are ∼1057 at 
25% total G and ∼1029 at 0% total G. 
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GenBank File Names (.gbk) 

 

Homo sapiens (Feb. 2002 release) 
hs_chr1,   hs_chr2,   hs_chr3,   hs_chr4,   hs_chr5, hs_chr6,   hs_chr7,   hs_chr8,   
hs_chr9,   hs_chr10, hs_chr11, hs_chr12, hs_chr13, hs_chr14, hs_chr15, hs_chr16, 
hs_chr17, hs_chr18, hs_chr19, hs_chr20, hs_chr21, hs_chr22, hs_chrX,  hs_chrY. 

Drosophila melanogaster (Oct. 2000) 
AE002566, AE002575, AE002584, AE002593, AE002602, AE002620, AE002629, 
AE002638, AE002647, AE002681, AE002690, AE002699, AE002708, AE002725, 
AE002769, AE002778, AE002787, AE002796, AE002804, small. 

Caenorhabditis elegans (Dec. 2001) 
NC_003279, NC_003280, NC_003281, NC_003282, NC_003283, NC_003284. 

Arabidopsis thaliana (Jan. 2002) 
NC_003070, NC_003071, NC_003074, NC_003075, NC_003076. 

Saccharomyces cerevisiae (Mar. 2002) 
NC_001133, NC_001134, NC_001135, NC_001136, NC_001137, NC_001138, 
NC_001139, NC_001140, NC_001141, NC_001142, NC_001143, NC_001144, 
NC_001145, NC_001146, NC_001147, NC_001148. 

Schizosaccharomyces pombe (Mar. 2002) 
NC003421, NC003423, NC003424. 

Encephalitozoon cuniculi (Mar. 2002) 
NC003229, NC003230, NC003231, NC003232, NC003233, NC003234, NC003235, 
NC003236, NC003237, NC003238, NC003242. 

Plasmodium falciparum chromosomes 2 (Nov. 1998) and 3 (Apr. 1999) 
AE001362, MAL3. 
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 Appendix 2: Supplemental Material for Chapter 4 
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Table 4-S1.  Compositions and structures of model genomes. 

 

Exon Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Genome, bp 2.8 × 109       1.2 × 108 1.0 × 108 1.2 × 108 1.2 × 107 1.2 × 107 2.5 × 106 2.0 × 106 

% of Genome         1.5 17. 25. 29. 73. 55. 86. 49.

Number        

          

         

         

          

2.6 × 105 5.0 × 104 1.2 × 105 1.4 × 105 6.1 × 103 9.6 × 103 1.9 × 103 7.6 × 102 

ΣG, % 0.26 0.26 0.21 0.22 0.20 0.20 0.24 0.13

Mean Length, bp 170. 400. 210. 250. 1400. 710. 1100. 1300.

Median. Len., bp 130. 230. 150. 140. 1200. 340. 890. 590.

Len. <200 bp, % 81. 45. 66. 66. 4.7 39. 0.91 33.

 

Notes:  %∆Ex is (100%)(Intron − Exon)/Exon or (100%)(IGD − Exon)/Exon. 
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Table 4-S1.  (continued) 

 

Intron Hsa Dme Cel Ath Sce Spo Ecu Pfa 

% of Genome         47. 15. 27. 15. 0.48 3.1 0.02 3.5

Number        

         

          

         

         

          

2.1 × 105 3.6 × 104 1.0 × 105 1.1 × 105 2.3 × 102 4.7 × 103 1.5 × 101 3.4 × 102 

Number / Gene 4.0 2.6 4.2 5.0 0.039 0.94 0.008 0.79

ΣG, % 0.23 0.18 0.15 0.16 0.17 0.14 0.20 0.065

ΣG, %∆Ex −10. −31. −31. −25. −16. −27. −15. −49. 

Mean Length, bp 6300. 490. 270. 160. 250. 82. 36. 210.

Median. Len., bp 1900. 71. 65. 99. 170. 56. 33. 160.

Len. <200 bp, % 12. 72. 68. 80. 51. 94. 100. 66.

 161



Table 4-S1.  (continued) 

 

IGD Hsa Dme Cel Ath Sce Spo Ecu Pfa 

% of Genome         51. 68. 48. 56. 27. 42. 14. 48.

Number        

          

         

          

5.3 × 104 1.4 × 104 2.0 × 104 2.6 × 104 5.8 × 103 5.0 × 103 1.9 × 103 4.3 × 102 

ΣG, % 0.22 0.19 0.16 0.16 0.17 0.15 0.22 0.071

ΣG, %∆Ex −13. −28. −22. −26. −17. −22. −7.6 −44. 

Mean Length, bp 27000. 5800. 2400. 2500. 560. 1100. 190. 2300.

Median. Len., bp 13000. 1600. 1100. 1300. 370. 730. 92. 2100. 

Len. <200 bp, % 1.4 5.0 7.7 1.9 18. 6.6 76. 0.71
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Table 4-S2.  ANOVA η2 for correlation between GGG and GG mol percentages 
in introns or IGD and in neighboring exons. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.087 0.003 0.003 0.002 0.008 0.001  0.017 

Intron − 0.13 0.005 0.005 0.003 0.021 0.002  0.004 

 & 0.23 0.010 0.009 0.002 0.024 0.001  0.001 

 + 0.093 0.002 0.002 0.006 0.008 0.001 0.029 0.002 

IGD − 0.13 0.004 0.007 0.004 0.019 0.007 0.011 0.001 

 & 0.21 0.007 0.008 0.008 0.017 0.003 0.031 0.019 

 
Notes:  η2 are highlighted when ≥0.20 (bold blue). 
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Table 4-S2.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 0.15 0.013 0.016 0.011 0.048 0.019  0.082 

Intron − 0.23 0.021 0.016 0.006 0.061 0.008  0.018 

 & 0.40 0.039 0.029 0.005 0.11 0.008  0.071 

 + 0.12 0.011 0.007 0.005 0.006 0.074 0.024 

IGD − 0.19 0.018 0.016 0.005 0.056 0.010 0.039 0.018 

 & 0.30 0.025 0.024 0.007 0.036 0.009 0.041 0.015 

0.010 
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Table 4-S3.  ANOVA f-test for correlation between GGG and GG mol percent-
ages in introns or IGD and in neighboring exons. 

 

GGG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 720. 9.4 27. 14. 0.76 0.43  2.8 

Intron − 1100. 15. 41. 25. 2.3 1.0  1.1 

 & 1700. 22. 59. 14. 1.0 0.49  0.09 

 + 200. 2.1 4.6 13. 11. 1.0 7.8 0.77 

IGD − 320. 6.0 18. 16. 28. 7.4 3.9 0.44 

 & 410. 6.5 13. 14. 17. 1.8 6.5 2.7 

 
Notes:  f-test values are highlighted when ≥100 (bold blue). 
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Table 4-S3.  (continued) 

 

GG  Hsa Dme Cel Ath Sce Spo Ecu Pfa 

 + 610. 10. 33. 24. 0.66 3.0  2.2 

Intron − 1100. 18. 39. 17. 1.1 1.5  0.49 

 & 1600. 25. 45. 10. 1.8 0.94  1.4 

 + 110. 3.5 3.3 2.7 3.1 1.1 7.4 0.93 

IGD − 230. 6.1 8.5 3.6 19. 2.3 4.5 0.78 

 & 280. 6.3 9.0 3.4 9.3 1.2 3.6 0.52 
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Table 4-S4.  Mean mol percentages of GGG and GG in intron and IGD flanks. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 2.6* 0.52# 0.33 0.29 0.54 0.19  0.069 

Flank − 3 2.2* 0.91 0.33 0.35 0.56 0.19  0.080 

 & 53 4.7* 1.4# 0.67# 0.64# 1.1 0.38  0.15 

Intron + 3 1.9* 0.35 0.24 0.29 0.38 0.16  0.039 

Flank − 5 2.4* 0.96 0.42 0.32 0.50 0.20  0.17 

 & 35 4.3* 1.3# 0.66# 0.61# 0.88# 0.36  0.21 

IGD + 5 1.9* 0.69# 0.35 0.48 0.38 0.35 1.0# 0.24 

Flank − 3 2.1* 0.92 0.79* 0.37 0.52 0.38 1.0* 0.29 

 & 53 4.0* 1.6 1.1 0.85# 0.90# 0.73# 2.1 0.53 

IGD + 3 2.1* 0.67# 0.37 0.48 0.52# 0.35 1.2 0.13 

Flank − 5 2.3* 1.1 0.76* 0.68* 0.47 0.55 1.4* 0.28 

 & 35 4.4* 1.7 1.1 1.2 0.99# 0.89 2.7* 0.41 

 
Notes:  Mol percentages are highlighted when ≤0.5% (bold red).  Flank mol per-
centages are underlined when their percentage differences (100%(flank–all)/all) 
from overall values are ≥20% (solid blue) or ≤−20% (dotted red), except when 
flank mol percentages are ≤0.5%.  Intron or IGD mol percentages are stared when 
their percentage differences (100%(intron − exon)/exon) from corresponding exon 
values are ≤−33% (# red) or ≥0% (* blue), except when intron or IGD mol per-
centages are ≤0.5%. 
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Table 4-S4.  (continued)   

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 5.0 2.0# 1.5# 1.8# 2.3# 1.2#  0.60# 

Flank − 3 4.7 3.1# 1.6# 1.9# 2.3 1.3#  0.53# 

 & 53 9.7 5.1# 3.1# 3.7# 4.6# 2.5#  1.1# 

Intron + 3 4.1 1.7# 1.3# 1.8# 1.6# 1.0#  0.39 

Flank − 5 5.0 3.2# 1.8# 1.8# 2.3 1.3#  0.76# 

 & 35 9.1 4.9# 3.0# 3.6# 3.9# 2.4#  1.2# 

IGD + 5 4.6 2.7# 1.6# 2.4# 1.8# 1.9# 3.5# 0.91# 

Flank − 3 4.8 3.3# 2.4 1.9# 2.1# 1.9# 3.3 0.73# 

 & 53 9.4 6.0# 3.9# 4.3# 3.9# 3.8# 6.8 1.6# 

IGD + 3 5.2 3.2# 1.8# 2.2# 2.5# 1.9# 4.0 0.73# 

Flank − 5 5.2 3.8 2.9 2.9 2.3 2.7 3.8* 0.84# 

 & 35 10. 7.0# 4.7# 5.0# 4.8# 4.6 7.8 1.6# 
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Table 4-S5.  Percent standard deviations of GGG and GG mol percentages in in-
tron and IGD flanks. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 120 220 280 240 160 320  460 

Flank − 3 130 170 280 220 180 340  430 

 & 53 95 140 200 160 110 230  320 

Intron + 3 130 250 310 240 200 340  540 

Flank − 5 120 160 260 230 180 340  300 

 & 35 98 140 200 160 130 240  260 

IGD + 5 130 180 230 190 210 210 170 300 

Flank − 3 130 160 200 210 200 210 150 490 

 & 53 97 120 150 140 140 140 110 290 

IGD + 3 120 170 240 190 180 200 140 400 

Flank − 5 120 140 180 160 190 170 140 360 

 & 35 91 110 150 120 130 130 93 270 
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Table 4-S5.  (continued) 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 66 96 120 84 68 120  160 

Flank − 3 67 76 110 79 63 110  150 

 & 53 51 62 86 56 45 82  110 

Intron + 3 69 98 120 83 85 120  170 

Flank − 5 65 74 110 82 63 110  120 

 & 35 53 61 85 56 52 81  100 

IGD + 5 62 82 98 73 84 78 77 130 

Flank − 3 64 72 82 79 80 80 77 220 

 & 53 48 57 61 53 58 52 52 120 

IGD + 3 61 69 91 84 69 76 68 130 

Flank − 5 62 62 69 71 71 65 66 140 

 & 35 47 47 55 49 46 48 44 97 
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Table 4-S6.  Percentages of flanks with no GGG or no GG in intron and IGD 
populations. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 32 75 82 80 66 89  95 

Flank − 3 36 61 83 77 67 90  94 

 & 53 16 47 69 62 44 80  89 

Intron + 3 40 81 87 80 76 90  96 

Flank − 5 33 59 79 78 68 89  88 

 & 35 18 49 70 63 49 81  85 

IGD + 5 36 63 76 69 74 76 58 85 

Flank − 3 34 55 64 75 69 75 56 89 

 & 53 16 35 48 52 51 56 34 76 

IGD + 3 32 62 77 70 67 75 50 91 

Flank − 5 31 49 60 60 69 65 42 86 

 & 35 13 30 46 41 45 48 22 77 

 
Notes:  Population percentages are highlighted when ≥+66% (bold blue) 
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Table 4-S6.  (continued) 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 4.2 28. 42. 22. 13. 49.  60. 

Flank − 3 4.7 13. 38. 19. 9.6 44.  61. 

 & 53 0.69 5.0 21. 4.0 1.3 24.  37. 

Intron + 3 6.2 31. 46. 21. 22. 51.  70. 

Flank − 5 4.3 13. 36. 21. 8.7 43.  51. 

 & 35 0.80 5.1 21. 4.0 2.2 24.  36. 

IGD + 5 3.2 12. 27. 12. 21. 17. 19. 48. 

Flank − 3 3.6 8.7 16. 17. 16. 18. 18. 57. 

 & 53 0.36 1.7 3.9 1.9 4.2 3.1 8.2 32. 

IGD + 3 2.5 7.0 21. 18. 10. 16. 12. 52. 

Flank − 5 3.0 3.8 8.6 9.9 12. 7.9 9.2 49. 

 & 35 0.33 0.43 1.9 0.91 1.7 1.3 3.7 26. 

 

 172



Table 4-S7.  Percentage differences between flank and overall mean mol percent-
ages of GGG in introns and IGD with GGG. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 28. 2.6 6.0 −4.0 16. 4.8  −2.2 

Flank − 3 8.0 −4.4 −10. 3.3 5.8 −5.5  −37. 

 & 53 18. −2.0 −2.7 −0.14 10. −0.55  −25. 

Intron + 3 −6.5 −30. −25. −3.4 −19. −13.  −45. 

Flank − 5 21. 0.94 14. −4.7 −4.9 −1.3  32. 

 & 35 7.2 −9.8 −4.0 −4.1 −11. −6.9  5.2 

IGD + 5 11. −9.6 −30. 5.7 −25. 5.7 −21. 43. 

Flank − 3 23. 12. 21. −21. −3.0 1.8 −34. 75. 

 & 53 17. 1.7 −0.77 −8.0 −14. 3.6 −29. 59. 

IGD + 3 26. −16. −29. −0.36 −15. −7.0 −26. −28. 

Flank − 5 36. 24. 11. 38. −25. 33. −25. 52. 

 & 35 31. 5.2 −5.8 20. −18. 16. −24. 14. 

 
Notes:  Percentage differences are underlined when ≥+20% (solid blue) or ≤−20% 
(dotted red), except when flank mol percentages are ≤0.5%. 
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Table 4-S7.  (continued)  Percentage differences between flank and overall mean 
mol percentages of GG in introns and IGD with GG. 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 5.9 −21. −25. −28. 1.6 −39.  −24. 

Flank − 3 0.41 −5.3 −14. −0.25 −0.75 −6.3  −18. 

 & 53 3.2 −12. −20. −16. 0.37 −25.  −21. 

Intron + 3 −14. −34. −39. −26. −26. −46.  −50. 

Flank − 5 7.2 −2.8 −3.8 −4.8 −3.7 −2.9  19. 

 & 35 −3.4 −17. −23. −17. −15. −28.  −19. 

IGD + 5 3.9 −7.6 −27. 5.1 −24. −1.9 −22. 15. 

Flank − 3 8.9 6.1 −5.4 −17. −12. −8.7 −24. −6.9 

 & 53 6.4 −0.61 −16. −5.8 −18. −5.4 −23. 3.9 

IGD + 3 17. 6.5 −16. −5.2 3.6 −2.1 −14. −8.8 

Flank − 5 18. 24. 14. 24. −6.6 30. −15. 7.4 

 & 35 17. 15. 0.065 9.4 −1.5 15. −14. −0.77 
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Table 4-S8.  Differences between flank and overall mean numbers of GGG in 100 
nt of introns and IGD with GGG. 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 0.60 0.032 0.06 −0.041 0.14 0.064  −0.012

Flank − 3 0.16 −0.08 −0.11 0.035 0.054 −0.083  −0.28 

 & 53 0.75 −0.044 −0.041 −0.002 0.14 −0.009  −0.20 

Intron + 3 −0.14 −0.38 −0.24 −0.035 −0.16 −0.17  −0.26 

Flank − 5 0.43 0.017 0.15 −0.050 −0.045 −0.020  0.24 

 & 35 0.29 −0.22 −0.060 −0.054 −0.16 −0.11  0.04 

IGD + 5 0.19 −0.079 −0.17 0.028 −0.18 0.024 −0.46 0.087 

Flank − 3 0.40 0.10 0.16 −0.11 −0.02 0.008 −0.78 0.16 

 & 53 0.59 0.028 −0.010 −0.078 −0.19 0.030 −1.1 0.22 

IGD + 3 0.44 −0.13 −0.17 −0.002 −0.11 −0.03 −0.55 −0.058

Flank − 5 0.61 0.21 0.081 0.19 −0.19 0.15 −0.57 0.11 

 & 35 1.1 0.087 −0.073 0.19 −0.24 0.13 −0.89 0.052 

 
Notes:  Differences are underlined when corresponding values are in Table 4-S7. 
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Table 4-S8.  (continued)  Differences between flank and overall mean numbers of 
GG in 100 nt of introns and IGD with GG. 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

Intron + 5 0.28 −0.53 −0.52 −0.68 0.035 −0.75  −0.19 

Flank − 3 0.019 −0.17 −0.25 −0.005 −0.018 −0.087  −0.11 

 & 53 0.30 −0.71 −0.78 −0.69 0.017 −0.84  −0.30 

Intron + 3 −0.66 −0.87 −0.81 −0.63 −0.58 −0.88  −0.39 

Flank − 5 0.33 −0.091 −0.070 −0.093 −0.088 −0.040  0.12 

 & 35 −0.32 −0.97 −0.88 −0.72 −0.67 −0.92  −0.27 

IGD + 5 0.17 −0.23 −0.60 0.12 −0.58 −0.043 −1.0 0.11 

Flank − 3 0.40 0.18 −0.14 −0.39 −0.30 −0.19 −1.1 −0.056

 & 53 0.57 −0.044 −0.74 −0.27 −0.88 −0.23 −2.2 0.058 

IGD + 3 0.73 0.20 −0.35 −0.12 0.10 −0.036 −0.59 −0.068

Flank − 5 0.79 0.74 0.36 0.55 −0.15 0.64 −0.58 0.060 

 & 35 1.5 0.93 0.02 0.43 −0.049 0.61 −1.2 −0.009
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Table 4-S9.  Mean mol percentages of GGG and GG in intron flanks and whole 
introns with GGG and GG, respectively, analyzed by length (L). 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 5 4.9 1.5 1.7 1.4  1.8   

Intron − 3 4.5 2.3 2.4 1.5  2.0   

Flank & 53 7.6 2.3 2.2 1.6  2.0   

L < 200 + 5 5.0 1.5 1.6 1.3 1.6 1.6  0.83 

Intron − 3 4.1 2.2 2.0 1.4 1.7 1.7  0.73 

Flank & 53 7.8 2.3 2.0 1.5 1.9 1.8  0.81 

L ≥ 200 + 5 2.5 1.1 0.83 0.63 0.83 0.96  0.45 

Intron − 3 2.0 1.2 0.59 0.67 0.60 0.36  0.29 

Flank & 53 4.5 2.1 1.2 0.97 1.2 0.99  0.47 

 
Notes:  Mol percentages are underlined when percentage differences between lim-
ited-length and all-length values are ≥33% (solid blue) or ≤−33% (dashed red), 
except when limited-length mol percentages are ≤0.5%. 
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Table 4-S9.  (continued) 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 0 5.4 2.0 2.3 1.6  2.0   

Intron − 0 5.2 2.6 2.5 1.6  2.2   

Overall & 0 8.6 2.8 2.5 1.7  2.2   

L < 200 + 0 4.7 1.8 1.8 1.3 1.4 1.6  0.81 

Intron − 0 4.6 2.4 2.0 1.4 1.6 1.8  1.2 

Overall & 0 8.0 2.6 2.2 1.5 1.8 1.8  1.1 

L ≥ 200 + 0 1.8 0.84 0.66 0.64 0.70 0.63  0.48 

Intron − 0 1.8 1.1 0.72 0.59 0.55 0.58  0.45 

Overall & 0 3.6 1.7 1.2 0.93 1.1 0.88  0.60 
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Table 4-S9.  (continued) 

 

GGG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 3 4.9 1.5 1.7 1.4  1.8   

Intron − 5 4.5 2.3 2.4 1.5  2.0   

Flank & 35 7.6 2.3 2.2 1.6  2.0   

L < 200 + 3 4.4 1.4 1.4 1.3 1.7 1.4  0.50 

Intron − 5 4.3 2.2 2.0 1.3 1.6 1.7  1.6 

Flank & 35 7.5 2.3 2.0 1.5 1.9 1.7  1.3 

L ≥ 200 + 3 1.7 0.51 0.48 0.59 0.41 0.38  0.24 

Intron − 5 2.3 1.3 0.91 0.55 0.46 0.83  0.57 

Flank & 35 4.0 1.7 1.2 0.86 0.75 0.85  0.55 
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Table 4-S9.  (continued) 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 5 4.7 1.7 1.1 1.6  1.1   

Intron − 3 5.8 3.4 2.3 2.2  2.3   

Flank & 53 10. 4.5 2.3 3.3  2.3   

L < 200 + 5 5.7 1.8 1.3 1.7 1.9 1.3  0.57 

Intron − 3 5.9 3.4 2.3 2.3 2.6 2.2  0.94 

Flank & 53 11. 4.7 2.6 3.5 4.1 2.6  1.0 

L ≥ 200 + 5 4.9 3.0 2.6 2.2 2.9 2.8  0.93 

Intron − 3 4.5 3.5 2.1 2.2 2.3 1.4  0.77 

Flank & 53 9.5 6.4 4.6 4.3 5.1 4.1  1.6 
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Table 4-S9.  (continued) 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 0 6.5 2.8 2.4 2.5  2.3   

Intron − 0 6.8 3.8 2.8 2.4  2.5   

Overall & 0 13. 5.9 3.7 4.3  3.5   

L < 200 + 0 6.3 2.8 2.4 2.5 2.1 2.3  1.0 

Intron − 0 6.4 3.8 2.7 2.3 2.6 2.4  1.2 

Overall & 0 12. 5.9 3.8 4.3 4.3 3.5  1.4 

L ≥ 200 + 0 4.5 2.7 2.4 2.5 2.6 2.2  0.86 

Intron − 0 4.5 3.3 2.4 2.0 2.3 1.7  0.93 

Overall & 0 9.0 5.9 4.8 4.5 4.9 3.9  1.7 
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Table 4-S9.  (continued) 

 

GG   Hsa Dme Cel Ath Sce Spo Ecu Pfa 

L ≤ 100 + 3 4.7 1.7 1.1 1.6 1.6 1.1  0.64 

Intron − 5 5.8 3.4 2.3 2.2 2.5 2.3  1.5 

Flank & 35 10. 4.5 2.3 3.3 3.6 2.3  1.4 

L < 200 + 3 5.2 1.8 1.2 1.7 1.9 1.2  0.48 

Intron − 5 6.1 3.4 2.4 2.2 2.5 2.2  1.3 

Flank & 35 11. 4.6 2.6 3.5 4.0 2.5  1.1 

L ≥ 200 + 3 3.9 1.9 1.8 2.3 1.6 1.5  0.43 

Intron − 5 4.9 3.7 2.6 1.9 2.2 2.1  1.1 

Flank & 35 8.8 5.6 4.4 4.2 3.8 3.6  1.4 
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Figure 4-S1.  Scatter plots of GGG percentages of individual (red dots) and 
mean (black circles) introns (left) or IGD (right) vs. adjacent 
exons.  Notes:  Charts in each triplet show coding (top), tem-
plate (bottom) and combined (middle) strands.  Vertical (intron 
or IGD) and horizontal (exon) full scales are 25% for GGG. 
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Figure 4-S1.  (continued) 
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Figure 4-S1.  (continued) 
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Figure 4-S1.  (continued) 
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Figure 4-S2.  Scatter plots of GG percentages of individual and mean in-
trons or IGD vs. adjacent exons.  Notes:  Charts are organized, 
color-coded and scaled as in Figure 4-S1. 
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Figure 4-S2.  (continued) 
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Figure 4-S2.  (continued) 
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Figure 4-S2.  (continued) 
Ec
Pf



a 

 

 

Hs
 
Dme
l 
Ce
Figure 4-S3
.  Mean percentages of GGG vs. distance from exon, intron or 
IGD boundaries (red dots) and overall mean percentages of 
GGG (black lines).  Introns and IGD longer than 100 bp are 
shown.  Notes:  The four charts in the top row of each pair of 
rows show, from left to right, the ends of the 3' IGD and 5' 
exon, the 3' exon and 5' intron, the 3' intron and 5' exon, and 
the 3' exon and 5' IGD on the coding strand.   
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Ath 

Sce 

Spo 

Figure 4-S3.  (continued)  Dashed vertical lines separate introns and IGD 
from exons.  Each pair of rows shows the coding (top) and 
template strands (bottom).  Vertical full scale is 5% for GGG. 
Horizontal full scale is 300 bp on all charts. 

 

 192



Ecu 

Pfa 

Figure 4-S3.  (continued) 
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Figure 4-S4.  Mean percentages of GGG in short (≤100 bp) introns vs. dis-
tance from exon/intron boundaries (red dots) and overall mean 
percentages of GGG (black lines).  Notes:  Each pair of charts 
shows the coding (top) and template (bottom) strands, without 
distinguishing the 5' and 3, intron ends.  Charts are scaled as in 
Figure 4-S3. 

 194



Hsa 

Dme 

Cel 

Figure 4-S5.  Mean percentages of GG vs. distance from exon, intron or 
IGD boundaries and overall mean percentages of GG.  Introns 
and IGD longer than 100 bp are shown.  Notes:  Charts are or-
ganized and color-coded as in Figure 4-S3.  Vertical full scale 
is 10% for GG.  Horizontal full scale is 300 bp on all charts. 
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Figure 4-S5.  (continued) 
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Figure 4-S5.  (continued) 
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Figure 4-S6.  Mean mol percentages of GG in short (≤100 nt) introns vs. 
distance from exon/intron boundaries and overall mean mol 
percentages of GG.  Notes:  Charts are organized and color-
coded as in Figure 4-S4.  Charts are scaled as in Figure 4-S5. 
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