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Step and Flash Imprint Lithography (SFIL) has become a promising technology to 

bring integrated circuit feature sizes to the nanometer scale.  It is a molding process in 

which liquid monomer is imprinted by a patterned template, with a UV cure to 

polymerize the monomer into its patterned form.  The success of the process depends 

heavily on fluid management issues presented in this study.  Important insights are 

obtained by detailed analysis of the physics of the fluid and solid mechanics, making it 

possible to manipulate issues including imprint time and pressure, template deformation, 

and feature filling in order to drive the process to becoming a successful and efficient 

manufacturing technique. 

The fluid mechanics are simulated using lubrication theory.  The solid mechanics 

governing elastic deformation of the template are simulated using thin plate theory.  The 

solution of this coupled fluid-solid mechanics problem provides a dynamic simulation of 

the elastic deformation of the template and the time evolution of the fluid flow and 

pressure.  The interplay of elastic, viscous, and capillary forces govern the behavior of 

the fluid and solid mechanics.  In order to avoid extreme viscous or capillary pressures 

that lead to elastic deformation, it is found that an exact balance of the viscous and 

vii

 



capillary forces throughout the imprint yields negligible deformation.  The imprint time 

can be reduced using multiple drops and apportioning drop volume appropriately.   

A study of feature filling in both the lateral and vertical directions is presented, 

and it is found that the aspect ratio and geometry of the feature determine its ability to 

fill.  A vertical study of the fluid-air interface as it moves into a template feature provides 

new understanding of the mechanics of contact line motion and interface reconfiguration.  

A modified pressure boundary condition in the lubrication code handles fluid motion 

through template features in the lateral direction.  Both studies determined that high 

aspect ratio features are more difficult to fill, either trapping air due to interface 

stretching or requiring a lag time before fluid moves into the feature.  This study provides 

a better understanding of these fluid issues and presents insights into the details of the 

process that can be controlled to make the process a viable technology in the future of 

imprint lithography. 
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Chapter 1: Introduction 

1.1. Historical Context of Electronics 

Exactly one century ago, the 1906 Nobel Prize for Physics was awarded to Joseph 

John Thompson of the University of Cambridge for his experiments proving the existence 

of the electron [1].  Even before Thompson’s experiments brought a fundamental 

understanding of the nature of electrons, the concept of a charged particle responsible for 

electric phenomena had been postulated by Benjamin Franklin, whose famous kite 

experiments in 1752 showed lightning to be a form of electrical discharge.  Other 

scientists had experimented with electricity before Franklin, including the English 

physicist Stephen Gray and the German physicist Otto von Guericke.  In ancient Greece, 

Thales observed that an electric charge could be generated by rubbing amber, for which 

the Greek word is electron. 

In the same year as Thompson won his Nobel Prize, an American inventor and 

physicist Lee De Forest created the vacuum tube triode, or audion as he called it, which 

allowed current to flow between two wires in an evacuated tube by controlling the current 

delivered from a third wire, shown in Figure 1.1.  Although vacuum tube diodes had been 

Plate (anode) 
grid 
Filament 
(cathode)

Glass casing 

F
w

 

igure 1.1: The vacuum tube triode.  Most evacuated tube diodes and triodes 
ere encased in glass, although any insulating material would work. 
1



made even in the late 1800’s by several scientists including Thomas Edison, this was the 

first device in which the current direction could be controlled.  This development, along 

with the fundamental understanding of electricity that Thompson made possible through 

his discovery of the electron, paved the way for scientists to begin manipulating 

electricity at will.  The motivation for the development of the triode was initially the need 

for amplification of audio signals to make A.M. radio possible.  The vacuum tube triode’s 

use for other electronic devices quickly became apparent and was intrinsic to the 

development of the first computers.  

1.2. From Vacuum Tubes to Solid State Transistors 

Vacuum tubes were used in several different computer designs in the late 1940s 

and early 1950s.  But the limits of these tubes were soon reached.  As the electric circuits 

became more complicated, one needed more and more triodes, i.e. many more tubes, so 

that computers were built with as many as 10,000 vacuum tubes and occupied over 93 

square meters of space; one of the first computers, ENIAC (Electronic Numerical 

Integrator and Computer) weighed 30 tons.  The tubes tended to leak, and the metal that 

emitted electrons in the vacuum tubes burned out – ENIAC needed 2,000 tubes replaced 

every month.  The tubes also required so much power that big and complicated circuits 

were too large and took too much energy to run.   

The problems with vacuum tubes led scientists and engineers to think of other 

ways to make three terminal devices.  Instead of using electrons in a vacuum, scientists 

began to consider how one might control electrons in solid materials, like metals and 

semiconductors.  Already in the 1920s, scientists understood how to make a two terminal 

2

 



device by making a point contact between a sharp metal tip and a piece of semiconductor 

crystal.  These point-contact diodes were used to rectify signals (change oscillating 

signals to steady signals), and make simple A.M. radio receivers (crystal radios);  

however, it took many years before the three terminal solid state device - the transistor - 

was discovered. 

(b) (a) 

Figure 1.2: The first point contact transistor.  (a) The transistor made by Bardeen and Brattain, which 
operated as a speech amplifier, 1947; (b) A schematic of a germanium semiconductor with p-type and 
n-type doping for voltage amplification and gold foil acting as the charge carrier. 

In 1947, John Bardeen and Walter Brattain, employees of Bell Telephone 

Laboratories, were trying to understand the nature of the electrons at the interface 

between a metal and a semiconductor.  They realized that by making two point contacts 

very close to one another, they could make a three terminal device - the first "point 

contact" transistor, shown in Figure 1.2. 

They quickly made a few of these transistors and connected them with some other 

components to make an audio amplifier.  This audio amplifier was shown to chief 

executives at Bell Telephone Company, who were very impressed that it didn't need time 

to "warm up" (like the heaters in vacuum tube circuits). They immediately realized the 

3

 



power of this new technology. 

Figure 1.3: The first junction transistor by William Shockley; the emitter and 
collector are connected to semiconductor diffused with p-type dopant, forming a 
junction with a base that is connected to an n-type doped region in the center. 

This invention was the spark that ignited a huge research effort in solid state 

electronics.  Just 50 years after the Nobel Prize was awarded to Thompson for his proof 

of the existence of electrons, Bardeen and Brattain received the 1956 Nobel Prize in 

Physics, together with William Shockley, "for their researches on semiconductors and 

their discovery of the transistor effect," essentially for harnessing the electron flow in 

solid materials by making the material selectively conductive to carry charge in the 

region they chose.  Shockley had developed a so-called junction transistor, shown in 

Figure 1.3, which was built on thin slices of different types of semiconductor material 

pressed together. The junction transistor could be manufactured more reliably, and its 

basic form is the same 50 years later. 
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1.3. Integrated Circuits and the New Era of Electronics 

Transistors were initially made as individual components, working in concert with 

other components such as resistors and capacitors that were all mounted onto a board to 

create an electric circuit.  Since they were much smaller than the vacuum tube triodes, 

many more could be used to make much more complex circuits, switching faster than the 

vacuum tubes and consuming much less power.  With the ability to use more 

components, however, the electric circuits became more complex and the large number of 

separate components became unmanageable.  In fact, the distances the electric signals 

had to travel between the components caused noticeable time delays.  The process of 

connecting all the components was extremely labor-intensive, with each connection 

needing to be soldered by hand; if any of the connections were inadequate, the current 

would of course stop, and the broken connection would have to be found and fixed. 

A new design for the circuit that would allow the components to pack closer 

together with easier assembly methods became necessary.  Though the scientific 

revolution had made solid state transistors possible, an engineering revolution was 

required to fabricate whole circuits on a large scale.  In 1958, Jack Kilby at Texas 

Instruments and Robert Noyce at Fairchild Camera (later to become co-founder of Intel) 

independently came up with ways to put transistors on the same piece of metal as other 

electrical components such as diodes, resistors and capacitors.  This device became 

known as the integrated circuit, and it revolutionized the way electronics were made and 

the complexity of functions that could be combined into a single circuit.   
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(a) (b) 

Kilby won the Nobel Prize in Physics for the invention of the integrated circuit 

(the prize was awarded after Noyce had passed away, and since Nobel Prizes are not 

awarded posthumously Noyce could only be informally honored by Kilby’s invitation of 

Gordon Moore, Noyce’s co-founder of Intel, to the ceremony).  Noyce was, however, 

more prescient in his chosen method for fabricating this so called “integrated circuit”.  He 

used a planar semiconducting substrate with oxidation and diffusion processes to create 

the circuits and used evaporated metal to form the connections between circuits.  This 

planar process became the only efficient way to fabricate these circuits on a commercial 

scale; his design for the first commercially available integrated circuit is shown in Figure 

1.4.  Thus the invention of the integrated circuits heralded the era of modern electronics. 

Figure 1.4: (a) Noyce’s design of the first commercial integrated circuit, fabricated using an oxidation-
diffusion process on a planar semiconducting substrate; (b) A modern integrated circuit by IBM.  Copper 
is used for the metallic lines to enable high-speed operation; lines are as narrow as 0.13 microns. 

Noyce’s introduction of oxidation and diffusion processes along with a planar 

fabrication process brought the manufacturing goal to realization.  Through a series of 

manufacturing steps, a semiconductor in wafer form could be layered with oxide and 

selective regions could then be diffused with doping materials to make the semiconductor 
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selectively conductive or insulating, creating individual components (transistors, 

capacitors, etc.) on the same chip but yet isolated from one another except where metal 

interconnects were deposited using the evaporated metal source.  This method of 

fabricating integrated circuits removed the human, labor-intensive component, which was 

time-consuming and low-yield, and made affordable large scale production possible.  The 

method used by the electronics industry today has changed little since it was introduced, 

and the real revolutions in the industry during this time have come not in fundamental 

circuitry but in process modification, with a continuous push to make the process, known 

today as “microlighography”, higher yield with higher resolution circuitry. 
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1.4. Microlithography 

Soon after the first integrated circuits were made, a method was needed to 

commercialize and scale up the fabrication.  The logical process was to make one mask 

that had the pattern for the integrated circuit on it, and then do as many pattern transfers 

as needed to reproduce that pattern in the silicon wafers.  The premise of lithography in 

the electronics industry is akin to that of traditional lithography for reproducing artwork 

and patterns and has been in place for hundreds of years.  A mask containing the desired 

Figure 1.5: The projection lithography process entails a spin coat of photoresist material onto a 
bilayer substrate.  The mask is held above this substrate and illuminated from the other side, so that it 
selectively illuminates the photoresist through the unmasked regions.  A positive resist becomes 
soluble in the illuminated areas whereas the negative resist becomes insoluble in the illuminated 
areas.  After the developer washes away soluble resist, an etch step transfers the pattern into the 
device material, and the photoresist can be stripped off to leave the patterned circuitry on the wafer. 
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pattern is held above a substrate and the mask is illuminated, selectively illuminating the 

substrate and creating a chemical change in those regions. 

The photomask is made using a transparent glass or quartz plate that is covered 

with a thin metal layer.  The metal is etched using laser patterning techniques.  The metal 

is chosen based on the wavelength of the exposure light, so that the metal absorbs the 

light used for exposure of the photoresist beneath, with the photoresist layered atop the 

silicon wafer as shown in Figure 1.5.  Thus, the photresist chemically changes only in the 

areas where the light has transferred through the mask.  A negative resist becomes 

insoluble where light has exposed it, whereas a positive resist becomes more soluble in 

the illuminated areas.  After exposure, the photoresist is immersed in a developer solution 

that dissolves the soluble areas, thus leaving photoresist in either the negative or positive 

pattern that was on the photomask.  This pattern is used as an etch barrier or a doping 

barrier to keep the region of silicon (or other layer) beneath from being etched or doped.  

Once these steps are finished, the silicon can be removed to reveal the patterned 

semiconductor. 

These basic lithographic steps have changed very little since the beginning of the 

electronics industry.  As more circuits and ever more complex patterns have been loaded 

onto these wafers, the industry has had to be creative with modifying this basic method to 

make these advances in size and resolution possible.  
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1.4a. Photolithography:  Contact, Proximity and Projection Lithography 

The photolithography process is so called because of its use of illumination to 

create the pattern transfer between mask and substrate.  There are several ways to 

implement this pattern transfer.  The initial implementation was known as contact 

lithography, where the photomask was literally put on top of a silicon wafer with the 

layer of photoresist ready for patterning.  The light was then projected through the mask 

and into the photoresist.  The shortfalls of this method soon became apparent; the contact 

was causing the photomask to buildup dust and residue that was compromising the 

quality of images after many cycles of contact with wafers.   

The clear solution to this issue in contact lithography was to separate the mask 

and wafer by a short distance while projecting the light through the mask, known as 

proximity lithography.  This method suffered from resolution problems due to the close 

range of projection, which caused significant Fresnel diffraction, a type of diffraction that 

Light source 

Optical 
system 

mask 
photoresist 

wafer 
Contact printing Proximity printing Projection printing 

1:1 Exposure systems 
Usually 4X or 5X 

reduction 

Figure 1.6: Conceptual schematics of contact, proximity and projection printing.  Projection 
printing uses a lens between the mask and substrate for pattern reduction of up to 10X. 
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dominates at short distances between the mask and image planes.  With a theoretical 

resolution limit of 1 micron, this method was eventually scrapped in favor of projection 

lithography, where lenses could be used on both sides of the mask to focus the light onto 

the image plane.  The schematic comparisons are shown in Figure 1.6.  This distancing of 

the mask from the image plane allows the process to move away from the Fresnel 

diffraction limit and into the Fraunhoffer diffraction regime, where theoretical resolution 

could be much smaller, depending on the Numerical Aperture of the lens, NA, the 

exposure wavelength λ, and a constant for the system k, which can vary from 0.6 to 0.8 

depending on the shape of the opening in the mask and the resist properties [2]:  

Rmin=kλ/NA.   

The first implementation of projection lithography was a scanning process in 

which the illumination source produced a slit of light that scans the mask and reproduces 

the pattern in the wafer at a 1:1 ratio.  As chips became more complex and wafers became 

larger, it made more sense to come up with a method for local alignment on particular 

areas of the wafer, called die, with a large mask that could be reduced in the image 

pattern.  This system used reduction lenses between the mask and wafer to allow 

reduction in pattern size by as much as 10X.  These systems exposed just a die at a time, 

stepping from one die to the next in a step-and-repeat fashion.  This method was clearly 

advantageous for the low cost and high accuracy involved in mask making, since the 

masks could be kept large, thus easier to make and fix, and smaller lenses could be used 

that had inherently higher numerical apertures, yielding better resolution and fewer 

defects.  This projection method is essentially the method in place today for 
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photolithography circuit fabrication.  Improvements to this process have been necessary 

for this ever advancing industry.  In 1965, only a few years after the commercialization of  

the integrated circuit for the electronic industry, Gordon Moore, the founder of Intel, 

predicted that the density of components on a chip would double every year [3].  Though 

his prediction was based on only 3 data points, it essentially held true for the first ten 

years of the industry.  In 1975 he gave an updated prediction in a speech to the IEEE 

(Institute of Electrical and Electronics Engineers) that the trend would slow to a density 

doubling occurring every 3 years [4].  In order to keep on track with this trend, the 

International Technology Roadmap for Semiconductors (ITRS) was created by the 

electronics industry.  Figure 1.7 depicts the advances in lithography, depicting the 

exponential increase in memory density on a die area as well as exponential decrease in 

feature size, which is predicted to break through to the nanometer scale in the coming 

years.  

Figure 1.7: Exponential growth of memory density and microprocessing 
power per die (area on chip) from microelectronic industry  processors. 
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Though physical limitations have continually seemed insurmountable, the 

industry has kept up with the trend; even now, where systems have been pushed to an 

optical limit (feature size resolution is fundamentally limited by the wavelength of light 

used for exposure), few people doubt that the technology will move forward.  The more 

worrisome aspect is whether the technology will be affordable for manufacturing and 

commercial use.  The industry is now at the point where the enhancement of already high 

cost projection systems are making future advances seem economically unfeasible.  In 

fact, the cost of lithographic tools has been increasing exponentially along with the 

increase in component density [5] as shown in Figure 1.8 [6], with tools reaching the ten 

million dollar mark.  

Figure 1.8: As the density of components on a chip has increased exponentially so has tool cost, with
modern lithography tools costing close to ten million dollars.  If the trend continues, possible costs for 
next generation tools such as EUV or SCALPEL tools could cost over ten million dollars; SFIL tool 
cost is well below the ten million dollar mark, making it an excellent alternative to the current trend. 

13

 



Techniques currently being investigated, including immersion lithography, deep 

UV and x-ray illumination, and SCALPEL (Scattering with Angular Limitation in 

Projection Electron-beam Lithography), all continue to use the projection method of past 

systems with even more expensive requirements.  This economic barrier to achieving the 

next generation in circuit fabrication has pushed the industry to look for alternatives to 

the projection process. 

1.4b. Electron Beam and Focused Ion Beam Lithography 

As a starting point, maskless technologies that circumvent the need for projection 

through a patterned mask have been considered.  Electron beam lithography uses a high 

energy column of electrons to pattern a substrate; while resolution is limited due to the 

proximity effect, where dimensions of the image are larger than the diameter of the beam 

due to the scattering of the electrons, this method is still capable of producing nanometer 

scale features.  This is due to the fact that the wavelength of electrons is many orders of 

magnitude shorter than visible light, so that electron beams are not limited by their 

wavelength as are current projection systems. 

The focused ion beam technique uses a liquefied metal source to generate a beam 

of ions that, if focused by an electromagnetic field, can generate a high energy column of 

ions that can be focused into a beam with a diameter also on the nanometer scale.  Since 

the ions have wavelengths more than a million times shorter than visible light, these 

systems are not wavelength limited.  While the ion beam does not suffer the proximity 

effect that exists in electron beam imaging, it tends to have limited efficacy in non-metal 

materials due to the charge buildup it creates in those materials that eventually repel the 
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ions from the beam and defocus the beam. 

These methods have proven to be useful in other stages of fabrication, such as 

patterning the photomask and doping the semiconductor.  Their time consuming nature 

and limitations, however, prevent use for large scale patterning.  Alternatives have been 

suggested that combine the two methods, thus mitigating their individual limitations, but 

so far no fabrication tool has successfully been adopted by industry for large scale 

manufacturing due to the time intensive nature of these methods. 
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1.4c. Nanoimprint Lithography 

The potential use of the electron beam writing process for generating high 

resolution nanometer scale features cannot be discarded based on its time consuming and 

expensive nature.  The use of electron beams to pattern a mask that can then be 

reproduced many times, exactly as the photomask is reused many times in the 

photolithography process, has been the key idea behind nanoimprint lithography, 

depicted in Figure 1.9.  While photolithography reproduces the mask pattern by imaging 

a photoresist via illumination through the mask, nanoimprint lithography reproduces the 

mask pattern by mircomolding, i.e. imprinting, a photo-curable or thermally curable 

polymer to reproduce the pattern.  Thus, the pattern must be etched into the mask (often 

called a template in imprint applications, since it is essentially a stamp with a relief 

pattern that acts as a template for creating the relief pattern in the substrate).  This process 

does away with expensive optics systems in favor of a much more affordable stamping 

process that is still high throughput if implemented in the same step-and-repeat fashion as 

Figure 1.9: The nanoimprint lithography process. 
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traditional photolithography tools function.   

The first molding process that succeeded in replicating a patterned template 

without destroying the template was called “micromolding in capillaries” (MIMIC) [7].  

This method produced microscale features by using capillary filling for long channels.  

One of the first nanoimprint processes to replicate nanoscale features, developed by Chou 

et al.[8], was achieved using a thermally activated polymer layer as the transfer layer for 

patterning.  The silicon substrate is spin coated with etch barrier material, typically 

PMMA (poly-methylmethacrylate) but possibly another thermally activated polymer, that 

is heated above its glass transition temperature and then imprinted with a template 

containing the desired relief pattern.  After cooling, the template can be separated to 

reveal the patterned polymer layer.  A breakthrough etch must be performed to remove 

the base layer of polymer, typically done by a reactive ion etch.  This will reveal 

extremely small features, as small as 25 nm [9]. 

1.4d. Step and Flash Imprint Lithography 

While these nanoimprint methods were successful in producing nanometer scale 

features, the high temperatures and pressures required for the thermal imprint process (as 

large as 140C and 1900 psi) were much too extreme for fabrication of multi-layer 

devices, with several levels of circuitry.  The heating and cooling also took too much 

time to be viable as a high throughput manufacturing method.  Thus, an alternative 

imprint process that would not require these extreme process conditions was sought by 

researchers at The University of Texas at Austin [10].  Here, inspiration came from a 

process at Phillips for making compact disks that used a photocurable monomer as an 
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imprint layer rather than the thermal polymer solution used in other imprint processes.  

The so called 2P process at Phillips [11] , which in fact was developed by Haisma et al. at 

the same time as Chou’s thermoplastic imprint process, used a transparent template to 

imprint the monomer along with a flash of UV light to cure it so that it held the template 

shape.  This monomer, being of lower viscosity than the polymer solution and liquid at 

room temperature, made the imprint step viable at mild processing conditions of room 

temperature and atmospheric pressure. 

The SFIL process is outlined in Figure 1.10.  It begins with a spin coat of transfer 

layer on the silicon wafer.  This transfer layer is used for producing high aspect ratio 

features later in the process.  Drops of silicon containing photopolymerizable imprint 

resist are dispensed onto the transfer layer.  The template is then brought down toward 

the wafer and presses the drops so that the drops fill the gap between template and 

substrate, filling the relief pattern in the template.  When the desired base layer is 

achieved, the pressing stops and the system is illuminated with UV light through the 

Figure 1.10: The step and flash imprint lithography (SFIL) process. 
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transparent (typically quartz) template.  This cures the monomer into a crosslinked 

polymer form, and the template can be lifted off.  Like the thermal imprint process, a 

residual layer of polymer is left behind, so a breakthrough etch must be done to reveal the 

underlying organic transfer layer.  This transfer layer can then be selectively etched using 

oxygen (the silicon in the monomer keeps it resistant to the oxygen etch), thus breaking 

through to the substrate.   

Figure 1.11: Line patterns produced by the early version of the SFIL process. 

Figure1.11 shows images of line patterns formed from an early SFIL process.  

Still in its early stages, the SFIL process is developing with initial work on basic 

electronic circuits that will soon lead to attempts to fabricate complex CMOS circuits.  

There are several challenges that lie ahead on the road to commercialization of this 

process; because the template is a 1X replica of the imprint pattern, its features are much 

smaller than features on the 10X photomasks currently used  in the industry, making 

mask repair a much more difficult task.  The cost of the mask is also significantly more 

than a typical photomask, due to the expense and time intensive nature of e-beam writing 
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as well as the relatively large patterning area for the 1X template.  Despite these issues, 

the technology is promising due to its ability to create nanoscale features at a fraction of 

the overall cost of other next generation lithography tools, with tool cost predicted to be 

well below the ten million dollars expected for competing processes.  Research is rapidly 

moving forward both in industrial and academic research environments to bring this 

technology to the market. 

This dissertation will focus on the imprint step in the SFIL process. Chapter 2 

details the fluid dynamics involved in the monomer drop filling process, including the 

governing equations for the fluid flow and the implications of template control schemes 

such as constant velocity and controlled force imprinting.  Chapter 3 explores the 

relationship between the solid mechanics of template deformation as caused by pressures 

exerted by the monomer layer.  Chapter 4 gives a description of the complex interface 

motion that the monomer-air interface undergoes during the fill process, particularly the 

interface reconfiguration phenomenon that occurs as the interface moves through sharp 

features. 

1.5. Conclusion 

This century has seen astounding progress in electronic device fabrication and 

manufacturing since the first evidence of the existence of electrons was published.  With 

discoveries including the transistor and the integrated circuit, scientists have found ways 

to harness the power of electron flow.  Applications have ranged from radio and other 

long range communications and cookware such as toasters and microwaves to complex 

supercomputers with the capacity to do billions of mathematical operations in fractions of 
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a second.  These commercial applications have been enabled largely by the process 

revolutions in manufacturing electronic circuits and the continually increasing number of 

components on a chip.  The lithography process that has made this possible has 

undergone many improvements and adjustments since its inception, and there are more 

breakthroughs yet to come.   

The barriers faced by the photolithography process in terms of physical 

limitations in optical methods as well as economic barriers in current technologies are 

leading the scientific community to invest in new technologies.  The promise of 

nanoimprinting processes to overcome the physical and economic barriers facing the 

industry’s ability to advance is worth the investment of time and effort of today’s 

scientific research community.  The SFIL process in particular shows significant potential 

due to its ability to produce sub-100 nm features under favorable processing conditions 

and affordable cost. 
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Chapter 2: Simulation of Fluid Flow in the  
Step and Flash Imprint Lithography Process 

 
2.1. Introduction 

The Step and Flash Imprint Lithography (SFIL) process offers a high-throughput, 

low-cost alternative to modern methods of lithography [1,2].  It avoids the use of costly 

optical systems for traditional projection printing and photolithography methods; instead, 

by using pattern transfer from masks made by electron beam writing, an image can be 

directly transferred to a substrate quickly and with much less expense than the electron 

beam writing of the mask itself.  Electron beam lithography produces a high quality 

image with nanometer scale features, but it is much too slow and expensive to be a viable 

method for chip manufacturing.  Reproduction of this mask image by imprint lithography 

is, however, a potentially fast method using low cost tools that makes possible the 

manufacturing of high quality chips with nanometer scale features [3]. 
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Figure 2.1:  Steps involved in the SFIL process. The effects of drop dispense 
and fluid flow through template features are investigated in this Chapter.  
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The SFIL process is illustrated in Figure 2.1.  Etch barrier in the form of a liquid 

monomer is dispensed onto a treated Silicon wafer.   The monomer may be dispensed, for 

example, using a piezoelectric pump that delivers several fluid droplets in a chosen 

pattern onto the substrate.  Typically, the final resist layer is approximately 50 nm thick 

over a one-inch square imprint area.  For an initial dispense of five equal size drops, the 

initial drop radii would be about 450 µm with a height of 20 µm at the center, assuming 

the monomer wets the wafer surface with a five degree contact angle.  The monomer 

drops are pressed into the shape of the quartz mask by bringing the template down with a 

given speed or applied force; the chosen velocity or force may determine how well the 

monomer fills features in the template.  The amount of time allowed for the actual 

imprinting as well as the force applied to the template will determine the base layer 

thickness of monomer on the substrate.  Ideally, the drops merge and fill the template 

perfectly.  The resulting mold is then “flashed” with UV light through the quartz template 

to photopolymerize the monomer.  After the removal of the mask, the resulting polymer 

is etched through the base layer to produce the high aspect ratio features that make up the 

desired structure on the wafer surface.  Features as small as 10 nm with 1:1 aspect ratios 

(before the etch) have been produced using this imprinting process [4].  Figure 2.2 shows 

an example of such features.   

While Thermal Imprint Lithography (TIL), has also been successful in producing 

nanometer scale features [5,6,7], the procedure is much more time consuming and not as 

well suited for high-throughput, large-scale production of patterned wafers.  In the TIL 

process, the wafer is coated with the polymer form of photoresist and the imprinting is 
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performed above the polymer’s glass-transition temperature.  The pressures required for 

imprint are typically quite large in TIL, reportedly as high as 1900 psi, much higher than 

pressures used in SFIL; these high pressures can lead to significant template 

deformation5.  The imprinting of a single layer of the highly viscous polymer form of the 

photoresist is not as effective as imprinting the liquid monomer, for which the lower 

viscosity fluid, use of multiple drops, and the advantage of capillary wetting allows for 

shorter imprint times [8]. 

Fluid dynamics is an important issue in the SFIL process.  There is clearly a need 

for understanding the parameters that govern fluid flow of the liquid monomer between 

the substrate and the template.  Issues that arise include the following: number of initial 

monomer drops and relative volume of drops dispensed, flow front arrest at edges of high 

aspect ratio features and template edges, air entrapment during feature filling, template 

velocity and force used for imprint, and imprint time. 

In particular, this study explores the imprint time results for increasing numbers 

(b)(a) 

Figure 2.2:  SEM images of line patterns printed by a current version of the SFIL process 
from Bailey et al. [3]; (a) 60 nm lines after imprinting, (b) 60 nm lines after etch processes. 
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of monomer drops and for various patterns of drop dispense for a perfectly rigid template.  

A comparison is also made of the use of an applied force on the template to the case 

where there is a net zero force on the template. For the latter instance, the attractive 

capillary forces between the template and wafer are allowed to exactly balance the 

repellant viscous forces generated during the imprint process.  As will be seen, the use of 

a net zero force on the template is advantageous if template distortion is a concern since it 

leads to a lower pressure variation across the template.  The filling of features on the 

scale of the drops, such as large contact hole features, is also presented in this study.  

Fluid leakage out of the imprint area is another issue of concern that is discussed. 

2.2. Simulation  

As the plates approach each other, the curvature of the fluid-air interface exerts a 

capillary force that pulls the template to the wafer due to the surface tension of the 

monomer and its wetting nature on both surfaces, as shown in Figure 2.3, where V 

represents the template velocity, R0 is the initial drop radius, and h0 is the initial gap 

height between the template and the wafer.  Viscous forces exerted by the fluid balance 

this capillary force along with any applied force, F.  The viscous forces arise from the 

fluid flow through the gap and the capillary forces arise due to the curved monomer-air 

Curved fluid-air interface due to 
wetting nature of the flu id. V, F

h0
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Curved fluid-air interface due to 
wetting nature of the flu id. V, F
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R0

Curved fluid-air interface due to 
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h0
R0

h0

Curved fluid-air interface due 
to wetting nature of fluid

Figure 2.3:  Cross section of template moving towards the substrate at velocity V or force 
F, pressing the monomer drops and causing them to spread through the channel.  
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interface that forms due to the wetting contact angles between the monomer and the 

plates. 

Lubrication theory [9] allows simplification of the Navier-Stokes equations of 

motion for the case in which the gap height between the substrate and template is much 

smaller than the length scale of the drop.  During the imprinting process, this is true due 

the relatively large size of the imprint area compared to the drop radii.  Only at the end of 

the imprint process are the features significantly different in height compared to the base 

layer thickness; however, this irregularity is amended using a modified boundary 

condition, discussed shortly, and by the fact that volume conservation is rigorously 

ensured throughout the simulation.  Thus, the following governing equations can be used 

to calculate the fluid’s pressure and velocity field: 

    ,        (2.1) VPH µ12)( 3 −=∇⋅∇

PH
∇

−
=

µ12

2

U  ,          (2.2) 

where µ is the viscosity of the monomer, V is the downward velocity of the template, H is 

the gap height between the template and substrate at a given time in the process, P is the 

pressure in the fluid, and U is the vertically averaged, lateral velocity field.  The 

boundary condition for solution of the lubrication equations accounts for the capillary 

force described.  The pressure at the fluid air interface, P|boundary, depends upon the 

dominant radius of curvature of the interface, which can be written in terms of contact 

angles and the gap height: 
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where Patm is the atmospheric pressure, γ is the surface tension, and θ1 and θ2 are the 

contact angles of the fluid with the template and the substrate, respectively.  The 

contribution to the capillary pressure due to the other radius or curvature in the lateral 

direction or plan view of the template can be safely neglected since that pressure is 

O(h0/L) , much smaller than that in Equation (2.3). 

 It is useful to non-dimensionalize the governing equations using characteristic 

values of the variables, namely hc = h0, pc =12µVL2/h0
3, and uc =VL/h0, so that h = H/hc, 

p=P/pc, and u = U/uc.  The lateral coordinates and ∇ operator are non-dimensionalized 

by L, the length of a side of the imprint area; h0 is the initial gap height between the 

template and substrate.  The resulting dimensionless equations and boundary conditions 

are given by 

 ,        (2.4) 1)( 3 −=∇⋅∇ ph

ph ∇−= 2u ,         (2.5) 

hCa
p

boundary

11
−= ,        (2.6) 

where Ca is the dimensionless capillary number, which is given by 

( )

2

021 coscos
12

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=
h
LVCa

θθγ
µ .       (2.7) 

The capillary number is the well-known ratio of the viscous force in the fluid to the 

capillary force caused by the surface tension of the fluid-air interface.  A quantitative 

28

 



understanding of the interaction of these forces is important for controlling the movement 

of the template.  For typical values of the parameters, such as µ = 1 cP, V = 1 µm/sec to 

10 nm/sec, L = 2.54 cm, γ = 30 dyne/cm, and h0 = 1 µm, the capillary number can range 

from 10-2 to 1.  

 The primary weakness of lubrication theory is that it presents the governing 

equations for fluid flow in only two dimensions and is strictly only valid for slow 

variations of the height of the gap in the z-direction.  Thus, rapid fluid movement in the 

vertical direction, i.e., into features on the template, cannot be explicitly tracked.  In these 

cases the only way to predict fluid movement into a feature is to propose a mechanism for 

interface adjustment to fit into the feature.  The discontinuous nature of such motion due 

to the sharp edges of the mask features, as shown in Figure 2.4, must be accounted for 

using adjustments in the boundary condition.  A detailed analysis of this interface 

B, C = pintermediate

D = pfinal

A = pinitial

CA
B

D

A B

Figure 2.4:  Fluid-air interface goes through unstable, stretched 
conformations as it rounds the feature corner, until there is enough fluid for 
the interface to move into a stable conformation inside the feature [10].  
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adjustment is presented in Chapter 4, but a brief description is useful here. 

Interface conformation “A” in Figure 2.4 represents the interface just as it reaches 

the lower corner of a feature, where the boundary condition is a function of the gap 

height, hsmall: 

small
initialboundary hCa

pp 11
−==  .             (2.8) 

For example, if the capillary number is equal to one and the gap height has closed to 5% 

of the initial gap height (hsmall =0.05), this initial interfacial pressure, pinitial, is –20.  The 

interface then effectively pins to the first corner of the feature (B), as the upper contact 

line negotiates around the feature corner while the bottom contact line moves along the 

wafer surface.  The upper contact line then moves vertically to the top corner of the 

feature, at which point the stretched interface (C) is able to reconfigure into a stable low 

surface energy conformation (D) [10].  This interface advancement cannot be explicitly 

modeled by 2D lubrication equations alone, but it may be represented computationally at 

first as a pressure buildup at the interface, with a no flow restriction imposed at the 

boundary as follows:  

0p teintermedia =∇⋅n ,    (2.9) 

where n is the normal vector of the interface; solving this equation for pintermediate creates a 

pressure buildup for the boundary pressure at the interface.  The interface finally moves 

into the feature and resumes a stable conformation of lower surface energy when this 

intermediate pressure exceeds the final pressure inside the feature: 

large
final hCa

p 11
−= ,      (2.10) 
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where hlarge is the height inside the feature.  For a feature of aspect ratio 2 at the final gap 

height with hsmall equal to 0.05, then hlarge would be 0.1.  Thus pfinal is –10, a value greater 

than the interfacial pressure pinitial.  Once the pressure buildup is achieved, the interface 

moves into the feature and fills the feature, and may be treated using the standard 

capillary boundary condition once again.  There is no similar retardation of the interface 

for the case of flow from a large to small gap height, and so the standard pressure 

boundary condition is applied. 

Using finite differencing methods to solve these equations numerically allows the 

calculation of the pressure and velocity fields in the fluid at a given time.  The finite 

difference scheme is of second order accuracy; the typical grid size is 200 by 200 cells, 

for ∆x=0.005, to ensure less than 1% mass loss.  Simulations with up to 400 by 400 cells 

were performed in order to verify numerical convergence for the smaller computational 

grids.  The Volume of Fluid (VOF) method [11] is used to move the fluid interface and 

thus track the fluid movement accurately.  The method requires tracking the volumes of 

fluid in each cell in the numerical grid.  Using velocity vectors on the faces of each cell, 

fluid volumes can be updated by summing the fluid entering the cell and subtracting the 

fluid leaving the cell at each time step.  The time step size is determined by the maximum 

velocity vector in the domain to avoid fluxing an amount of fluid greater than the size of 

the cell: 

max|V
xt ∆

=∆ α ,     (2.11) 
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where V|max is the maximum velocity vector in the grid and α is a fraction (usually about 

0.2) chosen to ensure conservation of total volume.  By defining the fluid-air interface at 

a given volume fraction, e.g., cells that are half full, the fluid front can be tracked.  

Analytic expressions for the rate of a single drop spreading under a flat plate were used to 

check results from the simulation; strict volume conservation to within 1% is used to 

ensure valid results for all simulations.  The process is assumed to occur in a vacuum or 

in a gas that is highly soluble in the monomer and so in the work discussed here, gas-

trapping is neglected.  The simulation is assumed to begin with fluid contacting both the 

substrate and template and immediate closure of the gap, so that evaporation of the 

monomer is neglected in the simulation.  The computational time varied from three hours 

(for 1 drop) to a day (for 49 drops) on an Intel Xeon processor with 2.66 GHz clock 

speed and 2.07 Gb RAM. 

2.3. Results and Discussion 

 Many of the following studies are presented for a zero net force on the template, 

in the case where viscous forces and surface tension forces balance exactly.  In this case 

the characteristic velocity V must be determined by balancing these two forces.  The 

characteristic viscous force is related to the viscous pressure, 

3
0

4
2 12

h
VLLpF cV

µ
== ,     (2.12) 

and the characteristic capillary force is related to the capillary pressure, 

( ) 2

0

21 coscos L
h

FC
θθγ +

= .    (2.13) 
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For these forces to balance, they must be equal, so that the velocity of the template has a 

characteristic value: 

( )
2

2
021

12
coscos
L

hV
µ

θθγ +
= ,    (2.14) 

Upon inserting this characteristic template velocity into the expression for the capillary 

number, the value Ca=1 is obtained as our intuition might suggest, so that the following 

results are for simulations in which the template velocity is computed according to this 

force balance at a capillary number of one. 
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2.3a. Multiple Drop Simulation 

Figure 2.5 illustrates the use of the VOF method for merging multiple drops under 

Figure 2.5:  Pressure contours for merging of 5 drops at t=0, t=0.02, t=0.06, t=1.05 and 
Ca=1.  The coalesced drops behave as a single drop with high interior pressure 
immediately after the drops merge.  Lowest contour corresponds to fluid-air interface. 
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a flat plate at zero net force and a capillary number equal to one.  The pressure contours 

show that the drops behave much as one large drop immediately upon the merging of the 

interfaces, with the pressure field exhibiting a maximum in the center of the imprint area. 

It is also clear that pressure contours near the center have a circular shape as they would 

for a perfectly round drop, no matter what the shape of the coalesced drops.  This is 

shown, for example, in the case of the final pressure field where the drops have taken the 

square shape of the imprint area but the interior pressure contour looks similar to the 

initial case for circular drops.  It should also be noted that the pressures are smaller 

toward the end of the imprint process due to the very negative capillary pressures at the 

fluid-air interface.  

The interface curvature in this plan view is negligible compared to the interface 

curvature in the profile view, due to the disparate length scales over which these planes 

exist.  The length scale of the plan view is from L/h0 = 103 to 106 times as large as the 

height of the gap in the profile view over the duration of the imprinting process.  Thus, 

though there may be moments when the interface curvature is significant in the plan 

view, such as the initial moment two drops merge, these instances are extremely brief, so 

that the curvature in the plan view may safely be neglected. 

This multiple drop simulation was used to study multi-drop spreading and 

merging under a flat plate to obtain the subsequent results in this section.  The 

simulations were performed for a net zero applied force, so that the capillary forces 

exactly balance the viscous forces.  The initial sizes of the drops were chosen so that their 
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total volume would be equivalent to the final volume needed to fill a 50 nm gap between 

a flat template and wafer. 

2.3b. Imprint Time 

Simulations for increasing numbers of drops were performed for a template 

moving toward the wafer with zero applied force, the template velocity thus determined 

by balancing the capillary forces with the viscous forces.  The results shown in Figure 2.6 

illustrate clear decrease of imprint time for increasing numbers of drops. 

The curves move toward the single drop case when the drops merge and behave 

as a single drop; this merge occurs at the same gap height, hcontact=4hf /π, for any given 

number of drops with a total fixed volume, but the improvement in imprint time is still 
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igure 2.6: Imprint time for increasing numbers of drops, with mask 
elocity determined by balance of capillary and viscous forces.  Dotted 
urves represent approximate analytic solutions from scaling analysis. 
orizontal dotted line represents the height at which the drops merge. 
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apparent.  For a characteristic time of tc=12µL2/[h0γ(cosθ1+ cosθ2)] =129 s, assuming θ1 

= θ2 = 0, the imprint time for one drop is 65 s compared to an imprint time of 1.5 s for 49 

drops.  Figure 2.7 illustrates the possibility of decreasing the imprint time by yet another 

order of magnitude by applying force to the template.  The drawback in such a technique 

is that much higher pressures build in the fluid, on the order of 2.4 MPa as compared to 

only 450 kPa in the case of zero net force. This is an important consequence due to the 

issue of template deformation, which can occur if the pressures in the fluid are 

significant. While use of a net zero force alleviates high absolute pressures, it should be 

noted that large gradients in pressure could still exist, which can also contribute to 

template deformation.  Deformations on the order of 70 nm for a 10 N force have been 

reported [12].   

An approximate analytic solution is shown for each of the multiple drop cases, 
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igure 2.7: Imprint time for 49 drops in a square array.  A non-uniform distribution of
he drops leads to longer imprint time, while applying a force of 50 Newtons, 
orresponding to dimensionless value of 7.75, improves imprint time by a factor of 3. 
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where the capillary forces balance with the viscous forces.  This analytic approximation 

can be derived along the lines discussed by Colburn et al. [9] by solving Equation (2.1) in 

its radial form for a single drop, namely 

31 12PrH V
r r r

µ∂ ∂⎛ ⎞ = −⎜ ⎟∂ ∂⎝ ⎠
.    (2.15) 

With the boundary condition 0
r R

P
=
= , the pressure field is given by 

2 2
3

3( ) ( )VP r R r
H
µ

= − .    (2.16) 

Integrating the pressure field over the area of the drop yields the viscous force FV,  

3

4

2
3

H
VRFV

πµ
=  .          (2.17) 

The applied force on the template is the sum of viscous and capillary forces on all the 

drops; neglecting the force applied by the contact line itself, which is negligible 

compared to the area of the drops, the applied force is given by 
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⎝
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−= 221
3

4 coscos
2

3 πθθγπµ ,        (2.18) 

where N is the number of drops.  Given the total volume of the N drops is , 

the velocity of the template is given by 

HNRQ 2π=

5 3

2

ˆ2
3

AppH F NdH H NV
dt Q Q

π γ
µ µ

⎡ ⎤⎛ ⎞
= − = − +⎢ ⎥⎜ ⎟

⎢ ⎝ ⎠ ⎥⎣ ⎦
,      (2.19) 

where )cos(cos 21 θθγγ +=) . 

Thus, there are two components that determine the template velocity; the first 

term on the right hand side of Equation (2.16) including FApp represents the applied force, 
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whereas the second term on the right hand side of Equation (2.16) represents the capillary 

forces.   

The dominant case may be determined by comparing the forces.  The applied 

force dominates if  

5 3

2

ˆAppH F N H N
Q Q

γ
µ µ

⎛ ⎞
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⎝ ⎠
,    (2.20) 

or 

2

1
ˆ

AppH F
Qγ

>> ,                  (2.21) 

and the capillary force dominates if the contrary is true.  Thus, there exist two asymptotic 

behaviors for the template velocity; each expression for the velocity may be integrated to 

obtain the relationship between the gap height and time.  For the case in which applied 

forces dominate, 

        
5

2

2
3

AppH F NdHV
dt Q

π
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⎛ ⎞
= − = − ⎜⎜

⎝ ⎠
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or, nondimensionally, 
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⎝ ⎠
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where fApp = FApp h0/[γ(cosθ1+ cosθ2)L2].  This expression may be integrated to obtain the 

height as a function of time to give,   
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This is the case in which a constant fixed force on the template causes the gap height 

versus time to decrease with a slope of -¼ on the log-log plot shown in Figure 2.7.  Note 

that the analytic and numerical solutions for this case are indistinguishable. 

 For the case in which capillary forces balance the applied force, a similar 

integration of the velocity leads to: 

3ˆ2
3

dH H NV
dt Q

π γ
µ

⎡ ⎤⎛ ⎞
= − = − ⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
,   (2.25) 

or, nondimensionally: 
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which may also be integrated to obtain an expression for the height as a function of time: 
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where the gap height versus time decreases with a slope of -½ , as shown for the dotted 

line analytic approximations in Figure 2.6 and for the zero force cases in Figure 2.7.  

These analytic approximations correspond extremely well to the simulation results, until 

the point where the drops merge and behave as one single drop, therefore moving away 

from the analytic approximation.  If the drops are not placed in a uniform array in the 

imprint area, the drops merge before the final imprint thickness has been achieved, 

causing an order of magnitude increase in the imprint time and potentially high pressures 

in the fluid. 
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2.3c. Feature Fill 

Varying aspect ratios of features will exist; these features will fill based on the 

boundary condition presented in the simulation section.  The pressure jump that the 

interface must undergo will vary based on the current base layer thickness as it compares 

to the height of the feature.  For a feature of aspect ratio 2:1, where the feature height is 

twice that of the final base layer thickness, the feature fills with some lag time as 

compared to the area around it, as depicted in Figure 2.8(a).  If the feature aspect ratio is 
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igure 2.8:  Fluid interface snapshots during the imprint.  (a) Feature
f aspect ratio 2:1 fills. (b) Feature of aspect ratio 2.5:1 does not fill. 
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increased slightly so that the feature is 2.5 times the thickness of the final base layer, i.e. 

2.5:1 ratio, the feature does not fill, as shown in Figure 2.8(b).  This is because the 

pressure buildup behind the front of the fluid is insufficient to break into the large aspect 

ratio feature for this particular simulation.  These results are for a single drop spreading 

under an otherwise flat plate, with zero net force on the template and a capillary number 

equal to one.  The feature length and width were 10% of the initial radius of the drop; 

results shown are for a very refined grid where ∆x=0.0025, but the filling results for the 

features were the same for a less refined grid where ∆x=0.005.  

This technique can be used for any type of feature on the mask.  Figure 2.9 illustrates a 

line pattern filled by 3 drops with a dimensionless applied force of 7.75; the lines, which 

have a width equal to 10% the initial diameter of the drops and an aspect ratio of 2:1, do 

not fill immediately if the fluid interface must move into the high pressure region; 

however, the portion of the lines where the fluid drops are placed fill easily due to the 

drop flow along the line. 
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Figure 2.9:  Fluid interface snapshots during the imprint.  The hole formed at the bottom of the center 
line in (c) is eventually filled, assuming the surrounding medium is vacuum or highly soluble gas. 
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(a) 
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2.3d. Feature Density 

In practice a template is composed of regions of high and low feature density, and 

the arrangement and size of droplets underneath can strongly affect the imprint time.   

Figure 2.10: Final gap height, hf, in low volume area is half that in the high 
volume area, as for an area of the mask where features are very dense.  

2hfhf

Low volume region 

 

In this case, areas on the mask with many features may be modeled as low volume areas, 

due to the presence of the features, as shown in Figure 2.10.  Imprint time can be 

improved in such a situation by placing drops of lower volume in the feature dense area 

of the mask, such that the total volume of the drops in the low volume region is half the 

Figure 2.11: Dashed lines represent unequal volume drops, where smaller drops are 
used in the low volume region.  This adjusting drop volume improves imprint time   
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volume of the drops in the high volume region.  Imprint time results are shown in Figure 

2.11.  It is apparent that the drop merge occurs closer to the end of the process for 

unequal sized drops, resulting in shorter imprint times.  Using the characteristic time 

tc=129 s, the imprint time for 36 drops of unequal volume is an order of magnitude 

smaller,  ~12 s, compared to the equal drop array or the 4 drop arrays, with imprint times 

of ~120 s. 

2.3e. Mask Edge 

For a single fluid drop spreading due to only the capillary action acting on a flat 

template (no applied force), the fluid does may or may not leak out of the mask edge.  In 

general, the high aspect ratio of the mask edge confines fluid under the imprint area as 

seen in Figure 2.1.  Fluid travels preferentially along the mask edge for these high aspect 

ratio edges; however, fluid loss at the mask edge occurs for a lower aspect ratio edge, if 

the aspect ratio is less than 2:1 as shown in Figure 2.12.  The application of an applied 

Figure 2.12: For edges of aspect ratio 2:1, fluid leaks outside the 
imprint area before the final base layer thickness is achieved.  
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force generally decreases the critical aspect ratio for fluid to leak out at the mask edge. 

2.4. Conclusions 

A dynamic, multi-drop simulation of fluid filling in Step-and-Flash imprint 

lithography has been presented.   The foundation of the simulation is lubrication theory, 

which has been modified to handle flow into sharp features with a boundary condition 

that accounts for contact line dynamics at the corners of the features.  The Volume of 

Fluid method is used to handle the merging of droplets and interfaces in the simulation.   

 Several fluid management issues critical to enhancing the speed and quality of 

the imprinting process were studied with the simulation.  It has been shown that imprint 

time clearly decreases with the use of increasing number of droplets.   An applied force 

on the template may significantly reduce the imprint time compared to capillary action 

alone, though the higher fluid pressures encountered could lead to template deformation.  

It has also been shown that the density of features and their position on the mask may 

affect the imprint time, highlighting the necessity for varying the volume of the drops 

based on their position over the imprint area.  Modeling of individual features and the 

mask edge has been presented with the use of a modified boundary condition, and it is 

clear that high aspect ratio features impede filling. This simulation thus provides a 

valuable tool for the analysis and optimal design of the SFIL fluid filling process. 
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Chapter 3: Simulation of Template Deformation in the Step and Flash 

Imprint Lithography Process 

3.1. Introduction 

The Step and Flash Imprint Lithography (SFIL) process offers a high-throughput, 

low-cost alternative to modern methods of lithography [1,2].  Several next generation 

lithography technologies have been presented in both academic and industrial research, 

many of which avoid the use of costly optical systems, instead focusing on maskless 

methods such as electron beam and focused ion beam direct writing, or on printing 

methods known as imprint lithography.  Imprint allows an image to be directly 

transferred to a substrate from a template that has been written (typically using electron 

beam writing for its nanoscale writing capability) with the pattern desired.  Although this 

template is expensive to make due to the time consuming nature of the e-beam writing 

process, it can be used many times to reproduce the nanoscale pattern via imprinting, a 
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Fig. 3.1:  Steps involved in the SFIL process.  The circumstances under which fluid
contact with the template lead to template distortion are investigated in this Chapter. 
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high throughput and low cost way to reproduce the template pattern [3].  The desire to 

reproduce nanoscale features requires an extremely thin base layer, typically 50-100 nm 

thick over a one inch square area, so that deformation in the template could be a 

significant problem in resolving these nanoscale features if the deformations are even just 

tens of nanometers in magnitude. 

The SFIL process, illustrated in Fig. 3.1, involves pressing fluid in the template-

substrate gap.  As noted in our previous publication, fluid dynamics is an important issue 

in the SFIL process, having significant influence on imprint times and imprint pressures 

[4].  This study aims to gain insight into the effects of those imprint pressures on the 

template deformation encountered during the process.  These deformations depend 

significantly on the imprint pressures encountered during the process, which can be both 

positive and negative due to the interplay of viscous and capillary forces. 

Previous work by Scheutter et al. has shown that deformations can in fact be 

significant [5].  This previous study focused on the effect of one square drop spreading 

over an imprint area for given sets of process parameters, varying either fluid viscosity, 

template thickness, or template velocity.  For these simulation parameters, positive 

distortions of 50-100 nm were shown to occur near the end of a constant velocity process.   

A more advanced study of the imprint process is undertaken in this work, where 

we consider multiple circular drops spreading into a square imprint area and the effect on 

imprint time and imprint pressure.  Instead of varying one or two individual process 

parameters, we capture the many process parameters in a nondimensional capillary 

number that provides deeper insight into the template deformation behavior under various 
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conditions. By varying the capillary number, this work will demonstrate that distortions 

depend significantly on any process parameter that is included in the capillary number.   

3.2. Simulation 

The simulation requires a coupled solution of the fluid and solid dynamics of the 

problem.  The fluid dynamics are solved using the simplifying assumption of lubrication 

theory on the governing equations of motion, along with a boundary condition that 

includes the capillary pressure at the monomer-air interface, in the following non-

dimensional forms [5], 

t
wph
∂
∂

+−=∇⋅∇ 1)( 3 ,     (3.1) 

hCa
p

boundary

11
−= ,     (3.2) 

where Ca is the dimensionless capillary number, which is given by 
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2

021 coscos
12

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=
h
LVCa

θθγ
µ ,    (3.3) 

and where p is the pressure in the fluid, h is the gap height between the template and 

substrate at a given time in the process, w is the plate displacement as a function of lateral 

coordinates x and y, t is time, V is the downward velocity of the template, µ is the 

viscosity of the monomer, L is the length of the template, h0 is the initial gap height 

between the template and substrate, γ is the surface tension, and θ1 and θ2 are the contact 

angles of the fluid with the template and the substrate, respectively.  The contribution to 

the capillary pressure due to the other radius of curvature in the lateral direction or plan 
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view of the template can be safely neglected since that pressure is O(h0/L) , much smaller 

than interface curvature in the profile dimension used in Equation( 3.3).  

The solid mechanics may be simulated using thin plate theory [6] for which the 

dimensional form of the equation is 

PWD =∇ 4 ,      (3.4) 

where capital letters denote dimensional forms of the variables.  The criterion for using 

the thin plate equation is that the ratio of the plate length to its thickness is between eight 

and 80; if the ratio is greater than 80 the plate is considered a membrane and is devoid of 

flexural rigidity, and if the ratio is less than 8 the plate is considered a thick plate and 

must be modeled using general equations of three dimensional elasticity.  In this study, 

the template length is assumed to be three times the length of the imprint area, which is 

typically one inch, and the template thickness is typically a quarter of an inch, so in this 

case the ratio of plate length to thickness is 12, which validates use of the thin plate 

equation.  Equation (3.4) may be non-dimensionalized with the characteristic 

deformation, wc, chosen to be the initial gap width, so that wc=h0 .  The characteristic 

pressure, pc, is the same as for the lubrication equation, pc =12µVL2/h0
3.  Therefore 

w=W/h0, where w is the nondimensional deformation, and p=P/pc, where p is the 

nondimensional pressure.  The ∇  operator is nondimensionalized by the template length 

L, giving : 

p
Dh
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4

4 )cos(cos θθγ ,    (3.5) 
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Template Area = L2

52

0=
boundary

w ,     (3.6) 

0=
∂
∂

boundaryn
w ,    (3.7) 

where n is the x or y direction and D is a constant involving material constants of the 

template, 

)1(12 2

3

υ−
=

EdD  ,      (3.8) 

Where E is the young’s modulus, d is the plate thickness, υ is the Poisson ratio; using 

typical values for a quartz template, E=72.6 GPa, d=6.35 mm, and υ =0.16, D=1590 nm.  

A typical value for the nondimensional group in Equation (3.5) can be computed using γ 

=0.0225 N/m, L=2.54cm, h0=1µm, θ1 and θ2=0, so that ( ) ( )2
021

4 /)cos(cos DhL θθγ + =11.8.  

Figure 3.2 shows a schematic of the deformation, which occurs over the area of the 

template.  The template’s length is three times the length of the fluid imprint area. 

Figure 3.2:  Schematic of the template-fluid-substrate profile. 
The template length is 3 times that of the imprint area, with the 
imprint area delineated by a step function in the gap height. 
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 Due to the coupled nature of this problem, in which the fluid pressure field 

determines the deformation field and likewise the deformation field affects the local 

height h(x,y) that is needed to solve for the pressure field, an iterative solution scheme 

must be used to converge upon the correct solutions for pressure and deformation.  The 

convergence criterion is that the solution for the deformation field is within 1% of the 

previous iteration.  The computation progresses as follows: the pressure field is first 

computed using an initial h(x,y) of one; this pressure field is used to compute a 

deformation field, which is used to adjust h(x,y) and then the pressure field is recomputed 

using the new h(x,y).  This new pressure field results in a new deformation field, and if 

the new deformation solution is within 1% of the last iteration’s solution, the time is 

advanced and the plate is moved by V∆t; if this convergence criterion is not met, the 

iteration is repeated until convergence is achieved.  A relaxation parameter is used where 

the initial guess for the next iteration is a chosen percent of the current solution combined 

with part of the solution from the previous iteration in order to stabilize the computation.  

A computational grid with as many as 22,500 cells (150x150) is used, with mass 

conservation within 1%.  Larger grids were used to compare results and ensure accuracy 

irrespective of the chosen grid size.  Fluid-air interfaces are kept track of using the 

Volume of Fluid method [7], so that multiple drops can merge and form one outer 

interface.  Computational time varied from 2 hours for simulation of 1 drop to 6 days for 

a 9 drop simulation; simulations were performed on an Intel Xeon processor with clock 

speed 2.66 GHz and 2.07 Gb RAM. 
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3.3. Scaling Analysis 

It is useful to consider the relationship between the plate deformation and the 

constants involved in the imprint process, which can be derived from a scaling via order 

of magnitude analysis.  The scaling of the deformation comes from the thin plate 

equation, 

D
Lpw c

4

~ ,     (3.9) 

where pc is the characteristic pressure scale.  This characteristic pressure could be the 

viscous pressure or the capillary pressure.  The following analysis will give scaling 

predictions for both cases, under conditions where the template is moving either at 

constant velocity or via capillary suction.  These predictions will be used to compare to 

and interpret numerical simulation results. 

3.3a. Constant Velocity 

For a constant velocity process, the characteristic pressure will scale as a capillary 

pressure at the beginning of the process, due to the suction of the wetting fluid that exerts 

a negative force on the template.  This negative capillary pressure eventually gives way 

to the buildup of viscous pressure at the end of the process.  Considering first the regime 

in which capillary forces dominate, the characteristic pressure scales with the capillary 

contribution from the pressure at the fluid-air interface, 

h
pp capillaryc

γ̂~= ;    (3.10) 

This capillary pressure can be used in Equation (3.9) to obtain the minimum deformation 
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encountered by the template, i.e. the largest concave deformation due to the sucking force 

of the capillary pressure, 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
hD
Lw γ̂~

4

min .     (3.11) 

Now considering the point at which the capillary pressure regime gives way to the 

viscous pressure regime by balancing the characteristic viscous and capillary pressures, 

so that pc~pv: 

hh
VR γµ ˆ

~12
3

2

     (3.12) 

and writing in terms of the capillary number, 

0
2

1
~ hCah ,     (3.13) 

which can be used in Equation (3.13) to express wmin in terms of capillary number, 

2
1

0

4

min
1ˆ

~
CaDh

Lw ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ γ ,     (3.14) 

thus  wmin  scales as Ca-1/2. 

Considering instead a characteristic pressure that is based on the viscous 

contribution from the template’s pushing force, 

3

2

~
h
VLpp viscousc

µ
= ;     (3.15) 

this viscous pressure can be used as the characteristic pressure in Equation (3.9) to write 

an expression for the maximum positive deformation encountered by the template, 

written here in terms of the amount of fluid used Q, where Q~hR2 and R~L by the end of 
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the process, so that the positive maximum deformation by the end of the process is  

Dh
VQw 6

3

max ~ µ ,     (3.16) 

Or in terms of the capillary number, 
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where )cos(cosˆ 21 θθγγ += .  This scaling shows that wmax is linearly related with the 

capillary number and exponentially related to the gap height.   

3.3b. Zero Force 

For a zero force process, the plate is allowed to move only as fast as capillary 

pressure pulls it toward the plate, so that the capillary forces exactly balance with viscous 

forces, resulting in a net zero force.  Using the lubrication equation, Equation (3.1), 

where pc scales as a capillary pressure and assuming that h>>w, so that the  term 

in the lubrication equation can be neglected, 

tw ∂∂ /
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Rearranging in terms of h, 
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which is useful in scaling the deformation equation, Equation (3.9), using the capillary 

pressure as the characteristic pressure and substituting h with Equation (3.19): 
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These scalings prove to be useful in interpreting results from simulation, and these 

relationships will be verified and compared to numerical results in the following sections. 
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3.4. Simulation Results 

3.4a. Constant Velocity – Single Drop 

A constant velocity scheme for the moving template was simulated for imprinting 

conditions at varying capillary numbers, from Ca=0.1 to Ca=10.  Plot of the deformation, 

w, in Figure 3.3(a) shows that for increasing capillary number, template deformation 

becomes more positive.  This is due to the increasing viscous pressure encountered in the 
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Figure 3.3: Simulations results for the deformation incurred by a template moving at constant velocity.
(a) Results for varying capillary numbers; (b) For Ca=1, Ca* transitions to greater than one at t~0.8, 
corresponding to the shift seen in plot (a) for this capillary number; (d) For Ca=0.1, Ca* never 
transitions to greater than one, corresponding to plot (a) in which Ca=0.1 remains in the capillary 
dominated regime throughout the simulation; (d) For Ca=10, a transition to the viscous regime should 
occur for t>0.6, corresponding to the time when w departs from the other curves in plot (A) for Ca=10, 
transitioning to more positive deformations.  

 



center of the drop for higher capillary number; while a process for Ca=0.1 operates in an 

entirely negative pressure regime, creating a sucking force that deforms the template in a 

concave manner measured by a negative value for w, a process for Ca=1 or greater 

operates between the negative and positive pressure regimes, so that an initial sucking 

force creating concave deformation is replaced by a repellant viscous force that creates a 

convex deformation measured by a positive w value.  Values for the deformation can be 

multiplied by the characteristic w, h0, to obtain dimensional values.  Using h0=1micron, 

the final deformation for Ca=10 is wfinal= 50nm, for Ca=1 wfinal= -5nm, and for Ca=0.1 

wfinal =-33nm. 

A modified capillary number for the process can be defined by using the volume 
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Figure 3.4: Pressure at the center point of the imprint area during imprint for the three 
Capillary numbers; p is always negative for Ca=0.1, always positive for Ca=10, and 
transitions from negative to positive for Ca=1. 
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Figure 3.5: The relationship between wmin and Ca. 
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Thus, as the gap height becomes smaller the modified capillary number becomes 

larger, reflecting the larger role of viscous forces that have a greater effect towards the 

end of the process.  The transition from the capillary regime to the viscous regime occurs 

when the value of Ca* becomes greater than one.  In the case of Ca=0.1, Ca* never 

reaches a value of one and the transition into a viscous pressure regime does not occur, as 

demonstrated by the purely negative template deformation. The pressure at the center of 

the imprint area is plotted over time in Figure 3.4 to demonstrate that large negative 

pressures for Ca=0.1 cause negative deformation whereas positive viscous pressures at 

the center point for Ca=10 create positive deformation by the end of the process.  Figure 

3.5 shows a plot of the relationship between Ca and the minimum deformation 

experienced by the template.  The trend shown corresponds to roughly wmin~Ca-1/4.  

Although the scaling analysis prediction from equating the viscous pressure to the 
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capillary pressure predicted wmin~Ca-1/2, the simulation results still shows the slightly 

downward slope of wmin as the capillary number increases as predicted by the scaling.  A 

possible reason for the discrepancy is the assumption in the scaling that the radius of the 

drop is approximately equal the length of the imprint area, which is not quite the case for 

the capillary dominant regime where the drop has not spread over the entire imprint area.  

A plot of wmax and its dependence on Ca in Figure 3.6 confirms the scaling wmax~Ca 

predicted from viscous pressure scaling arguments. 

In dimensional terms, this constant velocity process has a dimensional velocity 

that is , which is about 1.45 nm/sec for Ca=1, corresponding to a 

characteristic time =688 seconds. 

)12/()ˆ( 22
0 LCahV µγ=

Vhtc /0=

The exponential height dependence predicted from these scaling arguments is 

clearly visible in a plot of w vs. h in Figure 7.  The exponential dependence is observed at 

the end of the simulation (i.e. when h is small, since h is inversely related to t); when h 

reaches about 30% of its initial value, the viscous pressures create a large positive 
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Figure 3.6: The relationship between wmax and Ca.  
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deformation for capillary number ten, and capillary pressures create a large negative 

deformation for capillary number 0.1.  Equation (3.11) predicts a 1/h scaling for wmin and 

Equation (3.16) predicts a 1/h6 scaling for wmax; these exponential dependences are 

visible from the slow descent of the Ca=0.1 curve that follows wmin and the rapid positive 

change in w for Ca=1 and 10 curves, for which the wmax scaling is relevant.   

Figure 3.7:  Deformation as a function of gap height.  

3.4b. Constant Velocity – Multiple Drops 

 Constant velocity simulations were performed for a template imprinting arrays of 

four and nine drops, placed in a square pattern evenly over the imprint area.  Results are 

shown in Figure 3.8 for the deformation experienced at Ca=1 for one, four and nine 

drops.  The trend is that larger numbers of drops create more negative deformation.  This 

is due to the lack of positive viscous pressure encountered during the imprint for multiple 

drops, until the end of the process when the curves all show a trend toward more positive 
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deformations.  For the case of one drop, the negative deformation was not as extreme as 

for four and nine drops due to the balancing viscous pressures that created an upward 

force on the template during the process, whereas four and nine drops create more 

negative pressure due to the larger amount of interfacial area where negative capillary 

pressures exist.   

The deformation is instantaneously related to the pressure field, suggesting that at 

the end of the process, once the drops have merged, the deformations should be the same.  

As shown in Figure 3.8, exponential increase in deformation at the time when drops 

merge (hcontact=4hf/π, where hf is the final gap height) suggests that the deformation 

converges to roughly the same positive value by the end of the imprint.  The deformation 

result shown has very low values of deformation due to the simulation of a template with 
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Figure 3.8:  Template deformation during the imprint process for a single drop, 
four and nine drops, all at constant velocity and capillary number of one. 
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thickness twice that shown in other simulation results, in order to obtain more data points 

on the exponential portion of the curve for better comparison of the single and multiple 

drop cases.  2D contour plots showing the nature of the concave deformation experienced 

by a template printing nine drops are shown in Figure 3.9, which includes contour plots 

of both fluid pressure and template distortion for two points in time during the imprint.  

Even after the drops have merged there is a net negative capillary pressure on the 

template due to the strong capillary force at the edge of fluid, causing the negative 

deformation.   
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Figure 3.9:  Template deformation for nine drops of fluid, black line corresponds to fluid-air 
interface; (a) t=0.846, higher pressure levels exist in the drop interiors and lower pressure levels 
exist at drop-air interfaces, both on the outer edge as well as on the interior fluid-air interfaces; 
(b)t=0.846, negative deformation is shown where the most negative deformation is in the drop 
center and is zero on the boundary; (c) t=0.86, drops have merged and highest pressure level exists 
at the center of the imprint area; (d)  t=0.86, the deformation is still negative in the center of the 
imprint area, though more positive than the deformation at t=0.846. 



3.4c. Zero Force – Single and Multiple Drops 

Simulations were performed for a net force of zero to allow the capillary forces 

and viscous forces to exactly balance.  Figure 3.10 shows the result for w as it changes 

over time, and there is almost no deformation; since w is nondimensionalized by h0=1 

µm, these numbers indicate that deformation would be at most one nanometer.  The 

match between the scaling prediction of w~t3/2 with the simulation result is very good 

until the end, where the assumption that the speed of the deformation, i.e. the  term 

in the lubrication equation, is negligible compared to the plate velocity V is no longer 

valid. The deformation tapers off due to the slowing of the plate at the end of the imprint, 
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Figure 3.10:  Template deformation during a zero force process for one 
drop.  Dotted line represents a slope of -3/2, followed very closely by 
simulation results. 
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where higher viscous forces cause the plates velocity to slow in order to maintain the zero 

force condition. 

Results for multiple drop simulations indicate the same negligible deformation. 

Imprint time is improved with the use of more drops, as reported in previous work [5], 

where the gap height over time for varying number of drops N was given: 
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This scaling is included as dotted lines for one, four and nine drops in Figure 3.11.  The 

scaling and computation are closely matched, except at the end where the rate of template 

motion slows due to the need to fill the corners of the imprint area.  It is clear that 

including the effects of template deformation does not undermine this improvement in 
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Figure 3.11:  Gap height during a zero force process for one, 
four and nine drops.  Dotted lines represent scaling predictions. 
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imprint time for increasing numbers of drops.  The characteristic time for a zero force 

process is 
h
Ltc γ

µ
ˆ

12 2

= =688 seconds, so for a single drop the time for imprinting a 100 nm 

base layer is about 20 seconds, whereas for nine drops it is just 2.5 seconds.  This order 

of magnitude improvement for using multiple drops is a great advantage in the zero force 

process. 

3.5. Conclusions 

 A coupled fluid-solid dynamics simulation of drops moving under varied template 

motion schemes at different capillary number conditions has been presented.  The 

severity of template deformation depends greatly on the capillary number at which the 

imprinting takes place.  In the case of a template moving at constant velocity and a large 

capillary number (Ca>1), viscous forces cause positive deformations in the center of the 

plate, and if the capillary is small (Ca<1), capillary forces will cause large negative 

deformations in the center of the plate.  Use of multiple drops actually makes the negative 

deformation during the imprint slightly more significant than for a single drop, with final 

positive deformation roughly the same as for a single drop.  It is therefore not necessarily 

advantageous to use multiple drops if the template control scheme is a constant velocity 

motion, so that imprint time is fixed, and the capillary number is O(1).  If, however, the 

capillary number for the system is large, O(10) or greater, due to a more viscous or lower 

surface tension monomer, multiple drops may be useful to avoid positive deformations 

during the imprint process, though final deformations at the end of the process will 

undoubtedly be very large at such a large capillary number. 
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 The more elaborate but certainly more effective method for controlling 

deformation is to implement a zero force scheme for the moving template, where 

capillary forces suck the template toward the substrate so that capillary forces and 

viscous forces exactly balance.  This not only creates negligible amounts of template 

deformation but is also advantageous for its shorter imprint time, which can be made 

even shorter with the use of multiple drops.  This study has shown the importance of the 

template control scheme in limiting template deformation as well as explored the 

interesting effects of capillary number on the way the template can deform in a concave 

or convex manner, for either small or large capillary number.   
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Chapter 4: The Dynamics of Low Capillary Number Interfaces Moving 

Through Sharp Features 

 
4.1. Introduction 

The Step and Flash Imprint Lithography (SFIL) process offers a high-throughput, 

low-cost alternative to modern methods of lithography.  The process makes use of the 

liquid monomer form of the etch barrier.  The monomer drops, which are typically 

acrylate based formulations, are pressed into the desired shape by bringing a template, 

typically a quartz mask, down with a given speed or applied force, making best use of the 

capillary and viscous force interaction to minimize the imprint time [1].  The imprint area 

is one square inch with a final base layer of approximately 50 nm; the template velocity 

begins on the order of a micron per second and drops to just a few nanometers per second 

at the end of the process.  The SFIL technique has allowed production of features as 

small as 30 nm, after imprint and etch [2].  Typical capillary numbers for these flows are 

very small due to the small feature size and relatively low flow rates.  Given a monomer 

with typical density O(1 g cm-3), interfacial tension O(30 dyne cm-1), and viscosity O(1 

cP), the capillary number is as small as 10-3.  The Reynolds number is, at the largest, on 

the order of 10-3. 

 Clearly, capillary wetting is an important part of the filling process, and is 

particularly important for filling of features in the template.  If features do not fill 

appropriately, instead trapping an air bubble inside, the resulting photoresist image is 

untrue to the original mask and the failed pattern transfer can lead to a non-functional 
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circuit on the wafer.  A fundamental understanding of this nano-scale filling process is 

useful for predicting which types of features will fill or trap air; the goal of this study is to 

obtain this fundamental understanding through simulation of the interface movement 

through the template features. 

 Feature filling applications in other processes, such as injection molding, 

encounter similar flow effects at feature edges.  Numerical techniques have been 

developed to handle the effect of the vertical fluid movement at sharp corners such as T-

junctions [3].  Studies have also been done on the motion of an advancing interface [4].  

These are generally high capillary number flows, unlike those in imprint lithography [5].  

Little is known, however, about low-capillary number interface motion through these 

sharp lithographic features. 

4.2. Model 

Consider the following two-dimensional feature filling illustrated schematically in 

Figure 4.1.  A Newtonian fluid of viscosity µ and density ρ is injected from the left inlet 

SL 
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TPLU

TPLL
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θ2

θ1
h0

hf
Si 

Figure 4.1:  Schematic of an individual feature.  The simulation begins with a 
small amount of fluid in the region before the feature, with boundaries Si, SC, Su, 
and SL, as well as contact lines TPLU and TPLL positioned at the three phase 
lines.  The feature is of height hf and width w, and the gap is of height h0. 
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Si at a constant average velocity U in the gap between a lower flat surface SL and an upper 

surface SU that has a rectangular feature.  The gap has a nominal height h0, and the height 

and width of the feature are hf and w, respectively.  The static contact angles at the lower 

and upper contact lines (three-phase lines TPLU and TPLL) are θ 1 and θ 2.  The sharp 

corners of the feature are modeled using rounded corners with very small radii of 

curvature equal to 1% of the gap height.  This allows the computation to progress 

smoothly, avoiding numerical instability at the corners. 

Although in practice the nanoimprint process has the upper surface move towards 

the lower surface to close the gap, it is a convenient approximation to simulate the 

process by allowing fluid to move into the cavity, while keeping the surfaces at a constant 

gap height.  This is valid due to the comparative magnitudes of the horizontal (inlet) and 

vertical template velocities, U and V, where the horizontal velocity scales as U~(R/h0)V, 

where R is the radius of the drops and is much greater than h0.  Thus, U>>V and the 

change in the gap height and vertical velocity can safely be neglected during the feature 

filling process. 

The flow is described by the dimensionless Navier Stokes equations of motion, 

0∇⋅ =v      (4.1) 

2Re p
t

∂⎛ ⎞+ ⋅∇ = −∇ + ∇⎜ ⎟∂⎝ ⎠
v v v v ,   (4.2) 

where Re = ργh0/µ2 is the Reynolds number, ρ is the fluid density, γ is the surface tension, 

v is the fluid velocity, t is time, µ is the fluid viscosity, and p is the fluid pressure.  The 

pressure, velocity, and lengths have been non-dimensionalized by γ/h0, γ/µ, and h0 
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respectively.  Due to the scale of this process the inertia of the flow is generally 

negligible with , for typical parameters h410Re −≈ 0 =100 nm,  µ = 1 cP, γ = 30 dyne cm-

1, and ρ = 1 g cm-3.  

At the inlet Si, fluid is injected at a constant rate so that,    

UCa µ
γ

− ⋅ = =n v ,    (4.3) 

where n is the outwardly directed surface normal and Ca is the Capillary number in its 

common form, as opposed to the form given in Chapter 2 Equation (2.7), which was 

relevant in the lubrication scaling discussed in Chapter 2.  As defined in Equation (4.3), 

the Capillary number is typically on the order of 10-3.  The magnitude of capillary force is 

much more significant than the magnitude of van der Waals force.  The capillary pressure 

can be expressed as Pcapillary= -γ /h, where h is the channel height and at smallest is 10nm.  

The van der Waals pressure can be expressed as PVDW=AH/(6πh3), where AH is the 

Hamaker constant for the material (-1.7×10-20 is a typical value for PMMA on Silicon).  

The ratio of these pressures is Pcapillary /PVDW =2.5×103, validating the dominance of 

capillary forces in this process and allowing us to neglect the effect of van der Waals 

forces. 

 In addition to the condition of no flow through the upper and lower surfaces SU 

and SL , there are also partial slip boundary conditions given by ( ⋅ =n v 0)

[ ]exp( ) 0rα⋅ − −St v v = ,   (4.4) 

where t is the tangent vector on the surface, α is the decay parameter or roughly the 

inverse slip length, vs is the velocity of the interface and r is the distance from the contact 
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line.  A very small slip length, with α =10-3, was used for SL.  A longer slip length, with α 

=10-2, was enforced on SU due to its discontinuous nature.  These slip lengths 

corresponded to roughly one mesh element over SL and five mesh elements over SU, due 

to the irregular FEM grid used over the fluid domain.  Simulations with much finer mesh 

elements showed similar behavior, so the results are independent of the size of the grid 

elements. 

At the fluid-vapor interface SC the kinematic and normal stress conditions are 

applied, as given by 
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0( )S⋅ − =n v v ,    (4.5) 

and  

   ( )Tp = ∇ ⋅ + ⋅ ∇ + ∇ ⋅n n v v n .    (4.6) 

The points at the upper and lower three-phase-lines, TPLU and TPLL, both carry contact 

angle boundary conditions on the mesh equations, where the contact angle is defined as 

the angle between the wall and the free surface normal.   

 θcos=⋅ wnn                                                           (4.7) 

where nw is the wall normal.  For the full numerical simulations, both contact angles are 

set to 30o. 

 This rigid contact angle constraint may be replaced by a dynamic contact angle 

boundary condition, in which the contact angle may be determined by the following 

expression from molecular-kinetic theory [6]:  

( ⎥
⎦

⎤
⎢
⎣

⎡
−= θθγ

µυ
λκ coscos

2
sinh2

0

0

Tnk
hv

BL

S )    (4.8) 

 



where v is the wetting line speed, h is Planck’s constant, µ is the liquid viscosity, νL is the 

unit of flow for the liquid (generally the molecular volume), γ is the surface tension of the 

liquid,  kB is Boltzmann’s constant, T is absolute temperature, n is the number of 

adsorption sites per unit area, λ=1/√n, θ0 is the equilibrium (static) contact angle, θ is the 

dynamic advancing contact angle, and κs
0 is given by 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∆−
=

Tnk
g

h
Tk

B

B
S

*
0 expκ ,    (4.9) 

where ∆gs
* is the surface contribution to the specific activation free energy of wetting.  

Using typical values of a liquid monomer, with νL=O(10-10), and n=O(1018), the prefactor 

γ/(2nkBT) is O(1) and when multiplied by (cosθ0 -cosθ), the sinh argument is O(10-1), so 

that we can replace Equation (8) with a simplified, linearized version of the dynamic 

contact angle model, 

( )θθ coscos 00 −= Uvv ,    (4.10) 

where v0 is a dimensionless constant, 

UTnk
hv

BL

S 1
2

2 0

0
γ

µυ
λκ

= ,    (4.11) 

and v0=O(10-1), computed from typical values given above and ∆gs
*=86 mJ/m2 (from 

Blake and De Coninck6), U=10-2 (the capillary motion horizontal velocity), and an 

equilibrium contact angle of θ0 = 28°, for a monomer that is wetting to the surface. 

The simulations were performed using a software package known as Goma, 

which is ideal for simulating processes in which the bulk fluid transport is closely 

coupled to the interfacial physics.  Goma is a two- and three-dimensional finite element 
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program that has been demonstrated to accurately model free or moving interfaces 

[7,8,9,10]. It includes a full Newton coupled heat, mass, momentum, and pseudo-solid 

mesh motion algorithm for solution of the conservation equations using the Galerkin 

method of weighted residuals on a fully-coupled Newton-Raphson iterative scheme.  The 

code uses a moving mesh algorithm that treats the domain as a computational Lagrangian 

solid that deforms based on the physics of the problem.  The computational time to move 

the interface by frames shown in the results section, Figure 4.2, varied from 1 to 3 days 

depending on the number of re-mesh steps required; the interface stretching required re-

mesh steps roughly every 50 time steps.  The simulations were performed on a Compaq 

machine with clockspeed 2.4 GHz and 2Gb RAM.  Due to the long amount of processing 

time and problems with mesh distortion, this software was only useful for the detailed 

feature filling simulations and was not considered for comparison with the lubrication 

simulation presented in Chapters 2 and 3. 
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4.3. Results and Analysis 

 Figure 4.2 displays a typical timetrace of the fluid-air interface as it moves 

through a feature under low Capillary number conditions, where Ca=10-3.  The interface 

initially takes on a circular arc shape by t =5.9 (dimensionless units), until reaching the 

feature corner where it effectively pins to the inner corner of the feature, at t =757, as the 

upper contact line negotiates around the feature corner while the bottom contact line 

moves along the wafer surface.  The upper contact line then moves vertically to the top 

corner of the feature, by t =1852, at which point the highly stretched interface is able to 

reconfigure into a stable lower surface energy conformation at t =1876.  This 

reconfiguration involves a rapidly advancing upper contact line in concert with a rapidly 

receding lower contact line to bring the interface into a more stable, lower surface energy 

position.  Finally the interface moves through the final corner of the feature and fills by t 

=2633.  It is important to note the time scale of the reconfiguration process, which 

happens more than an order of magnitude faster than any other event in the filling 

t=2633 

t=1876 

t=1852 

t=757 t=5.9 

 Figure 4.2: Timetrace of the interface motion 
through a feature at Ca=10-3.  Times are denoted 
for each interfacial position shown. 
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process. 

 In order to confirm that this interface reconfiguration is not an artifact of 

enforcing the contact angles to be 30 degrees, the contact angle boundary condition was 

modified to allow flexibility in the contact angle condition using the dynamic contact 

angle theory described in the simulation section.  This simulation was also performed at 

an order of magnitude higher capillary number, Ca=10-2.  The results are shown in Figure 

4.3, where it can be seen that the entire filling process is an order of magnitude shorter in 

time, due to the higher capillary number.  Even at higher capillary number flow with a 

dynamic contact angle, the interface reconfiguration is roughly an order of magnitude 

faster in time than any other event in the filling process.  

 On closer inspection of Figure 4.3, it is apparent that the interface stretches to a 

point where it nearly touches the far corner of the feature.  If the interface were to move 

through a feature whose geometry was such that the interface did indeed catch on the far 

corner, as depicted in Figure 4.4, the feature may trap an air pocket and thus not fill 

t=670 

t=516 

t=480 

t=228 

t=7.1 

 Figure 4.3: Timetrace of the interface motion for a simulation 
using dynamic contact angles on the upper surface and at 
Ca=10-2.  Times are denoted for each interfacial position shown. 
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 Figure 4.4:  A stretched interface configuration 
that catches the far corner of the feature.   
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appropriately.  Simulations were performed for various geometric conditions, using the 

constrained contact angle condition and low capillary number wetting.  The results, 

shown as large and small circles corresponding to features that filled or trapped air due to 

interface stretching, are shown in Figure 4.5.  There is a clear trend for air trapping as 

either the aspect ratio becomes high or the feature becomes relatively narrow.   

 It is possible to solve the interface entrapment geometrically, assuming the 

interface is a circular arc and the contact angles are known.  The set of equations to be 

solved for such a geometric analysis include: 

22
00

2
0 )()( ryhxw =−+− ,      (4.12) 

22
0

2
0 )()( ryhx c =−+− ,    (4.13) 

22
0

2
0 )()( ryxd =−+− ,    (4.14) 
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πθθ
dhc ,    (4.16) 

where x0 and y0 are the coordinates of the center of the circle that the circular arc interface 

belongs to, r is the radius of that circle, w is the feature width, d is the horizontal length 

of stretched interface, h0 is the initial gap height, hc is the critical height to which the 

upper contact line must rise for the interface to touch the far corner of the feature, and θ1 

and θ2 are the contact angles.  The boundary delimiting the fill and no fill regions is 

shown by the dashed line in Figure 4.5, which is the exact numeric solution to these 

equations. An analytic asymptotic solution, for θ1<<π/2 and θ2<<π/2, can also be 

expressed in terms of the geometric parameters and is given by 
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0 1
h 0 /w

h C
 /h

0

Fill Region 

No Fill 
Region 

2

 Figure 4.5:  Result for the Goma simulations, filled features (large circles) and unfilled 
features (small circles); curves show results for geometry analysis, both the exact numeric 
solution (dashed line) and the asymptotic solution given by Equation (4.17) (solid line). 
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Figure 4.6: Geometry study based on the assumption of a circular 
arc shaped interface, with wetting contact angles on both surfaces. 
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The prediction of the approximate model is shown by the solid line in Figure 4.5, 

and it follows the exact geometric model closely.  Geometric results are also shown for a 

range of wetting contact angles in Figure 4.6.  Since the area under the curves is largest 

for the case where the substrate is less wetting than the template, this is the case that is 

most advantageous for feature filling.  This is due to the interface stretching occurring 

more significantly in the vertical direction rather than the horizontal direction, so that the 

interface is less likely to catch on the far corner of the feature when the upper contact 

angle is more wetting than the lower contact angle. 
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4.4. Discussion 

The feature filling process for low capillary number fill is clearly depicted here as 

an interface driven process, where fast interface reconfiguration pushes the fluid into the 

feature and allows it to fill.  The rapid reconfiguration of the interface is the key step in 

the overall filling process; once this occurs, the remainder of the feature fills at the same 

timescale as the surrounding area.  This rapid reconfiguration is due to the unstable 

nature of the stretched interface, which is brought to an equilibrium position by taking on 

a lower surface area conformation inside the feature.  The interface instability occurs 

when the upper contact line rounds the top inner corner.  At this point, the extreme 

curvature of the interface near the upper contact line drives fluid near the interface toward 

the top corner, effectively pulling the lower contact line back to allow the interface to 

take on a more stable configuration.   

The filling process includes a stretching of the interface as the upper contact line 

pins to the inner corner of the feature.  This stretched interface configuration can lead to 

air entrapment in features.  Features large in width or of low aspect ratio are much easier 

to fill than narrow features for any given aspect ratio, but below an aspect ratio of about 

unity, features will generally fill with ease.  A geometric study gives a very good 

prediction on how this stretched configuration will affect feature filling for a given aspect 

ratio and feature width.  The geometry study also shows that for a substrate that is less 

wetting than the template, a wider variety of features will fill.  A variety of contact angles 

was also explored in the simulations of the interface motion, where contact angles varied 

from 5 to 40 degrees, and the phenomena of the rapid interface reconfigurations was 
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found to be similar in these cases, though the filling of features varied based on feature 

dimensions. 

Results for rapid interface reconfiguration have been seen experimentally in the 

study of foam lamella movement through porous media [11].  An enforced pressure 

gradient through a pore causes a lamella to move forward through the pore.  As the 

lamella moves through the widest part of the pore, analogous to the corner of the feature, 

it rapidly snaps forward into the narrow portion of the pore.  This movement from a 

highly stretched, high surface energy conformation to a low energy, equilibrium surface 

conformation is very similar to the interface reconfiguration predicted in the simulations 

in this study. 

The understanding gained from these simulations is usefully implemented in a 2D 

simulation of the imprint process of the fluid movement over the wafer area, i.e. the plane 

perpendicular to the profile view considered in this study.  The plan view may be 

modeled using the lubrication approximation and capillary boundary conditions on the 

pressure1.  Though the details of the vertical fluid-air interface movement cannot be 

captured in this plane, the pressure field and the reconfiguration around sharp corners 

relevant to the lubrication model may be captured by an effective ad hoc boundary 

condition.  The premise is to allow the pressure to buildup at the interface when it arrives 

at the feature corner until the pressure is large enough to match the necessary interfacial 

pressure for the interface to exist inside the feature cavity at equilibrium.  This pressure 

buildup is simply used to mock the pressure at the interface near a feature and the effects 

of interfacial reconfiguration that is taking place in the vertical dimension.  Thus, the 
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macroscopic boundary condition, in which the interface reconfiguration is represented by 

a pressure buildup at the interface, progresses from the initial capillary pressure to an 

intermediate pressure, until it reaches the final heightened pressure inside the feature; 

small
initial h

p γ
−= ,     (4.18) 

0p teintermedia =∇⋅n ,          (4.19) 

el
final h

p
arg

γ
−= ,     (4.20) 

where pinitial is the boundary pressure of the interface at the entrance to the feature, hsmall 

is the height of the gap outside the feature, pintermediate is the boundary pressure during the 

interface stretching, pfinal is the boundary pressure of the interface inside the feature, and 

hlarge is the height of the gap inside the feature.  By solving the lubrication equation for 

the intermediate pressure, the pressure at the interface is allowed build without actually 

moving the interface until the pressure reaches pfinal.  This effective boundary condition is 

similar in spirit to the Haines critical curvature for imbibition of a wetting phase into a 

porous medium [12].   

4.5. Conclusions 

This study provides insight on the motion of the fluid-air interface through sharp 

features at low-capillary number.  The rapid interface reconfiguration may be simulated 

in detail in the profile plane of the gap between the upper and lower surfaces, going 

through a stretched configuration as the upper contact line effectively pins to the initial 

feature corner, and then quickly reconfiguring into a more stable conformation inside the 

feature as soon as the upper contact line advances through the upper feature corner.  This 
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detailed motion cannot be captured in the macroscopic simulation of the 2D fluid flow 

over the area of the substrate, but the overall effect of the interface stretching and 

reconfiguration at the feature edges can be encapsulated in an effective macroscopic 

boundary condition.  Through this effective boundary condition, the process may be 

modeled as a pressure buildup at the interface when it encounters a feature’s edge; this 

buildup continues until the interface has obtained the pressure it must achieve to exist 

inside the feature at equilibrium, i.e. reconfigured to exist inside the feature.  
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Chapter 5: Summary and Conclusions 

The ability of the SFIL process to break through as a high-throughput and low-

cost fabrication method for industrial scale chip manufacturing depends significantly on 

the fluid issues presented in this study.  The SFIL technique offers promising aspects that 

circumvent the need for high cost optics systems that suffer from resolution problems; it 

must, however, produce high fidelity imprints at nanoscale resolution in a fast step-and-

repeat process.  Thus I have undertaken this computational study of the physics of the 

fluid behavior during the imprint process to provide the ability to understand and 

manipulate issues such as imprint pressure, imprint time, template distortion and feature 

filling.  

5.1. Simulation 

 Initial understanding of the fluid issues has been achieved via simulation of the 

equations of motion using the simplifying assumption of lubrication theory.  This theory 

has been implemented in a computational simulation of the fluid pressure using a choice 

of iterative solvers and matrix preconditioners from a linear algebra library. 

The Volume of Fluid method is used to evolve the interface position over time as 

multiple drops merge to fill the imprint area, producing a dynamic simulation of the fluid 

flow over the imprint area until the final base layer is achieved.  Using a boundary 

condition on the pressure field that incorporates the capillary force at the fluid-air 

interface, the interplay of viscous and capillary forces can be modeled over the course of 

the imprint. 
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Incorporation of the solid mechanics of elastic deformation of the template was 

achieved using thin plate theory.  The solid mechanics and fluid mechanics are coupled 

due to the dependence of the thin plate equation on the fluid pressure and the dependence 

of the lubrication equation on the gap height (which is dependent on the amount of solid 

deformation).  The solution of this coupled system was achieved using an iterative 

scheme where the lubrication equation and thin plate equation were solved using the 

solution from one as input to the other until the solutions for the deformation field and 

pressure field converged.  After convergence of the solution, the fluid interface was 

advanced and the system was solved again at the next time step.  This procedure enabled 

a dynamic simulation of the fluid motion and solid deformation over the course of the 

imprint. 

Simulation of the feature filling was performed in both the lateral and vertical 

dimensions.  The lateral motion of the fluid-air interface was simulated using the 

lubrication code with a modified boundary condition that incorporated the physics of a 

pressure jump required for feature filling.  The nature of feature filling in the vertical 

direction was simulated by solution of the equations of motion, using a software package 

that could couple the bulk fluid transport to the interfacial physics.  This software was 

modified to handle a variable wall normal for the contact line motion around feature 

corners.  Boundary conditions on the top and bottom surfaces were no-slip but at the 

contact points a small region of slip was allowed in order to model the moving contact 

line phenomena. 
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5.2. Template Control Schemes 

 It was found that imprint pressure may best be controlled using a net zero force 

scheme as opposed to a constant velocity or applied force scheme.  In a zero force 

template control scheme, the capillary forces suck the template toward the wafer so that 

the negative capillary force is exactly balanced by the positive viscous force, thus 

exerting a net zero force on the template.  In this case, the overall imprint pressure is so 

low that almost no template deformation occurs.  Although an applied force or constant 

velocity scheme for the moving template may reduce imprint time, it also increases fluid 

pressures, causing significant deformations in the template.  Interestingly, a constant 

velocity scheme may actually cause negative deformation in the template, where the 

middle of the template bows toward the substrate due to the sucking force of the negative 

capillary pressure.   

 A zero force regulation for template motion relies on capillary force to pull the 

plates together.  As the imprint approaches the final base layer, the viscous forces in the 

center of the imprint area take on very large positive values due to the thin gap width, but 

for the same reason the capillary forces become very negative at the fluid-air interface 

due to the inverse relationship between capillary pressure and gap height, so the balance 

between the forces continues until the end.  Using multiple drops creates a larger amount 

of fluid-air interface, thus increasing the negative capillary force that essentially sucks the 

template toward the wafer more quickly, resulting in shorter imprint time.  When the 

drops merge as the base layer approaches its final height, the rate of imprint slows as the 

fluid area essentially becomes one large drop; however, even with this slowing of the 
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template speed, the imprint time is faster with multiple drops.  In fact, for many drops 

(~50) the imprint time becomes comparable to applying a 50N force to the template for a 

single drop.  This decrease in imprint time for use of multiple drops is true for either a 

rigid or deformable template.   

5.3 Feature Filling 

 The fidelity of pattern transfer from the template to the substrate depends upon 

the complete filling of all features in the template.  The filling of these features has been 

presented in both planes of motion, the plan view afforded by the lubrication simulation 

showing the way features fill laterally, and the profile view providing information on the 

fluid-air interface motion based on the motion of the upper and lower contact lines 

moving over the template and substrate respectively.   

 The detailed understanding of the fluid-air interface reconfiguration was obtained 

by performing a full simulation of the fluid-air interface in the profile view under low 

capillary number conditions using no simplifying assumptions.  This simulation provided 

new insight into the mechanics of the interface motion as the top contact line negotiated 

its way over the feature corners.  The top contact line was found to be effectively pinned 

to the initial feature corner while the bottom contact line continued to move along the 

substrate surface, creating a stretched interface conformation.  As the top contact line 

moved up the inner wall of the feature cavity, the interface continued to stretch.  When 

the top contact line finally moved through the first inner corner of the feature cavity, the 

interface rapidly reconfigured into a more stable conformation with lower surface area, 
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causing the bottom contact line to quickly recede into a position directly under the top 

contact line.   

This rapid interface reconfiguration happens extremely quickly, as a non-

equilibrium process, and is, therefore, best incorporated in the macroscopic lubrication 

code as an effective pressure-buildup before fluid enters a feature.  A geometry study was 

employed to compare with results from the simulations to predict the ability of features to 

fill, and both results demonstrated that narrow or high aspect ratio features are much less 

likely to fill correctly, i.e. trap air due to the stretched interface catching the far corner of 

the feature cavity, than wide or low aspect ratio features.  This new insight into a 

phenomenon poorly understood previously could be a useful tool in understanding which 

features will fill for given conditions. 

Simulation of feature filling in the plan view using lubrication theory required 

incorporation of the pressure jump required for the interface to enter a feature cavity.  

Although the details of the vertical motion of the contact line up the feature wall could 

not be incorporated into the lubrication model, a modified boundary condition was 

constructed to mimic the pressure buildup that the fluid must go through to enter the 

feature.  Results from this simulation displayed the lag time that the interface would 

undergo in order to fill a feature while fluid around the feature continued to advance.  

The amount of lag time before the pressure buildup becomes enough to push the interface 

into the feature depends on the aspect ratio of the feature.  It was found that higher aspect 

ratio features take more time to fill and may not fill at all due to this time lag.  This 

“macroscopic” understanding of feature filling was possible through the detailed 
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“microscopic” knowledge obtained from the profile view simulations of the fluid-air 

interface reconfiguration. 

In order to gain some insight into imprint pressures for densely packed features, 

such a specific model would not be useful.  Instead, computations were done using the 

lubrication code to model fluid flow over a template with a step function in its height, 

where a portion of the template-substrate gap would have double the final volume of the 

other portion.  The high volume area mimics an area on a template with many feature 

cavities that need to be filled, while the low volume area corresponds to a flat area or low 

feature density area on the template.  This model showed that dispense of equal volume 

drops leads to extremely high pressures in the low volume area and increased imprint 

time compared to a situation where drop volumes are weighted corresponding to their 

position in the imprint area; if drops in the high volume region are given twice the 

volume as drops in the low volume region, the imprint pressures are relatively low and 

the imprint time is much faster. 

5.4. Conclusions and Future Work 

The interplay between viscous forces and capillary forces is extremely important 

to all fluid issues.  Understanding of the relationship between these forces and how they 

are best controlled via different template motion schemes is extremely important for the 

efficiency of the SFIL process.  Maintaining a balance of the viscous and capillary forces 

so that the process runs at a net zero force proves particularly useful if template 

deformation is a concern, since it limits deformation to negligible values.  In order to 

speed up this process, multiple drops may be used to generate more capillary pressure 
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with the power to suck the template to the substrate faster, thus shortening the imprint 

time.  For a template with a high density of features in a particular region and a low 

feature density or flat region, viscous pressure can build to significant levels if drop 

volume is not correctly apportioned.  These large viscous forces can slow the imprint 

time and cause deformation in the template, proving the importance of strategic drop 

placement with appropriate drop volume. 

Understanding of the details of interface motion also involves careful 

consideration of the capillary and viscous forces, both in the lateral and vertical 

directions.  Study of the lateral fluid motion showed that a lag time exists due to the need 

for viscous pressures to build up and push the interface into a higher capillary pressure 

(i.e. less negative) region inside the feature cavity.  Once this pressure buildup has been 

achieved, capillary forces allow the interface to advance through the feature.  In the 

profile view, the low capillary number causes the interface to take on a spherical arc 

shape; this shape deforms into a stretched conformation due to the viscous forces that 

drive the interface into the feature.  Once the upper contact line moves into the feature 

cavity, capillary forces take over once again, causing the interface to rapidly reconfigure 

into its original equilibrium form.  Thus, all aspects of this study are heavily related to the 

relationship between capillary and viscous forces.  

There are several paths that may be taken in pursuing a theoretical and 

computational understanding of the fluid issues involved in the SFIL process.  Now that a 

more detailed understanding of the mechanism for individual feature filling has been 

established, future studies can focus on complex feature patterns that are more realistic 
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for circuit designs.  This study assumed that the process takes place in a gas that is 

soluble in the monomer, but it may be more useful for other reasons to use monomers 

that do not dissolve the surrounding gas.  In this case, it would be worthwhile to study 

gas trapping and the effects it could have on template filling and deformation.   

5.4a. Feature Topography 

There are many useful problems to consider regarding topography of features on 

the template.  Complex, dense feature patterns are more realistic for microelectronic 

processing, and these patterns must be filled perfectly in order to obtain a working circuit.  

There are several possible method for pursuing this study.  One is to use the lubrication 

model developed in this study to model the interface motion through each feature in the 

pattern; this would be an extremely computationally intensive method and not necessarily 

useful in obtaining a general understanding of the flow effects due to the topography.  A 

better method may be to consider different types of typical patterns that are useful in 

microelectronic circuitry.  For example, line patterns are particularly prevalent in circuits, 

so it may be more useful to model flow through line patterns of various dimensions to 

obtain an understanding of how this type of pattern affects fluid flow.  A bulk flow model 

can then be developed that incorporates general fluid motion through the various types of 

patterns, thus circumventing the need for high resolution computations. 

Some studies have been done in simulating lubrication flow under a rough or 

porous surface, which could be used as parallels for better modeling bulk lubrication flow 

under the cavity filled surface of the template in SFIL.  Flow effects due to roughness 

orientation have been incorporated into a flow factor tensor on the Reynolds equation that 
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captures the effects of the roughness [1,2].  A line pattern on the template might have 

similar effects on the bulk flow as surface roughness with a given orientation.  The 

effects of elastic deformation due to surface roughness have also been studied [3], which 

could translate to use in the SFIL problem by comparing the amplitudes of the surface 

roughness studied to the aspect ratios of the features seen in the SFIL template.  Scale-up 

of permeability models for flow through porous media has long been used to take detailed 

information about flow through reservoirs and use it in a bulk flow model that uses the 

detailed flow information to describe the bulk flow [4,5].  This method clearly translates 

to the need in SFIL modeling to capture detailed flow patterns over the many areas of 

feature patterns and put those together to simulate the bulk flow under the entirety of the 

template. 

It may also be useful to consider fluid flow along lines and fill effects for patterns 

that are much smaller than the drop size.  Developing a detailed understanding of the 

lateral motion of the drop interface would be useful in obtaining better strategies of initial 

drop dispense.  Whether it is better for drops to be positioned directly under long lines or 

small patterns or whether these patterns fill quickly enough via interface movement from 

capillary filling is a useful question to answer since drop placement could prove to be a 

key parameter in this regard. 

5.4b. Gas Trapping 

In the circumstance that the process is run in a gas that does not dissolve in the 

monomer, the use of multiple drops could trap gas pockets that become high pressure 

regions inside the fluid as the imprint progresses.  Fidelity of the pattern transfer could be 
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compromised due to gas trapping in template features as well.  It would be useful to 

understand the dynamics of the gas trapping, in terms of the bubble sizes and pressures, 

as well as the ways in which gas trapping inside features can be avoided, possibly by 

initial drop configuration or drop sizes.  This could become a computationally expensive 

model due to the resolution required to model the gas trapping in individual features.  It 

may again be useful to consider a few different types of general feature patterns and drop 

placement scenarios to more effectively study this phenomenon.  

An initial computation that would provide some insight on the role of air trapping 

would be to use the existing model with yet another modified boundary condition on the 

pressure.  This boundary condition must reflect the pressure buildup inside the trapped air 

bubble as the plates squeeze the bubble.  An initial implementation of this pressure 

buildup might begin with the ideal gas equation, 

RT
VP

n atm
initial

0= ,     (5.1) 

where ninital is the initial number of moles trapped in the air bubble (an unknown), Patm is 

the atmospheric pressure or pressure of the surrounding air, if the chamber is at some 

pressure other than atmospheric, V0 is the initial volume of the air bubble, R is the ideal 

gas constant, and T is the surrounding temperature.  As the bubble volume changes, 

presumably decreasing due to the narrowing gap height, the pressure inside the air bubble 

also changes: 

)(tV
RTn

P initial
bubble = ,     (5.2) 
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where Pbubble is the pressure inside the bubble and V(t) is the bubble volume as a function 

of time.  Using the expression for ninital from Equation (5.1),  

)(
0

tV
VP

P atm
bubble = ,    (5.3) 

so that the expression no longer depends on the unknown number of moles inside the 

bubble.  Since the boundary pressure is the pressure difference between atmospheric and 

inside the bubble, the modified boundary condition can be written as  

),,(*
11

)(
0

tyxhCatV
V

PP atmboundary
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−= ,   (5.4) 

where the capillary pressure at the interface is simply subtracted from the increased 

pressure due to the squeezing of the bubble between the plates.  This simple model would 

be effective as a first attempt at including the effects of trapped air bubbles on the fluid 

flow and provide some insight on how to proceed with more detailed analysis of the air 

trapping issue.   

 A further consideration to account for is bubble dissolution rate into the 

monomer, which is dependant on what gas is used in the surroundings.  The vapor 

pressure of the monomer should be taken into consideration since the surrounding 

medium might actually be the vapor form of the monomer, in which case gas dissolution 

would be extremely fast and only large bubbles would have to be accounted for in the 

model, since small bubbles would readily dissolve. 

5.4c. Computational Efficiency 

In order to solve these computationally complex problems, a parallel code may be 

considered that can handle more details of feature patterns and gas trapping.  I have 
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written a significant portion of the existing code in parallel form for multiprocessor 

implementation, but the algorithms must be improved to incorporate these new fluid 

issues.  The pressure solver library, Aztec 2.1 from Sandia National Laboratories, was 

chosen for its ability to be implemented for parallel processing, and the pressure solver as 

well as other portions of the code have been written for parallel processing using basic 

MPI (Message Passing Interface) [6] for communication between processors.  Parallel 

processing may be a viable method to model the complex feature patterns and the effects 

of gas trapping without the use of a bulk flow model or general studies on a few given 

types of feature patterns, leading to a commercially useful code that could generate 

solutions for imprint times, pressures, deformations, and pattern transfer fidelity for a 

wide variety of feature patterns and process parameters. 
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Appendix A -Governing Equations 

A.1. Lubrication equations 

Using the lubrication approximation to simplify the momentum equations, it can 

be shown [1] that these equations reduce to: 

2

2

Z
U

X
P X

∂
∂

=
∂
∂ µ ,     (A.1) 

2

2

Z
U

Y
P Y

∂
∂

=
∂
∂ µ ,      (A.2) 

0=
∂
∂
Z
P ,           (A.3) 

for rectangular coordinates, where UX and UY represent the X-direction and Y-direction 

velocities, respectively.  In general: 

2

2

Z
P

∂
∂

=∇
Uµ              (A.4) 

where U represents the vector form of the velocity.  This differential equation can be 

solved for no-slip boundary conditions at the substrate and template surfaces: 

0)( 0 == HZU ,          (A.5) 

0)0( ==ZU ,      (A.6) 

 )(
2
1 2 HZZP −∇=⇒
µ

U ,           (A.7) 

The continuity equation will be useful for finding the pressure field: 

0=
∂
∂

+•∇
Z

UZU ,     (A.8) 
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where W is the vertical velocity.  Integrating over the gap and applying the following 

boundary conditions leads to an expression for the pressure field: 

UZ(Z=H0)=V,               (A.9) 

UZ(Z=0)=0,            (A.10) 

VPH µ12)( 3 −=∇⋅∇⇒ ,             (A.11) 

Since the predominant flow is in the X any Y directions, we can express the velocity as an 

averaged velocity over the gap: 

∫ −∇=
H

HZZP
0

2 )(
2
1
µ

u ,         (A.12) 

PH
∇

−
=⇒

µ12

2
0u ,          (A.13) 

so that the velocity field can be solved for using the gradient of the pressure field from 

Equation (A.11). 

A.2. Boundary condition 

The pressure at the monomer-air interface can be expressed by the Laplace 

equation: 

⎟
⎠
⎞

⎜
⎝
⎛ +−=

Rr
PP atm

11γ ,     (A.14) 

where γ is the surface tension of the fluid, R is the larger radius of curvature, which 

would be the curvature of the drop from an origin existing inside the drop, and r is the 

curvature of the interface from an origin just outside the drop.  For simplicity, it is 

assumed that the channel width is much smaller than the diameter of the drop.  Since R is 
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on the order of the diameter of the drop, typically on the order of millimeters, it is much 

larger than r, which scales like the width of the channel and is on the order of less than a 

micron, so that the 1/R term is negligible compared to 1/r.  This equation can now be 

expressed in terms of the contact angles,θ1 and θ2, of the fluid on the channel walls, as 

illustrated in Figure A.1: 

⎟
⎠
⎞

⎜
⎝
⎛ +

−=
H

PP atm
21 coscos θθγ ,    (A.15) 

rR
H

θ1

θ2

For simplicity it may be assumed that the fluid is perfectly wetting on both the 

upper and lower plates, so that θ1 and θ2 are both 0 and H is the gap height in the channel.  

If the monomer is not perfectly wetting, the contact angle would instead be calculated 

using the following: 

Figure A.1: R >>r, where r is the radius of curvature in the profile, 
which is a function of the contact angles, θ1 and θ2, and gap height H. 

LG

SLSG

γ
γγ

θ
−

=cos ,         (A.16) 

 

The contact angle is thus governed by the surface tension between each phase, where SG 

is the solid-gas interface, SL is the solid-liquid interface, and LG is the liquid gas interface. 
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