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The use of cross-correlation analysis on spring discharge and precipitation data in 

karst aquifer basins has been used for many years to develop a conceptual understanding 

of an aquifer and estimate aquifer properties.  However, to this point, the application of 

these processes has relied on gaged precipitation at discrete locations.  The use of 

spatially varying precipitation data and cross-correlation analysis provides a means of 

spatially characterizing recharge locations on a karst aquifer.  NEXRAD provides a 

spatial estimate of precipitation based by combining reflectivity measurements from radar 

stations and traditional precipitation gages.   This study combines NEXRAD precipitation 

data with spring discharge data to develop maps of contributing areas for two karst 

springs in Central Texas.  By calculating the cross-correlation of each NEXRAD 

measurement to spring flow data for the same period of time a map showing the locations 

hydraulically connected to the spring can be developed.  Both numerical experiments and 
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field applications were conducted as part of the study.  The numerical experiments 

conducted by Padilla and Pulido-Bosch are revisited using the numerical groundwater 

model MODFLOW.  This allowed the introduction of spatially varying parameters into 

the model.  The results show that spatially varying parameters can be inferred based on 

the results cross-correlation of spatially varying precipitation with respect to a single 

spring discharge location.  Also, contributing area maps are prepared for both Barton 

Springs and Jacob’s Well.  Barton Springs has a precise estimate of the recharge area.  

The current map of the recharge area and the NEXRAD derived map show good 

agreement with the cross-correlation results.  Conversely, Jacob’s Well has not been 

sufficiently studied to delineate a contributing area map.  This study provides an 

preliminary estimate of the area contributing to flow at Jacob’s Well.  Finally, the 

development of these maps can also be applied to the construction of regional 

groundwater models.  An application of this methodology with the groundwater 

availability model for the Barton Springs portion of the Edward’s aquifer is introduced.  

The application of spatial cross-correlation analysis to constrain recharge in the model 

showed a reduction in the objective function with respect to discharge at Barton Springs 

of 15%.
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Chapter 1. Introduction 

In Summer of 2005 The University of Texas at Austin Hydro Field class spent 

three days at Jacob’s Well (a karst spring near Wimberly, Texas) to perform a dye trace 

study on the spring under the direction of the United States Geological Survey (USGS) 

and the Edwards Aquifer Authority (EAA).  The study ended without recovering any dye 

at the spring.  While there are various hypotheses as to why no dye was recovered, one 

hypothesis is the location selected to inject the dye was not hydraulically connected to the 

spring (UT, 2005).  The 2005 dye-trace study is the only known dye-trace conducted at 

Jacob’s Well.  At the time of the dye-trace experiment, no map precisely delineating the 

recharge area of the spring was available.  As part of the group performing the dye-

tracing experiment, I began to ponder a preliminary method that could have been used for 

pre-selecting dye injection locations.  The method of spatial cross-correlation analysis 

using NEXRAD data was developed as a way to provide a preliminary delineation of 

recharge for Jacob’s Well. 

Cross-correlation analysis on spring discharge and precipitation data in karst 

aquifers has been used in several instances to develop a conceptual understanding of an 

flow in the aquifer and estimate aquifer properties (Moore, 1992, Padilla and Pulido-

Bosch, 1995, Laroque, 1998, Birk, 2004, Aquilina, 2005, Panagopoulos & Lambrakis, 

2006).  However, to this point, the application of these processes has relied on gauged 

precipitation at discrete locations.  Birk (2004) noted that while the methods are useful 

for characterizing springs with small catchment areas, using precipitation gages lacks the 

ability to characterize springs with large catchment areas.  The use of spatially varying 
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precipitation data and cross-correlation analysis is hypothesized here to provide a means 

of spatially characterizing recharge locations for karst springs.  Next Generation Radar 

(NEXRAD) provides a spatial estimate of precipitation based by combining reflectivity 

measurements from radar stations and traditional precipitation gages (Fulton, 1998).   To 

investigate the use of these algorithms cross-correlation of NEXRAD precipitation data 

with spring discharge data was performed with data from two karst springs (Barton 

Springs and Jacob’s Well shown in Figure 1.1) in Central Texas. By calculating the 

cross-correlation of each NEXRAD cell with respect to spring discharge, a map of the 

likely locations contributing to recharge at the spring can be developed.   

MOTIVATION  
The Karst Waters Institute (2007) estimates that over 25 percent of the world's 

population derives its water supply from karst aquifers.  Also, the quality and quantity of 

water discharging from karst springs is used to gage the health of the karst aquifer. In 

order to protect the resources in karst aquifers, scientists must evaluate and estimate flow 

paths and recharge locations for the aquifer.  Unfortunately many of the current 

techniques used for developing this information require large capital investment.  The 

method presented in this dissertation can be used a means to provide insight into the 

recharge and contributing areas to spring discharge using data sets that are already 

available. 

CONTRIBUTIONS TO THE SCIENTIFIC COMMUNITY 
Several obstacles to completing this research existed at its inception.  By 

introducing methods for overcoming these obstacles this research has contributed to the 
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ability of stakeholders and scientists evaluate recharge to karst springs.  These obstacles 

included; 1) developing algorithms to work with NEXRAD data; 2) processing and 

analyzing cross-correlation results for large geospatial data sets; 3) dealing with a large 

period of record; 4) utilizing baseflow separation as a method to filter the discharge 

signal analyze cross-correlation results; and 5) looking for a method to test statistical 

significance.  These obstacles are discussed below. 

Obtaining and manipulating the NEXRAD dataset was a major obstacle at the 

inception of this research.  NEXRAD data is archived by the National Weather Service 

(NWS) in a format called “xmrg”.  This format is binary in nature and is not user friendly 

in many respects.  Johnson et al. (2001) concluded that the use of NEXRAD was so 

difficult that it was not economically feasible for scientists and engineers outside of the 

NWS to use it for project work.  They also noted that, with time, tools could be 

developed to allow for general use of these data.   However, at these were not available at 

the time this research began (Xie et al., 2005).  This research produced a quick and 

efficient method for parsing through the NEXRAD period of record to extract 

precipitation time series data for analysis. 

Typical cross-correlation analyses, mentioned previously, included one spring and 

one or two precipitation gages.  By developing algorithms to utilize the spatial variability 

of NEXRAD data another level of organization was necessary to analyze and interpret 

data.  Not only was it necessary to increase the number of cross-correlation calculations 

by an order of magnitude, the results also needed to be presented in the proper geospatial 

context.  Otherwise, the comparison of whether recharge likelihood at a given location 

could not be compared to adjoining locations.  Coupling the output from statistical 
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software with GIS was used in order to produce maps for comparing existing conceptual 

models of recharge with the cross-correlation analysis. 

Typically, the previous studies involving cross-correlation analysis on karst 

springs involved one-year record of precipitation and discharge data.  This research was 

unique in that it analyzed a 10-year period of record for Barton Springs.  These large of 

data sets taxed the tools used for this analysis to the point that custom software was 

required to parse through the data and organize it.  Without these tools the computer 

resources used for this research would not have been sufficient for completing the 

project. 

The discharge data for Barton Springs included temporally large scale patterns 

that caused enough noise in the correlation analysis to render the results unusable for 

estimating recharge locations.  As part of this study an innovative approach to using 

baseflow separation techniques typically used for surface water applications to filter ou 

the large scale patterns.  This step will be key for application of these algorithms at other 

spring locations with a period of record for the discharge data as long as Barton Springs. 

Finally, none of the previous studies involving karst and cross-correlation analysis 

evaluated the statistical significance of the correlations.  Statistical significance testing is 

used to provide insight into whether the results from the study could possibly be the 

result of random chance.  To overcome this obstacle a method used extensively in the 

neuroscience field to test statistical significance (Kwan, 2004) was introduced into the 

analysis of groundwater cross-correlation. 

By overcoming these obstacles and developing the algorithms for the creation of 

maps of recharge likelihood for these regions, this research has developed a useful tool 
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that allows scientists and stakeholders increased manage and conserve the karst aquifer.    

The results of this research have been presented to several of these groups including the 

Barton Springs Edwards Aquifer Conservation District (BSEACD), EAA, and the Texas 

Water Development Board (TWDB). 

OVERVIEW 
This dissertation is broken into several chapters discussing specific aspects of the 

research.  This section gives an overview of each of these chatpters. 

Chapter 2 discusses background information about methods used for delineating 

karst recharge.  These include numerical modeling, dye-trace experiments, and time 

series statistical analysis.  Also, background information on NEXRAD data and the 

hydrogeology of Barton Springs and Jacob’s Well are discussed.  A literature review of 

work in these areas is included with the discussion. 

The algorithms developed for conducting this analysis are the subject of Chapter 

3.  Both cross-correlation analysis and methods of processing NEXRAD and spring 

discharge data are discussed in this chapter.     

Chapter 4 discusses the theoretical experiments conducted by Padilla and Pulido-

Bosch (1995) and how they were revisited using the numerical groundwater model 

MODFLOW.  By using MODFLOW similar results to those produced by Padilla and 

Pulido-Bosch are produced and spatially varying parameters are introduced (e.g., 

hydraulic conductivity and precipitation) into the modeling exercise.  The results indicate 

that variations in flow paths can be inferred based on the cross-correlation of spatially 

varying precipitation data and a single spring discharge location.   
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Also, chapter 5 discusses the preparation of contributing area maps for both 

Barton Springs and Jacob’s Well.  Barton Springs portion of the Edwards Aquifer 

(BSEA) has a precise estimate of the recharge area.  The current map of the recharge area 

(BSEACD, 2005) and the NEXRAD derived map show good agreement in the spatial 

location of the recharge areas.  Conversely, no precise delineation of the contributing area 

has been completed for Jacob’s Well.  While several studies investigate groundwater 

flow (Grimshaw, 1970, Ashworth, 1983, Bluntzer, 1992, Hanson and Small, 1995, Mace 

et al., 2000, and Scanlon, 2001), none have attempted to map the contributing areas.  This 

study provides an estimate of the area contributing to flow at Jacob’s Well.  Also, the 

results provide insights into why no dye was recovered during the dye tracing experiment 

at Jacob’s Well in 2005 discussed previously. 

Chapter 6 discusses how the contributing area maps of BSEA can be used to 

investigate how recharge changes with respect to hydraulic head conditions of the 

aquifer.  These changes are compared to a numerical model of BSEA to show how these 

results could be used to constrain calibration of a regional groundwater model.  A 

sensitivity analysis using PEST was used to compare model improvements to the results 

of the cross-correlation analysis. Model sensitivities and cross-correlation results showed 

similar trends in recharge patterns over BSEA. 

Finally, Chapter 7 summarizes the major findings and future directions of this 

research. 
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Figure 1.1 – Location of the Barton Springs portion of the Edwards Aquifer (BSEA) including the delineation of contributing, 
recharge, and artesian zones. 

 
 

(USGS,2007) 

San Antonio

Austin

Barton Springs

Jacob’s Well



 8

 Chapter 2. Background 

Karst refers to a geologic terrain or surface landscape with distinctive 

characteristics of relief and drainage arising primarily from dissolution of rock (or soils) 

by natural waters.  A typical scenario for karst development may include tectonic stresses 

or overburden that produce fractures in the matrix, enlarging of the fractures through 

dissolution to form caverns, conduits, and sinkholes that act as preferential flow paths for 

groundwater and discrete recharge features.  Due to the formation of these preferential 

flow paths, characterizing the flow direction through a karst aquifer can be difficult.  

Moreover, these preferential flowpaths also transmit pollutants and contaminants that can 

devastate the usefulness of the water resource (Small, 1996).  One example of a karst 

aquifer that is susceptible to contamination is the Barton Springs portion of the Edwards 

Aquifer (BSEA) located near Austin, Texas (see Figure 1.1).  Groundwater within the 

aquifer travels through conduits, fractures and the matrix as is normal with many other 

karst aquifers (Hunt, 2007, Hauwert, 2006, and Scanlon, 2004).   

There are many tools available for characterizing karst aquifers.  These include 

dye tracing experiments, models (analytical, numerical and stochastic), and statistical 

time series analysis.  The purpose of this Chapter is to introduce and review literature 

available describing these methods for characterizing karst and how they have been 

applied at BSEA.  Also, a new method for karst characterization using next generation 

radar precipitation data (NEXRAD) is introduced.  This includes a discussion of past 

applications of NEXRAD in related fields of study. 
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METHODS 
Several methods including numerical modeling, tracer analysis, and statistical 

time-series analysis have been developed and applied to characterization of karst 

aquifers.  This section discusses several of these techniques and describes their 

application to karst aquifers.   

Numerical modeling 
Several types of numerical models are used for modeling karst regimes.  Green et 

al. (2006) and Neumann (2005) each summarizes the state of modeling flow through 

fractures.  However, Green et al. specifically address karst terrains.  The most common 

types of numerical models used for karst include equivalent porous media models (e.g., 

MODFLOW (Harbaugh, 1988) , FEMWATER (Lin et al, 2001)), discrete fracture 

models (e.g., FEFLOW (Diersh, 2002) and Hydrosphere (Therrien et al, 2004), and dual 

porosity/conductivity models (e.g., MODFLOW-SURFACT (HGL, 2005), MODFLOW-

DCM (Painter, 2004)). Numerical models of groundwater aquifers divide the aquifer into 

discrete volumes called cells or elements.  Each cell and/or element is assigned hydraulic 

properties reflective of properties determined from field data or assumptions.  Water level 

distributions and velocities are then estimated by the models through analytical methods, 

finite differencing methods, or finite element methods.  The results of these models can 

be used to delineate a zone of influence by tracking the flow directions estimated by the 

model.  A map delineating the zone of influence for any location in the aquifer can be 

generated by this method.  The use of these methods have been used in  several studies 

including Scanlon (2001), Dufrense (1999), Worthington et al. (2002), and Cunningham 

et al. (2004). 
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Tracer analysis 
One of the most popular methods for delineating recharge locations in karst 

regions include dye trace studies (BSEACD, 2003, Connair, 2002, Smart, 1988) and 

stable isotope analysis (Katz, 1996, Kattan, 1997, Barnes, 1998, Nativ, 1999, 

Vandenschrick, 2001,  Emblanch, 2003).  In dye tracing experiments a non-volatile dye 

that is not native to the region is selected and injected into recharge features.  The dye is 

transported through forced convection while discharge features and monitoring wells are 

monitored for the dye.  Concentration breakthrough at another location implies a 

hydraulic connection between the recharge and discharge feature used for the experiment.  

By running many dye trace experiments a map of recharge and corresponding discharge 

zones along with travel times based on the breakthrough curves can be developed.  This 

method can provide reliable results when the experiment is carried out properly.  In stable 

isotope analysis the tracers are naturally occurring and require chemical analysis of water 

samples from the aquifer to determine where the recharge originated.  Both of these 

methods include significant capital expense in the form of chemical analysis and 

analytical hardware.  In some cases these costs may be prohibit their use as a delineation 

tool. 

Statistical Time Series Analysis 
Time series analysis for hydrologic investigation is common in hydrology.  Moore 

(1992), Padilla and Pulido-Bosch (1995) , Laroque et al. (1998), Birk et al. (2004), 

Aquilina et al. (2005), Panagopoulos & Lambrakis( 2006) , and Massei and Mahler 

(2007) all demonstrate the usefulness of time series analysis as applied to karst aquifers.  

Specifically, their work has involved the analysis of spring discharge time series.  Each of 
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these studies specifically involves the use of statistical tools to characterize karst aquifers.  

Therefore, each of these research projects is briefly discussed below. 

Moore (1992) used recession curves to determine lag intervals from rainfall 

events and the corresponding runoff in streams flowing in a shallow karst aquifer near 

Oak Ridge National Labs in Tennessee.  17 peizometers were used to determine the 

change in storage in the shallow system over time after a rain event.  The slope of 

recession in the storage volume was used to estimate aquifer properties including 

hydraulic conductivity, transmissivity, and specific yield.  To estimate these values, the 

properties of the entire system were assumed to be homogenous and isotropic. 

Padilla and Pulido-Bosch (1995) used cross-correlation analysis methods to 

characterize several karst aquifers.  Cross-correlation analysis (see Chapter 3) consists of 

comparing the correlation of two time-series while shifting data over several lag times to 

calculate a correlagram.  They conducted numerical experiments to illustrate the different 

responses of the correlagram based on different flow regimes and applied the methods to 

field data to characterize several karst aquifers.  By looking at the characteristics of the 

correlagram of precipitation and discharge they identified the significance of matrix flow 

and quickflow or conduit flow to discharge of the aquifers.  The cross-correlation 

analysis was useful in determining the dominant flow type (conduit flow or matrix flow) 

of the karst aquifer along with estimating the lag time between precipitation events and 

increased discharge at a spring.   

Laroque (1998) built upon the work completed by Padilla and Pulido-Bosch by 

using more than one precipitation gage to characterize the La Rochefoucauld karst 

aquifer near Charten, France.   He also used both spring discharge and electric 
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conductivity of the water to calculate correlagrams for the different precipitation gages.  

He illustrated that correlagrams from different precipitation gages will result in different 

behavior of the correlagram.  Therefore, he was able to infer different levels of 

contribution to spring flow from different locations in the aquifer. 

Birk et al. (2004) combined the use of spectral analysis with temperature and 

electric conductivity data to investigate location recharge to springs.  The study was able 

to use to correlate recharge events with temperature change in the spring discharge.  

However, the karst system was localized (3 km2).  Birk et al. concluded that the methods 

lacked the ability to characterize the recharge for a spring with a larger catchment area. 

 Aquilina (2005) used stable isotope analysis over time to evaluate contribution to 

spring discharge.  By using calculated mean concentrations deuterium and oxygen-18 

from rainfall samples and spring flow samples the typical residence time for the water 

was also estimated.  His results indicated that epikarst was a major factor in recharge to 

the aquifer by providing increased storage resulting in increased residence time. 

Panagopoulos and Lambrakis( 2006) applied the methods described by Padilla 

and Pulido-Bosch (1995) to the Trifilia and Almyros Crete aquifers in Greece.  They 

determined that the Trifilia aquifer was dominated by baseflow and did not have well 

developed karst.  However, discharge from the Almyros Crete aquifer was dominated by 

conduit flow.  This application further legitimized the ability of cross-correlation analysis 

to investigate the nature of flow in karst aquifers. 

Massei and Mahler (2007) studied specific conductance of discharge waters at 

BSEA to investigate differences in flow regimes and paths in the aquifer.  Four years of 

data were studied to determine the specific conductance frequency distribution (CFD).  
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For each year, the general shape of the CFD was approximately the same.  However, 

differences in the of the peak and specific conductance at the peak frequency illustrated 

how flow through the system behaves differently under different aquifer conditions.   

Each of the studies discussed above show that statistical analysis of spring 

discharge time series can be a powerful tool in characterizing karst aquifers.  The studies 

of particular interest to this study include the use of precipitation data and the calculation 

of correlagrams to characterize karst aquifers.  These algorithms are used with NEXRAD 

data to create an algorithm to characterize recharge at karst springs. 

NEXRAD 
Recent developments have been made using NEXRAD data to characterize the 

spatial location of recharge areas in karst aquifers (Budge and Sharp, 2008).  The purpose 

of this section is to define NEXRAD data, discuss the application of NEXRAD data in 

fields related to recharge characterization, and introduce how these data are used for 

characterizing karst environments. 

General NEXRAD 
NEXRAD is a weather radar network used to collect nationwide precipitation 

estimates for the United States starting in 1994.  The acronym stands for “NEXt 

generation RADar”.  Weather radars work by transmitting energy pulses through the 

atmosphere and measuring the amount of energy that is reflected by the atmosphere.  

Different substances reflect different amounts of energy.  However, as the particle’s size 

and the number of particles increase more energy is reflected.  The reflected energy can 

be converted to an amount of precipitation (e.g., rain, snow, hail) based on empirical 
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observation (Fulton, 1998).  The reflected data can be stored in a gridded format to give 

estimates of precipitation on a spatial basis (see Figure 2.1) 

Two issues arise from the use of weather radar data. The first is the distance from 

radar where reflectivity values are considered accurate and the second is interference 

from other reflectors other than precipitation.  Radar data typically have an effective 

radius of approximately 100 to 150 km and can obtain measurements from as far as 300 

to 450 km (Fulton, 1998).  Also, snow and hail have been known to interfere with the 

accuracy of the measurements when applying empirical relationships (McIlveen, 1992).  

To overcome these issues two strategies are employed.  First, weather radar are placed in 

networks.  The distance between each radar is designed to overcome possible effects due 

to distance from the radar source.  Second, all weather radar goes through ground-

truthing algorithms based on other methods of precipitation estimation, most notably the 

use of precipitation data collected at rain gages.   

Carpenter (2001) and Young (2000) each investigated the suitability of NEXRAD 

data use for hydrologic investigation. In each case, the NEXRAD data were deemed 

suitable use in hydrologic studies.  The majority of current research involving NEXRAD 

data investigate its usefulness with surface water resources (Smith et al, 2004).  The 

spatial nature of NEXRAD data allows surface water models which for the most part 

have been lumped parameter models to shift towards spatially variable surface water 

models.  Recently, NWS has been conducting research on how distributed models 

improve their ability to predict hydrologic response to weather.   Results of this research 

were reported as part of a special issue of the Journal of Hydrology (October 2004).  The 

issue was dedicated to the Distributed Model Intercomparison Project (DMIP).  DMIP 
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was a joint project between 12 domestic and international research agencies.  It illustrated 

the usefulness of distributed parameter modeling with NEXRAD as its base precipitation 

estimate for hydrologic investigation (Smith, 2004).  On the other hand little work 

involving NEXRAD data and groundwater has been completed.  Glenn (2003) used 

NEXRAD data to assess the amount of rainfall that fell for an aquifer recharge zone to 

help quantify recharge estimates.  They concluded that spatial recharge patterns could be 

quantified using NEXRAD data and slightly improved model prediction.  Another 

conclusion of the study showed the ability to conduct real-time groundwater modeling 

using MODFLOW with recharge files generated from NEXRAD data.  Also, the USGS 

(2006) recently altered the methodology for calculating recharge for the Edwards Aquifer 

San Antonio Segment from traditional rain gages to NEXRAD data. 

NEXRAD Products 
The National Weather Service (NWS) collects and archives the rainfall data in a 4 

km by 4 km grid for the entire continental US (Maddox, 2002).  This grid is called the 

Hydrologic Rainfall Analysis Project (HRAP) grid.  Figure 2.2 shows the grid locations 

that are available near the BSEA.  The data are archived on an hourly time step.  The 

NEXRAD data used in this study is stored in a file format called XMRG.  For this reason 

the terms NEXRAD and XMRG are sometimes used interchangeably.  However, 

NEXRAD refers to the weather radar network while data collected by this network is 

stored in XMRG files.   

The NWS provides NEXRAD data in several types of products.  Two major sets 

of products that are available from NWS at he following website:  
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http://dipper.nws.noaa.gov/hdsb/data/nexrad/nexrad.html .  The two products are Stage III and 

Multi-sensor Precipitation Estimator (MPE) data.  These products are available in the 

XMRG format.  The details of these data along with a discussion of the XMRG format 

are discussed below.   

Staged NEXRAD Products 
Stage III data get their title from the levels of processing that occur to produce the 

estimate.  There are up to four stages of calculations that are a part of developing this 

product.  The differences in each stage are briefly discussed below.  A more detailed 

discussion of these processes is available in NWS (2002) and Fulton (1998). 

Stage I 
In Stage I data the precipitation depth is estimated from an empirical formula 

shown in equation 2.1 (Fulton, 1998).  R is the magnitude of radar reflectivity, Z is the 

precipitation depth.  An example precipitation depth map at the stage I level is shown in 

Figure 2.3a.  The precipitation depth is based purely on the reflectivity measurement 

captured by the WSR-88D radar.  In tropical locations equation 2.2 is substituted for 

equation 2.1 as the empirical formula.  These estimates are the basis for every other 

staged product.   

Z=350*R1.4      (2.1) 

Z=225*R1.2      (2.2) 
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Stage II 
Stage II data enhances on Stage I data by including ground truthing.  The 

empirically derived values are altered based with gaged precipitation estimates and radar 

operator judgment.  In either case the estimates are altered to reflect what is believed to 

be more accurate precipitation depth.  Figure 2.3c shows an example of stage II data for 

the same time period as in Figure 2.3a.  The gage data used to alter this precipitation field 

is shown in Figure 2.3b.  

Stage III and IV 
Stage III and IV data are essentially the same product with different spatial 

domains.  To create Stage III and IV data the Stage II maps are placed in a mosaic of 

many radar locations and the overlapping areas are averaged.   Stage III data consist of all 

radar locations within the domain of each NWS river forecasting region.  There are 13 

regions across the US shown in Figure 2.4.  Stage IV NEXRAD data consist of a mosaic 

of Stage II data covering the entire contiguous 48 states. 

MPE 
Like Stage III data, MPE data results from an algorithm that estimates a 

precipitation depth by combining several measurements including, reflectivity, gaged 

depths, and expert analysis.  However, the MPE data includes corrections from other data 

sources including satellite precipitation estimates obtained through the Geostationary 

Operational Environmental Satellite (GOES) system and the PRISM rainfall data set in 

areas where coverage is affected by terrain.  The MPE algorithms also include an extra 

step to correct local bias on a cell-to-cell basis that is not included in the staged products 

(NWS-MPE, 2007).  The West Gulf River Forecast Center, the NWS office responsible 
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for flood forecasting in the study domain, began using MPE data on a provisional basis in 

1999.  In 2001 it adopted the MPE program as the standard precipitation estimator 

operational  purposes (Shelton, 2008).  In a study comparing the Stage III and MPE data, 

Wang et al. (2007) concluded that MPE is better at detecting rainfall than Stage III, MPE 

tends to correlate better with gage data, and that while Stage III overestimates 

precipitation by 20%, MPE data tends to underestimate rain gage depths by 7%. 

XMRG 
The XMRG format used to store the NEXRAD stage III and MPE data are binary 

and cumbersome to work with.  Reed and Maidment (1999) and Xie et al. (2005) have 

worked on making the data formats more accessible to earth scientists and engineers.  

Each of these projects is involved with integrating NEXRAD data with GIS data.  

However, these efforts to this point have focused on the use of this data for surface water 

applications.  Also, although the work makes NEXRAD data available to hydrologists for 

research work, the algorithms are computationally intensive and not practical for large 

data sets used as part of this research.  For this reason custom software was written for 

processing this data (see Chapter 3 and Appendix A). 

BARTON SPRINGS 
Barton Springs is a karst spring that is located in Austin, Texas (see Figure 1.1) 

and is considered one of the most important landmarks in Austin.  It has served as a water 

supply, swimming hole, and gathering locale for central Texas even before Austin 

existed.  Development of the property into its current condition began in the early part of 

the 20th century.  Within the last twenty years, due to environmental concerns about the 
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Edwards Aquifer and the rapid development of the area considered to influence flow to 

the springs, Barton Springs has become the subject of intense debate and scientific 

scrutiny.  The focus has increased the availability of data for the springs and the 

surrounding aquifer. 

Barton Springs discharges groundwater from the Edwards Aquifer.  The Edwards 

Aquifer is a karst aquifer that roughly coincides with the Balcones Fault System in Texas 

(see Figure 2.5).  The Edwards Aquifer is classified into three segments: San Antonio, 

Barton Springs, and the Northern Segment.  The BSEA is the portion of the aquifer that 

discharges to Barton Springs.  The stratigraphy of the BSEA was documented by Small et 

al. (1996).  The BSEA bounded vertically by the Del Rio Clay above and the upper most 

member of the Glen Rose Limestone below.  A schematic of the formations that make up 

the BSEA, including the Georgetown, Person, and Kainer formations, are illustrated in 

Figure 2.6.   The southern boundary of the BSEA is located at a ground water divide 

south of Onion Creek to its northern boundary at the Colorado River.  Senger (1984) 

determined the Mount Bonnell fault was the up dip boundary of the aquifer and the 

southern boundary is the bad water line to the south-east.  Groundwater flow is north-

northeast and discharge from the aquifer occurs along several  springs along the Colorado 

River.  Water quality in the aquifer is generally good and is the sole source of potable 

water for nearly 66,000 residents (BSEACD, 2007). 

The zone of influence for Barton Springs is an area of current research for both 

the City of Austin, Texas and Barton Spring Edwards Aquifer Groundwater Conservation 

District (BSEACD).  Dye-tracing has been a major area of focus for determining zone of 

influence.  BSEACD (2003) outlined an extensive series of dye-tracing experiments 
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conducted on the BSEA.  Figure 2.7 illustrates the locations where dye-tracing has been 

conducted and the potential pathways that are being followed by the groundwater.  

Twenty-two dye trace experiments have been conducted to determine flow paths and 

travel times of groundwater through the aquifer system.  The results show a system that 

can transmit water over long distances in a relatively short amount of time. 

JACOB’S WELL 
Jacob’s Well is a large spring located near Wimberley, Texas, USA.  It produces 

water from a 30 m deep vertical cavern in Cretaceous Glen Rose Limestone.  The base of 

the cavern is connected to conduits large enough for divers to navigate.  Figure 2.8 shows 

the spring orifice.  The spring forms the headwaters of Cypress Creek, a tributary of the 

Blanco River.  The unique spring is a center of cultural and historical significance to the 

surrounding community.  Mace et al. (2000), Scanlon (2001), Hanson and Small (1995), 

Bluntzer (1992), Ashworth (1983), and Grimshaw (1970) each studied the groundwater 

in Hays County near the area surrounding Jacob’s Well.  Hanson and Small focused on 

the groundwater resources in the Edwards Aquifer and Mace et al. and Bluntzer (1992) 

and Ashworth (1983) worked on the Trinity Aquifers from which Jacob’s Well receives 

its recharge.  Grimshaw (1970) mapped the surface geology (see Figure 2.9) and 

discussed how this impacts flow at Jacob’s Well. A description of the geologic history, 

hydrogeology, groundwater use, and available data for the spring is given below. 

Geologic History 
The formations that make up the Trinity Aquifers (Upper, Middle, and Lower) are 

sedimentary beds that overly a Paleozoic igneous basement.  Figure 2.10 shows the 
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stratigraphic column for these deposits.  The Hensel Sands were deposited during a 

Cretaceous transgressive-regressive cycle with the Upper and Lower Glen Rose depostis 

forming later when a shallow sea covered the North American craton (George and others, 

1952, Rose, 1972, and Bebout and Loucks, 1974).   

Hydrogeology 
  The groundwater in the Trinity Aquifers near Jacob’s well typically flows 

towards stream beds with groundwater divides near topographic highs.  The majority 

(approximately 90%) of recharge for the aquifers is generally derived form local sources 

and infiltrates through fractures and sinkholes with a minority fraction of the recharge 

coming from the underlying Paleozoic formations (Bluntzer, 1992).  Natural discharge 

from the aquifers generally occurs in springs along creek and river beds (such as Jacob’s 

Well) and cross-formational flow into the Edwards Aquifer (Bluntzer, 1992).  Grimshaw 

noted that flow to Jacob’s well is most likely caused by the Jacob’s Well Fault that occurs  

just downstream of Jacob’s Well.  According to Grimshaw, the fault acts as a flow barrier 

that causes the groundwater to flow out of the spring. 

Groundwater Use 
Beyond natural groundwater discharge in the Trinity Aquifers discharge also 

occurs due to wells.  Mace (2000), Bluntzer (1992), and Ashworth (1983) report domestic 

and livestock pumping as the main use of groundwater within Hays County.  Specifically, 

Mace (2000) reports that over 90% of this ground water is used for domestic purposes.  

Pumping use projections show that domestic use will increase in volume and as a 

percentage of use as population increases in Hays County into the future.  Both Ashworth 
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(1983) and Blunzter (1992) point out that a decline in overall hydraulic head in the area 

has been caused by groundwater extraction through wells and that increases in pumping 

will cause more decline. 

Available Data 
Little spring discharge data were available at Jacob’s Well at the start of this 

study.  Ashworth (1983) recorded an estimate of instantaneous discharge at the spring.  

However, during a recent drought (pre-2005), the spring stopped flowing for the first 

time in recorded history (WVWA, 2007).  Due to concern of the impacts local pumping 

and drought were having on the spring, the USGS began monitoring discharge and water 

quality on a continuous basis since 2005.  Also, NEXRAD data are available for the 

entire period of record that the USGS has monitored the spring.   This provided adequate 

data to perform a cross-correlation analysis on the spring.  The results of this study are 

discussed in Chapter 5. 
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Figure 2.1 – Stage III NEXRAD gridded data for the West Gulf River Forecast Center. 
(Xie, 2005)
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Figure 2.2 –  Location of the cell centers of NEXRAD data near Barton Springs used for the cross-correlation analysis. 
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Figure 2.3 – Example of how staged process of NEXRAD processing alters the 
precipitation estimate for a single radar location. 

 
 
 

(Fulton, 1998) 
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Figure 2.4 – NWS River Forecast Regions responsible for flood forecasting across the US. 

(NWS, 2007)
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Figure 2.5 – Segments of the Edwards aquifer. 

 

(Jones, 2003)
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Figure 2.6 – Stratigraphic column showing major formations found in the Barton Springs 
portion of the Edwards Aquifer.  The formations shaded in blue are part of 
the aquifer and the formations not shaded Represent bounding confining 
units both above and below (Sharp, 1990) 

 

(altered from 
Scanlon, 2001) 

Kirschberg mbr. 
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Figure 2.7 – Map showing locations of dye-tracing experiments carried out at BSEA showing possible pathways for recharge in the 
aquifer to Barton Springs. 

(BSEACD, 2003)
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Figure 2.8 – Jacob’s Well spring discharge orifice located in the creek bed of Cypress Creek, Wimberley, Texas. 
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Figure 2.9 – Map of the surficial geology near Jacob’s Well 

(Grimshaw, 1970)
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Figure 2.10 – Strratigraphic column of formations near Jacob’s Well (Ashworth, 1983) 

 
 

(altered from Mace, 2001)
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Chapter 3. Methodolgy 

Padilla and Pulido-Bosch (1995), Laroque (1998), and Pangalous and Lambrakis 

(2006) demonstrated the usefulness of cross-correlation analysis for the characterization 

of karst aquifers.  Laroque (1998) showed that the spatial heterogeneities typical in karst 

aquifers may require more than one precipitation measurement to capture these 

heterogeneities.  This study presents the use of cross-correlation analysis coupled with 

spatially varying rainfall data, NEXRAD, to estimate spatial differences in recharge 

patterns.  This chapter describes the algorithms used in carrying out this analysis 

including: 

• calculation of the correlagrams using cross-correlation equations, 

• pre-processing rainfall and spring discharge data, 

• running calculations with R Software (R), 

• and the post-processing the results for GIS  

These processes are discussed in the following sections. 

CROSS-CORRELATION EQUATIONS 

Cross-correlation analysis is based on the correlation coefficient.  A correlation 

coefficient is a statistical measure of how well two variables co-vary.  A correlation 

coefficient of 1 represents perfect match in variation of the data about a mean value.  A 

correlation coefficient of -1 two sets of data perfectly mismatch about the mean of each 

data set.  Cross-correlation is calculated by carrying out the calculation of the correlation 
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coefficient at several lag intervals (k).  Equations 1 through 6 are used for these 

calculations.  Then, these correlation coefficients are plotted versus the lag to create a 

correlagram (see Figure 3.1).  The key aspects of the correlagram that this research 

utilizes are the maximum correlation coefficient and the lag distance that produces the 

maximum correlation.  Padilla (1995) noted the maximum correlation represents the 

timing of the impulse response of the aquifer.  Furthermore, the value of the maximum 

correlation is greater when the rainfall and the spring discharge time-series are more 

correlated and vice versa.  Therefore, an increase in the magnitude of maximum 

correlation results from increased likelihood that the location of the NEXRAD cell is 

hydraulically connected to the spring. 
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where,   

k = lag interval for each calculation of the 
correlation coefficient 

n = The number of data in the data set 

t = an integer representing the order in the 
location the value isvalue of the current data 
point in the data set 

yt = The value of y at the tth location in the 
dataset 

y = The mean value of data set y 

xt = The value of x at the tth location in the 
dataset 

x = The mean value of data set x 

r+k or rxy(k) = The correlation coefficient at negative lag k 

r-k or ryx(k) = The correlation coefficient at negative lag k 

Cyx(k) = Covariance of y with respect to x at lag k 

Cxy(k) = Covariance of x with respect to y at lag k 

Cy(0) = Covariance of y 

Cx(0) = Covariance of x 

 

STATISTICAL SIGNIFICANCE 

Similar work with spatial varying readings and cross-correlation analysis has been 

conducted by neuroscientists.  Neuroscientists use cross-correlation analysis to estimate 

locations on the brain responsible for control of specific bodily functions (Wiegner et al., 

1987; Zygierewicz, 2006).  In the case of neuroscience the input signal is a CT scan of 

the brain and the output signal is some function of the body.  
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For instance, to verify the portion of the brain that controls smiling, a subject 

would smile several times while the activity of their brain was being monitored.  Then the 

spatial patterns showing the active portion of the brain are cross-correlated with the time-

series representing each smile.  The maximum correlations are used to indicate what 

portion of the brain controls smiling.  However, the possibility exists that the maximum 

correlation is the result of random chance.  Therefore, there must be a means found to 

calculate whether the results are statistically significant.   

Kwan (2004) described the methodology for calculating a threshold value for 

statistical significance of the maximum correlation in cross-correlation analysis.  Figure 

3.2 illustrates this methodology as it is applied to cross-correlation for precipitation and 

spring discharge data.  Figure 3.2a shows example time series data for precipitation and 

spring discharge.  A correlagram for these data is shown in Figure 3.2d.  To determine 

the statiscally significant threshold for these data the following steps are followed.  First, 

the timing of precipitation events in the precipitation time series are randomized and a 

correlagram is computed.  The maximum correlation for that correlagram is extracted and 

stored for future use.  The process of randomizing the timing of precipitation events and 

extracting the maximum correlation value is repeated 99 times (see Figure 3.2b).  The set 

of 99 maximum correlation values can be used to construct a cumulative distribution 

function (cdf) of maximum correlation values.  The significant threshold value for the 

two time series data is the 99th percentile value on the cdf (see Figure 3.2c).  If the 

maximum correlation for the non-randomized data is larger than the significance 

threshold, then the result is considered statistically significant 
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Calculating the statistically significant threshold provides a quantitative measure 

as to whether or not the maximum correlation values obtained from the correlagrams 

could be based on random occurrence.  The statistical significance threshold can be 

applied to the cross-correlation of precipitation and spring discharge to verify that our 

maximum correlations are not occurring by random chance. 

PROCESS NEXRAD DATA 

The NWS maintains a database of several years of NEXRAD data on their 

servers.  Figure 3.3 shows the web page that allow access to these servers.  The internet 

address of the servers is http://dipper.nws.noaa.gov/hdsb/data/nexrad/nexrad.html.   NEXRAD data 

are generally available from 1994 thru 2005.  However, there are periods in each year 

that are unavailable.  Processing these data is completed in several steps. These are: 

• Unzip and decompress data files 

• Process hourly files 

• Create a comma delimited ASCII file 

Each of these steps was completed using custom computer software developed for this 

application.  The software written for these processes is included in Appendix A of this 

dissertation.  The steps carried out by this computer code are discussed in the following 

sections.  

Unzip and decompress data files 

The archived stage III and MPE NEXRAD data described in the previous section 
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are stored in UNIX compressed archive files.  The compressed file format used by NWS 

is  tape archive (tar) format.  To read and process these data, the files must be unzipped 

and decompressed from the tar format to the xmrg format.  This task proved problematic 

due to the large amount of space required to decompress and unzip the tar files.  To 

alleviate the storage problem, a script was written that automatically unzipped and 

decompressed these files until they were fully processed.  Once the precipitation 

estimates were extracted from the XMRG files, the files were compressed and zipped for 

compact storage.  To complicate the process of decompressing the tar files, the filenames 

structure used to organize of archived stage III and MPE data have been changed from 

time to time.  Therefore, the script included templates for several naming conventions 

employed by the NWS.  Unzipping and decompressing these files resulted in one binary 

XMRG file for every hour of recorded data.  Each XMRG contained raster data stored on 

the HRAP coordinate system discussed in Chapter 2.   

Process hourly files 

The NWS provides source code in the C language called “read_xmrg” (NWS, 

2007) to aid in the translation of binary XMRG files to ASCII values.  Each file contains 

the total rainfall depth estimates for a one hour period.  In order to create time series, data 

from these hourly estimates each XMRG file was read into memory and parsed to extract 

values for the locations used in our analysis.  The “read_xmrg” program from the NWS 

was expanded to aid in the processing the xmrg files.  One change included adding 

references to the scripts discussed in the previous section for unzipping and 

decompressing data.  Second, functionality to read all XMRG files within a range of 
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dates based on user selected beginning and ending date and time.  Finally, an input file 

was created that allows the user to select a subset of the complete XMRG spatial extent to 

reduce the amount of data stored on the hard drive. 

Create a comma delimited ASCII file 

As the expanded “read_xmrg” program extracted values form individual XMRG 

files, the data extracted was placed in a comma delimited ASCII text file.  The file 

includes a header containing the HRAP grid location for each cell.  After the header row 

the file contains one row for each hour of NEXRAD data processed by these algorithms.  

The first column in the file contains the date and time of the XMRG file followed by each 

precipitation measurement for the NEXRAD cells processed.  

SPRING DISCHARGE PRE-PROCESSING 

Figure 3.4 shows the discharge hydrograph at Barton Springs from 1993 thru 

2004.  The level of the flow at the springs varies on a daily basis.  There is a larger 

pattern on a temporal scale revealing periods of relatively high discharge amounts and 

low discharge amounts.  These time periods roughly coincide with the rainy season 

(months) and dry seasons (months) in the central portion of Texas (TWDB, 2007). 

The effects of the large scale temporal patterns on correlagrams are illustrated in 

Figure 3.5.  The correlagram resulting from cross-correlation analysis of the unaltered 

discharge data indicate a matrix controlled response when compared to the conceptual 

models developed by Padilla and Pulido-Bosch (1995).  No short-term effect is visible.  

However, it is still generally accepted (Hauwert, 2006) that the main mechanism of 
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recharge at Barton Springs is through sinkholes into caves and conduits. Also, reducing 

the temporal scale to a one-year period reveals the short-term response of the spring 

discharge hydrograph to precipitation events (see Figure 3.6).  To capture only the small 

temporal scale fluctuations in the spring discharge hydrograph rather than the large scale 

patterns, a baseflow separation technique was run on the hydrograph.  The United States 

Bureau of Reclamation Software BFI was used to remove the large-scale temporal 

discharge component from the Barton Springs hydrograph.  By using a baseflow 

separation technique, the discharge hydrograph only reflects the incremental change in 

discharge rather than the long term change in aquifer storage. The correlagram resulting 

from the altered discharge hydrograph (Figure 3.5) only reflects the portion of the water 

that enters the aquifer and travels quickly through preferential flow paths.  While this is 

only a percentage of the total water that discharges at the spring, it still reflects the 

location and mechanism of recharge in the aquifer, namely, discrete recharge locations.  

The percentage reflected in the larger temporal scale also enters the aquifer at these 

discrete locations; however, conceptually, this water is retained in storage. 

TIME SERIES FORMATTING 

One final step was necessary to format the data for use in cross-correlation.  The 

time series for each individual NEXRAD cell was placed in an individual ASCII file with 

the spring discharge data.  A script was written that read the processed NEXRAD data 

and the spring discharge data and created these files. This required many files and 

resulted in redundant information being stored on the hard drive.  However, this reduced 

the amount of NEXRAD data that was required to be read into memory while processing.  
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By reducing the amount of NEXRAD data in active memory, the processing time of the 

correlagrams was significantly decreased.   

RUN CROSS-CORRELATION ANALYSIS IN R SOFTWARE 

This section discusses the methods for implementing the cross-correlation 

algorithm using R Software.  This includes pre-processing both the spring discharge and 

NEXRAD time-series data into a format usable by R is discussed and exporting the data 

into GIS for comparison with other data. 

R SOFTWARE 

R software (R Software, 2007) is an open-source statistical computing 

environment used throughout the world by both industry and academicians.  Based on 

command line arguments and scripting routines R can be used to automate complex 

statistical analysis.  All cross-correlation equations used in this study are built into the 

base R software package.  R source files were generated to organize commands that 

carried out the analysis.  Figure 3.7 shows an example R source file generated to carry 

out each of the R commands necessary for running the cross-correlation analysis for one 

NEXRAD cell including statistical significance calculations.  Included in the commands 

are output commands for creating GIS files. 

IMPORT RESULTS INTO GIS 
R software package, using the R source code shown in Figure 3.7, creates comma 

delimited ASCII text files that can be imported by ArcGIS.  These files can be used as 

XY Event theme layers for plotting correlagram attributes spatially along with other 
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geologic and hydrogeologic data.  The primary purpose of plotting in GIS is to 

investigate the spatial nature of correlations in the basin.  The main plot developed for 

this purpose is the maximum correlation at each NEXRAD grid center.  The highest 

values for maximum correlation delineate the most likely locations for recharge in the 

aquifer.  Figure 3.8 gives an example of this plot for the BSEA.  Another plot similar to 

Figure 3.8 is created using GIS, however, it involves subtracting the statistically 

significant threshold correlation value from the maximum correlation.  This plot 

illustrates those locations where the correlations are least likely to be based on the 

random nature of the precipitation data set.  In each case a comparison between the 

estimates of recharge area and the cross-correlation analysis can be made by visual 

inspection.
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Figure 3.1 – A correlagram illustrating the maximum correlation at a lag of 2. 
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Figure 3.2 – The process for determining the maximum correlation significance threshold for two time series (shown in (a)) 
includes creating 99 correlagrams based on randomizing the timing of precipitation events in the precipitation 
time series (b).  A cumulative distribution function (c) for the 99 values of maximum correlation is created to 
determine the significant threshold .  The significant threshold can then be compared the maximum correlation (d) 
of the original correlagram to verify it is statiscally significant. 
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Figure 3.3 – Website for downloading Stage III and MPE data from the NWS. 
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Figure 3.4 – Discharge recorded at Barton Springs from 1993 to 2004.  The hydrograph is broken into components based on a 
baseflow hydrograph separation using the USGS software BFI. 
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Figure 3.5 – Correlagrams from a NEXRAD cell in the recharge zone of Barton Springs.  The Blue Correlagram is derived using the 
baseflow separated discharge at Barton Springs and the red correlagram results when the baseflow is not separated.  The 
orange dashed line is the statistically significant line. 
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Figure 3.6 – Discharge recorded at Barton Springs for 1995.  The hydrograph is broken into components based on a baseflow 
hydrograph separation using the USGS software BFI.  The figure illustrates the detail of how the large scale temporal 
trend in the discharge hydrograph is removed by baseflow separation. 
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Figure 3.7 – R source code for carrying out the cross-correlation for an individual cell of NEXRAD data 

 
 
 

p<-read.table("daily.txt1_prp.txt") 
r<-read.table("daily.txt1_flw.txt") 
attach(r) 
rd<-aggregate(V3,list(Day=V1),mean) 
detach(r) 
attach(p) 
pd<-aggregate(V3,list(Day=V1),sum) 
detach(p) 
ld<-ccf(rd[2],pd[2],lag.max=50) 
dev.print(jpeg, file="./tmpjpgs/cell1.jpg", width=1024, height=768) 
dev.off() 
write.table(ld$acf,"GISOUT.txt",row.names=FALSE,col.names=FALSE,sep=" ",eol=",",append=TRUE) 
write.table(which.max(ld$acf),"GISOUT.txt",row.names=FALSE,col.names=FALSE,sep=",",eol=",",append=TRUE) 
write.table(max(ld$acf),"GISOUT.txt",row.names=FALSE,col.names=FALSE,sep=",",eol="\n",append=TRUE) 
win.graph(width=4,height=4,pointsize=12)
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Figure 3.8 – Plot of maximum correlation values at NEXRAD grid cell locations georeferenced with other datafor the area around 
Barton Springs.  The currently delineated recharge zone is shaded in grey.  
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Chapter 4. Numerical Modeling 

Padilla and Pulido-Bosch (1995) used three mathematical experiments to illustrate 

the usefulness of cross-correlation analysis in characterizing a karst aquifer.  These 

experiments aided in illustrating correlagram response based on dominant flow type in a 

karst aquifer.  However, the model Padilla and Pulido-Bosch was one-dimensional, and 

thus, could not model spatial heterogeneity.  To investigate how cross-correlation 

analysis could aid in characterizing spatial heterogeneity (specifically, heterogeneity in 

aquifer recharge) a new set of numerical experiments were developed.  This chapter 

discusses the one-dimensional numerical experiments performed by Padilla and Pulido-

Bosch; introduces the new two-dimensional numerical experiments designed to introduce 

spatial heterogeneity into the model; and discusses the results of several numerical 

experiments. 

ONE-DIMENSIONAL EXPERIMENTS 

The numerical experiments performed by Padilla and Pulido-Bosch illustrated the 

correlagram response expected for different dominant flow types in a karst aquifer.  This 

section discusses the model used for the experiment, the resulting conceptual models 

developed from the numerical experiments, and the limitations related to its use. 

Model 

Equation 4.1 gives the model used by Padilla and Pulido-Bosch (1995) to simulate 

conditions in a karst aquifer.  Precipitation was modeled using random noise and the 

response of karst system to the input precipitation was modeled using a kernel function, 
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shown in Figure 4.1.  The kernel function translated the input precipitation signal into the 

resulting spring discharge through convolution.  The kernel functions represented a 

conduit flow controlled, a matrix flow controlled, and a mixed flow systems.  Figure 4.1 

shows the kernel function representing the conduit flow transferred the entire 

precipitation volume to the spring discharge flow within three days.  In the case of the 

matrix flow kernel function shown in figure 4.2, the precipitation volume was spread 

over a period of 45 days simulating the longer flowpath in a matrix controlled aquifer.  

The mixed kernel function, shown in figure 4.3, combines the characteristics of both 

systems, an initial sharp peak with slower discharge over time. 

                                ∑
=

−+=
n

j
jjttt PEQ

0
λ                            (4.1) 

where,  Et = random variable of the same variance as P 
 Pt-j = rainfall on the day t-j 
 λj = are the kernel-function coefficients 
Results 

The hydrographs for each of the kernel functions and the resulting correlagrams are 

shown in Figures 4.1 thru 4.3 for the conduit, matrix, and mixed sytesms respectively.  

These characteristic shapes of correlagrams are the basis for classifying karst systems 

with this method.  The correlagram of the simulated karst system dominated by conduit 

flow has a sharp peak followed by a tailing off of the correlation as the lag interval 

increases.  The correlagram of the simulated karst system dominated by matrix flow 

results in a correlagram with a smooth rise to a lower peak than in the conduit controlled 

system, followed by smooth decrease in the correlation coefficient as the lag interval 
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increases.  The mixed system has characteristics of both of the end members, an initial 

sharp peak followed by a slow decrease of correlation as lag increases. 

Limitations of One-Dimensional Experiments 

These mathematical experiments are simple in that they are one-dimensional analytical 

experiments.  Therefore, they do not have the ability to investigate the effects of 

heterogeneity over the domain of a single karst system on the cross-correlation results.  

Using spatially varying precipitation from NEXRAD data where each precipitation 

measurement acts as a unique precipitation gage, the resulting correlagrams may identify 

aquifer heterogeneities that cannot be discerned with only one precipitation input time-

series.  To test whether spatially varying maps of precipitation can be used to classify 

heterogeneities throughout a karst aquifer is viable, a new mathematical experiment was 

developed.  MODFLOW was used to simulate the aquifer system and actual precipitation 

measurements from NEXRAD data were used to develop model input time series.  The 

development of these experiments is discussed below. 

TWO-DIMENSIONAL EXPERIMENTS 

A set of experiments were designed to evaluate the effectiveness of cross-correlation 

analysis in determining spatial heterogeneities in karst aquifers.  Specifically, the 

experiments evaluated whether or not differences in flowpaths can be inferred from 

correlagrams of multiple precipitation gages versus spring discharge hydrographs.  This 

section discusses the selection of an appropriate numerical simulator, the model 

construction and parameters for the various experiments, and the results from these 

experiments. 
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Selection of a Model 

One method of modeling karst aquifers is the use of equivalent porous media 

models.  This type of modeling is based developing a hydraulic conductivity (K) value 

for a fracture system that is equivalent to the K of a porous medium.  An example of how 

to develop this value is to use the cubic law for modeling flow through discrete fractures.  

The equivalent hydraulic conductivity is based on the size of the fracture aperture.   

After developing equivalent porous media values some types of analysis of the 

aquifer can be completed using Darcy's Law calculations.  MODFLOW (Harbaugh,1988) 

is a 3D finite-difference program that computes the flow of groundwater through porous 

media.  This is accomplished by creating a representation of the subsurface with a cell-

centered grid and assigning porous media properties to those grid cells.  A finite-

difference solution is developed using numerical solvers to estimate hydraulic head levels 

and fluxes through the simulated aquifer and boundary conditions.   

Numerical modeling of karst aquifers using MODFLOW is generally accepted for 

regional modeling of water budgets.  Scanlon et al. (2004), Froukh (2002) and Dufresne 

(1999) investigated the ability of MODLFOW to simulate spring discharge and reproduce 

head gradients across the BSEA, the Eastern Groundwater Basin in the West Bank 

(Israel), and the Floridan aquifer near Lake City, Florida, respectively.  Each concluded 

the models were sufficient for spring discharge and head reproduction.  However, 

Dufresne noted that the model is not well suited for modeling contaminant transport due 

to lack of discretization along fracture and conduits within the karst.  Painter (2004) 

further investigated the ability of MODFLOW to model karst systems.  He concluded that 
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classical MODFLOW needed additional functionality to estimate both heads in conduits 

and heads in the matrix simultaneously.  While this apparent weakness in using 

MODFLOW is evident, the use of equivalent porous media is still acceptable for some 

problems.  As is the case with Scanlon (2004) and Dufresne (1999) the purpose of this 

modeling is to look at spatial varying aquifer properties and their impact on spring 

discharge.  Scanlon (2004) specifically noted that the use of MODFLOW produce 

reasonable results for modeling spring discharge from a karst aquifer.  Therefore, 

MODFLOW was used as our numerical simulator.  However, if this study were 

investigating contaminant transport levels or trying to estimate differences in the head in 

matrix flow versus conduit flow, standard MODFLOW may not be an acceptable 

modeling tool. 

Model Construction and Parameters 

In order to implement the conceptual framework for the different karst systems 

into a numerical groundwater model, the program MODFLOW was selected based on its 

ability to include each of the portions of the conceptual model and allow these properties 

to vary spatially.  The MODFLOW grid consisted of 100 grid cells by 100 grid cells.  

Figure 4.4 shows a plan view map of the model domain with the associated boundary 

conditions.  Each simulation had 1 year simulation time using either daily or hourly stress 

periods.  Numerical experiments were conducted as sensitivity analyses rather than a 

single simulation with the exception of the experiment utilizing the equivalent K values 

taken from Halihan (2000).  Sensitivity analyses were used to minimize the chance of 

missing important relationships that could possibly affect the results. 
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Aquifer Properties  

The model is single layer defined as a confined/unconfined (laycon=3) layer.  

This required the definition of the hydraulic conductivity, specific storage, specific yield, 

and top and bottom elevations for each grid cell.   Table 4.1 gives a summary of the 

values used for each of the numerical experiments conducted as part of this study.  The 

top and bottom elevations and the specific yield remain constant throughout the 

experiments while the hydraulic conductivity and storativity were allowed to vary.  

Hence they are represented by ranges rather than absolute values in the table.  By 

adjusting these aquifer properties each of the different  conceptual models for the karst 

system were modeled.  

Table 4.1 – Modeled aquifer properties for each simulation in 

Aquifer Property Units Varied Minimum Maximum 

Top Elevation  m  No  100  N/A 

Bottom Elevation  m  No  0  N/A 

Specific Yield  -  No  0.15  N/A 

K (without conduit)  m/s  Yes  1.15E-05 5.7E-03 

K (with conduit)  m/s Yes  5.7E-03 1.15E-1 

Storativity (without conduit)  m/m  No  1.00E-04 1.00E-02 

Spring Discharge 

In the southern portion of the model there is a single discharge location modeled using 

the Drain Package in MODFLOW.  This model boundary condition represents a spring in 
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the aquifer.  The drain package was selected to exclude the possibility of the boundary 

condition becoming a source of water.  The drain was set to a constant elevation of 5 m 

with a conductance of 10,000 m/day.  The conductance was high to allow water to flow 

out of the model without much head loss through the drain boundary condition.   

Recharge 

A uniform recharge rate is defined for the entire model domain to represent 

diffuse recharge into the aquifer.  Additionally, the Well Package (Harbaugh, 1988) is 

used to simulate discrete recharge locations in the aquifer in two locations A and B.  The 

wells were assigned a positive flux value to signify injection into the aquifer. 

The time series data used for model inputs of precipitation data are shown in 

Figure 4.5.  The time series were extracted from NEXRAD data near the Barton Springs 

portion of the Edwards Aquifer contributing zones.  Each time series is the precipitation 

estimate of one cell of the Stage III NEXRAD data available from the National Weather 

Service.  The cells were selected at random and processed to develop two input 

hyetographs for modeling purposes.  Figure 4.6 shows the location of the NEXRAD cells 

selected as well A and B.  The input precipitation time series data are similar to one 

another temporally.  However, they vary slightly in terms of magnitude.  Furthermore, 

the flux does not equal the precipitation volume taken from the NEXRAD time series.  It 

is assumed the entire precipitation depth does not enter the groundwater system.  

Therefore, only a 32 percent of the precipitation volume was input into the Well Package 

as a flux.  This is consistent with other studies converting precipitation to groundwater 

recharge totals in Texas(TWDB,2000).   
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The NEXRAD data has a temporal resolution of 1-hour time steps.  For model 

simulations where a daily stress period was use the hourly data were summed for each 

day to create a daily time series. 

Discussion of results 

Several combinations of aquifer properties and boundary conditions were used to 

test the different conceptual models discussed above.  Also, these combinations of aquifer 

properties are used to test whether heterogeneity of aquifer properties can be inferred 

from spatial cross-correlation analysis.  The following is a list of the experiments that 

were conducted: 

• Verification of Typical Responses 

• Homogenous K field - Two Precipitation Inputs 

• Conduit K Field - One Precipitation Input 

• Conduit K Field - Two Precipitation Inputs 

• Barton Springs K Ranges - Two Precipitation Inputs 

Each of these numerical experiments and its results are discussed in the following 

sections. 

Verification of Typical Responses 

Experiment Description - The first step in conducting the numerical experiments was to 

reproduce the results of Padilla and Pulido-Bosch.  In this case the hydraulic conductivity 
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and specific storage were homogenous throughout the entire model domain.  High 

conductivity values and low storage numbers should produce correlagrams that resemble 

the correlagrams produced by Padilla and Pulido-Bosch for the conduit flow dominated 

karst system.  As the conductivity decreases and the storage increases, the flux from the 

precipitation events should be increasingly muted resulting in the correlagram that 

resembles the correlagram of the matrix dominated karst system.  This experiment is 

designed to show the ability of MODFLOW to simulate each of these conditions 

effectively. 

Results - A set of correlagrams is shown in Figure 4.7.  The response curves range from 

showing a conduit-flow dominated system to a matrix-flow dominated system.  The 

experiment is successful in showing that depending on the hydraulic conductivity used 

for the experiment, MODFLOW can reproduce the results of the Padilla and Pulido-

Bosch experiments.  However, MODFLOW gives us a more robust simulator of aquifer 

dynamics including the ability to alter hydraulic conductivity and storage values spatially 

throughout the aquifer and simulate the interaction of matrix and conduit domains. 

Homogenous K field - Two Precipitation Inputs 

Experiment Description - In this modeling scenario there are two precipitation input 

locations with only a single discharge location near the southern portion of the domain.  

This expands the previous modeling scenario to test whether cross-correlation analysis 

results differ between the two separate precipitation time series when only one discharge 

location exists in the model.  One precipitation time series was place in the location of 
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Well A and the second in the location of Well B and the resulting simulated discharge 

was used for calculating the correlagram with respect to each well location. 

Result – Figure 4.8 shows the correlagrams for Well A and Well B, respectively, when 

used with the discharge time series at the southern drain.  Based on the location of the 

wells that were used the correlagrams showed only slightly different characteristics.  The 

change in distance should have been more distinct because of the travel times.  There is 

not a great deal of difference in the lag to the maximum correlation for each of Well A 

and B.  This was to the attributed to the similarity in of the input precipitation of the time 

series and the homogenous aquifer properties.  There is not enough difference in these 

parameters to result in major differences in the correlagrams. 

Conduit K Field - One Precipitation Input 

Experiment Description - This experiment involved using the same precipitation time 

series while altering the K field to resemble a double porosity scenario.  Figure 4.4b 

shows the K field for the MODFLOW simulation for this simulation.  Instead of having a 

homogenous K field there is a line of connected cells from the southern discharge 

location to Well A.  These model cells were assigned a relatively higher hydraulic 

conductivity than the surrounding cells.  The line of highly conductive MODFLOW cells 

represents a conduit flow path for the flux from Well A.  Depending on the contrast in K 

and Storage between the two zones the response correlagrams should differ. 

Results - The correlagrams shown in Figure 4.9 show similar response to the homogenous 

K experiments correlagrams shown in Figure 4.7.  However, in the maximum correlation 
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of the mixed system curve for Figure 4.9 is larger than the maximum correlation shown 

for the mixed system in Figure 4.7.  This demonstrates the ability of the cross-correlation 

analysis to illustrate the differences in the modeled aquifer properties.  Specifically, when 

the MODFLOW aquifer properties were designed to represent conduit flow, the 

correlagram showed the corresponding differences.  In Figure 4.9, the correlagram results 

from a simulated aquifer with less diffusivity into the matrix portion of the model.  

Therefore, the simulated flow is concentrated into the conduit portion of the model and 

reaches the simulated spring discharge location more rapidly.   

Conduit K Field - Two Precipitation Inputs 

Experiment Description - In this experiment two separate conduit K flowpaths were 

added to the MODFLOW simulation.  These flowpaths were modeled using relatively 

high hydraulic conductivity values with respect to the surrounding cells.  Figure 4.4b 

shows the locations of these flow paths.  The flow path for Well A is a much shorter 

distance from the southern discharge location than is the flow path at Well B.  Separate 

precipitation time series were input at the locations of Well A and Well B.  Both the 

difference in the flow path length and the differences in the precipitation time series 

should cause variations in the resulting correlagrams. 

Results - Figure 4.10 shows the correlagram for wells A and B for three separate K 

realizations.  In each instance the maximum correlation for well B occurs at a lag greater 

than for well A.  This is due to the longer flow path constructed into the hydraulic 

conductivity field for the MODFLOW simulation.  These results indicate that given 

similar precipitation time series the correlagram of each time series to a single discharge 
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point will show effects of the flow path that the water travels through.  The only 

difference between the modeling simulations shown in Figure 4.8 and 4.10 is the 

construction of the modeled hydraulic conductivity field.  In Figure 4.10, the 

heterogenous K field results in a larger separation in the lag time to the maximum 

correlation than the correlagrams shown in Figure 4.8.  This result supports the concept 

that using the field data for a karst spring and separate rainfall measurements, the 

differences in flow path can be inferred by cross-correlation analysis.  By developing 

these relationships over a region, a map of areas with similar properties may be 

developed. 

Barton Springs K Field - Two Precipitation Inputs 

Experiment Description - As discussed in Chapter 2, the BSEA is a karstic aquifer with a 

major discharge point in Barton Springs.  Investigating the usefulness of spatial cross-

correlatioin analysis of karst aquifers yielded encouraging results in the initial numerical 

experiments described in this paper.  Therefore, one final numerical experiment was 

completed to investigate the usefulness of these methods for the BSEA.  Halihan (2000) 

studied the equivalent porous media values for the BSEA.  His work developed a set of 

equations that could be used for this area to develop hydraulic conductivity values that 

could be used to model the BSEA.  As part of this work, historic values of K throughout 

the BSEA were compiled and mean values of K were developed for the conduits, 

fractures, and matrix of the BSEA.  Using equations developed by Halihan (2000) 

equations for conduit K and non-conduit K and mean permeability values for conduits, 

fractures and matrix portions of the aquifer, the values of equivalent K (Table 4.2) were 
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estimated.  Values used in regional models developed by Klemt (1979), Maclay and Land 

(1988), and Thorkildsen and McElhaney (1992) were 1473 m/day, 4726 m/day, and 711 

m/day respectively.  The values developed from Halihan (2000) fit nicely within this 

range.   

The values for K that the Halihan equations estimated were input into the model for 

the conduit and non-conduit flow paths in the MODFLOW model.  This modeling 

scenario is not intended to be a model of flow at Barton Springs.  No attempt to calibrate 

the spring discharge to historic discharge was conducted.  Using the range of K values 

typical for the BSEA was used to evaluate what to expect from applying cross-correlation 

to the field site.  

Results  - Running the model and completing the cross-correlation analysis on a daily 

time step resulted in the correlagram seen in Figure 4.11.  The results are not physically 

consistent with the system because the highest correlation for both Well A and Well B 

occur at a negative lag time.  This occurred because the daily time step is too long and 

allows aliasing of the signal.  Therefore, the model simulations were completed a second 

time using an hourly time step.  Figure 4.12 shows the correlagrams for the hourly time 

step simulation.  The maximum correlation for Well A occurs in hour 17 while the 

maximum correlation for Well B occurs in hour 20.  This difference in correlation 

magnitude and time is consistent with the spatial location for both Well A and B (i.e. 

Well A is closer to the drain cell than Well B).  However, the difference in time is on the 

magnitude of hours rather than days as in other simulations.  This suggests that field 

experiments should lead to differences in correlation magnitudes and lags.  Therefore, the 
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field analysis may need to be completed on an hourly time step rather than a daily time 

step to yield these results. 

Table 4.2 -Equivalent Hyrdaulic Conductivity estimates for the BSEA based on Halihan 
(2000). 

Model Cell   m/d m/hr m/s 

Equivalent K (with conduit) 1.174E+03 4.89E+01   1.359E-02 

Equivalent K (non-conduit)   2.055E-01 8.562E-03 2.378E-06 
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Figure 4.1 – Kernel function, precipitation and flow hydrograph, and corresponding correlagram used to model flow in a karst aquifer 
for conduit-controlled system.
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Figure 4.2 – Kernel function, precipitation and flow hydrograph, and corresponding correlagram used to model flow in a karst aquifer 
for matrix-controlled system. 
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Figure 4.3 – Kernel function, precipitation and flow hydrograph, and corresponding correlagram used to model flow in a karst aquifer 
for mixed-control system.
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Figure 4.4 – Plan view map of the MODFLOW model domain with the associated boundary conditions.   
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Figure 4.5 – The time series data used for precipitation events used to create discrete recharge for the MODFLOW model using the 
well package.   
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Figure 4.6 – The locations of the NEXRAD cells used for the precipitation input series used at location Well A and Well B. 
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Figure 4.7 – A set of correlagrams that reproduce the three numerical experiments presented by Padilla and Pulido-Bosch.   
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Figure 4.8 – Correlagrams for Well A and Well B using a homogenous K field with two precipitation inputs.  While differences in the 
correlagram can be seen, they are extreme. 
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Figure 4.9 – Correlagram for numerical model with hydraulic properties  for a conduit flow field. 
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Figure 4.10 – Correlagrams for several simulations using multiple precipitation inputs and the conduit flow MODFLOW simulation.  
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Figure 4.11 – Correlagram for Well A and B using a daily timestep in the model.  Maximum correlation is found at a negative lag 
which is physically impossible.   
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Figure 4.12 –  Correlagrams for Well A and B using the numerical model with aquifer properties equivalent to those in the BSEA. The 
lag for this correlagram is hours as opposed to days for other correlagrams in this chapter. 
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Chapter 5. Field Applications 

The application of cross-correlation analysis using spring discharge and 

NEXRAD data was carried out at two karst springs in Central Texas.  Barton Springs 

near Austin and Jacob’s Well near Wimberley (Figure 1.1) were selected as the locations 

for this application.  The hydrogeology of these two spring systems was summarized in 

Chapter 2.  In this chapter comparison of the relevant data available at the two springs 

and the cross-correlation analysis completed at each spring are discussed. 

COMPARISON OF BARTON SPRINGS AND JACOB’S WELL 

Barton springs and Jacob’s well were selected based on several criteria.  These 

include: 1) existing estimates of a recharge zone; 2) recorded spring discharge time 

series; and 3) previous dye tracing experiments.  Each of these criteria are discussed 

below. 

Existing Estimate of Recharge Zone 

Both Barton Springs and Jacob’s Well are springs discharging from Cretaceous 

limestone aquifers.  Both are used as indicators of the health of their respective 

groundwater systems by the surrounding communities (BSEACD, 2007, WVMA,2007).  

Groundwater flow to Barton Springs has been the subject of many studies including a 

precise estimate of the geographic boundary of the recharge zone (Senger 1985, Slade, 

1984, Hauwert, 1994, BSEACD, 2005).  However, studies completed near Jacob’s Mace 

et al. (2000), Scanlon (2001), Hanson and Small (1995), Bluntzer (1992), Ashworth 

(1983), and Grimshaw (1970))  have not produced a precise map of the contributing area.  
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Hence, Barton Springs was selected as a location to test whether or not cross-correlation 

using NEXRAD data could reproduce what is generally accepted as the recharge pattern 

in the aquifer.  Conversely, due to the lack of an estimated recharge zone for Jacob’s 

Well, applying the methodology to Jacob’s Well may allow a first estimate of where 

recharge is most likely. 

Recorded Spring Discharge 

To conduct the cross-correlation analysis both the precipitation and spring 

discharge data are required.  The period of record for Stage III NEXRAD data is 1994 to 

present.  Barton Springs discharge has been recorded on a 15-minute time step for this 

entire period.  Therefore, the period of record for NEXRAD data is the limiting data set.  

An analysis of Barton Springs can take place for any time period within the NEXRAD 

period of record.  However, spring discharge at Jacob’s Well only has a period of record 

from 2005 to present.  In the case of Jacob’s Well, the spring discharge period of record 

limits the range of dates usable for this analysis. 

Previous Dye Tracing Experiments 

Dye tracing experiments at each spring were key to selecting the sites used for the 

field application.  This section contains a description of the previously conducted dye-

tracing experiments at each of the springs. 

Barton Springs 

In the case of Barton Springs, the City of Austin, Texas and the Barton 

Springs/Edwards Aquifer Groundwater Conservation District (BSEACD) have conducted 
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over 20 dye-trace experiments in the delineated recharge zone for Barton Springs (shown 

in Figure 5.1).   These dye tracing experiments provide supporting evidence that the 

delineated recharge zone for BSEA contribute to flow at Barton Springs.  Therefore, if 

results of the cross-correlation analysis approximate the current estimate for groundwater 

recharge this supports the hypothesis that this method can be used to identify likely 

recharge locations for Barton Springs.   

Jacob’s Well 

A single known dye tracing experiment was conducted in 2005 at Jacob’s Well 

(UT, 2005).  The experiment recovered no dye.  Results from cross-correlation analysis 

were used to investigate possible reasons no dye was recovered from the test and to 

identify locations where further dye-tracing experiments might be conducted. 

CROSS-CORRELATION ANALYSIS AT TWO SPRINGS 

Cross-correlation analysis was completed at Barton Springs and Jacob’s Well.  

NEXRAD data processing are discussed in Chapter 3.  However, this section discusses a 

comparison of the NEXRAD dataset used in the cross-correlation analysis to rain gages 

in the study area.  This is followed by a discussion of the results of cross-correlation 

analysis at both Barton Springs and Jacob’s Well. 

NEXRAD Data Comparison to Rain Gages 

The NEXRAD dataset used for cross-correlation analysis with spring discharge 

data were compared to gage data within the study domain to make a quality assurance 

check on the NEXRAD data.  Figure 5.2 gives the center locations of the NEXRAD data 
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cells used in both the the Barton Springs and Jacob’s Well analyses along with the rain 

gage data available throughout the area.  Out of the rain gage data shown, only five gages 

had a period of record that overlapped the period of record for the NEXRAD data.  These 

rain gages were the Dripping Springs, Camp Mabry, Austin Bergstrom, Fischer Store, 

and Wimberley gages.  The NEXRAD data that were compared to the rain gage data 

were taken from the NEXRAD cell where the rain gage resides geographically closest to 

the NEXRAD cell center.  Where no data were available (meaning that the collecting 

agency did not have a value available for analysis, days where a zero was recorded for 

either the gage or NEXRAD data were included in the dataset) for individual dates in 

either the precipitation gage or the NEXRAD data, the date was removed from the 

comparison.  .  This eliminated collector bias in the analysis based on lack of coverage 

for one of the time-series versus the other.  Plots of these data were created for 

comparative purposes on a cumulative period of record and on a cumulative record for 

each year.   

The large period of record dictates the use of the cumulative precipitation depth 

plots.  Otherwise, the information would be more difficult to visualize.  An example of 

this is found in Figure 5.3.  The cumulative precipitation depth plot for the Dripping 

Springs gage is shown along with a bar chart representing the depth of each individual 

rain event.  The large period of record requires the bar chart have extremely small widths 

that make them difficult to decipher.  However, the cumulative depth plot provides a 

means to see the incremental changes overtime and compare the cumulative change in 

volume of precipitation that has occurred.  Hence, the cumulative depth plots are used to 
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compare the rain gage and Stage III data at this scale.  These comparisons are discussed 

below.  

Cumulative Precipitation Depth 

The cumulative precipitation depth plot displays the incremental change in 

precipitation over time with respect to each precipitation event that is recorded at the rain 

gage and in the NEXRAD dataset.  The plots for the Fischer Store, Wimberley, Dripping 

Springs, Austin Bergstrom, and Camp Mabry gages are shown in Figure 5.4 thru 5.8, 

respectively.  At each gage the cumulative precipitation recorded by the rain gage is 

greater than that of the NEXRAD data over time. 

The cumulative precipitation volume plots indicate good agreement between the 

rain gage and NEXRAD data with respect to the timing of precipitation events.  The 

timing of rainfall events in the NEXRAD data set and in response in the spring discharge 

is the key parameter to getting reliable results from the cross-correlation analysis.  The 

agreement of these two sets of data gives us confidence in using the Stage III NEXRAD 

data in this analysis.  Furthermore, the NEXRAD data set presents a higher resolution of 

coverage over a larger region when compared to the five rain gage locations available. 

Cumulatvie Precipitation By Year 

In each of the cumulative precipitation plots rain gages recorded large volumes of 

precipitation over the period of record.  It is possible that the difference in precipitation 

volume is caused by large discrepancies early in the period of record.  This was evaluated 

using annual cumulative precipitation plots for each rain gage.  These differ from 
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previous plots by re-initializing the precipitation volume to zero at the beginning of each 

year.  Figures 5.9 thru 5.13 show the annual cumulative precipitation plots for each of the 

rain gages.  By visual inspection the cumulative precipitation for the years after 1999 

appear to match better than those before 1999.  These figures also include a table 

showing the difference in precipitation volume at the end of each year and the average 

annual difference before and after 1999.  At each gage, except the Austin Bergstrom gage 

where no gage data were available before 1999, there is a significant difference between 

the average annual difference in precipitation volume.  The difference between the before 

and after 1999 values ranges between 12.3 in (312 mm) and 5.2 in (132 mm) at the 

Wimberley and Camp Mabry gages respectively.  The decrease in precipitation volume 

discrepancy corresponds to an error discussed in a NWS report regarding Stage III data 

processing (Seo et al., 2000, NWS, 2002, Xie et al., 2006).  The error caused the 

truncation of precipitation values caused by lack of precision in dimensioning variables in 

Fortran code used in the Stage II algorithm (see Chapter 2).  This error may be the cause 

of underestimation of NEXRAD rainfall with respect to rain gage data prior to 1999.  The 

algorithm was changed after 1999 and the precipitation volumes appear to match better 

after this time frame. 

Barton Springs Analysis 

Figure 5.14 shows an example correlagram from the cross-correlation analysis of 

Barton Springs discharge and precipitation.  The response shows the maximum 

correlation at three days of lag.  The value for maximum correlation is 0.27.  The 

significant correlation value is represented by the dashed line at a value of 0.13.  For this 
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correlagram the maximum correlation occurs at a sharp peak and well above the 

statistically significant threshold.  The spatial variation in the maximum correlation is 

shown in Figure 5.15.  The recharge zone as delineated by the BSEA is also shown in the 

figure.  The highest values of maximum correlations generally follow the delineated 

recharge zone for the aquifer.  Figure 5.16 shows the same region only the values 

represent the difference between the maximum correlation and the statistical significance 

threshold value.  The average significance threshold is 0.15 with a standard deviation of 

0.024.  Again, the locations where the difference between the maximum correlation and 

the significance threshold are highest are located in and near the delineated recharge 

zone.   

The locations of highest maximum correlation and the largest difference both 

follow the delineated boundary with exception of a various locations directly up-dip of 

the Mt. Bonnell Fault.  While the Mt. Bonnell Fault is the recharge zone boundary, these 

correlation values suggest that precipitation occurring in this region recharges the aquifer.  

It is possible that precipitation in this region produces surface runoff that flows past the 

Mt. Bonnell Fault and recharges through stream beds over the recharge zone.  However, 

it is also possible that there may be discrete recharge features on the up-dip side of the 

Mt. Bonnell Fault.  In either case precipitation in this location has a high correlation with 

increased flow at Barton Springs. 

Average Precipitation in Current Zones 

Above the application cross-correlation analysis of NEXRAD data at individual 

NEXRAD cells was discussed.  However, multiple NEXRAD cells can be grouped 
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together to investigate the recharge correlation within a larger area.  Figure 5.17 shows 

the current estimate for the contributing area, recharge zone and artesian zone (USGS, 

2007).  The precipitation estimates from NEXRAD data were averaged over these areas 

to evaluate the relative contribution of precipitation within each zone to discharge at 

Barton Springs.  If cross-correlation analysis between the NEXRAD data and the spring 

discharge are mimicking the accepted conceptual flow model of the aquifer, then the 

order of correltation from highest to lowest should be recharge zone, contributing zone, 

and artesian zone.   

Average precipitation time series were developed from NEXRAD data over each 

of the aquifer zones shown in Figure 5.17.  The average was calculated using an 

arithmetic average of all NEXRAD cells with a cell center located inside the polygon for 

each corresponding zone of the aquifer.  Cross-correlation statistics were calculated for 

each of the zones with respect to discharge at Barton Springs.  The results of this analysis 

are shown in Figure 5.17.  The maximum correlation values are 0.24, 0.28, and 0.23 for 

the contributing, recharge, and artesian zones respectively.  The difference above the 

statistically significant threshold was 0.15, 0.15, and 0.14 respectively.  The recharge 

zone has a 40% larger value above the significant threshold than both the contributing 

and artesian zone.  The order of correlation is in agreement with what would be expected 

based on the current conceptual understanding of discharge to Barton Springs. 

MPE vs. Stage III 

As discussed in Chapter 2, MPE NEXRAD is currently the product used for river 

forecasting operations by the NWS.  Algorithms used for estimated MPE precipitation 
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provide more quality assurance prodedures and more input datasets (Shelton, 2008, 

NWS, 2002).  In previous discussions of the analysis of NEXRAD data and spring 

discharge at Barton Springs, the NEXRAD product used was Stage III data.  In the case 

of Jacob’s Well, MPE data were used. The period of record for MPE data and Stage III 

data used in this research overlap from 2001 to 2004.  To compare differences in the 

results of cross-correlation analysis on the two sets of data, the cross-correlation analysis 

was carried out for both sets of data at BSEA for the overlapping time period. 

Figure 5.18 shows a comparison of the values within the recharge zone of the 

BSEA.  The MPE has a higher correlation than the Stage III data.  However in both cases 

the higher values of maximum correlation reside over the recharge zone of the aquifer.  In 

figure 5.19 a method for finding natural breaks, or Jenks method (Jenks and Caspall, 

1971) was used to define the color coding for each of the analyses individually.  Overall, 

the results using the Jenks method from both types of NEXRAD data show the agreement 

in where the most likely recharge locations occur.  However, the MPE data show more 

contribution in the south western portion of the aquifer than the Stage III data.  

Jacob’s Well 

Jacob’s Well is a spring that produces water from a 30 m deep vertical cavern in 

Cretaceous age Glen Rose Limestone.  This section discusses the data used and the 

results of the cross-correlation analysis of NEXRAD data with respect to spring discharge 

at Jacob’s Well. 
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Data Collection 

The USGS has collection spring discharge at Jacob’s Well from 2005 to present.  

This limits the range of dates usable for this analysis.  The public servers for 

downloading NEXRAD data discussed in previous sections do not have available data 

since 2005.  The NWS West Gulf River Forecast Center provided MPE NEXRAD data 

that overlap the time period  of spring discharge at Jacob’s Well. 

Results 

The shape of the correlagrams for calculated at Jacob’s Well are similar to those 

for Barton Springs. An example correlagram is shown in Figure 5.20.  The maximum 

correlation rises above the statistically significant threshold at a sharp peak.  Figure 5.21 

and 5.22 show spatial locations of the maximum correlation and correlation above the 

statistically significant threshold, respectively.  In most cases the maximum correlation 

value was higher than the statistically significant threshold.  However, there are several 

NEXRAD cells in the eastern portion of the study area (downdip from Jacob’s well) that 

show a maximum correlation less than the statistically significant threshold.  None of 

these values occur up-dip of Jacob’s Well.   

While there is no delineated recharge zone for this spring, the pattern highest 

maximum correlation is consistent with the general structure in the area.  Figure 5.22 also 

contains the delineated surface water catchment zone for Cypress Creek above Jacob’s 

Well based on the 30 m USGS DEM.  For the most part the highest values of maximum 

correlation lie to the north west of the spring similar in location to the topographic 

catchment.  This agrees with the assessment of Bluntzer (1992) that the majority of 
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recharge for Jacob’s well would have originated locally in the Trinity Aquifer.  To the 

south and east, values of maximum correlation are lower indicating that the likely 

recharge zone is the northwest of the spring. 

The previously discussed dye-tracing experiment conducted at Jacob’s Well was 

conducted at the site marked by the red box in Figure 5.21.  The location resides just 

outside of the highest maximum correlation values.  This suggests that one reason no dye 

was recovered was lack of hydraulic connection between the selected dye injection 

location and the spring.  It would be more likely to recover dye if it were injected into the 

aquifer in a location further to the north and west of Jacob’s Well. 

LIMITATIONS OF CROSS-CORRELATION WITH NEXRAD 
The purpose of this section is to discuss some of the limitations of the data and the 

algorithms that were observed in conducting this research.  These observations include 

practices that increased or decreased the efficiency that this work can be done.  These 

include the climate, the magnitude of the precipitation, and the size of the basin.  These 

are discussed below. 

Climate 
Precipitation can include rain, hail, ice, and snow.  Hail, ice, and snow in a cooler 

climate can cause problems with the cross-correlation analysis.  If any of these fall in a 

location where they remain in a frozen state, the NEXRAD data will record a 

precipitation event with no increase in precipitation.  While this is physically accurate, it 

does not help identify locations where recharge is occurring based on the precipitation 

record.  Increased spring flow would be more sensitive to increasing temperature and the 
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melting snow pack than the timing and location of precipitation.  Cross-correlation 

analysis with NEXRAD data would be less effective in this environment.     

Magnitude of precipitation 
The spring of 2007 in Texas was particularly wet.  Several records for total 

precipitation were set during this time period.  Before early 2007 the Central Texas had 

experienced several years of drought.  The cross-correlation analysis conducted at 

Jacob’s well initially included the months of March to July 2007.  However, the map of 

likely recharge locations produced by the analysis showed the most likely locations of 

recharge occurred in the center of the BSEA contributing zone.  This resulted from the 

fact that the volume of precipitation in 2007 dwarfed that of the previous two years.  

Furthermore, the extent of precipitation during that time was regional in nature and 

occurred simultaneously in the BSEA and Jacob’s Well contributing zones.  The results 

of the intial cross-correlation analysis reflected these regional rainfall events.  To remove 

the bias in the NEXRAD record caused by these regional events the analysis was run 

from January 2005 to February 2007.  The results discussed previously reflect this time 

period.  While, this caused a problem over a relatively short period of record (2 years) it 

is expected that if data were available over a longer period such as at the BSEA, these 

regional precipitation events would bias the data less. 

Size of Basin 
Barton Springs has a contributing zone of approximately 670 km2.  At this size it 

was necessary to remove the large scale temporal pattern in the spring discharge in order 

to produce reasonable results form the analysis.  Increasing the catchment size for the 
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spring would further mute the response of flow to single precipitation events.  If 

individual springs derive their discharge from extremely large catchments, the analysis 

may not produce a valid map of likely recharge locations.  
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Figure 5.1 –  Map of dye trace studies completed by the BSEACD and the City of Austin near Barton Springs. 

 

(BSEACD, 2003) 
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Figure 5.2 – Locations of NEXRAD Cells in the study domain and rain gages near the study domain.  The Fischer Store, Wimberley, 
Dripping Springs, Austin Bergstrom, and Camp Mabry (underlined) gages all had a period of record that overlapped with 
the NEXRAD data. 
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Figure 5.3 – Bar chart and cumulative precipitation chart for the Camp Mabry gage.  Due 
to the large time scale the bar chart is not as useful in comparing 
precipitation depths because the width of the bars is so small. 
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Figure 5.4 – Cumulative precipitation plot of Fischer’s Store gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.5 – Cumulative precipitation plot of Wimberley gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.6 – Cumulative precipitation plot of Dripping Springs gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.7 – Cumulative precipitation plot of Camp Mabry gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.8 – Cumulative precipitation plot of Austin Bergstrom gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.9 – Cumulative precipitation plot of Fischer’s Store gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.10 – Cumulative precipitation plot of Wimberley gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.11 – Cumulative precipitation plot of Dripping Springs gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.12 – Cumulative precipitation plot of Camp Mabry gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.13 – Cumulative precipitation plot of Austin Bergstrom gage and NEXRAD data for the corresponding NEXRAD cell. 
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Figure 5.14 – Correlagrams from a NEXRAD cell in the recharge zone of Barton Springs.  The Blue Correlagram is derived using the 
baseflow separated discharge at Barton Springs and the red correlagram results when the baseflow is not separated.  The 
orange dashed line is the statistically significant line. 
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Figure 5.15 – The spatial variation in maximum correlation superimposed over recharge zone of the BSEA.  The recharge zone is 
color-filled in light green. 
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Figure 5.16 – The spatial variation in difference between the maximum correlation and the statistically significant threshold 
superimposed over recharge zone of the BSEA.  The recharge zone is color-filled in light green 
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Figure 5.17 – The boundaries of the Barton Springs Aquifer with left to right: the contributing zone, the recharge zone, and the 
confined or artesian zone (USGS, 2008).  The table contains the results from cross-correlation analysis based on 
averaging precipitation time series over each of these zones. 
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Figure 5.18 – Comparison of cross-correlation analysis using MPE and Stage III data over the BSEA recharge zone using the same 
color ramp for maximum correlation.   
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Figure 5.19 – Comparison of cross-correlation analysis using MPE and Stage III data over the BSEA recharge zone using the natural 
breaks (Jenks) method for color coding maximum correlation.   
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Figure 5.20 – Example of a typical correlagram of a NEXRAD cell near Jacob’s Well. 
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Figure 5.21 – Maximum correlation plot near Jacob’s well for data from 2005 and 2006.  The red square indicates the location of a 
previously conducted dye-trace study. 
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Figure 5.22 Plot of amount above the statistically significant value NEXRAD cells near Jacob’s well.  The darkened area is the surface 
water catchment above Jacob’s well derived from the 10 m  
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Chapter 6. Application to GAM 

Previous chapters demonstrated the ability to use spatial cross-correlation (SCC) 

to investigate likely locations of recharge in a karst aquifer.  This represents one 

application of this methodology.  Recent investigations (Hunt, 2007, Massei and Mahler, 

2007) have shown that during different aquifer conditions, flow to Barton Springs 

follows varying flow paths. SCC of NEXRAD data and spring discharge can be applied 

at during high and low aquifer levels to evaluate patterns in recharge during each of the 

aquifer conditions.  The resulting cross-correlation maps are then used for constraining 

the recharge patterns used in a regional groundwater availability model (GAM) of the 

BSEA. 

First, the cross-correlation analysis at Barton Springs under different aquifer 

conditions is discussed.  This is followed by a discussion of existing models of the BSEA 

and selection of an appropriate model for applying SCC to constrain model recharge 

input.  Finally, the results of the SCC and the numerical modeling are compared with 

each other. 

APPLYING SCC UNDER DIFFERENT AQUIFER CONDITIONS 
The Barton Springs Edwards Aquifer Groundwater Conservation District 

(BSEACD) is the regulatory agency tasked with managing the groundwater resources in 

the BSEA.  Their duties include monitoring aquifer levels, permitting new wells, and 

managing the resources during times of drought.  This may include restricting use of the 

groundwater in times of drought or overuse.  The BSEACD operates under a 

management plan that addresses the methods and rules for extracting groundwater from 
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the aquifer (BSEACD, 2008).  As part of its management plan the BSEACD monitors 

hydraulic head and spring discharge levels to determine allowable pumping rates at 

permitted wells within the district.  There are three status conditions defined by the 

BSEACD that determine pumping rates for permitted wells in the district, they are: 

Normal, Alarm, and Critical stage.  Figure 6.1 shows a flyer produced by the BSEACD 

that shows both of these locations and gives the current drought status of the aquifer.  

When the discharge at Barton Springs drops below 38 cfs (1.08 m3/s) and 20 cfs (0.56 

m3/s) the aquifer is classified as in “Alarm” and “Critical” stage, respectively.  At this 

point the management plan calls for conservation measures possibly including a decrease 

in allowable pumping rate for some users.  The status condition of drought is determined 

by the amount of discharge at Barton Springs and the hydraulic head level at Lovelady 

well (see Figure 6.2).   

Figure 6.3 shows discharge at Barton Springs from 1994 to 2004 including the 

alarm stage threshold at 38 cfs.  Discharge at Barton springs dips below this threshold 

several times for the given time period.  The time-series data for the both discharge and 

precipitation were divided into two separate sets time-series data.  One set of time series 

data representing the precipitation and discharge when Barton Springs was discharging 

above alarm stage and the other for when it was discharging below alarm stage.  The 

same algorithms described in previous chapters were applied to these separate time 

series.  Figures 6.4 and 6.5 show the resulting maximum correlation plots for BSEA for 

above and below alarm stage respectively. 

The comparison of each of the plots indicate that there are likely differences in 

how and where groundwater enters the aquifer at different flow regimes.  The maximum 
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correlations within the contributing and recharge area are located in the unconfined 

portion of the aquifer when the aquifer is classified as above alarm stage.  There is a 

small section in the northwest corner of Figure 6.4 where highest correlations in the plot 

exist.  However, the NEXRAD cells where these correlations occur are located outside of 

the accepted boundary of the aquifer and the contributing area.  In fact many of the cells 

are on the opposite side of the Colorado River flowing through Austin, Texas.   Also, the 

value of the correlations are lower (0.18 – 0.20) then those shown in the below alarm 

stage plot (0.38 – 0.50).  This indicates that overall the aquifer is more sensitive to 

precipitation when the aquifer is classified as below alarm stage.  The increased 

correlation during low aquifer levels also shows a shift in the locations most sensitive to 

recharge.  When the discharge at Barton Springs falls below alarm stage the maximum 

correlations are located to the southern portion of the aquifer.  There are several reasons 

why the these changes in the recharge pattern occur.  These are: 1) recharge by-pass 

when the aquifer is above alarm stage, 2) decreased pumping in the aquifer during the 

alarm stage and 3) a change in the amount of available storage in the unconfined portion 

of the aquifer during alarm stage.  Each of these is discussed below.   

Recharge By-Pass 
The majority of recharge to the BSEA occurs through discrete features including 

sinkholes and creek beds (Slade, 1985, Hauwert, 2006).  These mechanisms are discussed 

in more detail in Chapter 2.  However, there is an upper threshold for the amount of 

recharge that can enter the aquifer (Scanlon, 2004).  When the aquifer levels are high it is 

more likely that precipitation in the recharge and contributing area could by-pass the 
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discrete recharge features.  This would one reason why cross-correlation values are 

dramatically lower when the flow at Barton Springs is classified as above alarm stage. 

Decreased Pumping 
Figure 6.6 illustrates a typical distribution of pumping found in the BSEA as 

included in the regional groundwater model developed by Scanlon et al. (2001).  The 

majority of the large scale pumping occurs in the southern portion of the aquifer.  When 

the aquifer is in alarm stage and pumping restrictions are enforced, pumping is limited in 

the southern section.  Discussions with the Brian Smith, senior hydrogeologist with 

BSEACD, revealed that when pumping rates are reduced during alarm stage, the majority 

of reductions are made to wells in the southern portion of the aquifer (Smith, 2006).  The 

apparent change in recharge pattern can be partially attributed to this reduction of 

pumping volume in the southern portion of the aquifer.  The reduction in pumping would 

allow the recharge to by-pass extraction wells and flow northward toward the spring. 

Unconfined Storage 
Another factor in the change in location of recharge patterns may have to do with 

aquifer storage.  Figure 6.7 shows a hypothetical depiction of a typical karst aquifer.  

When the average hydraulic head is decreased, as is observed during alarm stage, there is 

more available storage in the unconfined portion of the aquifer.  Precipitation entering the 

aquifer as recharge may remain in the unconfined portion of the aquifer for an extended 

period of time as it travels toward the spring.  This can reduce the observed response in 

the discharge hydrograph, reducing the correlation value obtained from cross-correlation 

analysis.  However, this does not mean that the unconfined portion of the aquifer does not 
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add recharge to the aquifer, it only suggests that the affect of this recharge does not show 

a response in the Barton Springs hydrograph over the short-term.  Massei and Mahler 

(2007) also indicated this as a possibility with their statistical analysis of specific 

conductance data at Barton Springs.  They showed that the low hydraulic head levels 

allowed the water to have an increased residence time in the unconfined portion of the 

aquifer resulting in increased mineralization of the outflow. 

CONSTRAINING BSEA GAM 
SCC indicated different recharge patterns for flow at Barton Springs under 

different aquifer conditions. This agrees with the findings of Massei and Mahler (2007) 

and with information received from BSEACD (Smith, 2006).  These types of data can be 

useful in constraining groundwater models.  Using an available regional groundwater 

model, an analysis of the recharge rate and pattern was conducted to compare with the 

results of the SCC.  An analysis was conducted using semi-automatic calibration methods 

in the software package PEST to look at what changes could be made to the input 

recharge pattern that would decrease model residuals with respect to spring discharge.  

This section is divided into subsections that discuss how the analysis was completed.  

First, the available models of BSEA are discussed.  Then, a description of the model 

selected for this application is presented.  Next, an overview of the semi-automatic 

calibration methods using PEST is given.  Finally, results of the analysis are presented 

with a comparison to the SCC analysis at Barton Springs. 
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Previous Models of BSEA 
Three models have been developed for the BSEA.  Each of these was developed 

for different purposes and using different numerical codes.  This section gives a brief 

overview of the three models, discusses which of the three was selected for this 

application, and gives more details on the selected model. 

Three models 
Slade and others (1985), Barrett and Charbeneau (1996) and Scanlon and others 

(2004) have all developed models of the BSEA.  Slade and others built a two-

dimensional finite-difference model using a numerical code developed by the USGS 

(1976).  The main focus of the Slade and others model was to develop hydraulic 

parameter values across the aquifer.  The model had a total of 318 cells across the 

entirety of the BSEA with two zones of hydraulic conductivity.  Barrett and Charbeneau 

developed a lumped parameter model as a prediction tool for water quality and quantity 

at Barton Springs.  The model contained only five computational cells and greatly 

simplified the heterogeneities of the aquifer.  In 2001 Scanlon and others completed a 

MODFLOW96 model of the BSEA.  The model contained one model layer with 14,400 

model cells (120 columns and 120 rows).  The purpose of the modeling was to predict 

changes in groundwater levels and spring discharge due to increased pumpage and 

droughts.   

Selected model 
Of all the available models of BSEA, Scanlon and others contained the most 

refined model grid and described the heterogeneities in the aquifer with the greatest 

detail.  The purpose of this study is to investigate recharge patterns in the aquifer with 



 118

respect to analyses conducted using cross-correlation analysis.  Therefore, the ability of 

the model utilize variable patterns of recharge is important.  This model provides the best 

means to conduct this investigation because of the relatively fine grid resolution.  

Furthermore, in 2001 the model was adopted into the Groundwater Availability Model 

program for the State of Texas.  It is used by the state to aid policy decisions with respect 

to the aquifer.  The details of this model is discussed further in the following sections.  

The sections include a discussion of the GAM program in Texas, a more detailed 

discussion of the boundary conditions and hydraulic properties assigned to the model, 

and a detailed discussion of how recharge was input in the model.   

Texas GAMs  
In 2000 the State of Texas embarked on the development of groundwater 

availability models for groundwater resources within the state.  Using the numerical 

groundwater modeling software MODFLOW96, funds to create numerical models for all 

major aquifers and some minor aquifers within the state were allocated through the Texas 

Water Development Board. To date, 20 models have been developed through the GAM 

program.  Seventeen models represent the nine major aquifers found in Texas, while the 

remaining three were created model several of the minor aquifers within the state.  These 

models represent 95% of the total groundwater resources available within the State 

(TWDB, 2000).  The GAM program is designed to use the best available scientific data 

to create numerical groundwater models that provide quantitative estimates of the amount 

and possible use of groundwater resources of a given aquifer.  The GAMs provide 

management entities with powerful tools for regulating the state’s groundwater resources.  
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Groundwater districts and planning agencies are required to use GAM simulations for 

development of management plans and district rules.  The regional model of the BSEA 

developed by Scanlon et al. (2001) has been accepted as the State sanctioned GAM for 

the BSEA. 

BSEA GAM 
The BSEA GAM is a one-layer MODFLOW96 model.  The purpose of the model 

is to predict changes in spring discharge and groundwater level in response to variable 

pumping rates and changes in recharge.  Figure 6.8 and 6.9 show the aquifer domain 

along with the hydraulic conductivity pattern and the major faults (horizontal flow barrier 

package) used in the model.  Constant values were used for specific yield (0.05) and 

specific storage (0.0005).  Springs were modeled using MODFLOW drain cells in the 

locations shown in Figure 6.9.  The model was calibrated in steady state and transient 

mode to both hydraulic head and spring discharge data.  Figure 6.10 shows cross-plots for 

hydraulic head measurements for the steady state calibration.  Figure 6.11 shows the 

transient calibration of spring discharge on a one-month time interval at Barton Springs.  

For the most part the model reproduces the hydrograph reasonably well.  The overall 

RMS of the hydrograph is 12 cfs.  This represents 10 percent of the range of discharge 

values at the site. 

Model Recharge 
The recharge input for the BSEA GAM was organized using a zonal approach to 

discretization.  A zonal approach means that sets of computational grid cells were 

assigned an equal value of recharge that differed from a group of adjacent cells.  In the 
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BSEA GAM six zones were established (see Figure 6.12).  Five of these zones represent 

recharge entering the system through stream beds as they flow across the recharge zone.  

The other zone represents diffuse recharge outside of the stream beds.  The recharge rates 

were based on a mass balance of USGS stream gage data.  The methodology for 

calculating the recharge rates was developed by Slade and others (1985) for the 

development of their BSEA model.  They estimated that up to 80% of the recharge came 

through the stream beds.  However, recent research by Hauwert (2007) indicates that this 

percent may be high and that more of the recharge enters through sinkholes and caves 

outside of the five main stream channels.   

PEST Summary 
PEST, short for Parameter ESTimation, is a software package used to aid in the 

calibration and uncertainty analysis of numerical models.  Figure 6.13 shows a schematic 

of how PEST can be utilized in numerical modeling.  A control input file is created by the 

user that interprets the inputs and outputs from any computer application.  Based on the 

information provided in the control file, model input parameters are incrementally 

changed and simulated while the output of the model is compared to the observed data 

provided by the user.  PEST compares the output to the observed data and calculates an 

objective function.  PEST continues altering the specified input parameters until the value 

of the objective function falls below a user specified threshold or until PEST cannot 

lower the objective function further.   PEST can be used to calibrate numerical models 

semi-automatically and determine uncertainty in model parameters.  It has become 

increasingly popular as noted by the recent technical session in the last Geological 
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Society of America (GSA) conference being dedicated to applications of inverse models 

including PEST (GSA, 2007).  This application utilizes the semi-automatic calibration 

features of PEST (PEST,2007). 

Recently development of PEST has centered on the use of pilot points (Doherty, 

2003).  Pilot points allow flexibility in the spatial value of input parameters.  

Traditionally, parameter estimation of hydraulic properties in groundwater model 

consisted of dividing the computational grid into zones of constant values.  This method 

is called zonation.  Figure 6.8 illustrates the zones used for the BSEA GAM for hydraulic 

conductivity.  Pilot points can also represent values for any model input parameter.  

However, in the case of pilot points the values are assigned to the computational grid 

through interpolation.  Values in each grid cell may differ depending on the interpolation 

methods used.  This adds flexibility in parameter values assigned to the computational 

grid and can also reduce the number of parameters that are estimated (Doherty, 2003).  

Furthermore, pilot points are not only used to assign raw hydraulic properties, they can 

also be used to alter existing property fields in a model.  Figure 6.14 shows an example of 

pilot points that range in value from 0.0 to 3.0.  When these pilot points are interpolated 

the result is a grid of values that can be multiplied with a grid of zonal values the 

multiplication results in new values that vary spatially.  An example of a multiplier grid is 

shown in Figure 6.15.  The multiplier grid is commonly referred to as a “warping grid” 

because it alters or warps existing model parameter values.  Warping an existing field is a 

common method for conducting a sensitivity analysis on existing models (PEST, 2007, 

URS,2005).  Altering the recharge field with a warping surface the PEST simulation is 

identifying regions in the aquifer where recharge is more likely to occur or not.  A higher 
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value for the warping surface indicates the location where recharge is more likely and a 

lower value indicates a location where recharge is less likely. 

Application of PEST to the BSEA GAM 
PEST was used to alter the recharge of the BSEA GAM to evaluate how changes 

in the recharge field affect the spring discharge calibration.  The BSEA GAM was 

designed estimate changes in spring discharge resulting from changes in future pumping 

and recharge conditions.  The pumping rates in the transient model will not be changed 

because they are derived from field observed values.  The recharge rates and pattern will 

be altered in order to decrease the objective function with respect to Barton Springs.  If 

changes in model recharge that decrease the objective function are similar to changes 

suggested by the SCC application, this indicates that the SCC application can be an 

important tool for constraining recharge conceptual models for regional groundwater 

model calibration.   

The application of PEST was completed by altering the recharge field using two 

sets of pilot points.  The first set represents the warping surface of the recharge field 

when the aquifer is above alarm stage, and the second represents the warping surface 

when the aquifer is below alarm stage.  The spatial location of the pilot points was the 

same in each of the aquifer conditions.  However, the above alarm stage pilot points were 

used to warp the model recharge only when spring discharge was above alarm stage and 

vice versa for the pilot point warping surface for the below alarm stage.  PEST was 

allowed to adjust the warping values of each of the pilot point locations within the range 

of 0.5 to 3.0 in order to decrease the objective function with respect to discharge at 
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Barton Springs.  In order for PEST to run the BSEA GAM several custom pieces of 

software were developed.  One code translated the warping surfaces created by pilot point 

interpolation into a valid MODFLOW96 package.  Another was needed to change binary 

output from MODFLOW96 into an ASCII format usable by PEST.  

Overall, PEST was able to reduce the objective function of simulated versus 

observed spring discharge at Barton Springs by 15%.  Figures 6.15 and 6.16 show the 

final warping surfaces created by PEST for above and below alarm stage respectively.  

The magnitude of change in the below alarm stage averaged 1.5 while the values of the 

warping surface above alarm stage averaged 1.1.  Further, there were evident differences 

in the spatial pattern of the warping surfaces.  The highest values of the above alarm 

stage condition are closer to Barton Springs, while the highest values for below alarm 

stage are in the southwest portion of the aquifer. 

COMPARISON OF RESULTS FROM SCC AND GAM APPLICATIONS 
The results from both the SCC and GAM applications show similar trends in 

where recharge is focused.  For below alarm stage, the southern portion has increased 

values for both applications.  This indicates that more recharge enters in this portion of 

the aquifer when the hydraulic head in the aquifer is low.  For the above alarm stage 

condition, the warping surface shows some variations in the aquifer.  However, the 

magnitude of change is less than what was determined in the below stage condition.  The 

location of the high value is close to the location of Barton Springs which is consistent 

with higher correlation values from the SCC when the spring discharge above alarm stage 

seen in Figure 6.4. 
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The application shows how SCC can be utilized to constrain model recharge input 

during construction and calibration of regional groundwater models.  By using the 

relationships shown from SCC analysis conceptual model design could have included the 

understanding of different recharge patterns for different aquifer conditions within the 

recharge package of the model. 
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Figure 6.1 – Flyer produced by the BSEACD that shows both of these locations and gives 
the current drought status of the aquifer. 
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Figure 6.2 – Location of the Lovelady Well and Barton Springs with respect to the BSEA.   

Lovelady Well 
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Figure 6.3 – Discharge hydrograph at Barton Springs from 1994 to 2004 including the alarm stage threshold at 38 cfs.   
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Figure 6.4 – Maximum correlation plot for BSEA when aquifer conditions were above alarm stage. 
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Figure 6.5 – Maximum correlation plot for BSEA when aquifer conditions were below alarm stage. 
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Figure 6.6 – Pumping distribution used for calibration of the BSEA GAM.  Based on pumping rates received from BSEACD.  The 
majority of the pumping occurs in the southern portion of the aquifer.   
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Figure 6.7 – Karst aquifer under different hydraulic conditions. Red circles show locations where during low conditions water may be 
stored in areas in perched locations that are not hydraulically connected to other locations of the aquifer. (Altered from 
ESI, 2007)   

a) High Conditions b) Low Conditions
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Figure 6.8 – Hydraulic conductivity used in the calibrated BSEA GAM.   

 
 



 133

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.9 – Locations of springs (modeled using drain cells) and horizontal flow barrier representing major faults in the BSEA GAM.   
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Figure 6.10 – Cross-plots for hydraulic head measurements for both the steady state calibration of the BSEA GAM. 

 

(Scanlon, 2001)
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Figure 6.11 – Transient calibration of spring discharge hydrograph on a one-month time interval at Barton Springs 

 

(Scanlon, 2001)

RMS = 12 cfs
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Figure 6.12 –  Calibrated recharge pattern for the BSEA GAM.  The pattern is a constant rate within each zone showed in the Figure. 
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Figure 6.13 – PEST optimization can be used along with any numerical model that is based on command line arguments. 
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Figure 6.14 – Locations of pilot points used for sensitivity analysis of recharge in BSEA GAM.  Values ranged in value from 0.0 to 
3.0. 
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Figure 6.15 – Warping values used to multiply the model recharge when the spring discharge indicated drought conditions. 
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Figure 6.16 – Warping values used to multiply the model recharge when spring discharge indicated normal condictions. 
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Chapter 7. Summary and Conclusions 

The use of NEXRAD for delineating and evaluating the recharge zones in karst 

aquifers has been discussed in this dissertation. By calculating the cross-correlation of 

each NEXRAD measurement to spring flow data for the same period of time a map 

showing the locations hydraulically connected to the spring can be developed.  Both 

numerical experiments and field applications were conducted as part of the study.  The 

numerical experiments conducted by Padilla and Pulido-Bosch are revisited using the 

numerical groundwater model MODFLOW.  This allowed the introduction of spatially 

varying parameters into the model.  The results show that spatially varying parameters 

can be inferred based on the results cross-correlation of spatially varying precipitation 

with respect to a single spring discharge location.  Also, contributing area maps are 

prepared for both Barton Springs and Jacob’s Well.  Barton Springs has a precise 

estimate of the recharge area.  The current map of the recharge area and the NEXRAD 

derived map show good agreement with the cross-correlation results.  Conversely, 

Jacob’s Well has not been sufficiently studied to delineate a contributing area map.  This 

study provides an preliminary estimate of the area contributing to flow at Jacob’s Well.  

Finally, the development of these maps can also be applied to the construction of regional 

groundwater models.  An application of this methodology with the groundwater 

availability model for the Barton Springs portion of the Edward’s aquifer is introduced.  

The application of spatial cross-correlation analysis to constrain recharge in the model 

showed a reduction in the objective function with respect to discharge at Barton Springs 
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of 15%.  Below, a summary and conclusions of the work presented along with several 

possible enhancements to further this. 

SUMMARY AND CONCLUSIONS 
Calculating the cross-correlation at NEXRAD measurement locations with respect 

to spring discharge data is a useful method for developing a map of likely locations 

contributing to recharge at the spring.  An algorithm was developed that processes the 

NEXRAD data and puts it in a format along with the spring discharge data to allow the 

calculation of the cross-correlations.  These methods were used to develop these maps at 

two karst springs in Central Texas.  Results from these analyses indicated that the cross-

correlation analysis can be used with spatial precipitation estimates to develop maps of 

likely recharge locations for karst springs when more robust methods are not available.  

The methods were tested at Barton Springs near Austin, Texas, where a precise boundary 

of the recharge zone has been delineated.  The cross-correlation analysis showed 

agreement with the delineated boundary with some variations along the up-dip boundary 

of the aquifer.  The same algorithms were applied at Jacob’s Well near Wimberly, Texas, 

where no precise map of a recharge zone has been delineated.  The analysis provided a 

zone of recharge that appeared to follow the prevailing theory of the direction of 

groundwater flow in the region.  Finally, the usefulness of cross-correlation analysis was 

demonstrated for use with regional groundwater models for constraining recharge 

patterns.  The various applications of this algorithm each indicate that cross-correlation 

analysis of spring discharge data and NEXRAD precipitation data is a useful tool for 

developing maps of recharge likelihood for karst springs. 
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FUTURE WORK 
There are several enhancements that may both refine the methodology and 

provide more insight into the karst flow system using cross-correlation and NEXRAD 

data.  Some of these enhancements include: 1) Obtaining higher resolution NEXRAD 

data; 2) evaluate changes in recharge patterns with changes in land use, specifically 

increased urbanization; and 3) applying cross-correlation analysis to surface water 

modeling for developing routing equations.  Each of these is briefly discussed below. 

Higher Resolution NEXRAD 
The NWS provides 4 km by 4 km resolution NEXRAD data on a 1-hour time step 

for the continental United States.  However, the WSR-88D radar network has the ability 

to produce up to 1 km by 1 km resolution precipitation data on a 15-minute time step.  It 

is possible that the higher resolution data would provide more detailed picture of where 

recharge is likely originating for spring discharge.  Furthermore, in other applications, 

specifically small scale studies such as Birk et al. (2004), the increased resolution could 

be the difference in finding a solution or not.  Also, the increased temporal resolution 

could be useful when the spring discharge has an extremely quick response to 

precipitation. 

Land Use Changes 
With over ten years of NEXRAD data it is possible that the land use within the 

boundary of NEXRAD cells has changed.  One application of the cross-correlation 

analysis with NEXRAD data would be to investigate how the correlations compare 

before and after major land-use changes.  Sharp et al. (2008) presented a similar 

investigation completed with gage precipitation data at the Camp Mabry gage and spring 
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discharge at Barton Springs.  The cross-correlation results indicated that land use changes 

on the recharge zone had increased recharge to the spring.  NEXRAD data could be used 

to evaluate impacts of drastic changes in land-use to spring discharge. 

Surface Water Routing 
Using NEXRAD data has increased in popularity in surface water projects as pre-

processors for hydrologic models are increasingly adding functionality to process these 

data.  Stream routing methods approximate the time it takes for water to flow through a 

channel.  It is useful for merging simulated outflow from more than one basin at a single 

point.  Because it deals with timing, cross-correlation analysis would be a good tool to 

define the lags between more than one time series to create calibration constraints for the 

surface water modeling.  Using NEXRAD data for this purpose would be useful in 

models that are either distributed in nature or that have a large number of sub-watersheds 

without specific precipitation gages inside the sub-watershed. 

These three enhancements provide a short list of applications of cross-correlation 

and NEXRAD data in hydrogeology.  By analyzing these data with cross-correlations our 

understanding of the spatial and temporal response of hydrologic systems is enhanced.
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APPENDIX A 

In order to process the NEXRAD data set available from the NWS, the NWS 

provides a computer program called “xmrg_read.c” written in the C programming 

language (NWS, 2007b).  The program is a command line based program that reads and 

converts the binary XMRG file format into an ASCII file.  However, in order to process 

the entire period of record the program was altered to add functionality to handle multiple 

files and multiple naming conventions.  The C program was converted to an Microsoft 

Visual C++ 6.0 windows console application with Microsoft Foundation Classes.  

Furthermore, a graphical user interface (GUI) for the program was added to aid in 

selecting the processing of the data.  Figure A.1 shows the dialog box used as the GUI for 

the altered xmrg_read.c program.  The GUI allows the user to select the starting and 

ending dates and times for the processing, whether the files were created for use with 

UNIX or IBM based systems, the location of the NEXRAD data on the hard drive, and 

the subset of the HRAP grid that will be processed.  Once these inputs have been 

selected, the program processes the binary data and produces an ASCII output file with 

the NEXRAD precipitation time-series for each cell.  The source code for this program is 

included in this Appendix.  Only the computer code altered as part of this dissertation is 

included.  The source code automatically produced by Microsoft Visual Studio 6.0 is not 

included. 

HEADER FILE 
// NEXRADDlg.h : header file 
// 
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#if 
!defined(AFX_NEXRADDLG_H__87785718_711D_498E_9388_325B6DAF4562__IN
CLUDED_) 

#define 
AFX_NEXRADDLG_H__87785718_711D_498E_9388_325B6DAF4562__INCLUDE
D_ 

 
#if _MSC_VER > 1000 
#pragma once 
#endif // _MSC_VER > 1000 
 
///////////////////////////////////////////////////////////////////////////// 
// CNEXRADDlg dialog 
 
class CNEXRADDlg : public CDialog 
{ 
// Construction 
public: 
 CString GetMonthTarFileName(COleDateTime *tmpTime1); 
 CString GetDayTarFileName(COleDateTime *tmpTime1, BOOL 

*blnZipped); 
 CNEXRADDlg(CWnd* pParent = NULL); // standard constructor 
    BOOL LaunchTarExtraction(CString *strXMRGGridName, BOOL 

blnRemove); 
 void GetXMRGHourlyValues(CString *strXMRGGridName, long 

*ColList, 
          long 

*RowList, double *Values, long numCells); 
// Dialog Data 
 //{{AFX_DATA(CNEXRADDlg) 
 enum { IDD = IDD_NEXRAD_DIALOG }; 
 CString m_CellFileDirectory; 
 CString m_XMRGDirectory; 
 CString m_StartMonth; 
 CString m_StartHour; 
 CString m_StartDay; 
 CString m_EndYear; 
 CString m_StartYear; 
 CString m_EndMonth; 
 CString m_EndHour; 
 CString m_EndDay; 
 int     m_Reverse; 
 //}}AFX_DATA 
 
 // ClassWizard generated virtual function overrides 
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 //{{AFX_VIRTUAL(CNEXRADDlg) 
 protected: 
 virtual void DoDataExchange(CDataExchange* pDX); // DDX/DDV 

support 
 //}}AFX_VIRTUAL 
 
// Implementation 
protected: 
 HICON m_hIcon; 
 
 // Generated message map functions 
 //{{AFX_MSG(CNEXRADDlg) 
 virtual BOOL OnInitDialog(); 
 afx_msg void OnSysCommand(UINT nID, LPARAM lParam); 
 afx_msg void OnPaint(); 
 afx_msg HCURSOR OnQueryDragIcon(); 
 afx_msg void OnEditchangeStartMonth(); 
 afx_msg void OnCellFile(); 
 afx_msg void OnDirectory(); 
 afx_msg void OnKillfocusStartMonth(); 
 afx_msg void OnKillfocusStartDay(); 
 afx_msg void OnCloseupStartDay(); 
 afx_msg void OnKillfocusEndYear(); 
 afx_msg void OnKillfocusEndMonth(); 
 afx_msg void OnKillfocusEndHour(); 
 afx_msg void OnKillfocusEndDay(); 
 afx_msg void OnKillfocusStartHour(); 
 afx_msg void OnKillfocusStartYear(); 
 virtual void OnOK(); 
 afx_msg void OnRadio2(); 
 afx_msg void OnRadio1(); 
 //}}AFX_MSG 
 DECLARE_MESSAGE_MAP() 
private: 
 CString GetXMRGFileName(COleDateTime *tmpTime1, BOOL 

*blnZipped); 
 BOOL  LaunchZipExtraction(CString *strXMRGGridName); 
    void  reverse_byte_order(int *in_array,int arraysize); 
 
    void  ReadCells(CString *strCellFileName, 
         long *RowList, long *ColList, 

double *Values, 
         long *numValues);  
}; 
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//{{AFX_INSERT_LOCATION}} 
// Microsoft Visual C++ will insert additional declarations immediately before the 

previous line. 
 
#endif // 

!defined(AFX_NEXRADDLG_H__87785718_711D_498E_9388_325B6DAF4562__IN
CLUDED_) 

SOURCE FILE 
// NEXRADDlg.cpp : implementation file 
// 
 
#include "stdafx.h" 
#include "NEXRAD.h" 
#include "NEXRADDlg.h" 
#include <malloc.h> 
 
#define NUMCELLS 217 
#ifdef _DEBUG 
#define new DEBUG_NEW 
#undef THIS_FILE 
static char THIS_FILE[] = __FILE__; 
#endif 
 
///////////////////////////////////////////////////////////////////////////// 
// CAboutDlg dialog used for App About 
 
class CAboutDlg : public CDialog 
{ 
public: 
 CAboutDlg(); 
 
// Dialog Data 
 //{{AFX_DATA(CAboutDlg) 
 enum { IDD = IDD_ABOUTBOX }; 
 //}}AFX_DATA 
 
 // ClassWizard generated virtual function overrides 
 //{{AFX_VIRTUAL(CAboutDlg) 
 protected: 
 virtual void DoDataExchange(CDataExchange* pDX);    // DDX/DDV 

support 
 //}}AFX_VIRTUAL 
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// Implementation 
protected: 
 //{{AFX_MSG(CAboutDlg) 
 //}}AFX_MSG 
 DECLARE_MESSAGE_MAP() 
}; 
 
CAboutDlg::CAboutDlg() : CDialog(CAboutDlg::IDD) 
{ 
 //{{AFX_DATA_INIT(CAboutDlg) 
 //}}AFX_DATA_INIT 
} 
 
void CAboutDlg::DoDataExchange(CDataExchange* pDX) 
{ 
 CDialog::DoDataExchange(pDX); 
 //{{AFX_DATA_MAP(CAboutDlg) 
 //}}AFX_DATA_MAP 
} 
 
BEGIN_MESSAGE_MAP(CAboutDlg, CDialog) 
 //{{AFX_MSG_MAP(CAboutDlg) 
  // No message handlers 
 //}}AFX_MSG_MAP 
END_MESSAGE_MAP() 
 
///////////////////////////////////////////////////////////////////////////// 
// CNEXRADDlg dialog 
 
CNEXRADDlg::CNEXRADDlg(CWnd* pParent /*=NULL*/) 
 : CDialog(CNEXRADDlg::IDD, pParent) 
{ 
 //{{AFX_DATA_INIT(CNEXRADDlg) 
 m_CellFileDirectory = _T(""); 
 m_XMRGDirectory = _T(""); 
 m_StartMonth = _T(""); 
 m_StartHour = _T(""); 
 m_StartDay = _T(""); 
 m_EndYear = _T(""); 
 m_StartYear = _T(""); 
 m_EndMonth = _T(""); 
 m_EndHour = _T(""); 
 m_EndDay = _T(""); 
 //}}AFX_DATA_INIT 
 // Note that LoadIcon does not require a subsequent DestroyIcon in Win32 
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 m_hIcon = AfxGetApp()->LoadIcon(IDR_MAINFRAME); 
} 
 
void CNEXRADDlg::DoDataExchange(CDataExchange* pDX) 
{ 
 CDialog::DoDataExchange(pDX); 
 //{{AFX_DATA_MAP(CNEXRADDlg) 
 DDX_Text(pDX, txt_CellFile, m_CellFileDirectory); 
 DDX_Text(pDX, txt_XMRGLocation, m_XMRGDirectory); 
 DDX_CBString(pDX, CMB_StartMonth, m_StartMonth); 
 DDX_CBString(pDX, CMB_StartHour, m_StartHour); 
 DDX_CBString(pDX, CMB_StartDay, m_StartDay); 
 DDX_CBString(pDX, CMB_EndYear, m_EndYear); 
 DDX_CBString(pDX, CMB_StartYear, m_StartYear); 
 DDX_CBString(pDX, CMB_EndMonth, m_EndMonth); 
 DDX_CBString(pDX, CMB_EndHour, m_EndHour); 
 DDX_CBString(pDX, CMB_EndDay, m_EndDay); 
 //}}AFX_DATA_MAP 
} 
 
BEGIN_MESSAGE_MAP(CNEXRADDlg, CDialog) 
 //{{AFX_MSG_MAP(CNEXRADDlg) 
 ON_WM_SYSCOMMAND() 
 ON_WM_PAINT() 
 ON_WM_QUERYDRAGICON() 
 ON_CBN_EDITCHANGE(CMB_StartMonth, OnEditchangeStartMonth) 
 ON_BN_CLICKED(cmd_CellFile, OnCellFile) 
 ON_BN_CLICKED(cmd_Directory, OnDirectory) 
 ON_CBN_KILLFOCUS(CMB_StartMonth, OnKillfocusStartMonth) 
 ON_CBN_KILLFOCUS(CMB_StartDay, OnKillfocusStartDay) 
 ON_CBN_CLOSEUP(CMB_StartDay, OnCloseupStartDay) 
 ON_CBN_KILLFOCUS(CMB_EndYear, OnKillfocusEndYear) 
 ON_CBN_KILLFOCUS(CMB_EndMonth, OnKillfocusEndMonth) 
 ON_CBN_KILLFOCUS(CMB_EndHour, OnKillfocusEndHour) 
 ON_CBN_KILLFOCUS(CMB_EndDay, OnKillfocusEndDay) 
 ON_CBN_KILLFOCUS(CMB_StartHour, OnKillfocusStartHour) 
 ON_CBN_KILLFOCUS(CMB_StartYear, OnKillfocusStartYear) 
 ON_BN_CLICKED(IDC_RADIO2, OnRadio2) 
 ON_BN_CLICKED(IDC_RADIO1, OnRadio1) 
 //}}AFX_MSG_MAP 
END_MESSAGE_MAP() 
 
///////////////////////////////////////////////////////////////////////////// 
// CNEXRADDlg message handlers 
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BOOL CNEXRADDlg::OnInitDialog() 
{ 
 CDialog::OnInitDialog(); 
 
 
 // Add "About..." menu item to system menu. 
 
 // IDM_ABOUTBOX must be in the system command range. 
 ASSERT((IDM_ABOUTBOX & 0xFFF0) == IDM_ABOUTBOX); 
 ASSERT(IDM_ABOUTBOX < 0xF000); 
 
 
    m_Reverse = 0; 
 
 CMenu* pSysMenu = GetSystemMenu(FALSE); 
 if (pSysMenu != NULL) 
 { 
  CString strAboutMenu; 
  strAboutMenu.LoadString(IDS_ABOUTBOX); 
  if (!strAboutMenu.IsEmpty()) 
  { 
   pSysMenu->AppendMenu(MF_SEPARATOR); 
   pSysMenu->AppendMenu(MF_STRING, 

IDM_ABOUTBOX, strAboutMenu); 
  } 
 } 
 
 // Set the icon for this dialog.  The framework does this automatically 
 //  when the application's main window is not a dialog 
 SetIcon(m_hIcon, TRUE);   // Set big icon 
 SetIcon(m_hIcon, FALSE);  // Set small icon 
  
 // TODO: Add extra initialization here 
  CComboBox *pComboBox = (CComboBox*) GetDlgItem(CMB_StartMonth); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
  char tmpString[256]; 
 
  for (int i = 1;i<=12;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
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  pComboBox = (CComboBox*) GetDlgItem(CMB_EndMonth); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
  for (i = 1;i<=12;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
   
  pComboBox = (CComboBox*) GetDlgItem(CMB_StartDay); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1;i<=31;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
  
  pComboBox = (CComboBox*) GetDlgItem(CMB_EndDay); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1;i<=31;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
 
  pComboBox = (CComboBox*) GetDlgItem(CMB_StartYear); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1994;i<=2007;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
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  } 
  pComboBox = (CComboBox*) GetDlgItem(CMB_EndYear); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1994;i<=2007;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
  pComboBox = (CComboBox*) GetDlgItem(CMB_StartHour); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1;i<=24;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
  pComboBox = (CComboBox*) GetDlgItem(CMB_EndHour); 
 
  if (!pComboBox) 
    return FALSE; 
 
 // TODO: Add extra initialization here 
   
  for (i = 1;i<=24;i++) { 
      sprintf(tmpString,"%2i",i); 
   pComboBox->AddString(tmpString); 
  } 
 
  return TRUE;  // return TRUE  unless you set the focus to a control 
} 
 
void CNEXRADDlg::OnSysCommand(UINT nID, LPARAM lParam) 
{ 
 if ((nID & 0xFFF0) == IDM_ABOUTBOX) 
 { 
  CAboutDlg dlgAbout; 
  dlgAbout.DoModal(); 
 } 
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 else 
 { 
  CDialog::OnSysCommand(nID, lParam); 
 } 
} 
 
// If you add a minimize button to your dialog, you will need the code below 
//  to draw the icon.  For MFC applications using the document/view model, 
//  this is automatically done for you by the framework. 
 
void CNEXRADDlg::OnPaint()  
{ 
 if (IsIconic()) 
 { 
  CPaintDC dc(this); // device context for painting 
 
  SendMessage(WM_ICONERASEBKGND, (WPARAM) 

dc.GetSafeHdc(), 0); 
 
  // Center icon in client rectangle 
  int cxIcon = GetSystemMetrics(SM_CXICON); 
  int cyIcon = GetSystemMetrics(SM_CYICON); 
  CRect rect; 
  GetClientRect(&rect); 
  int x = (rect.Width() - cxIcon + 1) / 2; 
  int y = (rect.Height() - cyIcon + 1) / 2; 
 
  // Draw the icon 
  dc.DrawIcon(x, y, m_hIcon); 
 } 
 else 
 { 
  CDialog::OnPaint(); 
 } 
} 
 
// The system calls this to obtain the cursor to display while the user drags 
//  the minimized window. 
HCURSOR CNEXRADDlg::OnQueryDragIcon() 
{ 
 return (HCURSOR) m_hIcon; 
} 
 
void CNEXRADDlg::OnEditchangeStartMonth()  
{ 
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 // TODO: Add your control notification handler code here 
  
} 
 
void CNEXRADDlg::OnCellFile()  
{ 
 // TODO: Add your control notification handler code here 
          CFileDialog *FDlog = new CFileDialog(TRUE, "Cell File, *.txt"); 
          if (FDlog->DoModal() == IDOK) { 
          //FDlog.G 
            m_CellFileDirectory = FDlog->GetPathName(); 
           
    } 
          delete FDlog; 
 
          UpdateData(FALSE); 
 
} 
 
void CNEXRADDlg::OnDirectory()  
{ 
 // TODO: Add your control notification handler code here 
    CString strFileName; 
          CFileDialog *FDlog = new CFileDialog(TRUE, "Cell File, *.txt"); 
          if (FDlog->DoModal() == IDOK) { 
          //FDlog.G 
            m_XMRGDirectory = FDlog->GetPathName(); 
            strFileName = FDlog->GetFileName(); 
   m_XMRGDirectory = 

m_XMRGDirectory.Left(m_XMRGDirectory.GetLength() - strFileName.GetLength()); 
          } 
          delete FDlog; 
 
          UpdateData(FALSE); 
  
} 
 
void CNEXRADDlg::OnKillfocusStartMonth()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE); 
} 
 
void CNEXRADDlg::OnKillfocusStartDay()  
{ 



 156

 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnCloseupStartDay()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusEndYear()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusEndMonth()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusEndHour()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusEndDay()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusStartHour()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
 
void CNEXRADDlg::OnKillfocusStartYear()  
{ 
 // TODO: Add your control notification handler code here 
 UpdateData(TRUE);  
} 
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void CNEXRADDlg::OnOK()  
{ 
 // TODO: Add extra validation here 
   CString tmpXMRGTitle; 
   CString tmpTarTitle; 
   CString tmpString; 
   CString tmpMonth; 
   int tmpOldMonth; 
   int tmpOldDay; 
   CString tmpDay; 
   CString tmpYear; 
   CString tmpHour; 
   CString tmpTitle; 
   CString strXMRGGridName; 
   CString strCurrentXMRG; 
   CString strShellCommand; 
   CString strCommandFolder; 
   CString strBackSlach ( "\\" ); 
   CFile theCFile; 
   CFileStatus theCFileStatus; 
   long RowList[NUMCELLS]; 
   long ColList[NUMCELLS]; 
   double XMRGValues[NUMCELLS]; 
   long numCells = 0; 
   BOOL blnFirstTime; 
   BOOL blnZipped; 
   FILE *out_Fileptr = NULL; 
   int i; 
 
   COleDateTime tmpTime1( atol((LPCTSTR) m_StartYear), 
                       atol((LPCTSTR) m_StartMonth), 
        atol((LPCTSTR) m_StartDay), 
        atol((LPCTSTR) m_StartHour), 0, 

0 ); // 10:15PM March 19, 1999 
   COleDateTime tmpTime2( atol((LPCTSTR) m_EndYear), 
                       atol((LPCTSTR) m_EndMonth), 
        atol((LPCTSTR) m_EndDay), 
        atol((LPCTSTR) m_EndHour), 0, 0 

); // 10:15PM March 21, 1999 
 
 
 
 
   blnZipped = FALSE; 
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   blnFirstTime = TRUE; 
 
   double crap = 0; 
 
 
   ReadCells(&m_CellFileDirectory, RowList, ColList, 

XMRGValues,&numCells); 
 
   

out_Fileptr=fopen(strcat(m_XMRGDirectory.GetBuffer(m_XMRGDirectory.GetLength(
)),"XMRGData.csv"),"w"); 

   if (out_Fileptr == NULL) { 
     return; 
   } 
 
   fprintf(out_Fileptr, "Date"); 
   for (i=0;i<numCells;i++) { 
     fprintf(out_Fileptr, ",%i", i); 
   } 
   fprintf(out_Fileptr, "\n"); 
   crap = ( 1.0 / 24.0 ); 
   while (tmpTime1 < tmpTime2) { 
 
  if (blnFirstTime) { 
            strXMRGGridName = GetMonthTarFileName(&tmpTime1); 
   if (!strXMRGGridName.IsEmpty()) { 
     LaunchTarExtraction(&strXMRGGridName,FALSE); 
            } 
 
 
            strXMRGGridName = GetDayTarFileName(&tmpTime1, &blnZipped); 
   if (blnZipped) { 
              LaunchZipExtraction(&strXMRGGridName); 
     blnZipped = FALSE; 
     strXMRGGridName.SetAt  

((strXMRGGridName.GetLength()-3),'\0'); 
   } 
   if (!strXMRGGridName.IsEmpty()) { 
        LaunchTarExtraction(&strXMRGGridName,TRUE); 
            } 
      tmpOldMonth = tmpTime1.GetMonth(); 
      tmpOldDay = tmpTime1.GetDay(); 
      blnFirstTime = FALSE; 
  } 



 159

        if (tmpOldMonth != tmpTime1.GetMonth()) { 
            strXMRGGridName = GetMonthTarFileName(&tmpTime1); 
   if (!strXMRGGridName.IsEmpty()) { 
        LaunchTarExtraction(&strXMRGGridName,FALSE); 
            } 
  } 
 
        if (tmpOldDay != tmpTime1.GetDay()) { 
            strXMRGGridName = GetDayTarFileName(&tmpTime1, &blnZipped); 
   if (blnZipped) { 
              LaunchZipExtraction(&strXMRGGridName); 
     blnZipped = FALSE; 
     strXMRGGridName.SetAt  

((strXMRGGridName.GetLength()-3),'\0'); 
   } 
   if (!strXMRGGridName.IsEmpty()) { 
     LaunchTarExtraction(&strXMRGGridName,TRUE); 
            } 
  } 
 
   
      strXMRGGridName = GetXMRGFileName(&tmpTime1, 

&blnZipped); 
 
   if (blnZipped) { 
              LaunchZipExtraction(&strXMRGGridName); 
     blnZipped = FALSE; 
     strXMRGGridName.SetAt  

((strXMRGGridName.GetLength()-2),'\0'); 
   } 
 
 
   if (!strXMRGGridName.IsEmpty()) { 
    theCFileStatus.m_size = 0; 
                theCFile.GetStatus(strXMRGGridName,theCFileStatus); 
    if (theCFileStatus.m_size > 0) { 
        GetXMRGHourlyValues(&strXMRGGridName, 

ColList, RowList, XMRGValues, 
         

 numCells); 
     fprintf(out_Fileptr, "%s", 

tmpTime1.Format(_T("%m/%d/%y %H"))); 
     for (i=0;i<NUMCELLS;i++) { 
       fprintf(out_Fileptr, ",%lf", 

XMRGValues[i]); 
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     } 
                  fprintf(out_Fileptr, "\n"); 
    } 
    else { 
        fprintf(out_Fileptr, "%s", 

tmpTime1.Format(_T("%m/%d/%y %H"))); 
     for (i=0;i<NUMCELLS;i++) { 
       fprintf(out_Fileptr, ",-999"); 
     } 
     fprintf(out_Fileptr, "\n"); 
 
    } 
   } 
   else { 
          fprintf(out_Fileptr, "%s", tmpTime1.Format(_T("%m/%d/%y 

%H"))); 
                for (i=0;i<NUMCELLS;i++) { 
                  fprintf(out_Fileptr, ",-999"); 
    } 
                fprintf(out_Fileptr, "\n"); 
 
   } 
 
 
  tmpOldMonth = tmpTime1.GetMonth(); 
  tmpOldDay = tmpTime1.GetDay(); 
        tmpTime1 += crap; 
   } 
fclose(out_Fileptr); 
//free (ColList); 
//free (RowList); 
//free (XMRGValues); 
  
 CDialog::OnOK(); 
} 
 
CString CNEXRADDlg::GetXMRGFileName(COleDateTime *tmpTime1, 

BOOL *blnZipped) 
{ 
  CString tmpName; 
  CFileFind tmpFindFile; 
     CString tmpString; 
   CString tmpMonth; 
   CString tmpDay; 
   CString tmpYear; 
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   CString tmpHour; 
   CString tmpTitle; 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "stage3_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG"; 
     
   CFileFind finder; 
   BOOL bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       blnZipped = FALSE; 
    return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG.Z"; 
     
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       *blnZipped = TRUE; 
     return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "Siii_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
        blnZipped = FALSE; 
    return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG.Z"; 
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   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
    *blnZipped = TRUE; 
    return tmpName; 
   } 
     
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG.gz"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
    *blnZipped = TRUE; 
    return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       blnZipped = FALSE; 
     return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "_" + tmpHour + "z_WG.Z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       *blnZipped = TRUE; 
     return tmpName; 
   } 
 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
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   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + tmpHour + "z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       blnZipped = FALSE; 
     return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + tmpHour + "z.Z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
    *blnZipped = TRUE; 
     return tmpName; 
   } 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear.Right(2) + tmpHour + "z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       blnZipped = FALSE; 
     return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear.Right(2) + tmpHour + "z.Z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
    *blnZipped = TRUE; 
     return tmpName; 
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   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + tmpHour + "z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
       blnZipped = FALSE; 
     return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + tmpHour + "z.Z"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
    *blnZipped = TRUE; 
     return tmpName; 
   } 
    
   tmpName.Empty(); 
   blnZipped = FALSE; 
   return tmpName; 
} 
 
CString CNEXRADDlg::GetMonthTarFileName(COleDateTime *tmpTime1) 
{ 
   CString tmpString; 
   CString tmpMonth; 
   CString tmpDay; 
   CString tmpYear; 
   CString tmpHour; 
   CString tmpTitle; 
   CString tmpName; 
   BOOL bWorking; 
   CFileFind finder; 
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   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "XMRG"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpYear + "WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
  
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "stage3_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpYear + "_WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
 
  
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpYear + "_WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpYear + "_WG.tar.gz"; 
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   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "Siii"; 
   tmpName = m_XMRGDirectory + tmpTime1->Format(_T("%Y")) + "\\" + 

tmpTitle + tmpMonth + tmpYear  + "WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
   
     return tmpName; 
   } 
   tmpName.Empty(); 
   return tmpName; 
 
 
} 
CString CNEXRADDlg::GetDayTarFileName(COleDateTime *tmpTime1, 

BOOL *blnZipped) 
{ 
      CString tmpString; 
   CString tmpMonth; 
   CString tmpDay; 
   CString tmpYear; 
   CString tmpHour; 
   CString tmpTitle; 
   CString tmpName; 
   BOOL bWorking; 
   CFileFind finder; 
  
  
 tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "XMRG"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear + "WG.tar"; 
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   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
  
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "stage3_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay  + tmpYear + "_WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "stage3_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay  + tmpYear + "_WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "xmrg_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay  + tmpYear + "_WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
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   if (bWorking) { 
     return tmpName; 
   } 
 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay  + tmpYear + "_WG.tar.gz"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     *blnZipped = TRUE; 
     return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "stage3_"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay  + tmpYear + "_WG.tar.gz"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     *blnZipped = TRUE; 
     return tmpName; 
   }    
    
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "Siii"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear  + "WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
 
   tmpMonth = tmpTime1->Format(_T("%m")); 
   tmpDay = tmpTime1->Format(_T("%d")); 
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   tmpYear = tmpTime1->Format(_T("%Y")); 
   tmpHour = tmpTime1->Format(_T("%H")); 
   tmpTitle = "Siii"; 
   tmpName = m_XMRGDirectory + tmpYear + "\\" + tmpTitle + tmpMonth + 

tmpDay + tmpYear.Right(2)  + "WG.tar"; 
   
 
   bWorking = finder.FindFile(tmpName); 
   if (bWorking) { 
     return tmpName; 
   } 
   tmpName.Empty(); 
   return tmpName; 
} 
 
BOOL  CNEXRADDlg::LaunchTarExtraction(CString *strXMRGGridName, 

BOOL blnRemove) 
{ 
 
   CString strShellCommand; 
   CString strCommandFolder; 
   CString strBackSlach ( "\\" ); 
 
   STARTUPINFO si; 
   PROCESS_INFORMATION pi; 
 
 
   ZeroMemory( &si, sizeof(si) ); 
   si.cb = sizeof(si); 
   ZeroMemory( &pi, sizeof(pi) ); 
 
            strCommandFolder = strXMRGGridName->Left(strXMRGGridName-

>ReverseFind(strBackSlach.GetAt(0))+1); 
            strShellCommand = "\"C:\\UnxUtils\\usr\\local\\wbin\\tar.exe\" -xf " 
    + strXMRGGridName-

>Right(strXMRGGridName->GetLength()  
              -  strXMRGGridName-

>ReverseFind(strBackSlach.GetAt(0))-1); 
 
   // Start the child process.  
   if( !CreateProcess( NULL,   // No module name (use 

command line).  
   

 strShellCommand.GetBuffer(strShellCommand.GetLength()) ,   
    NULL,             // Process handle not inheritable.  
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    NULL,             // Thread handle not inheritable.  
    FALSE,            // Set handle inheritance to FALSE.  
    0,                // No creation flags.  
    NULL,             // Use parent's environment block.  
   

 strCommandFolder.GetBuffer(strCommandFolder.GetLength()),             // Use 
parent's starting directory.  

    &si,              // Pointer to STARTUPINFO structure. 
    &pi )             // Pointer to 

PROCESS_INFORMATION structure. 
   )  
   { 
//    strXMRGGridName = GetLastError() ; 
    return FALSE; 
   } 
 
   // Wait until child process exits. 
   WaitForSingleObject( pi.hProcess, INFINITE ); 
 
   if (blnRemove) { 
       remove(strXMRGGridName-

>GetBuffer(strXMRGGridName->GetLength())); 
       strXMRGGridName->ReleaseBuffer(-1); 
   } 
 
   strCommandFolder.ReleaseBuffer(-1); 
   strShellCommand.ReleaseBuffer(-1); 
 
   // Close process and thread handles.  
   CloseHandle( pi.hProcess ); 
   CloseHandle( pi.hThread ); 
 return TRUE; 
} 
BOOL  CNEXRADDlg::LaunchZipExtraction(CString *strXMRGGridName) 
{ 
 
   CString strShellCommand; 
   CString strCommandFolder; 
   CString strBackSlach ( "\\" ); 
 
   STARTUPINFO si; 
   PROCESS_INFORMATION pi; 
 
 
   ZeroMemory( &si, sizeof(si) ); 
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   si.cb = sizeof(si); 
   ZeroMemory( &pi, sizeof(pi) ); 
 
            strCommandFolder = strXMRGGridName->Left(strXMRGGridName-

>ReverseFind(strBackSlach.GetAt(0))+1); 
            strShellCommand = "\"C:\\UnxUtils\\usr\\local\\wbin\\gunzip.exe\" " 
    + strXMRGGridName-

>Right(strXMRGGridName->GetLength()  
              -  strXMRGGridName-

>ReverseFind(strBackSlach.GetAt(0))-1); 
 
   // Start the child process.  
   if( !CreateProcess( NULL,   // No module name (use 

command line).  
   

 strShellCommand.GetBuffer(strShellCommand.GetLength()) ,   
    NULL,             // Process handle not inheritable.  
    NULL,             // Thread handle not inheritable.  
    FALSE,            // Set handle inheritance to FALSE.  
    0,                // No creation flags.  
    NULL,             // Use parent's environment block.  
   

 strCommandFolder.GetBuffer(strCommandFolder.GetLength()),             // Use 
parent's starting directory.  

    &si,              // Pointer to STARTUPINFO structure. 
    &pi )             // Pointer to 

PROCESS_INFORMATION structure. 
   )  
   { 
//    strXMRGGridName = GetLastError() ; 
    return FALSE; 
   } 
 
   // Wait until child process exits. 
   WaitForSingleObject( pi.hProcess, INFINITE ); 
 
   strCommandFolder.ReleaseBuffer(-1); 
   strShellCommand.ReleaseBuffer(-1); 
 
   // Close process and thread handles.  
   CloseHandle( pi.hProcess ); 
   CloseHandle( pi.hThread ); 
 return TRUE; 
} 
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void CNEXRADDlg::GetXMRGHourlyValues(CString *strXMRGGridName, 
long *ColList, 

          long 
*RowList, double *Values, long numCells) 

{ 
 FILE     *in_file_ptr; 
 
 char      user_id[10], date[10], time[10], process_flag[8]; 
 char date2[10],time2[10]; 
 
  int intWrote=0; 
 
 int     rfchd[4]; 
 int numsuccess,numbytes; 
  int numbytes_a[2]; 
  
 
 
 long     MAXX, MAXY, XOR, YOR; 
 long     nrows, ncols; 
 long     i, j; 
 /*short     precip[1000];*/ 
 short  *onerow; 
 /*int     rainfall[1000][1000];*/ 
 float **matrix; 
// float outval; 
 float xstereo,ystereo; 
  void reverse_byte_order(int *,int); 
 void reverse_byte_order_short(short *,int);   
 /* end variable declaration */ 
     
  
   in_file_ptr=fopen(strXMRGGridName->GetBuffer(strXMRGGridName-

>GetLength()),"rb"); 
   if (in_file_ptr == NULL) 
      { 
      (void)printf("Can not open file %s for input.\n",(LPCTSTR) 

strXMRGGridName); 
  return; 
      } 
   strXMRGGridName->ReleaseBuffer(-1); 
   /* start reading the XMRG file*/ 
 /*SEEK_SET specifies the position offset from the beginning of the file*/ 
 fseek(in_file_ptr, 4, SEEK_SET); 
 for(i=0;i<4;i++) 
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 { 
  fread(&rfchd[i], sizeof(int), 1, in_file_ptr); 
 } 
    if (rfchd[0] == 290) { 
      m_Reverse = 0; 
 } 
 else { 
      m_Reverse = 1; 
 } 
 
    if (m_Reverse == 1) { 
      (void) reverse_byte_order(rfchd,4); 
    } 
 XOR=rfchd[0]; 
 YOR=rfchd[1]; 
 xstereo=XOR*4762.5-401.0*4762.5; 
 ystereo=YOR*4762.5-1601.0*4762.5; 
 MAXX=rfchd[2]; 
 MAXY=rfchd[3]; 
 nrows = MAXY; 
 ncols = MAXX; 
  
 /*print to header file*/ 
 /*echo to screen*/ 
 (void)printf("ncols %d\n",MAXX); 
 (void)printf("nrows %d\n",MAXY); 
 
   /*each record is preceded and followed by 4 bytes*/ 
 /*first record is 4+16+4 bytes*/ 
 fseek(in_file_ptr, 24, SEEK_SET); 
 /*read second FORTRAN record*/ 
 fread(numbytes_a,sizeof(int),2,in_file_ptr); 
     if (m_Reverse == 1) { 
 (void)reverse_byte_order(numbytes_a,2); 
    } 
 fseek(in_file_ptr, 4, SEEK_CUR); 
  numbytes = numbytes_a[0]; 
  
 numsuccess=fscanf(in_file_ptr, "%10s %10s %10s %8s %10s %10s", 

user_id, date, time, process_flag,date2,time2); 
 /*numsuccess=fscanf*/  
  
  
 /*first record (24) plus second record(46) is 70*/ 
 /*if (strlen(date2)>0)*/ 
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 if ((int) numbytes == 66) 
 { 
  fseek(in_file_ptr, 98, SEEK_SET); 
     (void)printf("user_id %10s\n",user_id); 
    (void)printf("date %10s\n",date); 
    (void)printf("time %10s\n",time); 
    (void)printf("process_flag %8s\n",process_flag); 
    (void)printf("datelen %d\n",strlen(date)); 
    (void)printf("timelen %d\n",strlen(time)); 
    (void)printf("user_id %d\n",strlen(user_id)); 
    (void)printf("date2 %s\n",date2); 
    (void)printf("time2 %s\n",time2); 
    (void)printf("numbytes %d\n",numbytes); 
 } 
 else if ((int) numbytes==38) 
 { 
  fseek(in_file_ptr, 70, SEEK_SET); 
  /*(void)printf("gothere\n");*/ 
     (void)printf("user_id %10s\n",user_id); 
    (void)printf("date %10s\n",date); 
    (void)printf("time %10s\n",time); 
    (void)printf("process_flag %8s\n",process_flag); 
    (void)printf("numbytes %d\n",numbytes); 
   } 
 else if ((int) numbytes==37) 
 { 
    /* read first header line */ 
  fseek(in_file_ptr, 4, SEEK_SET); 
    for(i=0;i<4;i++) 
    { 
     fread(&rfchd[i], sizeof(int), 1, in_file_ptr); 
    } 
    if (m_Reverse == 1) { 
     (void) reverse_byte_order(rfchd,4); 
    } 
  /* read second header line */ 
    (void)printf("Reading June 1997 - Summer 1999 AWIPS format.\n"); 
  /*first record (24) plus second record(45) is 70*/ 
  fseek(in_file_ptr, 69, SEEK_SET); 
   
  /*(void)printf("gothere\n");*/ 
    (void)printf("WARNING: SECOND RECORD ONLY HAS 37 

BYTES\n"); 
    (void)printf("SHOULD HAVE 38 BYTES\n"); 
    (void)printf("Assuming data is still valid. . . \n"); 
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    (void)printf("user_id %10s\n",user_id); 
    (void)printf("date %10s\n",date); 
    (void)printf("time %10s\n",time); 
    (void)printf("process_flag %8s\n",process_flag); 
    (void)printf("numbytes %d\n",numbytes); 
   } 
 else if ((int) numbytes == (ncols*2)) 
 /* the second record of the files was nonexistent in pre-June 1997 files.*/ 
 {    
    /* read first header line */ 
  fseek(in_file_ptr, 4, SEEK_SET); 
    for(i=0;i<4;i++) 
    { 
     fread(&rfchd[i], sizeof(int), 1, in_file_ptr); 
    } 
    if (m_Reverse == 1) { 
    (void) reverse_byte_order(rfchd,4); 
    } 
  (void)printf("Reading pre-1997 format.\n"); 
  fseek(in_file_ptr,24, SEEK_SET); 
 } 
 else  
 {    
  (void)printf("numbytes %d\n",numbytes); 
    (void)printf("Header file is in a nonstandard format. Data NOT 

READ!\n"); 
  exit(1); 
 }  
  
 /* allocate memory for arrays */ 
 onerow = (short int*) malloc(sizeof(short int*)*ncols); 
 matrix = (float**) malloc(sizeof(float*)*nrows); 
   for (i=0;i<nrows;i++) 
      matrix[i]=(float*) malloc(sizeof(float)*ncols);  
  printf("out5"); 
 for(i=nrows-1;i>-1;i--) 
 { 
 fseek(in_file_ptr, 4, SEEK_CUR); 
 /* read one row */ 
 fread(onerow,sizeof(short),ncols,in_file_ptr); 
    if (m_Reverse == 1) { 
  (void) reverse_byte_order_short(onerow,ncols); 
    } 
 fseek(in_file_ptr, 4, SEEK_CUR); 
  for(j=0;j<ncols;j++) 



 176

  { 
  matrix[i][j] = (float) onerow[j]; 
 
  } /* close j */ 
 } /* close i  */ 
 
 
  for(i=0; i<NUMCELLS; i++) 
 { 
  if ((nrows*ncols) <= 200000) { 
           Values[i] = matrix[nrows-(RowList[i]+1)][ColList[i]]/100.0; 
  } 
  else { 
           Values[i] = matrix[nrows-(RowList[i]+10)][ColList[i]+30]/100.0; 
  } 
     /*  convert from hundredths of mm to mm*/ 
    //printf("%lf", matrix[RowList[i]-1][ColList[i]-1]); 
    } 
 
    
 
 
 
fclose(in_file_ptr); 
 
 
for (i=0;i<nrows;i++)  
   { free(matrix[i]);} 
     free(matrix);// } 
free(onerow); 
return; 
 
} 
 
 
void reverse_byte_order(int *in_array,int arraysize) 
{ 
 
unsigned int   i,k; 
signed char *p_data;   /*data pointer*/ 
signed char *p_temp;   /*temporaty data pointer */ 
int temp; 
 
/*printf("before %d %d\n",input_data[0],input_data[1]);*/ 
p_data = (signed char *) in_array - 1; 
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for ( k = 0 ; k < arraysize ; k++ ) 
  { 
     temp = *( in_array + k ); 
     p_temp = ( signed char * ) ( &temp ) + 4; 
 
     for  ( i = 0 ; i < 4 ; i++ ) 
     { 
       *(++p_data) = *(--p_temp); 
     } 
  } 
/*printf("after %d %d\n",input_data[0],input_data[1]);*/ 
 
/*free(start_ptr);*/ 
} 
 
void reverse_byte_order_short(short *in_array,int arraysize) 
{ 
 
unsigned int   i,k; 
signed char *p_data;   /*data pointer*/ 
signed char *p_temp;   /*temporaty data pointer */ 
short temp; 
 
/*printf("before %d %d\n",input_data[0],input_data[1]);*/ 
p_data = (signed char *) in_array - 1; 
for ( k = 0 ; k < arraysize ; k++ ) 
  { 
     temp = *( in_array + k ); 
     p_temp = ( signed char * ) ( &temp ) + 2; 
 
     for  ( i = 0 ; i < 2 ; i++ ) 
     { 
       *(++p_data) = *(--p_temp); 
     } 
  } 
/*printf("after %d %d\n",input_data[0],input_data[1]);*/ 
 
/*free(start_ptr);*/ 
} 
 
 
void CNEXRADDlg::ReadCells(CString *strCellFileName, 
         long *RowList, long *ColList, 

double *Values, 
         long *numValues)  
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{ 
 FILE     *in_file_ptr; 
    int i=0; 
 long numValuesII; 
 long tmpValue; 
 
 in_file_ptr=fopen(strCellFileName->GetBuffer(strCellFileName-

>GetLength()),"r"); 
// in_file_ptr=fopen((LPCTSTR) strCellFileName,"r"); 
   if (in_file_ptr == NULL) 
      { 
      (void)printf("Can not open file %s for input.\n",(LPCTSTR) 

strCellFileName); 
  return; 
      } 
 
    fscanf(in_file_ptr,"%i", numValues);//(&numValues, 3, 1  , in_file_ptr); 
  
    numValuesII = *numValues; 
 
// *RowList = (long*)  malloc(90*numValuesII); 
// *Values = (double*) malloc(90*numValuesII); 
// *ColList = (long*) malloc(90*numValuesII); 
 
     
 
   /* start reading the XMRG file*/ 
 /*SEEK_SET specifies the position offset from the beginning of the file*/ 
 for(i=0;i<NUMCELLS;i++) 
 { 
  fscanf(in_file_ptr,"%i",&tmpValue); 
 // fscanf(in_file_ptr,"%i",&(RowList[i])); 
        ColList[i] = tmpValue; 
  fscanf(in_file_ptr,"%i",&tmpValue); 
//  fscanf(in_file_ptr,"%i",&(ColList[i])); 
        RowList[i] = tmpValue; 
 } 
  fclose(in_file_ptr); 
} 
 
void CNEXRADDlg::OnRadio2()  
{ 
 // TODO: Add your control notification handler code here 
 if (m_Reverse == 1) { 
      m_Reverse = 0; 
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 } 
 
} 
 
void CNEXRADDlg::OnRadio1()  
{ 
 // TODO: Add your control notification handler code here 
 if (m_Reverse == 0) { 
      m_Reverse = 1; 
 } 
  
}
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Figure A.1 – Graphical user interface for the NEXRAD data processing software to 
facilitate the conversion of xmrg file format into an ASCII format. 
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