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Matching under preferences involves matching agents to one another,

subject to various optimality criteria such as stability, popularity, and Pareto-

optimality, etc. Each agent expresses ordinal preferences over a subset of the

others. Real-life applications include assigning graduating medical students

to hospitals, high school students to colleges, public houses to applicants,

and so on. We consider various matching problems with preferences. In this

dissertation, we present efficient algorithms to solve them, prove hardness

results, and develop linear programming theory around them.

In the first part of this dissertation, we present two characterizations

for the set of super-stable matchings. Super-stability is one of the optimality

criteria when the preference lists contain ties. The first algorithm computes

irreducible super-stable matchings in the super-stable matching lattice. The

second algorithm takes O(mn) time, where m denotes the number of edges

vi



and n denotes the number of vertices and gives an explicit rotation poset that

can be used to construct all super-stable matchings.

In the second part, we present a polyhedral characterization of the

set of all super-stable matchings, i.e. a linear system that is integral and

describes the super-stable matching polytope. We also give alternative proof

for the integrality of the strongly stable matching polytope. We also use

linear programming techniques to solve an application of the stable matching

problem.

In the third part, we present NC algorithms for the popular matching

problem. Popularity is another optimality criterion, where each agent gives a

vote and the outcome matching has majority votes.

In the last part, we consider envy-freeness, a relaxation of stability

in the Hospitals/Residents setting, which allows blocking pairs involving a

resident and an empty position of a hospital. Envy-free matching might not

exist. We prove NP-hardness results of minimizing envy (if envy is inevitable)

in terms of envy-pairs and envy-residents in the Hospitals/Residents Problem

with Lower Quota.
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Chapter 1

Introduction

Matching problems have been studied historically for a long time and

are still very active research topics in computer science, discrete mathematics,

and economics [68, 82, 20]. Besides their importance in theory, matching

problems have many real-world applications [66, 2, 1, 4]. We focus on matching

problems under preferences, i.e. each participant expresses her preferences over

others as an ordered list, possibly with ties. Our task is to find a matching

that is optimal with respect to these preferences. The notion of optimality can

differ, such as stability [20], popularity [22, 6], and Pareto-optimality [5], etc.

In 1962, Gale and Shapley [20] published their seminal paper entitled

“College Admissions and the Stability of Marriage”, in which they introduced

the stable marriage problem, and the college admission problem, which is also

referred as to the hospitals/residents problem. A matching is stable when there

is no two people of opposite sex who both prefer each other to their current

partner under the matching. Their fundamental result is that every instance

of the stable marriage problem admits at least one stable matching and can be

computed by a linear-time algorithm known as the deferred acceptance (DA)

algorithm.
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In this dissertation, we discuss various problems related to stable match-

ings. Around these problems, we present efficient algorithms, develop linear

programming theory, and prove hardness results. In this chapter, we first pro-

vide some basic notions in stable matchings and then give an overview of the

rest of this dissertation.

1.1 The Stable Marriage Problem

In the classical stable marriage problem, a complete bipartite graph

G = (A ∪B,E) is given, where A represents a set of n men and B represents

a set of n women. Vertices in G are often referred to as agents. For each agent

in G, there is a strictly ordered preference list over all agents in the opposite

side. The set of these preference lists is denoted by O. In the stable matching

problem, which is a natural generalization of the stable marriage problem, the

bipartite graph G is not necessarily a complete bipartite graph and the size of

A may not be equal to the size of B. Man m and woman w are connected by an

edge (m,w) ∈ E if they find each other mutually acceptable. For each agent in

G, its preference list only includes its neighbors in G. Unless otherwise stated,

we consider the generalized stable matching problem in this dissertation.

We introduce one useful notation with respect to the set of men, which

can be applied to the set of women analogously. A man m ∈ A prefers woman

w1 to woman w2 if w1 precedes w2 in m’s preference list and we denote it by

w1 �m w2.

A set of edges M ⊆ E is a matching in G if no two edges in M are

2



adjacent in G. The vertex that is matched to u in M is denoted by M(u) or

pM(u). If man m and woman w are matched in M , then m and w are called

partners in M , written as m = M(w) and w = M(m) or m = pM(w) and

w = pM(m).

A pair (m,w) ∈ E\M is called a blocking pair for M , if m prefers w to

M(m) and w prefers m to M(w), i.e. w �m M(m) and m �w M(w). In the

case that some agent u is unmatched in M , we write M(u) = ∅. Any agent

prefers being matched instead of staying alone.

Definition 1.1.1. A matching M is stable if there is no blocking pair for M .

1.1.1 The Deferred Acceptance Algorithm

Gale and Shapley’s [20] fundamental result is that every instance of the

stable marriage problem admits at least one stable matching. They proved this

result by giving a linear-time algorithm (the deferred acceptance algorithm or

DA algorithm for short) that is guaranteed to find such a matching. Since

then, many variants of DA algorithms have been developed to solve different

variants of the stable matching problem. In later chapters, we give some

variants of DA algorithms as well.

The DA algorithm of Gale and Shapley is very simple and natural and

can be outlined as follows. Initially, no men and women are matched. In turn,

each unmatched man proposes to his most preferred woman who he has not

yet proposed in his preference list. If a woman is unmatched and receives a

proposal, then she accepts the proposal. If a woman is matched and receives
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a proposal better than her current fiance, she rejects her fiance and accepts

the new proposal. If she prefers her fiance over the new proposal, she rejects

the new proposal. A rejected man continue proposing until he runs out of his

preference list. The algorithm ends once every man is matched or has proposed

to all women in his preference list.

Theorem 1.1.1 ([20]). Given an instance I = (G = (A ∪ B,E),O) of the

stable matching problem, the DA algorithm outputs a stable matching M in

O(|E|) time and M assigns each man his best partner among all stable match-

ings in I.

1.1.2 The Lattice of Stable Matchings

An instance of the stable matching problem can have exponentially

many stable matchings. The set of all stable matchings admits a rich structure.

Theorem 1.1.2 (Knuth [44] attributes this result to John Conway). The set

of stable matchings in a given instance forms a distributive lattice.

A distributive lattice is a partial order in which

(i) each pair of elements a, b has a greatest lower bound, or meet, denoted

by a∧ b, so that a∧ b � a, a∧ b � b, and there is no element c such that

c � a, c � b and a ∧ b ≺ c;

(ii) each pair of elements a, b has a least upper bound, or join, denoted by

a ∨ b, so that a � a ∨ b, b � a ∨ b, and there is no element c such that

a � c, b � c and c ≺ a ∧ b;

4



(iii) the distributive laws hold, a∨ (b∧ c) = (a∨ b)∧ (a∨ c) and a∧ (b∨ c) =

(a ∧ b) ∨ (a ∧ c).

The join and meet operators of the lattice of stable matchings can be

defined as below.

Definition 1.1.2. Given two stable matchings M1 and M2, the join (∨) of M1

and M2, written as M1 ∨M2, is defined as for each men m, match him to the

worst woman in M1(m) and M2(m). The meet (∧) of M1 and M2, written as

M1 ∧M2, is defined similarly.

Unsurprisingly, both M1 ∨M2 and M1 ∧M2 are stable matchings. Ad-

ditionally, M1 ∨ (M2 ∧M3) = (M1 ∨M2) ∧ (M1 ∨M3).

The two extreme points of this lattice are called man- and woman-

optimal stable matchings. The man-proposing DA algorithm outputs the man-

optimal stable matching. The man-optimal stable matching is also the woman-

pessimal stable matching: it assigns to each woman the worst partner among

all feasible stable matchings. The woman-optimal stable matching can be ob-

tained by running the DA algorithm reversely, with women proposing instead

of men.

More details of the lattice structure of stable matchings and its relation

to Birkhoff’s representation theorem [8] will be discussed in later chapters.

5



1.2 Extensions of The Stable Marriage Problem

1.2.1 The Hospitals/Residents Problem

The Hospitals/Residents (HR, for short) problem, or sometimes re-

ferred to as the College Admission problem, is a many-to-one extension of the

stable matching problem. The problem involves a set of residents R and a set

of hospitals H. The bipartite graph G = (R ∪ H,E) is defined similarly as

in the stable matching problem. Besides, each hospital h ∈ H has an upper

quota uh, indicating the maximum capacity of this hospital. Each resident

and each hospital has a strict order preference list over the opposite side as

well.

An assignment M is a subset of E. If (r, h) ∈ M , we say r is assigned

to h in M and h is assigned to r in M . The vertices that are assigned to u is

denoted by M(u). If a resident r ∈ R and M(r) = ∅, we say r is unassigned,

otherwise r is assigned. Similarly, a hospital h ∈ H is under-subscribed, full

or over-subscribed according as M(h) is less than, equal to or greater than uh,

respectively.

A many-to-one matching (or simply a matching) M is an assignment

such that each resident is assigned to at most one hospital and no hospital

is over-subscribed, i.e. |M(r)| ≤ 1 for each resident r and |M(h)| ≤ uh for

each hospital h. The stability definition needs to be revised for the Hospi-

tals/Residents problem.

Definition 1.2.1. Given a matching M of an instance I of HR. A pair (r, h) ∈

E\M is a blocking pair for M , if

6



(i) r is unassigned or prefers h to M(r);

(ii) h is under-subscribed or prefers r to at least one member of M(h).

M is stable if it admits no blocking pair.

The DA algorithm can be easily extended to solve the Hospitals/Residents

problem and the resident-optimal and hospital-optimal stable matchings can

be computed. There may be other stable matchings as well. A famous theorem

called Rural Hospitals Theorem describes some key structural properties held

regarding unassigned residents and under-subscribed hospitals with respect to

all stable matchings in a given HR instance, as follows:

Theorem 1.2.1 (Rural Hospitals Theorem [21, 66, 67]). For all stable match-

ings of a given HR instance, the following properties hold:

(i) the same residents are assigned;

(ii) each hospital is assigned the same number of residents;

(iii) any hospital that is under-subscribed in one stable matching is assigned

exactly the same set of residents.

Due to this theorem, we are not able to accommodate more residents

to those “rural” hospitals while still maintaining stability.

7



1.2.2 Ties in Preference Lists

Another natural extension is the stable matching problem with ties. In

large-scale matching schemes, participants may not able to provide a genuine

strict preference list over a large number of participant from the other party

and may prefer to express ties or indifference in their preference lists. When

ties are present, the definition of stability needs to be revised. Irving and

Manlove [33, 51] define three levels of stability, called weak stability, strong

stability and super-stability.

Before we give the definition of each stability, we introduce some nota-

tions in term of ties. A man m is indifferent between w1 and w2 if w1 and w2

appear in the same tie of m’s preference list. We denote this indifference by

w1 =m w2. We call that m weakly prefers w1 to w2 if w1 �m w2 or w1 =m w2

and denote it by w1 �m w2. The definition of blocking pairs of each stability

is defined as below.

Definition 1.2.2. Given a matching M of an instance of the stable matching

problem with ties, a pair (m,w) ∈ E\M is a blocking pair of M if

• weak stability :

w �m M(m) and m �w M(w);

• strong stability :

(i) w �m M(m) and m �w M(w), or

(ii) w �m M(m) and m �w M(w);

8



• super-stability :

w �m M(m) and m �w M(w).

1.3 Stable Matchings and Linear Programming

Linear programming is a powerful tool in solving many combinatorial

optimization problems (see more details in books by Schrijver [71, 72]). The

first linear programming (LP) formulation for stable matchings was given by

Vande Vate [78], where the underlying graph is a complete bipartite graph.

Rothblum [70] extended Vande Vate’s work to arbitrary bipartite graph by

giving a LP formulation for the general stable matching problem. Later, Roth

et al [69] used duality theory to obtain new results and to derive new proofs of

known results for the stable matching problem. They also defined a fractional

stable matching to be a solution to the linear inequalities system (not neces-

sarily an extreme point) and showed that the set of fractional stable matchings

forms a distributive lattice. The following theorem summarizes Vande Vate

and Rothblum’s work.

Theorem 1.3.1 ([78, 70]). Let (G = (V,E),O) be an instance of the stable

matching problem where the graph G is bipartite. Then, the stable matching

polytope SM(G) is described by the following linear system:

9



∑
u∈N(v)

xu,v ≤ 1, ∀v ∈ V, (1.1a)

∑
i>uv

xu,i +
∑
j>vu

xj,v + xu,v ≥ 1, ∀(u, v) ∈ E, (1.1b)

xu,v ≥ 0, ∀(u, v) ∈ E (1.1c)

where N(v) denotes the set of neighbors of v in G, and w >u v means u prefers

w to v.

Theorem 1.3.1 implies polynomial-time algorithms to find egalitarian,

minimum regret and minimum weight stable matchings [35, 15, 9]. Kiraly and

Pap [42] further showed that the LP formulation by Rothblum is totally dual

integral (TDI) and gave a strongly polynomial-time algorithm for finding an

integer optimal dual solution.

Recently, Kunysz [46] gave a LP formulation for the strongly stable

matching problem and proved that the strongly stable matching polytope

given by their linear inequalities is integral. In this dissertation, we give a

LP formulation for the super-stable matching problem.

1.4 The Housing Allocation Problem

The Housing Allocation (HA, for short) problem is another two-sided

matching problem involving preference lists, where only one side expresses

preference. The HA problem is often described as allocating a set H of in-

divisible goods, e.g. houses, jobs, among a set A of applicants [74, 32, 13].

10



Each applicant a has an ordinal preference list over a subset of H. In the

literature the situation where each applicant initially owns a good is known as

the Housing Market [74, 68, 65] problem. When there is no prior assignment,

we obtain the Housing Allocation [32, 82, 3] problem.

There are a range of optimality criteria that can be applied to instances

of the Housing Allocation problem, such as Pareto optimality, popularity and

profile-based optimality. Many-to-one extension and ties can also be applied

to the Housing Allocation problem.

We discuss some results in the Housing Allocation problem in Chapter

4.

1.5 Overview

In this section, we give a summary of each chapter of the rest of this

dissertation.

In Chapter 2, we present two algorithms that give two compact repre-

sentations of size O(m) that can be used to construct all super-stable match-

ings, where m denotes the number of edges in the graph. The first algorithm

computes irreducible super-stable matchings in the super-stable matching lat-

tice. The second algorithm takes O(mn) time, where n denotes the number

of vertices in the graph, and gives an explicit rotation poset similar to the

rotation poset in the classical stable marriage problem.

In Chapter 3, we use linear programming approach to solve two prob-

11



lems related to the stable matching problem. We give a polyhedral character-

isation of the set of all super-stable matchings and prove that the super-stable

matching polytope is integral, thus solving an open problem stated in the book

by Gusfield and Irving [25]. We also give an alternative proof for the integral-

ity of the strongly stable matching polytope. Another problem we discuss in

this chapter is to compute a stable matching closest to a given initial matching

or assignment under an appropriate distance function between matchings.

In Chapter 4, we consider the popular matching problem. The popular

matching problem is of matching a set of applicants to a set of posts, where

each applicant has a preference list, ranking a non-empty subset of posts in

the order of preference, possibly with ties. A matching M is popular if there

is no other matching M ′ such that more applicants prefer M ′ to M . We give

the first NC algorithm to solve the popular matching problem without ties.

We also give an NC algorithm that solves the maximum-cardinality popular

matching problem. No NC or RNC algorithms were known for the matching

problem in preference systems prior to this work. Moreover, we give an NC

algorithm for a weaker version of the stable matching problem, that is, the

problem of finding the “next” stable matching given a stable matching.

In Chapter 5, we consider the Hospitals/Residents problem with Lower

Quota (HRLQ for short), where each hospital has a lower quota for the num-

ber of residents it receives. In this setting, a stable matching may not exist.

Envy-freeness is introduced as a relaxation of stability that allows blocking

pairs involving a resident and an empty position of a hospital. Hamada et al.

12



[27] considered the problem of minimizing the number of blocking pairs and

showed hardness of approximation results. We present NP hardness results

of minimizing envy in terms of envy-pairs and envy-residents in the Hospi-

tals/Resident problem with Lower Quota. We also give a simple exponential-

time algorithm for the Minimum-Envy-Pair HRLQ problem.

13



Chapter 2

Characterization of Super-stable Matchings

2.1 Introduction

The problem of characterizing super-stable matchings was stated in the

book by Gusfield and Irving [25] as one of the 12 open problems. The structure

of the set of all stable matchings in the stable marriage problem without ties

is well understood in Gusfield and Irving’s book [25]. Recently, Kunysz et al.

[46] gave compact representations for the set of all strongly stable matchings

and showed that the construction can be done in O(mn) time, where n and m

denote the number of vertices and edges in the graph. Scott [73] investigated

the structure of all super-stable matchings by defining an object called meta-

rotation, which corresponds to one collection of rotations in some arbitrary

tie-breaking instance of the original instance and the time complexity of the

construction is O(m2).

We give two compact representations of the set of all super-stable

matchings that can be constructed in, respectively, O(nm2) and O(mn) time.

The first representation of the set of all super-stable matchings consists

of O(m) matchings, each of which is a man-optimal stable matching among all

super-stable matchings that contains a given edge. We show that computing

14



such matching for each edge can be reduced to computing a man-optimal

super-stable matching in a reduced graph by deleting an appropriate subset

of edges in graph G. The algorithm is described in Section 2.3.

Our second representation explicitly constructs rotations, which are

differences between consecutive super-stable matchings in a maximal sequence

of super-stable matchings starting with a man-optimal super-stable matching

and ending with a woman-optimal super-stable matching. Unlike Scott’s [73]

meta-rotation, our rotation is the symmetric difference of two super-stable

matchings, which could be a cycle or multiple cycles.

Our construction takes O(mn) time, while Scott’s [73] algorithm takes

O(m2) time. We also show how to efficiently construct a partial order among

rotations. This poset can be used to solve other problems connected to super-

stable matchings such as the enumeration of all super-stable matchings and

the maximum weight super-stable matching problem. Fleiner et al. [18] solve

the weight super-stable matching by reducing it to the 2-SAT problem and the

time complexity is O(mn log(W )), where W is the maximum weight among

all edges in G. By using the rotation poset constructed in this paper, the

weighted problem can also be solved in O(mn log(W )) time.

The results presented in this chapter are joint work with Vijay Garg

and published in [29].
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2.1.1 Related Work

Irving [33] gave an O(m) algorithm to find a super-stable matching if

it exists. Spieker [75] showed that super-stable matchings form a distributive

lattice. Further properties of super-stable matchings were proved by Manlove

in [52]. Scott [73] introduced the concept called meta-rotation poset for super-

stable matchings and showed the one-to-one correspondence between super-

stable matchings and closed subsets of the poset.

Irving [33] and Manlove [52] gave an O(m2) algorithm to find a strongly

stable matching if it exists. Kavitha et al. [40] gave anO(nm) algorithm for the

strongly stable matching problem. Manlove [52] showed that strongly stable

matchings form a distributive lattice. Kunysz et al. [47] gave a characterisa-

tion of all strongly stable matchings and later Kunysz [46] gave a polyhedral

description for the set of all strongly stable matchings and proved that the

strongly stable matching polytope is integral.

For weakly stable matchings, it is not true that all weakly stable match-

ings of a given instance always have the same size. Weakly stable matching

can be easily found by running the deferred-acceptance algorithm while break-

ing ties in an arbitrary manner. The problem of computing a maximum-size

weakly stable matching is NP-hard, which has been proved by Iwama et al.

[36]. Thus finding good approximations of the problem becomes very interest-

ing. For the version when ties are allowed on both sides, the currently best

approximation factor is 3/2 [55, 61, 43]. For the case when ties only occur

on one side, there are a sequence of works pushing the approximation factor
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lower. Iwama et al. [37] gave an 25/17 approximation algorithm. Huang and

Kavitha [31] improved it to 22/15. Later Radnai [64] improved the approxi-

mation factor to 41/28, then Dean et al. [12] pushed the approximation factor

to 19/13. Most recent result by Lam and Plaxton [48] gave the currently best

approximation factor of 1 + 1/e.

2.2 Preliminaries

In this section we give some definitions and theorems that are useful in

the following sections.

Theorem 2.2.1. [33, 52] There is an O(m) algorithm to determine a man-

optimal super-stable matching of the given instance or report that no such

matching exists.

Theorem 2.2.2. [52] In a given instance of the super-stable matching problem,

the same set of vertices are matched in all super-stable matchings.

Lemma 2.2.3. [52] Let M,N be two super-stable matchings in a given super-

stable matching instance. Suppose that, for any agent p, (p, q) ∈ M and

(p, q′) ∈ N , where p is indifferent between q and q′, then q = q′.

We recall some standard notations and definitions from the theory of

matchings under preferences. For a given edge (m,w), any matching contain-

ing (m,w) is called an (m,w)-matching. Let us denote the set of all super-

stable matchings of G by MG. Let MG(m,w) be the set of all super-stable

(m,w)-matchings in G.
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For two super-stable matchings M and N , we say that M dominates

N and write M � N if each man m weakly prefers M(m) to N(m). If M

dominates N and there exists a man m who prefers M(m) to N(m), then we

say M strictly dominates N , write M � N and we call N a successor of M .

Note that by Lemma 2.2.3, M � N implies M � N , assuming M is not equal

to N .

2.3 Irreducible Super-stable Matchings

In this section, we give our first representation via irreducible match-

ings. Birkhoff’s representation theorem [8] for distributive lattices states that

the elements of any finite distributive lattice can be represented as finite sets in

such a way that the lattice operations correspond to unions and intersections

of sets. The theorem gives a one-to-one correspondence between distributive

lattices and partial orders. Our goal is to find the partial order that represents

the set of all super-stable matchings.

Distributive lattice is closely related to rings of sets, which is a family

of sets that is closed under set unions and set intersections. If the sets in a ring

of sets are ordered by set inclusion, they form a distributive lattice. Theory

regarding rings of sets and its application to representations of the set of stable

matchings in the classical stable marriage problem is well studied by Irving

and Gusfield [25]. Below we give a brief summary of this theory that serves as

a preliminary for our algorithm.

Given a finite set B, the base set, a family F = {F0, F1, · · · , Fk} of
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subsets of B is called a ring of sets over B if F is closed under set union and

intersection. A ring of sets contains a unique minimal element and a unique

maximal element.

For any element a ∈ B, we denote F(a) the set of all elements of F

that contains a. It is obvious that F(a) is also a ring of sets over B. We

define F (a) to be the unique minimal element of F(a). An element F ∈ F

that is F (a) for some a ∈ B is called irreducible. We denote I(F) the set of

all irreducible elements of F . We view (I(F),≤) as a partial order under the

relation ≤ of set containment. We give the Birkhoff’s representation theorem

in the language of rings of sets below.

Theorem 2.3.1. [25] i) There is a one-to-one correspondence between the

closed subsets of I(F) and the elements of F .

ii) If S and S ′ are closed subsets of I(F) that generate F =
⋃
S and F ′ =

⋃
S ′

respectively, then F ⊆ F ′ if and only if S ⊆ S ′.

In the context of super-stable matchings, the base set B corresponds to

the set of all acceptable pairs (m,w) ∈ E. We define the P -set of a super-stable

matching M to be the set of all pairs (m,w), where w is either M(m) or a

woman whom m weakly prefers to M(m), which corresponds to an element in

F . It is obvious that the unique minimal (man-optimal) super-stable matching

in MG(m,w), if nonempty, is irreducible.

We describe an O(|E|) algorithm for computing a man-optimal super-

stable (m,w)-matching in G. Algorithm 1 essentially constructs a reduced
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graph G′ ⊆ G by removing some edges from G (line 4 to line 13 in Algorithm

1). After that, the algorithm computes a man-optimal super-stable matching

M ′ in the reduced graphG′. By adding back the edge (m,w), the new matching

M ∪ (m,w) is super-stable in G.

Figure 2.1 gives an example on how edges are removed in line 4-8. m

and w are removed from G. Any edges (m′, w′) that satisfy m �w m′ and

w �m′ w′ are removed from G. Note that if any such edge (m′, w′) is matched

in a super-stable matching M in the reduced graph G′, then the matching

M ∪ {(m,w)} is blocked by (m′, w′) in G.

m′

m

w′

w

Figure 2.1: m �w m′ and w �m′ w′

Lemma 2.3.2. Let M be a super-stable (m,w)-matching. Then M ′ = M\{(m,w)}

is a super-stable matching in the reduced graph G′.

Proof. We need to prove M ′ ⊆ G′ or equivalently none of edges removed from

G is matched in M ′. Suppose not, an edge (m′, w′) was removed from G and

is matched in M ′. Note that m′ 6= m and w′ 6= w. Hence, it follows that there

is an edge (m,w′) or (m′, w) which caused the removal of (m′, w′). W.l.o.g,

let’s assume it is (m,w′) which caused the removal of (m′, w′). Then we have

w �m w′ and m �w′ m′. Obviously, (m,w′) is a blocking pair, which leads to

a contradiction of M being super-stable.
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Algorithm 1: Computing man-optimal super-stable (m,w)-
matching

1 Input: the graph G = (A ∪B,E) and preference lists of G and an
edge (m,w) ∈ E.

2 Output: man-optimal super-stable (m,w)-matching or deciding
that no such matching exists.

3 G′ ← G\{m,w} // remove m and w and all edges that are
incident to them

4 for m′ s.t. (m′, w) ∈ E and m �w m′ do
5 for w′ s.t. (m′, w′) ∈ E and w �m′ w′ do
6 G′ ← G′\(m′, w′)
7 end for
8 end for
9 for w′ s.t. (m,w′) ∈ E and w �m w′ do

10 for m′ s.t. (m′, w′) ∈ E and m �w′ m′ do
11 G′ ← G′\(m′, w′)
12 end for
13 end for
14 compute man-optimal super-stable matching in G′.
15 if exists man-optimal super-stable matching M in G′ and

M ∪ (m,w) is super-stable in G
16 return M ∪ (m,w)
17 else
18 return no super-stable (m,w)-matching exists.
19 end if
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To prove super-stability of M ′ is easy. If there were an edge e blocking

M ′, it would also block M .

Lemma 2.3.3. Let M ′ be some super-stable matching in the reduced graph

G′ if exists. If M ′ ∪ (m,w) is a super-stable matching in G, then for each

super-stable matching N ′ in G′, N ′ ∪ (m,w) is a super-stable matching in G.

If G′ does not have any super-stable matching, then there is no super-stable

(m,w)-matching.

Proof. Let M = M ′ ∪ (m,w). Since M ′ is super-stable in G′. It follows that

only the removed edges in E\E ′ can potentially block M . We have two cases

shown as below:

Case 1: Any edge that is incident to m or w cannot block M . W.l.o.g, Suppose

that for some w′ that is incident to m, and (m,w′) blocks M . Then we have

w′ �m w. By the construction of G′, any edge (m′, w′) such that m �w′ m′

was removed. Hence w′ must be unmatched in M . From Theorem 2.2.2, w′

is unmatched in any super-stable matching of G. Let us assume there exists

some super-stable (m,w)-matching N . Then N ′ = N\(m,w) is super-stable

in G′. Since w′ is unmatched in N , (m,w′) blocks N , contradiction.

Case 2: Any edge (m′, w′) such that m′ 6= m and w′ 6= w cannot block M . By

the construction of the reduced graph G′, the removal of (m′, w′) was caused by

some edge (m,w′) or (m′, w). W.l.o.g, some edge (m,w′) caused the removal

of (m′, w′). Hence, if w′ is matched in M , then M(w′) �w′ m′. (m′, w′) does

not block M . In the case that w′ is unmatched in M , w′ is unmatched in
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any super-stable matching in G. Similar to Case 1, if there exists some super-

stable (m,w)-matching N , then (m,w′) blocks N, contradiction. By the same

argument, if M is super-stable in G, for any other super-stable matching N ′

in G′, M ′ and N ′ match the same set of vertices. No edges in E\E ′ can block

N ′ ∪ (m,w).

Theorem 2.3.4. Let (m,w) be an edge in G. There is an O(m) algorithm

for computing a man-optimal super-stable (m,w)-matching or deciding that no

super-stable (m,w)-matching exists.

Proof. Lemma 2.3.3 makes sure if Algorithm 1 outputs a matching M , then

M is super-stable in G. Lemma 2.3.2 guarantees that if there exists any super-

stable matching in G, then Algorithm 1 would never miss it.

Theorem 2.3.5. (I(MG),≤) can be constructed in O(nm2) time.

Proof. I(MG) can be computed in O(m2) time by running Algorithm 1 for

each edge (m,w) ∈ E. The set I(MG) has at most m elements. By checking

each pair of I(MG), we can construct the partial order. Each check takes

O(n) time. Thus, the total time is O(nm2).

2.4 A Maximal Sequence of Super-stable Matchings

Representation via irreducible matchings is intuitive, but the time com-

plexity is high. In this section, we give another representation via rotation

poset and the time complexity to construct this rotation poset is only O(mn).
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Rotation poset derives from the concept of minimal differences of a

ring of sets. A chain C = {C1, · · · , Cq} in F is an ordered set of elements

of F such that Ci is an immediate predecessor of Ci+1 for each i ∈ [q]. The

maximal chain is a chain that begins at the minimal element of F , F0 and ends

at the maximal element of F , Fz. Let Fi and Fi+1 be two elements of F such

that Fi is an immediate predecessor of Fi+1. The difference D = Fi+1\Fi is

called a minimal difference of F . Note that for each two consecutive elements

of a chain C, there is a minimal difference D. We say that C contains D.

The following two theorems give another version of Birkhoff’s representation

theorem in the language of minimal differences. The reader can find more

details in Irving and Gusfield’s book [25].

Theorem 2.4.1. [25] If F and F ′ are two elements in F such that F ⊂ F ′,

then every chain from F to F ′ in F contains exactly the same set of minimal

differences (in a different order).

Theorem 2.4.2. [25] Let D(F) denote the set of all minimal differences in

F . For two minimal differences D and D′, D ≺ D′ if and only if D appears

before D′ on every maximal chain in F . There is a one-to-one correspondence

between the elements of F and the closed subsets of D(F).

In the context of super-stable matchings, we want to compute a maxi-

mal sequence of super-stable matchings inM(G), i.e. a sequence M0 �M1 �

· · · � Mz where M0 is the man-optimal super-stable matching and Mz is the

woman-optimal super-stable matching and for each 1 ≤ i ≤ z, there is no
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super-stable matching M ′ such that Mi−1 � M ′ � Mi. We call a matching

M ′ a strict successor of a matching M if M ′ is a successor of M , i.e. M �M ′

and there exists no super-stable matching M ′′ such that M � M ′′ � M ′. We

can solve this problem by computing a strict successor of any super-stable

matching M .

Let M be a super-stable matching in G and m a vertex in A. Suppose

that there exists a super-stable matching M ′ such that m gets a worse partner

in M ′ than in M , i.e. M(m) �m M ′(m). Let w = M ′(m), by Lemma 2.2.3, w

must be matched in M and m �w M(w). Hence we are essentially searching

for some vertex w such that M(m) �m w and m �w M(w). In Algorithm

2, the set Ec contains, for each man m, highest ranked edges incident to him

that satisfy the condition above. For each man m, the candidate edge (m,w)

is not unique; there might be other edge (m,w′) that forms a tie with (m,w).

While in the case of strict preference list, the candidate edge is unique.

A strongly connected component S of a directed graph G is a subgraph

S that is strongly connected, i.e. there is a path in S in each direction between

each pair of vertices of S, and is maximal with this property: no additional

edges or vertices from G can be included in the subgraph without breaking its

property of being strongly connected. We say that e = (m,w) is an outgoing

edge of S if m ∈ S and w /∈ S.

In Algorithm 2 given below we maintain a directed graph Gd = (V,Ed),

whose every edge (m,w) ∈ Ed ∩M is directed from w to m and every other

edge (m,w) is directed from m to w. Gd is a subgraph of G that contains
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the edges the algorithm traverses so far. The basic idea of this algorithm is

that for each man m such that M(m) 6= Mz(m), we traverse the preference

list of m until we find some candidate edges defined above. We add the edges

traversed into Gd and the candidate edges into Gc. For each strongly connected

component S of Gd without outgoing edges, we try to find a perfect matching

on S in Gc = (V,Ec). If we are successful, we find a strict successor of M .

Otherwise, we modify Gc and Gd by allowing edges of lower ranks.

Figure 2.2 gives an example to show an execution of Algorithm 2. M0 =

{(a1, b1), (a2, b2), (a3, b3), (a4, b4)} is the man-optimal super-stable matching.

Dashed edges are those candidate edges in Ec. We can see that outdeg(S(a3)) =

0 and outdeg(S(a1)) = 1. The matchingM1 = {(a1, b1), (a2, b2), (a3, b4), (a4, b3)}

is extended because outdeg(S(a3)) = 0. While updating Gc and Gd, edge

(a2, b3) is deleted and now outdeg(S(a1)) = 0. Thus the matching M2 =

{(a1, b2), (a2, b1), (a3, b4), (a4, b3)} is extended.

a4

a3

b4

b3

a2

a1

b2

b1

Figure 2.2: Each solid edge (a, b) denotes a rank 1 edge for a and rank 2 edge
for b and each dashed edge (a, b) denotes a rank 2 edge for a and rank 1 edge
for b
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Algorithm 2: Computing a maximal sequence of super-stable
matchings

1 let M0 be the (unique) man-optimal super-stable matching of G.
2 let Mz be the (unique) woman-optimal super-stable matching of G.
3 M ←M0

4 let M ′ contain edge (m,M(m)) for each man m s.t.
M(m) =m Mz(m)

5 let Ed contain all edges of M
6 let Gd be the directed graph (V,Ed) s.t. each edge

(m,w) ∈ Ed ∩M is directed from w to m and every other edge
(m,w) is directed from m to w

7 E ′ ← E\Ed
8 let Ec = M ′ and Gc = (V,Ec)
9 for each (m,w) ∈M remove from E ′ each edge (m′, w) s.t.

m′ ≺w m and each edge (m,w′) s.t. w′ �m w
10 repeat
11 while (∃m ∈ A) degGc(m) = 0 and outdeg(S(m)) = 0 do
12 add the set Em of top choices of m from E ′ to Ed
13 if outdeg(S(m)) = 0 then
14 add every edge (m,w) ∈ Em s.t. m �w M(w) and

M(m) �m w to Ec
15 for each edge (m,w) of Ec that becomes strictly

dominated by some added edge (m′, w), remove it from Gc

16 remove Em from E ′

17 end if
18 end while
19 for each m ∈ A s.t. outdeg(S(m)) = 0 do
20 delete all lowest ranked edge in Ec ∪ E ′ incident to any

w ∈ S s.t. w is multiple engaged
21 end for
22 while (∃S) outdeg(S) = 0 and Ec is a perfect matching on S do
23 M ← (Ec ∩ S) ∪ (M\S)
24 Mi ←M
25 output Mi
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26 i← i+ 1
27 update Gc and Gd: Ec ∩ S contains only edges (m,M(m))

s.t. M(m) =m Mz(m); an edge (m,w) ∈ S stays in Gd only if
w = M(m) and rankw(m) ≤ rankM(w)

28 end while
29 until (∀m ∈ A) rankM(m) = rankMz(m)

2.4.1 Correctness of Algorithm 2

Lemma 2.4.3 proves that any edge removed from Gd (line 9 and line

27) never block any super-stable matching that the algorithm will output.

Lemma 2.4.3. Let M be a super-stable matching in G. For any successor N

of M such that N is also a super-stable matching in G and each (m,w) ∈M ,

any edge (m,w′) such that w′ �m w or (m′, w) such that m �w m′ cannot

block N .

Proof. For any edge (m,w′) such that w′ �m w, this edge (m,w′) cannot block

M since M is super-stable. Thus we must have m ≺w′ M(w′). The matching

N is a successor of M from the man’s point of view, hence from the woman’s

point of view, M is a successor of N . Then we have m ≺w′ N(w′) since

M(w′) �w′ N(w′), which implies that the edge (m,w′) would not block N .

Similarly, for any edge (m′, w) such that m �w m′, we have N(w) �w m′ since

N(w) �w M(w), which implies that the edge (m′, w) would not block N .

Lemma 2.4.4. No edge deleted in line 15 can belong to any super-stable

matching N dominated by M .
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Proof. Suppose that the algorithm deletes an edge (m,w) from Ec because it

is dominated by some edge (m′, w), i.e. w strictly prefer m′ to m. We want

to show that (m,w) cannot belong to any super-stable matching dominated

by M . Suppose, for a contradiction, that the edge (m,w) belongs to a super-

stable matching N dominated by M . m′ must match to another woman w′

in N and m′ strictly prefers w′ to w, otherwise the edge (m′, w) would block

N . Thus we have that rankM(m′) ≤ rankm′(w
′) < rankm′(w), where the first

inequality comes from the fact that N is dominated by M . Hence, we have

two cases shown as below:

Case 1: rankM(m′) < rankm′(w
′) < rankm′(w). In this case, w′ must match

to a different man M(w′) other than m′ in M . Again because M dom-

inates N , m′ �w′ M(w′). If m′ �w′ M(w′), by our algorithm, in order

to let (m′, w′) belong to Ed, (m′, w′) must also belong to Ec and this re-

quires that rankm′(w) = rankm′(w
′), which contradicts with the fact that is

rankm′(w
′) < rankm′(w).

Case 2: rankM(m′) = rankm′(w
′) < rankm′(w). First, we rule out the case

that m′ is indifferent between M(m′) and w′ = N(m′) by Lemma 2.2.3. Thus

we must have w′ = M(m′) = N(m′). In order to prove a contradiction, we

need the property of strongly connected component. m′ and w are in the same

strongly connected component, hence there must be a directed path P from

w to m′. Arc (w′,m′) is the unique arc that points to m′ since (m′, w′) ∈ M .

Hence, there must be an arc (m′′, w′) in P . If rankM(m′′) < rankN(m′′), then

rankm′′(w
′) ≤ rankN(m′′) , thus (m′′, w′) would blockN . SoM(m′′) = N(m′′).
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Let w′′ = M(m′′). (m′′, w′′) is also in path P , Let us continue this process until

it reaches to w and we will have M(w) = N(w), which is a contradiction.

Lemma 2.4.5. No edge deleted in line 20 can belong to any super-stable

matching N dominated by M .

Proof. Suppose that an edge (m,w) is deleted in line 20, there must be an

edge (m′, w) ∈ Ec such that m =w m′. Let N be a super-stable matching

dominated by M that includes the edge (m,w). m′ must match to a woman

w′ in N and m′ strictly prefer w′ to w, otherwise the edge (m′, w) would block

N . m′ and w are in the same strongly connected component. By the same

argument as in Lemma 2.4.4, we will have a contradiction. We omit the proof

here.

Lemma 2.4.6. The output matching Mi is super-stable and a strict successor

of Mi−1.

Proof. Note that the algorithm outputs Mi when the edge set Ec is a perfect

matching in a strongly connected component S with no outgoing edges and

Mi = (Mi−1\S) ∪ (Ec ∩ S). Suppose, for a contradiction, that Mi is blocked

by some edge (m,w) ∈ Ed. There are four cases.

Case 1: m /∈ S and w /∈ S, it is obvious that (m,w) cannot block Mi, since it

would block Mi−1 as well.

Case 2: m ∈ S and w /∈ S, this is not possible, because this will imply S has

an outgoing edge in Ed.
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Case 3: m /∈ S and w ∈ S, then Mi(m)(= Mi−1(m)) �m w, hence (m,w)

would not block Mi.

Case 4: m ∈ S and w ∈ S, if (m,w) never belong to Ec, then Mi(w) �w

Mi−1(w) =w m, (m,w) can not block Mi; if (m,w) once belongs to Ec and got

deleted later, then w always get a strictly better partner than m. We prove

that no edge from Ed can block Mi. There might be some other edges e 6∈ Ed

that can potentially block Mi. These edges are deleted during the updating

of Ed. Lemma 2.4.3 gives a proof that these set of edges cannot block any

matching N that is dominated by Mi−1. Hence Mi is super-stable.

Next we prove that Mi is a strict successor of Mi−1. Suppose not and let

m be any man in S and N a successor of Mi−1 such that Mi−1(m) � N(m) �

Mi(m). If (m,N(m)) ∈ Ec and is not deleted during the algorithm, then

(m,Mi(m)) would not be in Ec, which is not true. Since N is a successor of

M and is super-stable, by Lemma 2.4.4 and Lemma 2.4.5, the edge (m,N(m))

can never once belong to Ec. Let w = N(m), by our updating rule of Ed, we

have N(w) �w M(w). While if N(w) �w M(w), then the edge (m,w) must

once belong to Ec. Thus we have N(w) =w M(w), which violates Lemma

2.2.3.

Lemma 2.4.7. If Mi 6= Mz, the algorithm always outputs a matching.

Proof. The algorithm will end without outputting any matching if and only

if in line 22 the while loop, it cannot find any strongly connected component

with no outgoing edges. Note that every directed graph can be expressed as
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a directed acyclic graph of its strongly connected components. Hence, we can

always find a strongly connected component without outgoing edges.

Theorem 2.4.8. Algorithm 2 computes a maximal sequence of super-stable

matchings.

Proof. By Lemma 2.4.6 and Lemma 2.4.7, it is obvious that Algorithm 2 out-

puts a maximal sequence of super-stable matchings.

2.4.2 Running Time of Algorithm 2

Theorem 2.4.9. The running time of Algorithm 2 is O(mn).

Proof. Each time we add new edges into Ed, we need to compute strongly

connected components of Gd. Computing strongly connected component of

any directed graph G′ = (V ′, E ′) can be done in O(E) time. Each edge e of G

is added to Gd at most once, and Gd is always a subgraph of G. Hence, a naive

implementation takes O(m2) on computing strongly connected components of

Gd. As mentioned in [47], Pearce [63] and Pearce and Kelly [62] sketch how

to extend their algorithm and that of Marchetti-Spaccamela et al. [53] to

compute strongly connected component dynamically. Their algorithm runs in

O(mn) if edges can only be added to the graph and not deleted. The edges

in Gd can be deleted during the algorithm, but they are deleted only when Ec

is perfect on a strongly connected component without outgoing edges. Thus,

other strongly connected components are unchanged. Also as mentioned in

[47], the edges remaining in the selected strongly connected component can
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be treated as they were added anew to the graph. Since the ranks of men

increase as we output subsequent super-stable matchings, each edge can be

added anew to Gd constant number of times. Thus, the amortized cost of edge

insertion remains unchanged. The reader can easily check the other part of

the algorithm takes at most O(m) time. Hence, the total time is O(mn).

2.4.3 Rotation Poset

We have shown all rotations D(MG) can be found in time O(mn) by

Algorithm 2. It remains to show how to efficiently construct the precedence

relation ≺ on D(MG). Our construction is essentially the same as the con-

struction given in [25] for the classical stable marriage problem. The only

difference here is that one rotation for super-stable matchings can be one or

multiple cycles, while one rotation for stable matchings in the classical stable

marriage problem is always a cycle. For the completeness, we briefly sketch it.

The reader can find more details in [25].

Let ρ = {(m1, w1), · · · , (mk−1, wk−1)} be a rotation. Each rotation cor-

responds to the symmetric difference of two consecutive super-stable matchings

in a maximal chain of MG. We say ρ is exposed to a super-stable matching

M if ρ ∈ M and we can eliminate it to obtain another super-stable matching

M ′ = M ⊕ ρ.

We say that ρ moves mi down to wi+1 and moves wi up to mi−1 for

each i ∈ [k]. We also say ρ moves mi below w if wi−1 ≺mi
w �mi

wi and moves

wi above m if mi �wi
m ≺wi

mi−1.
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Let us consider a directed graph (D(MG), E), E contains two types of

edges:

• Type 1: For each pair (m,w) ∈ ρ, if ρ′ is the unique rotation that moves

m down to w, then (ρ′, ρ) ∈ E.

• Type 2: If ρ moves m below w and ρ′ 6= ρ is the unique rotation that

moves w above m, then (ρ′, ρ) ∈ E.

The algorithm to construct the set E is simple. For each rotation ρ and each

pair (mi, wi) ∈ ρ, label wi in mi’s preference list with a type 1 label of ρ, and

for each m strictly between mi and mi−1 on wi’s list, label wi in m’s preference

list with a type 2 label of ρ. Then, traverse each woman w on m’s preference

list, set ρ∗ = ∅. If w has a type 1 label of ρ, add (ρ∗, ρ) into E and set ρ∗ = ρ.

If w has a type 2 label of ρ, add (ρ, ρ∗) into E. The algorithm takes O(m)

time since it only traverse the preference lists once.

It turns out that the transitive closure of (D(MG), E) is exactly (D(MG),≺

). The reader can find the proof in Irving and Gusfield’s book [25].

We summarize Section 2.4 with the following theorem.

Theorem 2.4.10. The partial order (D(MG),≺) can be constructed in O(mn).

Proof. The construction of D(MG) takes O(mn) time by running Algorithm

2. The precedence relation can be constructed in O(m) time. Hence, the time

complexity is O(mn).
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2.5 Conclusion and Open Problems

In this chapter, we give two algorithms to characterize the set of all

super-stable matchings. The first algorithm computes irreducible super-stable

matchings in the super-stable matching lattice. The second algorithm con-

structs a rotation poset in O(mn) time. One interesting open question is how

to extend the results in this chapter to the roommate setting. In the room-

mate setting, the underlying graph can be arbitrary and each vertex in the

graph ranks all its neighbors. Blocking pair, thus, is defined for every pair

of vertices in this graph. For the stable matching problem in the roommate

setting, semi-rotation was introduced in [25]. One might use the techniques

in this chapter to find semi-rotation structures for the super-stable matching

problem in the roommate setting.
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Chapter 3

Linear Programming and its Applications

In this chapter we give a polyhedral characterisation for the set of all

super-stable matchings and prove that the super-stable matching polytope is

integral. This result implies that the maximum weight super-stable matching

problem can be solved in polynomial time. Though the complexity of solving

LP is usually higher than combinatorial methods, like in [18], this gives an al-

ternative direction to solve the weighted super-stable matching problem. Pre-

viously, it has been shown that the stable matching polytope and the strongly

stable matching polytope are integral [78, 70, 46], we complete all three cases

by proving that the super-stable matching polytope is integral as well.

We prove a property called self-duality for the super-stable matching

polytope, which also holds for the classical stable matching polytope [77] and

the strongly stable matching polytope [46].

We also show how to use LP technique to solve an application of the

stable marriage problem, called the path to stability problem.

See in Chapter 1 Section 1.3 for a brief introduction of the connection

of stable matchings and linear programming.

The results presented in Section 3.1 and Section 3.2 are joint work with
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Vijay Garg and published in [29]. Section 3.3 is joint work with Vijay Garg

and published in [23].

3.1 The Super-stable Matching Polytope

In this section, we give a polyhedral characterisation of the set of all

super-stable matchings and prove that the super-stable matching polytope is

integral. The main result is the following theorem.

Theorem 3.1.1. Let G = (V,E) be a stable matching problem with ties where

the graph G is bipartite, then the super-stable matching polytope SUSM(G) is

described by the following linear system:

∑
u∈N(v)

xu,v ≤ 1, ∀v ∈ V, (3.1a)

∑
i>uv

xu,i +
∑
j>vu

xj,v + xu,v ≥ 1, ∀(u, v) ∈ E, (3.1b)

xu,v ≥ 0, ∀(u, v) ∈ E (3.1c)

where N(v) denotes the set of neighbors of v in G, and w >u v means u strictly

prefers w to v.

Inequalities (3.1a) and (3.1c) are standard matching constraints. If

x ∈ SUSM(G) is an integral solution, then constraint (3.1b) for an edge

(u, v) implies that (u, v) does not block the matching associated with x. Thus

integral solutions of SUSM(G) are exactly super-stable matchings of G.
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Proof. Let x be a feasible solution. Define E+ to be the set of edges (u, v)

with xu,v > 0, and V + the set of vertices covered by E+. For each u ∈ V +,

let N∗(u) be the maximal elements in {i : xu,i > 0}. Note that there might be

multiple maximal elements that form a tie.

We first show the following lemma.

Lemma 3.1.2. For each vertex u and each vertex v ∈ N∗(u), u is the unique

minimal element in {j : xj,v > 0} and that
∑

j∈N(v) xj,v = 1.

Proof. Indeed, (3.1b) implies

1 ≤
∑
j>vu

xj,v+xu,v =
∑
j∈N(v)

xj,v−
∑
j<vu

xj,v−
∑
j=vu;
j 6=u

xj,v ≤ 1−
∑
j<vu

xj,v−
∑
j=vu;
j 6=u

xj,v ≤ 1

(3.2)

Hence we have equality throughout in (3.2). This implies that xj,v = 0 for

each {j : j <v u} and each {j : j =v u; j 6= u} and that
∑

j∈N(v) xj,v = 1.

Since xj,v = 0 for each {j : j =v u; j 6= u}, v strictly prefers any other

vertices in {j : xj,v > 0} over u, making u the unique minimal element in

{j : xj,v > 0}.

We then prove that for any v such that v ∈ N∗(u) for some u, then u

is unique. Suppose not, there is a vertex u′ 6= u and v ∈ N∗(u′). By Lemma

3.1.2, u is the unique minimal element in {j : xj,v > 0}, and u′ is the unique

minimal element in {j : xj,v > 0}, contradiction.

Now let vertex sets U and W be the two parts of bipartite graph G.

For any u ∈ U ∩ V +, there is at least one unique vertex w ∈ N∗(u), such
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that
∑

j∈N(w) xj,w = 1. Let FW (x) be the set of these vertices. Formally,

FW (x) = {w : w ∈ N∗(u), u ∈ U ∩ V +}. Then we have |FW (x)|≥ |U ∩ V +|.

We also have that

|FW (x)|=
∑

w∈FW (x)

∑
j∈N(w)

xj,w =
∑

j∈U∩V +

∑
w∈FW (x)

xj,w ≤
∑

j∈U∩V +

1 = |U ∩ V +|

(3.3)

implying that |FW (x)|= |U ∩ V +|. Hence, we conclude that for each u ∈

U ∩ V +, |N∗(u)|= 1, which implies that u has an unique maximal element in

{i : xu,i > 0}. Since |N∗(u)|= 1, we denote this unique vertex as x∗(u). We

then have the following corollary.

Corollary 3.1.3. There is a bijection between U ∩ V + and FW (x), and for

each u ∈ U ∩ V +,
∑

i∈N(u) xu,i = 1.

Similarly, we may define FU(x) = {u : u ∈ N∗(w), w ∈ W ∩ V +} and

we have

Corollary 3.1.4. There is a bijection between W ∩ V + and FU(x), and for

each w ∈ W ∩ V +,
∑

j∈N(w) xj,w = 1.

Then we have |U ∩V +|= |FW (x)|≤ |W ∩V +| and |W ∩V +|= |FU(x)|≤

|U ∩ V +|, implying |U ∩ V +|= |W ∩ V +|= |FW (x)|= |FU(x)|. Then any

u ∈ U ∩V + is also in FU(x), hence, u has an unique minimal element, denoted

by x∗(u).
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The bijection between U ∩V + and FW (x) forms a perfect matching M

in (V +, E+), i.e. the set of edges {(u, x∗(u)) : u ∈ U ∩ V +}. Similarly, the

bijection between W ∩ V + and FU(x) forms another perfect matching N , i.e.

the set of edges {(x∗(w), w) : w ∈ W ∩ V +}.

Consider the vector x′ = x + εχM − εχN , with ε close enough to 0

(positive or negative). we will show that x′ is also feasible solution of (3.1a)-

(3.1c). It is easy to see that x′ satisfies (3.1a) and (3.1c). For each vertex

u ∈ U∩V +, there is an unique maximal element x∗(u) and (u, x∗(u)) ∈M and

an unique minimal element x∗(u) and (u, x∗(u)) ∈ N , implying
∑

i∈N(u) x
′
u,i =∑

i∈N(u) xu,i ≤ 1. To see that x′ satisfies (3.1b), let (u, v) be an edge in E+

attaining equality in (3.1b). The case that (u, v) ∈M or (u, v) ∈ N is trivial.

So assume that (u, v) /∈ M and (u, v) /∈ N . The edge (u, x∗(u)) ∈ M and

x∗(u) >u v. There is no other edge in {(u, i) : i ∈ N(u)} belongs to M . We

prove that there is no edge (j, v) in M and j >v u since if (j, v) ∈ M , j is

the minimal element of v. Similarly, we can prove that there is exact one

edge (j, v) ∈ N and j >v u. Concluding,
∑

i>uv
x′u,i +

∑
j>vu

x′j,v + x′u,v =∑
i>uv

xu,i +
∑

j>vu
xj,v + xu,v = 1. Let x be an extreme point. The feasibility

of x′ implies that χM = χN , that is, M = N . So E+ = M since the maximal

element is the same as the minimal element for each vertex, hence, x = χM .
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3.1.1 Self-Duality

Let’s consider the linear program:

(LP) maximize
∑

(u,v)∈E

xu,v (3.4a)

subject to x ∈ FSUSM(G,P ). (3.4b)

The dual problem with variables (α, β) ∈ RV ×RE, is given by

(DLP) minimize
∑
v∈V

αv −
∑

(u,v)∈E

βu,v (3.5a)

subject to αu + αv −
∑
i<uv

βu,i −
∑
j<vu

βv,j − βu,v ≥ 1, ∀(u, v) ∈ E,

(3.5b)

αv ≥ 0, ∀v ∈ V,
(3.5c)

βu,v ≥ 0, ∀(u, v) ∈ E.
(3.5d)

Lemma 3.1.5 (Self-Duality). Each x ∈ FSUSM(G,P ) is an optimal solu-

tion of (LP) and (α, x) is an optimal solution of (DLP), where

αv =
∑
i∈N(v)

xv,i ∀v ∈ V. (3.6)

Proof. Let x ∈ FSUSM(G,P ) and let α be defined by (3.6). Let (u, v) ∈ E,

we have that
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αu + αv −
∑
i<uv

xu,i −
∑
j<vu

xv,j − xu,v

=
∑
i∈N(u)

xu,i +
∑
j∈N(v)

xv,j −
∑
i<uv

xu,i −
∑
j<vu

xv,j − xu,v

=
∑
i>uv

xu,i +
∑
i=uv;
i 6=v

xu,i +
∑
j>vu

xv,j +
∑
j=vu;
j 6=u

xv,j + xu,v

≥
∑
i>uv

xu,i +
∑
j>vu

xv,j + xu,v

≥1,

where the last two inequalities hold since x satisfies (3.1c) and (3.1b).

Hence (α, x) is feasible for (DLP ). To see that x and (α, x) are optimal

solutions of (LP ) and (DLP ), respectively. Note that

∑
v∈V

αv −
∑

(u,v)∈E

xu,v = 2
∑

(u,v)∈E

xu,v −
∑

(u,v)∈E

xu,v =
∑

(u,v)∈E

xu,v,

so the objective function in (LP ) and that in (DLP ) are equal. Thus, the weak

duality theorem of linear programming implies that x is optimal for (LP ) and

(α, x) is optimal for (DLP ).

3.1.2 Partial Order Preference Lists

Partial order preference lists are generalisation of preference lists with

ties in such a way that the preference list of each man or woman is an arbitrary

partial order. It turns out that the linear system (3.1a)-(3.1c) can also describe

the set of all super-stable matchings with partial order preference list.

42



Theorem 3.1.6. Let G = (V,E) be a stable matching problem with partial or-

der preference lists where the graph G is bipartite, then the super-stable match-

ing polytope SUSMP (G) is described by the following linear system:

∑
u∈N(v)

xu,v ≤ 1, ∀v ∈ V, (3.7a)

∑
i>uv

xu,i +
∑
j>vu

xj,v + xu,v ≥ 1, ∀(u, v) ∈ E, (3.7b)

xu,v ≥ 0, ∀(u, v) ∈ E (3.7c)

where N(v) denotes the set of neighbors of v in G, and w >u v means u strictly

prefers w to v.

Proof. Let x be a feasible solution. Define E+ to be the set of edges (u, v)

with xu,v > 0, and V + the set of vertices covered by E+. For each u ∈ V +,

let N∗(u) be the maximal elements in {i : xu,i > 0}. Note that there might be

multiple maximal elements that are incomparable to each other.

The following lemma is an analogue to Lemma 3.1.2.

Lemma 3.1.7. For each vertex u and each vertex v ∈ N∗(u), then u is the

unique minimal element in {j : xj,v > 0} and that
∑

j∈N(v) xj,v = 1.

Proof. Indeed, (3.1b) implies

1 ≤
∑
j>vu

xj,v+xu,v =
∑
j∈N(v)

xj,v−
∑
j<vu

xj,v−
∑
j‖vu

xj,v ≤ 1−
∑
j<vu

xj,v−
∑
j‖vu

xj,v ≤ 1

(3.8)
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, where w ‖u v means w is incomparable with v in u’s preference list. Hence

we have equality throughout in (3.2). This implies that xj,v = 0 for each

{j : j <v u} and each {j : j ‖v u} and that
∑

j∈N(v) xj,v = 1. Since xj,v = 0

for each {j : j ‖v u}, v strictly prefers any other vertices in {j : xj,v > 0} over

u, making u the unique minimal element in {j : xj,v > 0}.

The rest of the proof is essentially the same as in Theorem 3.1.1.

3.2 The Strongly Stable Matching Polytope

Kunysz [46] gives a linear system that characterizes the set of all strongly

stable matchings and proves this linear system is integral using the duality the-

ory of linear programming. Here, we give an alternate and simpler proof that

does not rely on the duality theory and uses only Hall’s theorem.

Theorem 3.2.1 (Kunysz, [46]). Let G = (V,E) be a stable matching problem

with ties where the graph G is bipartite, then the strongly stable matching

polytope SSM(G) is described by the following linear system:∑
u∈N(v)

xu,v ≤ 1, ∀v ∈ V, (3.9a)

∑
i>uv

xu,i +
∑
j>vu

xj,v +
∑
k=uv

xu,k ≥ 1, ∀(u, v) ∈ E, (3.9b)∑
i>uv

xu,i +
∑
j>vu

xj,v +
∑
k=vu

xk,v ≥ 1, ∀(u, v) ∈ E, (3.9c)

xu,v ≥ 0, ∀(u, v) ∈ E (3.9d)

where N(v) denotes the set of neighbors of v in G, and w >u v means u strictly

prefers w to v.
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We give an alternative proof that does not rely on the duality theory

of linear programming.

Proof. It is easy to verify that the incidence vector of any strongly stable

matching satisfies constraints (3.9a)-(3.9d). We need to prove each extreme

point of the polytope defined by (3.9a)-(3.9d) is integral.

Let x be a feasible solution. Define E+ to be the set of edges (u, v)

with xu,v > 0, and V + the set of vertices covered by E+. For each u ∈ V +, let

N∗(u) be the set of maximal elements in {i : xu,i > 0}. Note that there might

be multiple maximal elements that form a tie. Similarly, for each u ∈ V +, let

N∗(u) be the set of minimal elements in {i : xu,i > 0}.

We first show the following lemma.

Lemma 3.2.2. For each vertex u and each vertex v ∈ N∗(u), then u ∈ N∗(v)

and that
∑

j∈N(v) xj,v = 1, and
∑

k=uv
xu,k ≥

∑
k=vu

xk,v.

Proof. Indeed, (3.9c) implies

1 ≤
∑
j>vu

xj,v +
∑
k=vu

xk,v ≤
∑
j∈N(v)

xj,v −
∑
j<vu

xj,v ≤ 1−
∑
j<vu

xj,v ≤ 1 (3.10)

Hence we have equality throughout in (3.10). This implies that xj,v = 0 for

each {j : j <v u} and that
∑

j∈N(v) xj,v = 1. Hence, u ∈ N∗(v). (3.9b) implies

1 ≤
∑
j>vu

xj,v +
∑
k=uv

xu,k ≤ 1−
∑
k=vu

xk,v +
∑
k=uv

xu,k

Hence,
∑

k=uv
xu,k ≥

∑
k=vu

xk,v.

45



Now let vertex sets U and W be the two parts of bipartite graph G.

Let E∗(x) be the set of edges {(u, v) : u ∈ U ∩ V +, v ∈ N∗(u)} and FW (x) be

the set of vertices in W and covered by E∗(x). We will show that the subgraph

induced by E∗(x) contains a perfect matching M .

Suppose not, by Hall’s theorem, let S be the unique critical subset of

U ∩ V +. A subset of X is critical if it is maximally deficient and contains

no maximally deficient proper subset. Hence, we have |N(S)|< |S| and there

is a matching M ′ saturating for N(S) in the subgraph induced by S ∪N(S).

Fixing the matching M ′, let S ′ be the set of vertices in S that is matched in

M ′, so S ′ ( S. By Lemma 3.2.2, we have

∑
u∈S′

∑
k∈N∗(u)

xu,k ≥
∑

v∈N(S)

∑
k=vM ′(v)

xk,v (3.11)

≥
∑

v∈N(S)

∑
k∈S

xk,v (3.12)

=
∑
u∈S

∑
k∈N∗(u)

xu,k (3.13)

The first equality follows from Lemma 3.2.2. The second inequality follows

from that each vertex v ∈ N(S) is indifferent with all neighbors. The third

equality follows by double counting. Hence, the vertices in S\S ′ are isolated,

contradiction. So we also have |U ∩ V +|= |FW (x)|. Again by Lemma 3.2.2,

we have

∑
u∈U∩V +

∑
k=uM(u)

xu,k ≥
∑

v∈FW (x)

∑
k=vM(v)

xk,v ≥
∑

u∈U∩V +

∑
k=uM(u)

xu,k (3.14)
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Hence, we have equality throughout (3.14). So for each v ∈ FW (x) and each

k ∈ N∗(v), v = N∗(k).

Similarly, let E∗ be the set of edges {(u, v) : v ∈ W ∩ V +, u ∈ N∗(v)}

and FU(x) be the set of vertices in U and covered by E+. The subgraph

induced by E∗ contains a perfect matching N . Hence, |W ∩ V +|= |FU(x)|. So

|U ∩ V +|= |W ∩ V +|= |FU(x)|= |FW (x)|. It follows that E∗ is exactly the set

of edges {(u, v) : u ∈ U ∩ V +, v ∈ N∗(u)}.

Consider the vector x′ = x + εχM − εχN , with ε close enough to 0

(positive or negative). we will show that x′ is also feasible solution of (3.9a)-

(3.9d). It is easy to see that x′ satisfies (3.9a) and (3.9d). For each vertex

u ∈ U ∩V +, there is one edge in M and one edge in N incident to it, implying∑
i∈N(u) x

′
u,i =

∑
i∈N(u) xu,i ≤ 1. To see that x′ satisfies (3.9b), let (u, v) be an

edge in E+ attaining equality in (3.9b). First we know that there is one edge

in M incident to u such that M(u) ≥u v. Also there is no M edge incident to v

and M(v) >v u since M(v) ∈ N∗(v). Similarly, there is one edge in N incident

to v such that M(v) ≥v u. Then we have two cases. If there is one edge in

N incident to v such that N(v) >v u, then there is no edge in N incident

to u such that M(u) ≥u v, because otherwise, u ∈ N∗(v), which contradicts

with N(v) >v u. The other case is that there is one edge in N incident to

v such that N(v) =v u, then there must be an edge in N incident to u such

that N(u) =u v. Hence,
∑

i>uv
x′u,i +

∑
j>vu

x′j,v +
∑

k=uv
x′u,k =

∑
i>uv

xu,i +∑
j>vu

xj,v +
∑

k=uv
xu,k = 1. Similarly, we can prove x′ satisfies (3.9c). Let

x be an extreme point. The feasibility of x′ implies that χM = χN , that is,
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M = N . So for each v ∈ V +, we have N∗(v) = N∗(v) and
∑

k∈N∗(v) xk,v = 1.

Then x is an extreme point of the perfect matching polytope of (V +, E+). x

must be a perfect matching in (V +, E+).

3.3 Paths to Stability

In many applications, it is useful to consider the initial state of the

system as an arbitrary assignment of men to women and then to find a path

to a stable matching. For example, suppose that we consider a system in which

there are more women than men and suppose that every man is matched to

a unique woman such that there is no blocking pair. Now, if a new man or a

woman joins the system, it is more natural to start with the initial state as the

existing assignment rather than the empty matching. In particular, if there

is some cost associated with breaking up an existing couple, then we may be

interested in the paths to stability that are of short lengths.

As another example, suppose that we have a stable matching. In a

dynamic preference mechanism, a woman may change her list of preferences.

The existing matching may not be stable under new preferences of the woman.

Again, it is more natural to start with the existing matching and then to find a

path to a stable matching under new preferences. Thus, the generalization al-

lows one to consider a dynamic stable matching algorithm in which preferences

of a man or a woman may change and the goal is to find a stable matching

under new preferences.

Our another goal is to find a matching that is not too far from the
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original matching (or the initial proposal vector). Given any proposal vector

I, the regret of a man is defined as the rank the woman he is assigned in I,

i.e., if a man is assigned his kth top choice in I then his regret is k. Given two

proposal vectors I and M , we define the distance between I and M , dist(I,M)

as the sum of differences of regrets for all men in I and M , i.e. the L1 distance

between two vectors, dist(I,M) = ‖I −M‖1.

The following algorithm is based on a linear programming formulation

of the stable marriage problem by Rothblum [70]. By appropriately defining

the objective function to minimize the distance from the initial proposal vector,

we get a polynomial time algorithm to find the closest stable marriage.

Given an arbitrary proposal vector (not necessarily a matching) I, we

want to find a stable matching M such that the distance between the proposal

vector I and the stable matching M is minimized over all stable matchings,

M. The distance we consider here is L1 distance, a.k.a Manhattan distance

between two vectors. We denote the distance as dist(I,M) = ‖I −M‖1. The

problem hence can be rephrased as: find the marriage M ∈M that minimizes

dist(I,M).

It is well-known that the convex hull of stable matchings of an arbitrary

bipartite preference system can be described by a linear system [70] as follows:
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∑
j∈[w]

xi,j ≤ 1 ∀i ∈ [m] (3.15a)

∑
i∈[m]

xi,j ≤ 1 ∀j ∈ [w] (3.15b)

∑
i′∈[m];i′>ji

xi′,j +
∑

j′∈[w];j′>ij

xi,j′ + xi,j ≥ 1 ∀(i, j) ∈ [m]× [w] (3.15c)

Here, we define that for each man or woman i, p >i q denotes that i

prefers p over q in his/her preference list. Rothblum [70] proved that the linear

system above is integral, i.e. every basic feasible solution of Equation 3.15 is

integral. Suppose that every possible marriage (i, j) has a cost c(i, j), we can

find a minimum-cost stable matching in polynomial time by solving the LP

above.

Now we show that our problem of minimizing the distance between

an initial proposal vector and any stable matching can be translated into a

minimum-cost stable matching problem with a carefully designed cost function.

For each pair (i, j), we assign the cost c(i, j) = |I[i] − mrank[i][j]|.

Hence, for each stable matching M , we have:

dist(I,M) =
∑
i∈[m]

|I[i]−M [i]|

=
∑

(i,j)∈[m]×[w]

c(i, j) · 1ρ(M,i)=j

Hence, we can rewrite our problem as:
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minimize
∑

(i,j)∈[m]×[w]

ci,j · xi,j (3.16a)

subject to
∑
j∈[w]

xi,j ≤ 1 ∀i ∈ [m] (3.16b)

∑
i∈[m]

xi,j ≤ 1 ∀j ∈ [w] (3.16c)

∑
i′∈[m];i′>ji

xi′,j +
∑

j′∈[w];j′>ij

xi,j′ + xi,j ≥ 1 ∀(i, j) ∈ [m]× [w]

(3.16d)

Solving the above LP gives us a stable matching that is nearest to the

initial proposal vector. This LP has O(n2) variables and constraints where n is

the total number of men and women. However, we note that the minimum-cost

stable matching problem can be reduced to the minimum-cost closed subset

of a poset due to the rotation poset structure of stable matching problem.

See [25] for more details of rotation poset. Feder [16] has shown that the

minimum-cost stable matching problem in a bipartite preference system can

be solved in O(n3) time if max(ci,j) = O(n) .

We summarize the preceding discussion as the following theorem.

Theorem 3.3.1. Given an arbitrary proposal vector I, we can find a stable

matching M that minimizes the distance dist(I,M) over all stable matchings

in O(n3) time where n is the total number of men and women.
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3.4 Conclusion and Open Problems

In this chapter, we give proofs for the integrality of the super-stable

matching polytope and the strongly stable matching polytope. As mentioned

in Chapter 1 Section 1.3, Kiraly and Pap [42] proved the LP formulation by

Rothblum is totally dual integral (TDI). It would be interesting to investigate

whether the linear systems for the super-stable matching polytope and the

strongly stable matching polytope given in this chapter is TDI.
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Chapter 4

Parallel Algorithms for Popular Matchings in

the Housing Allocation Model

The results presented in this chapter are joint work with Vijay Garg

and published in [28].

4.1 Introduction

The notion of a popular matching was first introduced in [22] in the

context of the stable marriage problem. We say that a matching M is more

popular than M ′ if the number of nodes that prefer M to M ′ exceeds the

number of nodes that prefer M ′ to M . A matching M is popular if M is

optimal under the more popular than relation. Gupta et al. [24] and Faenza

et al. [14] recently showed that the popular matching problem is NP-complete

in the general roommate setting. The popular matching problem we consider

is from [6] such that the preference system is only one-sided. Abraham et al.

[6] gave a linear-time algorithm for the problem in the case of strictly-ordered

preference lists and a polynomial-time algorithm for the case of preference lists

with ties. There are other problems with other definitions of optimality such

as Pareto optimal matching [5], rank-maximal matching [34] etc. We do not
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discuss them here.

The matching problem in the normal case, that is the problem of check-

ing if a given graph has a perfect matching, and the corresponding search

problem of finding a perfect matching have received considerable attention in

the field of parallel computation. Tutte and Lovasz [50] observed that there is

an RNC algorithm for the decision problem. The search version was shown to

be in RNC by Karp, Upfal and Wigderson [39] and subsequently by Mulmu-

ley, Vazirani and Vazirani using the celebrated Isolation Lemma [58]. We note

that no NC or RNC algorithms were known for the matching problem in pref-

erence systems prior to this work. The problem of finding an NC algorithm

for the stable marriage problem has been open for a long time. Mayr and

Subramanian [54] showed that the stable marriage problem is CC-complete.

Subramanian [76] defined the complexity class CC as the set of problems log-

space reducible to the comparator circuit value problem (CCV). Cook et al.

[11] conjectured that CC is incomparable with the parallel class NC, which

implies none of the CC-complete problems has an efficient polylog time paral-

lel algorithm. Recently, Zheng and Garg [81] showed that computing a Pareto

optimal matching in the housing allocation model is in CC and computing the

core of a housing market is CC-hard.

4.1.1 Our Contributions

1. We give NC algorithms for both the popular matching problem and

the maximum-cardinality popular matching problem in the setting of
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strictly-ordered preference lists.

2. In the case that preference lists contain ties, we show that maximum-

cardinality bipartite matching is NC-reducible to popular matching.

3. We also give an NC algorithm to find the “next” stable matching if one

stable matching is given. We will define “next” in Section 4.6.

4.2 Preliminaries

4.2.1 The Popular Matching Problem

LetA be a set of applicants and P be a set of posts, associated with each

member of A is a preference list (possibly involving ties) comprising a non-

empty subset of the elements of P . An instance of the popular matching prob-

lem is a bipartite graph G = (A∪P , E) and a partition E = E1∪̇E2∪̇ · · · ∪̇Er

of the edge set. The partition E consists of all pairs (a, p) such that post p ap-

pears in the preference list of applicant a and we say that each edge (a, p) ∈ Ei

has a rank i if post p is on the i-th position of the preference list of applicant

a. If (a, p) ∈ Ei and (a, p′) ∈ Ej with i < j, we say that a prefers p to p′. If

i = j, we say that a is indifferent between p and p′. We say that preference

lists are strictly ordered if no applicant is indifferent between any two posts

on his/her preference list. Otherwise, we say that preference lists contain ties.

A matching M of G is a set of edges no two of which share an endpoint.

A node u ∈ A ∪ P is either unmatched or matched to some node, denoted by

M(u). We say that an applicant a prefers matching M ′ to M if (i) a is
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matched in M ′ and unmatched in M , or (ii) a is matched in both M ′ and M ,

and a prefers M ′(a) to M(a). Let M be the set of matchings in G and let

M,M ′ ∈M. Let P (M,M ′) denote the set of applicants who prefer M to M ′.

Define a “more popular than” relation � on M as follows: if M,M ′ ∈M, then

M ′ is more popular than M , denoted by M ′ �M , if |P (M ′,M)|> |P (M,M ′)|.

Definition 4.2.1. A matching M ∈M is popular if there is no matching M ′

such that M ′ �M .

The popular matching problem is to determine if a given instance ad-

mits a popular matching, and to find such a matching, if one exists. Note

that popular matchings may have different sizes, a largest popular matching

may be smaller than a maximum-cardinality matching since no maximum-

cardinality matching needs to be popular. The maximum-cardinality popular

matching problem then is to determine if a given instance admits a popu-

lar matching, and to find a largest such matching, if one exists. Figure 4.1

shows an example of a popular matching instance. The reader can check that

{(a1, p1), (a2, p2), (a3, p4), (a4, p3), (a5, p5), (a6, p7),

(a7, p8), (a8, p9)} is a popular matching.

As in [6], we add a unique last resort post l(a) for each applicant a and

assign the edge (a, l(a)) higher rank than any edge incident on a. In this way,

we can assume that every applicant is matched, since any unmatched applicant

can be matched to his/her unique last resort post. From now on, we only focus

on matchings that are applicant-complete, and the size of a matching is the

number of applicants not matched to their last resort posts.
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a1 : p1 p4 p5 p2 p6

a2 : p4 p5 p7 p2 p8

a3 : p4 p1 p3 p8

a4 : p1 p7 p4 p3 p9

a5 : p5 p1 p7 p2 p6

a6 : p7 p6

a7 : p7 p4 p8 p2

a8 : p7 p4 p1 p5 p9 p3

Figure 4.1: A popular matching instance I

Definition 4.2.2. A matching M ∈M is applicant-complete if each applicant

a ∈ A is matched to some post p ∈ P .

4.3 Finding Popular Matching in NC

4.3.1 Characterizing Popular Matchings

We restrict our attention to strictly-ordered preference lists. For each

applicant a, let f(a) denote the first-ranked post on a’s preference list. We

call any such post p an f -post, and denote by f−1(p) the set of applicants a

for which f(a) = p. For each applicant a, let s(a) denote the first non-f -post

on a’s preference list (note that s(a) always exists, due to the introduction of

l(a)). We call any such post p an s-post, and remark that f -posts are disjoint

from s-posts. We also call any last resort post p an l-post.

The following theorem, proved in [6], completely characterizes popular

matchings.

Theorem 4.3.1 ([6]). A matching M is popular if and only if
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(i) every f-post is matched in M , and

(ii) for each applicant a, M(a) ∈ {f(a), s(a)}.

Let G′ be the reduced graph of G that only includes f -posts and s-

posts. For a reduced graph G′, let M be a popular matching, and let a be an

applicant. Denote by OM(a) the post on a’s reduced preference list to which

a is not assigned in M . Note that since G′ is a reduced graph of G, OM(a) is

well-defined. If a is matched to f(a) in M , then OM(a) = s(a), whereas if a is

matched to s(a) in M , then OM(a) = f(a).

4.3.2 Algorithmic Results

Now we show Algorithm 3 is an NC algorithm for the popular matching

problem with strictly-ordered preference lists. First we construct the reduced

graph G′ from G. Then we find an applicant-complete matching M in G′.

Hence for each applicant a, M(a) ∈ {f(a), s(a)}. Then for any f -post p that

is unmatched in M , we match p with any applicant in f−1(p).

The most non-trivial part is line 4 that determines an applicant-complete

matching M in the reduced graph G′. Perfect matching in bipartite graph is

in Quasi-NC [17], but we do not know whether it is in NC. Recent results in [7]

show that perfect matching in planar graph is in NC. But the reduced graph

for popular matching problem is not necessarily planar. It is easy to check

that the reduced graph G′ may contain a subgraph that is a subdivision of the

complete bipartite graph K3,3.
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Algorithm 3: Popular Matching

1 Input: Graph G = (A ∪ P , E).
2 Output: A popular matching M or determine that no such

matching.
3 G′ := reduced graph of G;
4 if G′ admits an applicant-complete matching M then
5 for each f -post p unmatched in M in parallel do
6 let a be any applicant in f−1(p);
7 promote a to p in M ;
8 return M ;
9 else

10 return “no popular matching”;

We first show how to construct the reduced graph G′ from G in parallel

(line 3). For each post p, we check if there is any incident edge (a, p) ∈ E1.

Let F be the set of such posts, which corresponds to all f -posts. Then for

each post p ∈ F , we remove all incident edges (a, p) /∈ E1. After that, for

each applicant a, we find the highest ranked incident edge (a, p) /∈ E1, which

corresponds to s(a), and remove all other incident edges. The remaining graph

must be G′. It is clear that each step can be done in logarithmic time with a

polynomial number of operations.

It remains to show how to find an applicant-complete matching in G′

(line 4), or determine that no such matching exists in NC. Now we explain

Algorithm 4 that finds an applicant-complete matching.

The while loop (line 4) gradually matches applicants to posts of degree

1 or 2 until there is no post of degree 1. Then, either the remaining graph

admits a perfect matching or we can conclude that there is no applicant-

59



Algorithm 4: Applicant-Complete Matching

1 Input: Graph G′ = (A ∪ P , E ′).
2 Output: An applicant-complete matching M or determine that

no such matching exists.
3 M := ∅;
4 while some post p has degree 1
5 Find all maximal paths that end at p;
6 for each edge (p′, a′) at an even distance from some p in

parallel do
7 M := M ∪ {(p′, a′)};
8 G′ := G′ − {p′, a′};
9 for each post p has degree 0 in parallel do

10 G′ := G′ − p
11 // Every post now has degree at least 2;
12 // Every applicant still has degree 2;
13 if |P|< |A| then
14 return “no applicant-complete matching”;
15 else
16 // G′ decomposes into a family of disjoint even cycles
17 M ′ := any perfect matching of G′;
18 return M ∪M ′;
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complete matching. We show the details below.

First, we identify all vertices of degree 2 in G′. Note that all applicants

have degree 2, but posts may have any degree. We only need to identify posts

of degree 2. Some of these vertices might be connected to each other, in which

case we get paths formed by these vertices. We can extend these paths, by

the doubling trick in polylog time to find maximal paths consisting of degree

2 vertices. Let the vertices of the path be (v1, v2, · · · , vk). Further, let v0 be

the vertex we would get if we extended this path from v1 side and vk+1 be the

one we would get from vk side. Note that deg(vi) = 2 for i = 1, · · · , k but not

for i = 0, k + 1.

Then, in parallel, we consider each maximal path with at least one

of v0 and vk+1 of degree 1. W.l.o.g, let v0 be the vertex of degree 1. For

each such path, we add each edge at an even distance from v0 to M (e.g.

the edge (v0, v1) is at zero distance from v0 and must be added to M) and

delete v0, · · · , vk and their incident edges. Note that v0 and vk+1 can only be

posts since all applicants have degree exactly 2. Hence, any maximal path

must have even length and vk+1 is not matched. In the case both end points

have degree 1, we only consider this path once and choose v0 or vk+1 to be

matched arbitrarily. After one round, there would be some new vertices of

degree 1 because the degree of vk+1 decreases by 1 for each maximal path that

ends at vk+1. Run the same process until there is no post that has degree

1. After removing any isolated posts, we can conclude that either there is no

applicant-complete matching, or the remaining graph is a family of disjoint
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even cycles.

4.3.2.1 Correctness

Algorithm 4 begins by repeatedly matching maximal paths (v0, v1, · · · , vk+1)

with deg(v0) = 1. After first round, no subsequent augmenting path can in-

clude any vertices vi for i = 0, 1, · · · , k since they are matched and any al-

ternating path that includes them must end at v0, which is matched and has

degree 1. So we can remove all matched vertices from consideration. The same

argument holds for subsequent rounds. Also note that the while loop always

terminates because whenever we find a post of degree 1, we match at least one

edge (v0, v1) and remove at least two vertices that are {v0, v1}.

Now we have a matching and we only need to match remaining posts

and applicants. All remaining posts have degree at least 2, while all remaining

applicants still have degree exactly 2. Now, if |P|< |A|, G′ cannot admit

an applicant-complete matching by Hall’s Marriage Theorem [26]. Otherwise,

we have that |P|≥ |A|, and by a double counting argument, we have 2|P|≤∑
p∈P deg(p) = 2|A|. Hence, it must be that |P|= |A| and every post has

degree exactly 2. G′ becomes 2-regular bipartite graph and consists of disjoint

union of even cycles. By choosing any edge e in an even-length cycle C, even

distance (resp. odd distance) from e is well-defined. Choosing all edges of even

distance yields a perfect matching in G′. Now we have an applicant-complete

matching in G′. Hence for each applicant a, M(a) ∈ {f(a), s(a)}. Then for

any f -post p that is unmatched in M , we match p with any applicant in f−1(p).
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By Theorem 4.3.1, the resulting matching is a popular matching.

4.3.2.2 Complexity

Lemma 4.3.2 proves that the while loop in Algorithm 4 runs O(log(n))

number of times.

Lemma 4.3.2. The while loop (line 4) runs O(log(n)) number of times.

Proof. For any vertex v of deg(v) ≥ 3 that is reduced to degree of 1, it must

be the end point of deg(v)− 1 maximal paths. If in round r, s.t. r > 1, there

are t vertices of degree 1 ( for some constant t), then we must have deleted

at least 2t vertices in round r − 1. After round r, we have deleted at least

(2r − 1)t vertices. Hence, it is clear that the while loop can be run at most

dlog(n)e+ 1 times since the total number of vertices is bounded by n.

Finding all maximal paths of degree 2 vertices and calculating the dis-

tance from v0 in the path can be done in polylog time. Furthermore, the while

loop runs at most a logarithmic number of times. Finding a perfect matching

in a 2-regular bipartite graph i.e. graph consisting of even-length cycles is

in NC. More generally, searching for a perfect matching in regular bipartite

graphs can be done in NC [49]. So, Algorithm 4 is in NC. The for loop in

Algorithm 3 can be done in constant time since for every f -post p, f−1(p) is

disjoint from each other.

We summarize the preceding discussion in the following theorem.
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Theorem 4.3.3. We can find a popular matching, or determine that no such

matching exists in NC.

4.3.3 Example of Popular Matchings

To illustrate Algorithm 4, we provide a detailed example. Figure 4.1

shows the preference lists for a popular matching instance I. The set of f -posts

is {p1, p4, p5, p7} and the set of s-posts is {p2, p3, p6, p8, p9}.

Figure 4.2 shows the reduced preference lists of I and reduced graph

G′.

a1 : p1 p2

a2 : p4 p2

a3 : p4 p3

a4 : p1 p3

a5 : p5 p2

a6 : p7 p6

a7 : p7 p8

a8 : p7 p9

(a) The reduced preference lists of I
with popular matching M denoted by
underlining

a8

a7

a6

a5

a4

a3

a2

a1

p9

p8

p7

p6

p5

p4

p3

p2

p1

(b) The reduced graph G′ of G

Figure 4.2: The reduced instance of I

In the while loop of Algorithm 4, pairs (a8, p9), (a6, p6) , (a7, p8), (a5, p5)

are matched. Figure 4.3 shows the reduced graph after the while loop of Al-

gorithm 4. The graph consists of only even-length cycles. Choose one perfect

matching in the reduced graph such as pairs (a1, p1), (a2, p2), (a3, p4), (a4, p3),

64



we obtain an applicant-complete matching. Note that one f -post p7 is not

matched in this applicant-complete matching. So we can promote any appli-

cant from {a6, a7, a8} to match with p7, e.g. a6 is matched to p7. The resulting

popular matchingM is {(a1, p1), (a2, p2), (a3, p4), (a4, p3), (a5, p5), (a6, p7), (a7, p8)

, (a8, p9)}.

a4

a3

a2

a1

p4

p3

p2

p1

Figure 4.3: The reduced graph after the while loop of Algorithm 4

4.4 Finding Maximum-Cardinality Popular Matching in
NC

We now consider the maximum-cardinality popular matching problem.

Let A1 be the set of all applicants a with s(a) = l(a), and let A2 = A − A1.

Our target matching must satisfy conditions (i) and (ii) of Theorem 4.3.1,

and among all such matchings, allocate the fewest A1-applicants to their last

resort. To be able to find maximum-cardinality matching in NC, we need

another characterization of popular matching problem called switching graph

[56], a directed graph which captures all the possible ways in which applicants

may form different popular matchings by switching between the two posts on

their reduced preference lists.

Given a popular matching M for an instance G = (A ∪ P , E), the

switching graph GM of M is a directed graph with a vertex for each post
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p, and a directed edge (pi, pj) for each applicant a, where pi = M(a) and

pj = OM(a). Then each edge is labelled with the applicant that it represents.

A component of GM is any maximal weakly connected subgraph of GM . An

applicant (resp. post) is said to be in a component, or path, or cycle of GM

if the edge (resp. vertex) representing it is in that component, path or cycle.

The following lemma in [56] gives some simple properties of switching graphs.

Lemma 4.4.1 ([56], Lemma 1). Let M be a popular matching for an instance

of G = (A ∪ P , E), GM be the switching graph of M . Then

(i) Each vertex in GM has outdegree at most 1.

(ii) The sink vertices of GM are those vertices corresponding to posts that are

unmatched in M , and are all s-post vertices.

(iii) Each component of GM contains either a single sink vertex or a single

cycle.

A component of a switching graph GM is called a cycle component if

it contains a cycle, and a tree component if it contains a sink vertex. Each

cycle in GM is called a switching cycle. If T is a tree component of GM with

sink vertex p, and if q is another s-post vertex in T , the unique path from q

to p is called a switching path. Note that each cycle component of GM has a

unique switching cycle, but each tree component may have zero or multiple

switching paths; to be precise it has one switching path for each s-post vertex

it contains, other than the sink vertex.
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Figure 4.4 shows the switching graph GM for popular matching M .

There are one switching cycle and two switching paths starting from p8 and

p9 respectfully.

p1 p2

p3 p4

p5

p6

p7 p8

p9

a1

a2

a3

a4

a5

a6

a7

a8

Figure 4.4: The switching graph GM for popular matching M

Lemma 4.4.1 shows that the switching graph GM is indeed a directed

pseudoforest. Next we give several NC algorithms for finding all switching

cycles and switching paths in GM .

4.4.1 Finding Cycles in Pseudoforest in NC

Definition 4.4.1. A pseudoforest is an undirected graph in which every

connected component has at most one cycle. A pseudotree is a connected

pseudoforest. A directed pseudoforest is a directed graph in which each

vertex has at most one outgoing edge, i.e., it has outdegree at most one.

A directed 1-forest (most commonly called a functional graph, sometimes

maximal directed pseudoforest) is a directed graph in which each vertex has

outdegree exactly one.

It is easy to see that every weakly connected component in a directed
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pseudoforest contains either a single sink vertex or a single cycle.

We consider the problem of finding switching cycles in GM , later we

will show that finding switching paths is as easy as finding switching cycles.

Given a directed pseudoforest GP , we want to find each unique cycle C

in each component of GP . There could not be any cycle in a component of GM

if it is a tree component. The first approach is based on transitive closure G∗P

of GP since computing the transitive closure is in NC by Theorem 4.4.2. We

compute the transitive closure G∗P and for any two vertices i and j s.t. i 6= j

in GP , if G∗P (i, j) = 1 and G∗P (j, i) = 1, then both i and j are in the unique

cycle C. Hence we can identify the cycle C by checking each pair of vertices

in parallel.

Theorem 4.4.2 ([38]). The transitive closure of a directed graph with n ver-

tices can be computed in O(log2 n) time, using O(M(n) log n) operations on a

CREW PRAM, where M(n) is the best known sequential bound for multiplying

two n× n matrices over a ring.

We also give NC algorithms in the setting of undirected graph in which

transitive closure does not help. Given an undirected pseudoforest GP , denote

the incidence matrix of GP as IGP
. Let cc(G) be the number of connected

components in G. The basic idea is that we remove any one edge e from GP , if

e ∈ C s.t. C is the unique cycle in GP , then cc(GP−{e}) = cc(GP ); otherwise,

cc(GP − {e}) = cc(GP ) + 1. There is a direct connection between the rank of

incidence matrix I of G and the number of connected component cc(G) in G.
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Lemma 4.4.3. If G is an undirected graph with k connected components, then

the rank of its incidence matrix IG is n− k.

So we can compute the rank of IGP
and for each e in GP , compute the

rank of IGP−{e} in parallel. There are at most |V | edges in GP .

Theorem 4.4.4 ([57]). The rank of a n×n matrix over an arbitrary field can

be computed in O(log2 n) time, using a polynomial number of processors.

We can also compute the number of connected component of GP di-

rectly by finding all connected components in GP .

Theorem 4.4.5 ([10]). The connected components of a graph with n vertices

and m edges can be computed in O(log n) time, using O((m+n)α(m,n)/log n)

operations on an ARBITRARY CRCW PRAM, where α(m,n) is the inverse

Ackermann function.

For any tree component T , there might be zero or multiple switching

paths. For each s-post p, we make a copy of T and add one directed edge from

the sink vertex to p and then find the unique cycle in the new graph, which

yields one switching path in T .

4.4.2 Algorithmic Results

Now we are ready to give an NC algorithm to find a maximum-cardinality

popular matching.
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Algorithm 5: Maximum-Cardinality Popular Matching

1 Input: Reduced graph G′ = (A ∪ P , E ′) and a popular matching
M .

2 Output: A maximum-cardinality popular matching M ′.
3 GM := switching graph of M and G′.
4 Find all weakly connected components of GM ;
5 for each cycle component (resp. tree component) in parallel do
6 Find the unique switching cycle (resp. each switching path);
7 for each switching cycle (resp. switching path) in parallel do
8 Compute the margin of applying this switching cycle(resp.

switching path);
9 for each cycle component (resp. tree component) in parallel do

10 if the margin ∆ of switching cycle (resp. the largest margin of
switching paths) is positive

11 Apply this switching cycle (resp. switching path) to M ;
12 // The resulting matching M ′ after applying such switching cycles

and switching paths is the maximum-cardinality matching.
13 return M ′;
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Given the reduced graph G′ and a popular matching M , we construct

the switching graph GM . After that, we identify the unique switching cycle

or each switching path in GM . Then we increase the size of popular matching

locally according to the margin ∆ of each component.

For each switching cycle C (resp. switching path P ), we define the

margin ∆ in Definition 4.4.2 as the difference of the number of last resort

posts after applying C (resp. P ) to M . For each applicant a, the margin ∆

increases by 1 if a promotes from l(a) to f(a) or decreases by 1 if a demotes

from f(a) to l(a), otherwise no change is made. The following theorem gives

a one-to-one correspondence between a popular matching and a unique subset

of the cycle components and the tree components of GM , which is crucial to

our algorithm for maximum-cardinality popular matching.

Definition 4.4.2. Let ∆ be the margin of applying a switching cycle C (resp.

switching path P ) to M , i.e.

∆ =
∑

a∈C(resp.P ) 1M ·C(a) − 1M(a)

where 1p is an indicator function of posts

s.t. 1p :=

1 if p is not l-post

0 if p is l-post

The following theorem is crucial for the correctness of Algorithm 5.

Theorem 4.4.6 ([56], Corollary 1). Let G = (A ∪ P , E) be an instance, and

let M be an arbitrary popular matching for G with switching graph GM . Let

the tree components of GM be T1, T2, · · · , Tk, and the cycle components of GM
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be C1, C2, · · · , Cl. Then the set of popular matchings for G consists of exactly

those matchings obtained by applying at most one switching path in Ti for each

i(1 ≤ i ≤ k) and by either applying or not applying the switching cycle in Ci

for each i(1 ≤ i ≤ l).

4.4.3 Correctness

Any popular matching can be obtained from M by applying at most

one switching cycle or switching path per component of the switching graph

GM . For any tree component T , we apply the switching path in T with the

largest positive margin. Similarly, for any cycle component C, we apply the

switching cycle in C with positive margin. Then, we get the largest possible

total margin, which in turn implies the largest possible number of l-posts

we removed from M . Hence, we obtain the maximum-cardinality popular

matching. For any other popular matching obtained by applying difference

subset of switching paths or switching cycles, it will have strictly less total

margin than the maximum-cardinality popular matching.

4.4.4 Complexity

It is clear that the switching graph GM can be constructed from G′

and M in constant time in parallel. All weakly connected components of GM

can also be found in polylog time by Theorem 4.4.5. Moreover, in Section

4.4.1, we showed that all switching cycles and switching paths can be found

in polylog time. Each switching cycle and switching path can be applied to
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matching M easily in parallel since they are vertex-disjoint in GM . So, overall

the complexity of Algorithm 5 is O(log2 n).

We summarize the preceding discussion in the following theorem.

Theorem 4.4.7. We can find a maximum-cardinality popular matching, or

determine that no such matching exists in NC.

4.4.5 Optimal Popular Matchings

It is natural to extend the popular matching problem to a weighted

version of the popular matching problem. If a weight w(ai, pj) is defined for

each applicant-post pair with pj acceptable to ai, then the weight w(M) of a

popular matching M is
∑

(ai,pj)∈M w(ai, pj). A popular matching is optimal

if it is a maximum or minimum weight popular matching. It turns out that

maximum-cardinality popular matching is a special case of maximum weight

popular matching if we assign a weight of 0 to each pair involving a last resort

post and a weight of 1 to all other pairs.

Kavitha et al. [41] considered other optimality criteria, in terms of the

so called profile of the matching. For a popular matching instance with n1

applicants and n2 posts, we define the profile ρ(M) of M to be the (n2 + 1)

tuple (x1, x2, · · · , xn2+1) such that for each i, 1 ≤ i ≤ n2 + 1, xi is the number

of applicants who are matched with their ith ranked post. An applicant who

is matched to his/her last resort post is considered to be matched to his/her

(n2 + 1)th ranked post, regardless of the length of his/her preference list.
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Suppose that ρ = (x1, x2, · · · , xn2+1) and ρ′ = (y1, y2, · · · , yn2+1). We

use �R denote the lexicographic order on profiles: ρ �R ρ′ if xi = yi for

1 ≤ i < k and xk > yk, for some k. Similarly, we use ≺F to denote the

lexicographic order on profiles: ρ ≺F ρ′ if xi = yi for k < i ≤ n2 + 1 and

xk < yk, for some k.

A rank-maximal popular matching is a popular matching whose profile

is maximal with respect to �R. A fair popular matching is a popular matching

whose profile is minimal with respect to ≺F . Note that a fair popular matching

is always a maximum-cardinality popular matching since the number of last

resort posts is minimized. It is easy to check these two problems are equivalent

to the optimal popular matching problem with suitable weight assignments as

follows.

• Rank-maximal popular matching: assign a weight of 0 to each pair in-

volving a last resort post and a weight of nn2−k+1
1 to each pair (ai, pj)

where pj is kth ranked post of ai, and find a maximum weight popular

matching.

• Fair popular matching: assign a weight of nk1 to each pair (ai, pj) where

pj is the kth ranked post of ai, and find a minimum weight popular

matching.

Now we are ready to give an NC algorithm for the optimal popular

matching problem. Given a popular matching instance and a particular weight

assignment, let M be a popular matching, and Mopt be an optimal popular
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matching (maximum or minimum weight, depends on the context). By Theo-

rem 4.4.6, Mopt can be obtained from M by applying a choice of at most one

switching cycle or switching path per component of the switching graph GM .

Similar to Algorithm 5, the algorithm for computing Mopt will compute an

arbitrary popular matching M , and make an appropriate choice of switching

cycles and switching paths to apply in order to obtain an optimal popular

matching. The only difference is the margin calculation. In order to decide to

apply a switching cycle C or not, we need to compare
∑

a∈C w(a,M(a)) with∑
a∈C w(a,M · C(a)). In the case of maximum-cardinality popular matching,

the weight assignment is either 0 or 1. While in rank-maximal popular match-

ing and fair popular matching, w is bounded by nn2+1
1 , which has Õ(n) bits.

So
∑

a∈C w(a,M(a)) can be computed in NC.

4.5 Preference Lists with Ties

In this section, we consider the popular matching problem such that

preference lists are not strictly ordered, but contain ties. Without the as-

sumption of strictly ordered preference lists, we show that the popular match-

ing problem is at least as hard as the maximum-cardinality bipartite match-

ing problem by showing that maximum-cardinality bipartite matching is NC-

reducible to popular matching. Note that whether bipartite perfect matching

is in NC is still open [17].

Now we show the following NC reduction.
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Theorem 4.5.1. Maximum-cardinality Bipartite Matching ≤NC Popular Match-

ing.

Proof. Suppose we have access to a black box that can solve Popular Match-

ing in NC. Consider an arbitrary instance of Maximum-cardinality Bipartite

Matching, specified by a graph G = (A ∪ B, E). We construct our Pop-

ular Matching instance by giving all edges rank 1, i.e. each applicant has

the same preference over all acceptable posts. For convenience, we also use

G = (A ∪ B, E) as our instance of Popular Matching. We do not add last re-

sort posts at all. Lemma 4.5.2 and Lemma 4.5.3 show that popular matching

always exists in G and any popular matching M is also a maximum-cardinality

matching in G.

Lemma 4.5.2. Let M be a popular matching in G. Then M is also a maximum-

cardinality matching in G.

Proof. Suppose for a contradiction that M is not a maximum matching of

G. Then M admits an augmenting path Q with respect to G. Since each

edge in G has rank 1, after applying augmenting path Q to M , we obtain a

matching M ′ that is more popular than M because M ′ has exactly one more

edge matched than M and all rest of applicants do not have preference over

M and M ′.

We know from Section 4.3 that popular matching may not exist in an

arbitrary popular matching instance. We show that given the construction

that each edge in G has rank 1, popular matching always exists.
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Lemma 4.5.3. Let M be a maximum-cardinality matching in G. Then M is

also a popular matching in G.

Proof. Consider any other matching M ′ in G. We only care about the symmet-

ric difference M∆M ′ since the rest of edges do not have preference over M and

M ′. Since all edges have rank 1, then |P (M ′,M)|−|P (M,M ′)|= |M ′|−|M |≤ 0.

Hence, no matching is more popular than M .

We conjecture that the following reduction is also true.

Conjecture 4.5.4. Popular Matching ≤NC Maximum-cardinality Bipartite

Matching.

4.6 Finding “next” Stable Matching in NC

In this section, we consider the problem of finding the “next” stable

matching. Irving and Gusfield’s book [25] mentioned that even if it is not

possible to find the first stable matching fast in parallel, perhaps, after suf-

ficient preprocessing, the stable matchings could be enumerated in parallel,

with small parallel time per matching. Our results partially answer this ques-

tion, given a stable matching, we can enumerate the “next” stable matching in

the stable matching lattice in polylog time. This result can be regarded as an

application of the techniques used in 4.4, that is to find cycles in pseudoforest

in NC. The main result is given by Theorem 4.6.2.

We give some useful definitions in the next section.
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4.6.1 The Stable Marriage Problem

We first give some basic results of the stable marriage problem. Defi-

nitions of the stable marriage problem is given in Chapter 1.

Definition 4.6.1 (Partial Order M). For a given stable marriage instance,

stable matching M is said to dominate stable matching M ′, written M �M ′,

if every man either prefers M to M ′ or is indifferent between them. We use

the term strictly dominate, written M ≺ M ′, if M � M ′ and M 6= M ′. We

use the symbol M to represent the set of all stable matchings for a stable

marriage instance. Then the set M is a partial order under the dominance

relation, denoted by (M,�).

It is well-known that the partial order (M,�) forms a distributive

lattice. Hence, the unique minimal element inM with respect to �, i.e. man-

optimal stable matching (denoted by M0), as well the unique maximal element,

i.e. woman-optimal stable matching (denoted by Mz) is well-defined.

Definition 4.6.2 (Rotation). Let k ≥ 2. A rotation ρ is an ordered list of

pairs

ρ = ((m0, w0), (m1, w1), · · · , (mk−1, wk−1))

that are matched in some stable matching M with the property that for every

i such that 0 ≤ i ≤ k − 1, woman wi+1 (where i+ 1 is taken modulo k) is the

highest ranked woman on mi’s preference list satisfying:

(i) man mi prefers wi to wi+1, and
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(ii) woman wi+1 prefers mi to mi+1.

In this case, we say ρ is exposed in M .

Definition 4.6.3 (Elimination of a Rotation). Let ρ = ((m0, w0)

, (m1, w1), · · · , (mk−1, wk−1)) be a rotation exposed in a stable matching M .

The rotation ρ is eliminated from M by matching mi to w(i+1) mod k for all

0 ≤ i ≤ k − 1, leaving all other pairs in M unchanged, i.e. matching M is

replaced by matching M ′, where

M ′ := M\ρ ∪ {(m0, w1), (m1, w2), · · · , (mk−1, w0)}.

Note that the resulting matching M ′ is also stable.

Lemma 4.6.1 ([25], Theorem 2.5.1). If ρ is exposed in M , then M immedi-

ately dominates M\ρ, i.e. there is no stable matching M ′ such that M ≺ M ′

and M ′ ≺M\ρ.

Theorem 4.6.2. Given a stable matching M , there is an NC algorithm that

outputs stable matching M\ρ for each rotation ρ exposed in M or determines

M is the woman-optimal matching.

4.6.2 Algorithmic Results

We describe an NC algorithm to find the “next” stable matching in this

section.

Let M be a stable matching. For any man m, let sM(m) denote the

highest ranked woman on m’s preference list such that w prefers m to pM(w).
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Algorithm 6: “next” Stable Matching

1 Input: Stable matching M and preference lists mp and wp.
2 Output: M\ρ or determine M is the woman-optimal matching.
3 Compute ranking matrices mr and wr; // constant steps
4 Compute reduced preference lists mp′ and wp′; // logarithmic

number of steps
5 Construct HM from mp′;
6 if HM is not empty then
7 Find all simple cycles(rotations) in HM ;
8 for each rotation ρ in HM in parallel do
9 return M\ρ;

10 else
11 return M is the woman-optimal matching;

Let nextM(m) denote woman sM(m)’s partner in M . Note that since M is

stable, m prefers pM(m) to sM(m).

Now let m be any man who has different partners in M and Mz and

let w be m’s partner in Mz. Since Mz is woman-optimal, m prefers pM(m)

to w and w prefers m to pM(w). Hence, sM(m) exists. If sM(m) exists and

m′ = nextM(m), then sM(m′) exists as well. Otherwise, m′ and sM(m) are

partners in Mz, so m prefers sM(m) to his partner w in Mz and sM(m) prefers

m to her partner m′ in Mz, contradicting the stability of Mz. Denote D the

set of man who has different partners in M and Mz, then for any man m ∈ D,

nextM(m) ∈ D. Later we will show that the algorithm does need to know Mz.

Similar to the switching graph of popular matching, we define the

switching graph of stable matching M as a directed graph HM with a ver-

tex for each man in D and a directed edge from the vertex for m to the vertex
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for nextM(m), which is also in HM . Some simple properties of switching graph

HM are shown in the following lemma.

Lemma 4.6.3. Let M be a stable matching other than the woman-optimal

matching Mz, let HM be the switching graph of M , then

(i) Each vertex in HM has outdegree exactly one.

(ii) Each component of HM contains a single simple cycle.

Proof. (i) is direct from the definition of a switching graph. (ii) No vertex

points to itself, so there is no self loop in HM . If there is no cycle in one

component, then there exists at least one sink vertex (consider the topological

sort of HM), contradicting (i). If there are two cycles in one component,

consider any path that connects these two cycles. There must be a vertex

with at least two outgoing edges again contradicting (i).

From Definition 4.6.2, it is easy to see that any such simple cycle defines

the men in a rotation exposed in M , in the order that they appear in the

rotation. On the other hand, based on the uniqueness of nextM(m) for each

m ∈ D, if m belongs to some rotation ρ, e.g. m = mi, then mi+1 is uniquely

determined, that is nextM(m). Hence the men in ρ must be a simple cycle in

HM .

We know from Section 4.4.1 that every cycle in HM can be found in

NC. It is obvious that the elimination of a rotation can be done in one parallel

step. Thus, we are left to show that HM can be constructed in NC.
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Let us assume that a stable marriage instance is described by the sets

of preference lists, represented as matrices mp and wp defined by

• mp[m, i] = w if woman w is ranked of i in m’s preference list

• wp[w, i] = m if man m is ranked of i in w’s preference list

We also define the ranking matrices mr and wr as below

• mr[m,w] = i if woman w is ranked of i in m’s preference list

• wr[w,m] = i if man m is ranked of i in w’s preference list

We need to identify sM(m) and nextM(m) for each man m. Suppose

for each woman w we delete all pairs (m′, w) such that w prefers pM(w) to m′.

In the resulting preference lists, which we call reduced lists, pM(w) is the last

entry in w’s list, and pM(m) is the first entry in m’s list for if any woman w′

remains above pM(m), then (m,w′) blocks M . Moreover, sM(m) is the second

entry in m’s list if exists, for by definition, it is the highest ranked woman w

on m’s list such that w prefers m to pM(w). nextM(m) is simply the partner

in M of woman sM(m).

From the algorithmic aspect, for each entry (m,w) to be deleted in

parallel, we call the ranking matrix mr to obtain woman w’s rank on m’s list.

Then call the preference matrix mp and use soft-deletion, i.e. mark the entry

mp[m,mr[m,w]] zero. After each entry is soft-deleted, we can compress the

preference list using parallel prefix sum technique. The resulting preference
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lists are reduced lists. Now we obtain all pairs (m,nextM(m)) and it is easy

to construct HM .

4.6.3 Example of Stable Matchings

Figure 4.5 is an example of a stable marriage instance. The reader can

verify that the matching M denoted by underlining is stable.

m1 : w5 w7 w1 w2 w6 w8 w4 w3

m2 : w2 w3 w7 w5 w4 w1 w8 w6

m3 : w8 w5 w1 w4 w6 w2 w3 w7

m4 : w3 w2 w7 w4 w1 w6 w8 w5

m5 : w7 w2 w5 w1 w3 w6 w8 w4

m6 : w1 w6 w7 w5 w8 w4 w2 w3

m7 : w2 w5 w7 w6 w3 w4 w8 w1

m8 : w3 w8 w4 w5 w7 w2 w6 w1

(a) Men’s preferences

w1 : m5 m3 m7 m6 m1 m2 m8 m4

w2 : m8 m6 m3 m5 m7 m2 m1 m4

w3 : m1 m5 m6 m2 m4 m8 m7 m3

w4 : m8 m7 m3 m2 m4 m1 m5 m6

w5 : m6 m4 m7 m3 m8 m1 m2 m5

w6 : m2 m8 m5 m3 m4 m6 m7 m1

w7 : m7 m5 m2 m1 m8 m6 m4 m3

w8 : m7 m4 m1 m5 m2 m3 m6 m8

(b) Women’s preferences

Figure 4.5: The stable marriage instance of size 8 and the stable matching M
denoted by underlining

Figure 4.6 shows the reduced lists of the men for the stable matching

M . The second column corresponds to sM(m) for each m.

Finally we give the switching graph HM for the stable matching M in

Figure 4.7.

4.7 Conclusion and Open Problems

In this chapter, we established that the popular matching problem with-

out ties is in NC. The notion of pseudoforest may have other applications for
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m1 : w8 w3

m2 : w3 w6

m3 : w5 w1 w6 w2

m4 : w6 w8 w5

m5 : w7 w2 w1 w3 w6

m6 : w1 w5 w2 w3

m7 : w2 w5 w7 w8 w1

m8 : w4 w2 w6

Figure 4.6: The reduced lists of the men for the stable matching M

m1

m2 m3

m4

m5

m6

m7

m8

Figure 4.7: The switching graph HM

designing parallel algorithms.

We showed that maximum-cardinality bipartite matching is NC-reducible

to popular matching. One open problem is Conjecture 4.5.4. If it is true, then

it means these two problems are NC-equivalent. The other open problem is

establishing the NC reduction among several other matching problems in pref-

erence systems such as Pareto-optimal matching and rank-maximal matching.

To find an NC algorithm for the stable matching problem seems hard
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given that the stable matching problem is CC-complete. It may be easier to

give an RNC algorithm for the stable matching problem. It is also interesting

to study some other variants of the stable matching problem, e.g. stable

matching instance with bounded-length preference lists, etc.

We initialize some works in the following:

4.7.1 Reduction to stable matching instance with bounded-degree

Assume that we are given a bipartite preference system P = (V,E,<v),

i.e. a bipartite graph (V,E) and a set of strict total order <v for vertices v ∈ V .

For each vertex v ∈ V , we denote by E(v) the set of edges that are incident

to v. We also define that deg(P ) := maxv∈V |E(v)|.

We construct a new preference system Q = (W,F,≺v) from P such

that deg(Q) ≤ 3 (See Figure 4.8). For each vertex v ∈ V , we make 2|E(v)|−1

copies and partition into two groups {vi|i ∈ {1, 2, · · · , |E(v)|}} and {v∗i |i ∈

{1, 2, · · · , |E(v)|−1}}. For each vertex v ∈ V and each edge e ∈ E(v), we

define the rank of e in v as rankv(e) = 1 + |{f ∈ E(v)|f <v e}|. For each edge

e = (u, v) ∈ E, we define e∗ = (uranku(e), vrankv(e)) and the set of these edges

as E∗. Notice that E and E∗ is a one-to-one mapping. We also include the

set of edges (vi, v
∗
i ) and (v∗i , vi+1) for each i ∈ {1, 2, · · · , |E(v)|−1}.

Next, we define the strict total order ≺v for each v ∈ W . For each

vertex v in V and each integer i in {1, 2, · · · , |E(v)|}, we denote by e∗vi the

unique edge e in E∗ that is incident to vi. We define the strict total order of

vertex vi ∈ W for each v ∈ V and each integer i ∈ {1, 2, · · · , |E(v)|} as follows:
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v

e1

e2

e3
e4

(a)

v∗1

v1

e∗v1

v∗2

v2

e∗v2

v∗3

v3

e∗v3

v4

e∗v4

(b)

Figure 4.8: (a) A vertex v and the edges contains v. We assume that e1 <v

e2 <v e3 <v e4. (b) for each integer i in {1, 2, 3, 4}, we have e∗vi = e∗i .

e∗v1 ≺v1 (v1, v
∗
1)

(v∗i−1, vi) ≺vi e∗vi ≺vi (vi, v
∗
i ) for 2 ≤ i ≤ |E(v)|−1

(v∗|E(v)|−1, v|E(v)|) ≺v|E(v)| e
∗
v|E(v)|

Then for each v in V and each integer i in {1, 2, · · · , |E(v)|−1}, we

define that (vi, v
∗
i ) ≺v∗i (v∗i , vi+1).

We prove that we can construct a stable matching in P from a stable

matching in Q. Suppose that we are given a stable matching M∗ in Q.

Lemma 4.7.1. For each vertex v in V and each integer i in {1, 2, · · · , |E(v)|−1},

v∗i is matched in M∗.

Proof. Suppose that v∗i is unmatched, then vi+1 must be matched in M∗.

Otherwise we can add (v∗i , vi+1) into M∗. However, v∗i is the best choice of

vi+1, i.e. rankvi+1
((v∗i , vi+1)) = 1. Hence, (v∗i , vi+1) blocks M∗.
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Proposition 4.7.2. For each vertex v in V and each integer i in {1, 2, · · · , |E(v)|},

exactly one of vi is either unmatched in M∗ or matched in e∗vi.

Proof. Obvious by Lemma 4.7.1.

Given a stable matching M∗ in Q, if the edge (vi, uj) is in M∗ for some

vertices v, u in V and some integers i, j, then we include the edge (v, u) into

M . We need to prove that M is a stable matching in P .

Lemma 4.7.3. The set of edges M in P is a matching.

Proof. Suppose that M is not a matching, then there exists a vertex v in V

such that v has two neighbors u and w in M . Thus there exists integers i and

j, such that vi matches to e∗vi and vj matches to e∗vj in M∗, which contradicts

with Proposition 4.7.2.

Lemma 4.7.4. If e∗ = (vi, uj) for some vertices v, u and integers i, j is un-

matched in M∗ and vi is matched to v∗i−1, then there exists vk, k < i, such that

e∗vk is in M∗.

Proof. We prove by induction. Base case: v2 is matched with v∗1. If e∗v1 is

unmatched in M∗, then v1 is unmatched. But (v1, v
∗
1) is a blocking pair. If

vi+1 is matched to v∗i , we have 3 cases. Case 1: vi is unmatched, then (vi, v
∗
i )

is a blocking pair; Case 2: e∗vi is matched, we have the required edge e∗vi in

M∗ and i < i + 1; Case 3: (vi, v
∗
i−1) is matched, by induction, we have if vi is

matched to v∗i−1, then there exists vk, k < i, such that e∗vk is in M∗.
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Lemma 4.7.5. The set of edges M is a stable matching.

Proof. M is a matching by Lemma 4.7.3. Next we prove that there is no

blocking pair in M . This is equivalent to say for any edge e = (v, u) in E\M ,

at least one of v and u, w.l.o.g, let it be v, such that v is matched in M and

(v,M(v)) <v (v, u).

We know that M∗ is a stable matching in P . For each unmatched

edge e in E, there is a corresponding unmatched edge e∗ in F . Since M∗ is

stable, there must exist some vertex vi ∈ e∗ for some v in V and integer i

such that vi is matched in M∗ and (vi,M
∗(vi)) ≺vi e∗. Since we know that

(v∗i−1, vi) ≺vi e∗vi ≺vi (vi, v
∗
i ), then M∗(vi) = v∗i−1. By lemma 4.7.4, we know

that there exists vk, k < i, such that e∗vk is in M∗. Hence v is matched in M

and (M(v), v) <v e.

We proved that given a stable matching in Q such that Q has degree

at most 3, we can recover a stable matching in P from Q. It is natural to ask

that if it is possible to recover an almost stable matching in P given an almost

stable matching in Q. There is no consensus in the literature on precisely

how to measure almost-stability, but typically almost-stability requires that

a matching induces relatively few blocking pairs. Ostrovsky and Rosenbaum

[60] gives a deterministic distributed algorithm which finds an almost stable

matching in O(log5 n) communication rounds for arbitrary preferences. The

running time can be improved to O(1) rounds for “almost regular” preferences.
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It would be interesting to consider the almost stable matching problem such

that the degree of the preference lists is at most 3 in a distributed manner.
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Chapter 5

Minimal Envy Matchings in the

Hospitals/Residents Problem with Lower

Quotas

5.1 Introduction

In the Hospitals/Residents problem, every hospital has an upper quota

that limits the number of residents assigned to it. While, in some applications,

each hospital also has a lower quota for the number of residents it receives. This

extension of the HR problem is referred to as the Hospitals/Residents problem

with Lower Quotas (HRLQ, for short) in the literature. However, the existence

of a stable matching is not always true for a given HRLQ instance. This can

be easily observed by the well-known Rural Hospitals theorem [21, 66, 67]

stating that each hospital is assigned the same number of residents in any

stable matching for a given HR instance.

Since there might be no stable matching given a HRLQ instance, one

natural approach is to weaken the requirement of stability. Envy-freeness is

a relaxation of stability that allows blocking pairs involving a resident and

an empty position of a hospital. Structural results of envy-free matchings

were investigated in [79] showing that the set of envy-free matchings forms a

lattice. Envy-free matchings with lower quotas has recently been studied in
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[80]. Fragiadalis et al. [19] studies envy-free matchings called fairness in their

paper when the preference lists are complete and the sum of lower quotas of

all hospitals does not exceed the number of residents. In this restricted set-

ting, envy-free matching always exists and they gave a linear-time algorithm

called extended-seat deferred acceptance (ESDA) to find an envy-free match-

ing. However, if preference lists are not complete, envy-free matching may not

exist. Yokoi [80] provided a characterization of envy-free matchings in HRLQ,

connecting them to stable matchings in a modified HR instance so that the ex-

istence of envy-free matching can be decided by running DA on this modified

HR instance.

Given a HRLQ instance, we know that stable matchings or envy-free

matchings might not exist. Hamada et al. [27] considered the problem of min-

imizing the number of blocking pairs among all feasible matchings (feasible

matching means a matching satisfies both lower and upper quotas of each hos-

pital). They showed hardness of approximation of the problem and provided

an exponential-time exact algorithm.

In this chapter, we consider the problem of minimizing envy (defined

later) among all feasible matchings given a HRLQ instance. Given a feasible

matching, the envy among all residents can be measured by the number of

envy-pairs or the number of residents involved in any envy-pair.

We show that for both measurements, the problem is NP-hard. We also

provide an exponential-time algorithm to find a feasible matching minimizing

the number of envy-pairs.
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The results presented in this chapter are joint work with Vijay Garg

and published in [30].

5.1.1 Related Work

Popular matching is another relaxation of stability which preserves

“global” stability in the sense that no majority of residents wish to alter into

another feasible matching. Popular matching always exists. Nasre and Nimb-

horkar [59] proposed an efficient algorithm to compute a maximum cardinality

matching that is popular amongst all the feasible matchings in an HRLQ in-

stance. When there exists a stable matching given a HRLQ instance, it is

known that every stable matching is popular.

5.2 Preliminaries

An instance I = (G,�) of the Hospitals/Residents Problem with Lower

Quotas (HRLQ for short) consists of a bipartite graph G = (R∪H,E), where

R is a set of residents and H is a set of hospitals, and an edge (r, h) ∈ E

denotes that r and h are mutually acceptable, and a preference system � such

that every vertex (resident and hospital) in G ranks its neighbors in a strict

order, referred to as the preference list of the vertex. If a vertex a prefers its

neighbor b1 over b2, we denote it by b1 �a b2. Each hospital h has a lower

quota lh and an upper quota uh (0 ≤ lh ≤ uh). Sometimes we write [lh, uh] to

denote the lower and upper quota for a hospital h.

A matching M ⊆ E in G is an assignment of residents to hospitals such

92



that each resident is matched to at most one hospital, and every hospital h

is matched to at most uh residents. Let M(r) denote the hospital that r is

matched in M . If r is unmatched in M , we let M(r) = ∅. For any neighbor h

of r, we have h �r ∅ since we assume that any resident prefers to be matched

over to be unmatched. We say that a hospital h is under-subscribed in M

if |M(h)| < uh, h is fully-subscribed if |M(h)| = uh, h is over-subscribed if

|M(h)| > uh and h is deficient if |M(h)| < lh. A matching M is feasible in a

HRLQ instance if no hospital is deficient or over-subscribed in M . The HRLQ

problem is to match residents to hospitals under some optimality condition

such that the matching is feasible. Envy-freeness is defined as follows.

Definition 5.2.1. Given a matching M , a resident-hospital pair (r, h) is an

envy-pair if h �r M(r) and r �h r′ for some r′ ∈M(h).

Definition 5.2.2. Given a matching M , a resident r has justified envy toward

r′ who is matched to hospital h if h �r M(r) and r �h r′.

Definition 5.2.3. A matching M is envy-free if there is no envy-pair in M .

Equivalently, a matching M is envy-free if no resident has justified envy toward

other residents in M .

In case that envy-free matchings may not exist in a given HRLQ in-

stance. We define two other problems that minimize envy in terms of envy-

pairs and envy-residents.

Minimum-Envy-Pair Hospitals/Residents Problem with Lower

Quotas (Min-EP HRLQ for short) is the problem of finding a feasible match-
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ing with the minimum number of envy-pairs. 0-1 Min-EP HRLQ is the re-

striction of Min-EP HRLQ where a quota of each hospital is either [0, 1] or

[1, 1].

Definition 5.2.4. Given a matching M , a resident r is an envy-resident if

there exists h such that (r, h) ∈ E is an envy-pair in M .

Minimum-Envy-Resident Hospitals/Residents Problem with

Lower Quotas (Min-ER HRLQ for short) is the problem of finding a feasible

matching with minimum number of envy-residents. 0-1 Min-ER HRLQ is

defined similarly.

We assume without loss of generality that the number of residents is at

least the sum of the lower quotas of all hospitals, since otherwise there is no

feasible matching. In other papers, they impose the Complete List restriction

(CL-restriction for short). There always exists envy-free matchings in CL-

restriction instances, and a maximum-size one can be found in polynomial

time [19, 45].

5.3 Minimum-Envy-Pair HRLQ

In this section, we consider the problem of minimizing the number of

envy-pairs in HRLQ. We prove a NP-hardness result for 0-1 Min-EP HRLQ

in the following theorem.

Theorem 5.3.1. 0-1 Min-EP HRLQ is NP-hard.
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Proof. We give a polynomial-time reduction from the well-known NP-complete

problem Vertex Cover. Below is the definition of the decision version of the

Vertex Cover problem. Given a graph G = (V,E) and a positive integer

K ≤ |V |, we are asked if there is a subset C ⊆ V such that |C| ≤ K, which

contains at least one endpoint of each edge of G.

Reduction: Given a graph G = (V,E) and a positive integer K, which

is an instance of the Vertex Cover problem, we construct an instance I of 0-1

Min-EP HRLQ. Define n = |V |, m = |E| and l = n2 + 1. The set of residents

is R = C ∪ F ∪ S and the set of hospitals is H = V ∪ T . Each set is defined

as follows:

C = {ci | 1 ≤ i ≤ K}

F = {fi | 1 ≤ i ≤ n−K}

Si,j = {si,j0,a | 1 ≤ a ≤ l} ∪ {si,j1,a | 1 ≤ a ≤ l} ((vi, vj) ∈ E, i < j)

S =
⋃

Si,j

V = {vi | 1 ≤ i ≤ n}

T i,j = {ti,j0,a | 1 ≤ a ≤ l} ∪ {ti,j1,a | 1 ≤ a ≤ l} ((vi, vj) ∈ E, i < j)

T =
⋃

T i,j

Each hospital in H = V ∪ T has a quota [1, 1]. Note that |C|+|F |=

|V |= n and |S|= |T |= 2ml. Thus |H|+|R|= 2n+ 4ml, which is polynomial in

n and m.
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Next, we construct the preference lists of I. The preference lists of

residents is shown as follows:

ci : [[V ]] (1 ≤ i ≤ K)

fi : [[V ]] (1 ≤ i ≤ n−K)

si,j0,1 : ti,j0,1 vi ti,j1,1 ((vi, vj) ∈ E, i < j)

si,j0,2 : ti,j0,2 vi ti,j0,3 ((vi, vj) ∈ E, i < j)

...

si,j0,l−1 : ti,j0,l−1 vi ti,j0,l ((vi, vj) ∈ E, i < j)

si,j0,l : ti,j0,l vi ti,j0,1 ((vi, vj) ∈ E, i < j)

si,j1,1 : ti,j0,2 vj ti,j1,2 ((vi, vj) ∈ E, i < j)

si,j1,2 : ti,j1,2 vj ti,j1,3 ((vi, vj) ∈ E, i < j)

...

si,j1,l−1 : ti,j1,l−1 vj ti,j1,l ((vi, vj) ∈ E, i < j)

si,j1,l : ti,j1,l vj ti,j1,1 ((vi, vj) ∈ E, i < j)

, where [[V ]] denotes a fixed order of elements in V in an increasing order of

indices.
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The preference lists of hospitals is shown as follows:

vi : [[C]] [[Si]] [[F ]] (1 ≤ i ≤ n)

ti,j0,1 : si,j0,1 si,j0,l ((vi, vj) ∈ E, i < j)

ti,j0,2 : si,j1,1 si,j0,2 ((vi, vj) ∈ E, i < j)

...

ti,j0,l−1 : si,j0,l−2 si,j0,l−1 ((vi, vj) ∈ E, i < j)

ti,j0,l : si,j0,l−1 si,j0,l ((vi, vj) ∈ E, i < j)

ti,j1,1 : si,j0,1 si,j1,l ((vi, vj) ∈ E, i < j)

ti,j1,2 : si,j1,1 si,j1,2 ((vi, vj) ∈ E, i < j)

...

ti,j1,l−1 : si,j1,l−2 si,j1,l−1 ((vi, vj) ∈ E, i < j)

ti,j1,l : si,j1,l−1 si,j1,l ((vi, vj) ∈ E, i < j)

, where [[C]] and [[F ]] are as before a fixed order of all the residents in C and

F , respectively, in an increasing order of indices, [[Si]] is an arbitrary order of

all the residents in S that are acceptable to vi as determined by the preference

lists of residents.

Since each hospital in V ∪ T has a quota [1, 1], any feasible matching

must be a perfect matching in I. Further, the subgraph between C ∪ F and

V is a complete graph and there is no edge between C ∪ F and T in I. Thus,

any feasible matching must include a perfect matching between C ∪F and V .

For each edge (vi, vj) ∈ E (i < j), there are the set of residents Si,j
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and the set of hospitals T i,j. We call this pair of sets a gi,j-gadget, and write

it as gi,j = (Si,j, T i,j). For each gadget gi,j, let us define two perfect matchings

between Si,j and T i,j as follows:

M i,j
0 = {(si,j0,1, t

i,j
0,1), (s

i,j
0,2, t

i,j
0,2), · · · , (s

i,j
0,l−1, t

i,j
0,l−1), (s

i,j
0,l, t

i,j
0,l),

(si,j1,1, t
i,j
1,2), (s

i,j
1,2, t

i,j
1,3), · · · , (s

i,j
1,l−1, t

i,j
1,l), (s

i,j
1,l, t

i,j
1,1)}, and

M i,j
1 = {(si,j0,1, t

i,j
1,1), (s

i,j
0,2, t

i,j
0,3), · · · , (s

i,j
0,l−1, t

i,j
0,l), (s

i,j
0,l, t

i,j
0,1),

(si,j1,1, t
i,j
0,2), (s

i,j
1,2, t

i,j
1,2), · · · , (s

i,j
1,l−1, t

i,j
1,l−1), (s

i,j
1,l, t

i,j
1,l)}

Figure 5.1 shows M i,j
0 and M i,j

1 on preference lists of Si,j.

si,j0,1 : ti,j0,1 vi ti,j1,1 si,j0,1 : ti,j0,1 vi ti,j1,1
si,j0,2 : ti,j0,2 vi ti,j0,3 si,j0,2 : ti,j0,2 vi ti,j0,3

...
...

si,j0,l−1 : ti,j0,l−1 vi ti,j0,l si,j0,l−1 : ti,j0,l−1 vi ti,j0,l
si,j0,l : ti,j0,l vi ti,j0,1 si,j0,l : ti,j0,l vi ti,j0,1

si,j1,1 : ti,j0,2 vj ti,j1,2 si,j1,1 : ti,j0,2 vj ti,j1,2
si,j1,2 : ti,j1,2 vj ti,j1,3 si,j1,2 : ti,j1,2 vj ti,j1,3

...
...

si,j1,l−1 : ti,j1,l−1 vj ti,j1,l si,j1,l−1 : ti,j1,l−1 vj ti,j1,l
si,j1,l : ti,j1,l vj ti,j1,1 si,j1,l : ti,j1,l vj ti,j1,1

Figure 5.1: Matchings M i,j
0 (left) and M i,j

1 (right)

Lemma 5.3.2. For a gadget gi,j = (Si,j, T i,j), M i,j
0 and M i,j

1 are the only

perfect matchings between Si,j and T i,j. Furthermore, each M i,j
0 and M i,j

1

contains an unique envy-pair (r, h) such that r ∈ Si,j and h ∈ T i,j.
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Proof. Consider the induced subgraph Gi,j that contains only Si,j and T i,j.

One can see that Gi,j is a cycle of length 4l. Hence there are only two perfect

matchings between Si,j and T i,j, and they are actually M i,j
0 and M i,j

1 . More-

over, it is easy to check that M i,j
0 contains only one envy-pair (si,j1,1, t

i,j
0,2) and

M i,j
1 contains only one envy-pair (si,j0,1, t

i,j
0,1).

We now ready to show the NP-hardness of 0-1 Min-EP HRLQ.

Lemma 5.3.3. If G is a “yes” instance of the Vertex Cover problem, then I

has a solution with at most n2 +m envy-pairs.

Proof. If G is a “yes” instance of the Vertex Cover problem, then G has a

vertex cover of size exactly K. Let this vertex cover be Vc ⊆ V and let

Vf = V \Vc. We construct a matching M of I according to Vc. We match each

hospital in Vc to each resident in C and each hospital in Vf to each resident in

F in an arbitrary way. Since |C∪F |= |V |= n, there are at most n2 envy-pairs

between C ∪ F and V .

Since Vc is a vertex cover of G, for each edge (vi, vj), either vi or vj is

included in Vc. Thus for each gadget gi,j = (Si,j, T i,j) corresponding to the

edge (vi, vj), if vi ∈ Vc, we use M i,j
1 as part of our matching M , otherwise, use

M i,j
0 . By constructing in this way, it is easy to see that neither vi nor vj can

be involved in an envy-pair. Also, by Lemma 5.3.2, there is only one envy-pair

between Si,j and T i,j. Thus, the total number of envy-pairs is at most n2 +m

w.r.t M .
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Lemma 5.3.4. If G is a “no” instance of the Vertex Cover problem, then any

solution of I has at least n2 +m+ 1 envy-pairs.

Proof. It is equivalent to prove that if I admits a feasible matching M with

less than n2+m+1 envy-pairs, then G has a vertex cover of size at most K. M

must be a perfect matching and must be a one-to-one correspondence between

C ∪ F and V in order to be a feasible matching. Since all V are matched to

C ∪ F , for each gadget gi,j = (Si,j, T i,j), by Lemma 5.3.2, there are only two

possibilities, M i,j
0 and M i,j

1 and either matching admits one envy-pair within

each gi,j. In all, we have m envy-pairs between S and T .

Suppose we choose M i,j
0 for gi,j. If vj is matched with a resident in F ,

there are l envy-pairs between vj and Si,j. Then we have l +m = n2 +m+ 1

envy-pairs, contradicting the assumption. Thus, vj must be matched with a

resident in C. By the same argument, if M i,j
1 is chosen, vi must be matched

with a resident in C. Hence, for each edge (vi, vj), either vi or vj is matched

with a resident in C. It is obvious that the set of vertices matched with

residents in C is a vertex cover of size K. This completes the proof.

Thus a polynomial-time algorithm for 0-1 Min-EP HRLQ would solve

the Vertex Cover problem, implying P=NP.

Note that the reduction above also implies NP-hardness of 0-1 Min-BP

HRLQ because all envy-pairs are blocking pairs and the construction in Lemma

5.3.3 does not generate any wasteful pairs (non-envy blocking pairs). [27] gives
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stronger results showing 0-1 Min-BP HRLQ is hard to approximate within the

ratio of (|H|+|R|)1−ε for any positive constant ε even if all preference lists are

complete. While, the reduction cannot be used for 0-1 Min-EP HRLQ because

there exists envy-free matchings when all preference lists are complete [19] (or

a weaker requirement such that all hospitals with positive lower quotas has

complete preference lists over all residents [45]) and a maximum-size envy-free

matching can be found in linear time.

5.3.1 A Simple Exponential-Time Algorithm

Let I be a given instance. Starting from k = 1, we guess a set B of

k envy-pairs. There are at most |E|k choices of B. For each choice of B, we

delete each (r, h) ∈ B. Let I ′ be the modified instance. We apply Yokoi’s

algorithm to find an envy-free matching in I ′. If the algorithm outputs an

envy-free matching M , then it is the desired solution, otherwise, we proceed

to the next guess. If we run out of all guess of B for a fixed k, we increment

k by 1 and proceed as before until we find a desired solution.

Theorem 5.3.5. There is an O(|E|t+1)-time exact algorithm for Min-EP

HRLQ where t is the number of envy-pairs in an optimal solution of a given

instance.

Proof. If the algorithm ends when k < t, then the output matching M is an

envy-free matching in I ′ and the set B can only introduce at most k envy-

pairs, contradicting that t is minimum number of envy-pairs in any feasible
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matching of instance I. Consider the execution of the algorithm for k = t and

any optimal solution Mopt and let our current guess B contains exactly the

t envy-pairs of Mopt. Then it is easy to see that Mopt is envy-free in I ′ and

satisfies all the lower quotas. Hence if we apply Yokoi’s algorithm, we find a

matching M is envy-free and satisfies all the lower quotas. Thus M has at

most t envy-pairs in the original instance I and it is our desired solution.

For the time complexity, Yokoi’s algorithm runs in O(|E|) time and for

each k, we apply Yokoi’s algorithm at most |E|k times. Therefore, the total

time is at most
∑t

k=1O(|E|k+1) = O(|E|t+1).

5.4 Minimum-Envy-Resident HRLQ

In this section, we consider the problem of minimizing the number of

envy-residents in HRLQ. We prove a NP-hardness result for Min-ER HRLQ

in the following theorem.

Theorem 5.4.1. Min-ER HRLQ is NP-hard.

Proof. We give a polynomial-time reduction from the NP-complete problem

CLIQUE. In CLIQUE, we are given a graph G = (V,E) and a positive integer

K ≤ |V |, and asked if G contains a complete graph with K vertices as a

subgraph.

Reduction: Given a graphG = (V,E), and a positive integerK ≤ |V |,

which is an instance of the CLIQUE problem, we construct in instance I of

Min-ER HRLQ. Define n = |V |, m = |E| and t = n + 1. The set of residents
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is R = C ∪ F ∪E ′ and the set of hospital is H = V ∪ {x}. Each set is defined

as follows:

C = {ci | 1 ≤ i ≤ K}

F = {fi | 1 ≤ i ≤ n−K}

E ′ = {eki,j | (vi, vj) ∈ E, 1 ≤ k ≤ t}

V = {vi | 1 ≤ i ≤ n}

Each hospital in V has a quota [1, 1] and the hospital x has a quota

[mt,mt].

The preference lists of residents and hospitals is shown as follows:

ci : [[V ]] (1 ≤ i ≤ K)

fi : [[V ]] (1 ≤ i ≤ n−K)

eki,j : vi vj x ((vi, vj) ∈ E, 1 ≤ k ≤ t)

vi : [[C]] [[E ′i]] [[F ]] (1 ≤ i ≤ n)[1, 1]

x : [[E ′]] [mt,mt]

, where [[V ]] are a fixed order of all hospitals in V in an increasing order

of indices, [[C]] and [[F ]] are a fixed order of all the residents in C and F ,
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respectively, in an increasing order of indices, [[E ′i]] is an arbitrary order of all

the residents in E ′ that are acceptable to vi as determined by the preference

lists of residents. [[E ′]] are a fixed order of all residents in E ′ in an increasing

order of indices.

Lemma 5.4.2. If I is a “yes” instance of CLIQUE, then there is a feasible

matching of I having at most (m−
(
K
2

)
)t+ n envy-residents.

Proof. Suppose that G has a clique Vc of size K. We will construct a matching

M of I from Vc. We assign all the residents in C to the hospitals in Vc in an

arbitrary way and all the residents in F to the hospitals in V \Vc in an arbitrary

way. Further, we match all the residents in E ′ to {x}. Clearly, M is feasible.

Since Vc is a clique, (vi, vj) ∈ E for any pair vi, vj ∈ Vc(i 6= j). There are

t residents eki,j(1 ≤ k ≤ t) associated with the edge (vi, vj). Each of these

residents eki,j are assigned to the hospital x in M , which is the worst in eki,j’s

preference list and the hospitals vi and vj are assigned to residents in C, better

than eki,j. Hence all these residents eki,j(vi, vj ∈ Vc, i 6= j) are not envy-residents.

There are
(
K
2

)
t such residents and total number of residents is mt+ n. Hence

there are at most (m−
(
K
2

)
)t+ n envy-residents.

Lemma 5.4.3. If I is a “no” instance of CLIQUE, then any feasible matching

of I contains at least (m−
(
K
2

)
+ 1)t envy-residents.

Proof. Suppose that there is a feasible matching M of I that contains less

than (m−
(
K
2

)
+ 1)t envy-residents. We show that G contains a clique of size
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K. Note that M must match all the resident in E ′ to {x} because {x} has

a quota [mt,mt] and is only acceptable to E ′. Thus the hospitals V must

only match to the residents in C ∪ F and there is one-to-one correspondence

between V and C ∪ F in order for M to be feasible. Define Vc be the set of

hospitals matched with C. Clearly Vc = K. We claim that Vc is a clique.

The total number of residents is mt + n. Since we assume that there

are less than (m−
(
K
2

)
+1)t envy-residents, there are more than n+(

(
K
2

)
−1)t

non-envy-residents (obviously an non-envy-resident is a resident that is not

an envy-resident). Since |C|+|F |= n, there are more than (
(
K
2

)
− 1)t non-

envy-residents in E ′. Consider the following partition of E ′ into t subsets:

E ′k = {eki,j | (vi, vj) ∈ E} for each 1 ≤ k ≤ t. There must exists a k such that

E ′k contains at least
(
K
2

)
non-envy-residents by Pigeonhole principle. In order

for eki,j to be a non-envy-resident, we note that both vi and vj must match to

some resident in C because if vi or vj is matched to F , we have an envy-pair

contains eki,j. Thus any pair of vertices in Vc causes such a non-envy-resident,

implying that Vc is a clique.

Because t = n + 1, we have (m −
(
K
2

)
+ 1)t > (m −

(
K
2

)
)t + n. Hence

by Lemma 5.4.2 and Lemma 5.4.3, Min-ER HRLQ is NP-hard.

5.5 Conclusion and Open Problems

In this chapter, we give NP hardness results of minimizing envy in terms

of envy-pairs and envy-residents in the Hospitals/Resident problem with Lower
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Quota. Hamada et al. [27] showed hardness of approximation for the problem

of minimizing the number of blocking pairs among all feasible matchings. It

would be interesting to show hardness of approximation for minimizing envy

in the HRLQ problem.
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[1] Atila Abdulkadiroğlu, Parag A Pathak, and Alvin E Roth. The new

york city high school match. American Economic Review, 95(2):364–367,

2005.
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[50] László Lovász. On determinants, matchings, and random algorithms. In

FCT, volume 79, pages 565–574, 1979.

[51] David F Manlove. Stable marriage with ties and unacceptable partners.

Technical report, Technical Report TR-1999-29, University of Glasgow,

1999.

[52] David F Manlove. The structure of stable marriage with indifference.

Discrete Applied Mathematics, 122(1-3):167–181, 2002.

[53] Alberto Marchetti-Spaccamela, Umberto Nanni, and Hans Rohnert. Main-

taining a topological order under edge insertions. Information Processing

Letters, 59(1):53–58, 1996.

114



[54] Ernst W Mayr and Ashok Subramanian. The complexity of circuit

value and network stability. Journal of Computer and System Sciences,

44(2):302–323, 1992.

[55] Eric McDermid. A 3/2-approximation algorithm for general stable mar-

riage. In International Colloquium on Automata, Languages, and Pro-

gramming, pages 689–700. Springer, 2009.

[56] Eric McDermid and Robert W Irving. Popular matchings: structure and

algorithms. Journal of combinatorial optimization, 22(3):339–358, 2011.

[57] Ketan Mulmuley. A fast parallel algorithm to compute the rank of a

matrix over an arbitrary field. Combinatorica, 7(1):101–104, 1987.

[58] Ketan Mulmuley, Umesh V Vazirani, and Vijay V Vazirani. Matching is

as easy as matrix inversion. Combinatorica, 7(1):105–113, 1987.

[59] Meghana Nasre and Prajakta Nimbhorkar. Popular matching with lower

quotas. arXiv preprint arXiv:1704.07546, 2017.

[60] Rafail Ostrovsky and Will Rosenbaum. Fast distributed almost stable

matchings. In Proceedings of the 2015 ACM Symposium on Principles of

Distributed Computing, pages 101–108, 2015.

[61] Katarzyna Paluch. Faster and simpler approximation of stable match-

ings. Algorithms, 7(2):189–202, 2014.

115



[62] David J Pearce and Paul HJ Kelly. Online algorithms for topological

order and strongly connected components. Technical report, Citeseer,

2003.

[63] David James Pearce. Some directed graph algorithms and their applica-

tion to pointer analysis. PhD thesis, University of London, 2005.

[64] András Radnai. Approximation algorithms for the stable matching prob-
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