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Studying Smarter with Desirable Difficulties
Nathaniel Raley Woodward

 Everyone wants learning to be quick and easy. Indeed, an entire industry has been built up around this desideratum: MCAT 
study guides, Shakespeare Sparknotes, Idiot’s Guide To XYZ, apps that claim that you can learn a new language in a month. Plus, stu-
dents report that if a learning experience feels easy or fluent for them, then that means that better learning is taking place! For example, 
a recent survey of college undergraduates revealed that the most popular study strategy is “rereading notes or textbook” (Karpicke, 
Butler, & Roediger, 2009). Rereading and highlighting feels easy and familiar compared to more difficult-to-implement study strategies 
such as spacing out one’s study sessions (instead of cramming), quizzing yourself over the material (without looking at the answers), 
interleaving different topics (instead of binging one topic at a time), and summarizing concepts in one’s own words (instead of copying 
things down verbatim). “Desirable difficulties” such as these have been consistently shown to produce better learning than strategies 
that students perceive as easier (Yan, Clark, & Bjork, 2016). These conditions that slow learning down or make it harder often produce 
better long-term retention of knowledge and increase the probability that you will be able to use this knowledge in new situations (i.e., 
“transfer of learning”). But if you ask students to rate the effectiveness of study strategies, the ones that work best often end up at the 
bottom: intuitively, we really don’t know what’s good for our own learning.
 Of course, there is a reason for the popularity of “magic bullet” products such as these, and of course there is a reason why stu-
dents cram. These things work! But this comes with a huge caveat: they only work for short-term gains! The research is unequivocal on 
this point: Easy in, easy out. Study after study has shown that learning gains are easily lost with superficial study strategies. Cramming 
right before a test helps you on that test, but after a delay, the crammers quickly forget while those who spaced out their study across 
multiple sessions can remember much more (e.g., Rawson and Kintsch, 2005). This finding—known as the “spacing effect”—is very 
robust: spacing out one’s studying produces superior retention relative to an equivalent amount of time spent cramming (see Cepeda et 
al., 2006 for a review). Another very effective strategy that is easily overlooked is “retrieval practice”—testing yourself over information 
often produces better learning than restudying it. Students often think of testing like stepping on a scale: a scale tells you how much you 
weigh, but getting on it doesn’t change your weight; a test tells you how much you know, but doesn’t improve your memory. But this 
analogy is false! Every time you retrieve information from your own memory, your memory for that information becomes stronger and 
lasts longer (for review, see Roediger & Butler, 2011)!
 In general, educators devote a substantial amount of effort toward facilitating initial learning, but relatively little effort toward 
maintaining it! Teachers and students are often operating under the false assumption that short-term performance (e.g., on a unit test) 
ensures performance over longer periods of time (e.g., on the final exam, or even on the job). The broader implications are stark: it 
is known that a substantial portion of basic science knowledge acquired in college is forgotten by the time individuals enter medical 
school, to say nothing of residency or practice (e.g., Ling, Swanson, Holzman, & Bucak, 2008). However, simple educational interven-
tions that help medical students space out their learning and engage in retrieval practice have been shown to produce not just better 
retention of information, but improved quality of care in a clinical setting (Dolan, Yialamas, & McMahon, 2015; Butler & Raley, 2015). 
As I see it, the goal of education is to help students develop durable knowledge and skills that can be flexibly applied to new situations. 
While these long-term outcomes are hard to measure, we must make such assessment routine and implement desirable difficulties, such 
as spacing and retrieval practice, in the classroom in order for students, teachers, employers, and other stakeholders to accurately judge 
the quality of learning that has taken place.

References can be found on page 24 of the journal.
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 As our global population continues to grow, so does our 
collective need for food, water, and land. With the amount of finite 
resources slowly dwindling, it becomes ever more important for 
scientists and lobbyists to work together to uncover the practices 
that hurt our Earth’s longevity and hence our own. One significant 
practice that these experts have targeted is the practice of raising 
livestock. This may come as a surprise to a vast majority of meat 
consumers today, who only see a final product sold in abundance 
in supermarkets or restaurants. Perhaps only farmers and environ-
mentalists are truly aware of the sheer cost that is needed to raise 
livestock. These unsustainable practices simply cannot coincide 
with a healthy, growing global population. However, meat is also 
a staple part in the diets of 80 percent of our global population,1 
so to call for global vegetarianism right now would be absurd. For-
tunately for the carnivorous tree-huggers out there, scientists have 
been able to produce what is called ‘cultured meat’ in a laborato-
ry setting, which could make raising livestock obsolete. Although 
the cultured meat industry is still in its infancy, further develop-
ment in this field can make sustainable meat consumption a reality.
 It’s important to first note how harmful the livestock in-
dustry is to our planet. Currently, livestock account for 27% of glob-
al freshwater consumption, occupy 26% of the land on Earth, and 
consume almost half of the world’s harvest.2,3 Additionally, the meat 
industry is responsible for 15% of all greenhouse gas emissions, 
which, although less impactful than vehicle or factory emissions, 
is a significant contributor to global warming.4 When considering 
the combined effects of enteric fermentation, feed production, and 
manure management, livestock are the greatest source of methane 
emissions, which equates to over eight gigatonnes of CO2 each 
year.5 The accumulation of greenhouse gases is further exacerbated 
by the destruction of forestlands the size of Portugal, which further 
results in the loss of biodiversity, soil degradation, and water pollu-
tion.6 Yet despite the high resource cost of livestock, the returns in 

the form of final meat products are actually quite low. To put this 
into perspective, one kilogram of steak requires 25 kilograms of 
grain and 15,000 liters of water.7 Although livestock resource us-
age is manageable now, choosing to allocate resources for livestock 
versus more efficient crops or other enterprises will become more 
complicated. Beyond these serious sustainability concerns, there 
further exists an abundance of ethical problems with raising live-
stock. Overcrowding, indoor confinement, inability to engage in 
natural behaviors, neglect, and inappropriate breeding practices for 
sake of efficiency are just a handful of the ways that farm animals 
are mistreated and suffer, not to mention the slaughtering process.8
 Reconciling resource-consuming practices such as live-
stock raising with our growing global population will become in-
creasingly difficult as time goes on, but a change in diet may help 
to alleviate the strain on our planet. The transition won’t be easy 
at all, since meat is such a long-standing part of the diets of many 
cultures. A purely vegetarian diet, though manageable, would be 
admittedly bland and disappointing for some of today’s meat con-
sumers. Fortunately, cultured meat can be the best of both worlds, 
sustaining our Earth’s precious resources while keeping meat on 
the shelves.
 Cultured meat is grown through in vivo harvesting of an-
imal cell tissues. These cells proliferate readily and include stem 
cells, myoblasts, or myosatellite cells (skeletal muscle cell precur-
sors).9 They are then placed in a growth medium, which provides 
the nutrients needed to further proliferate. Finally, these cells are 
grown on a scaffold to produce a three-dimensional and recogniz-
able shape. The idea behind producing cultured meat is less than 
two decades old, but major developments have already been made 
in this new field of cellular agriculture. Early pilot studies involved 
cells from smaller animals, including turkey, frog, and even goldfish 
cells.10,12 Eventually, scientists moved to larger scale animals, and 
in 2013, professor Mark Post was the first to produce a lab-grown 

Chemists in the Kitchen: Lab-Cultured Meat
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burger patty, which further cemented cultured meat as a reality for 
future generations.13 But with the advent of any new technology 
comes healthy skepticism and doubt. The most pressing concerns 
are economic in nature. Even if cultured meat is better in the long-
run, most people wouldn’t even consider the transition so long as 
the alternative is cheaper. Early trial experiments were incredibly 
expensive; it cost 250,000 euros for Dr. Post and his team to pro-
duce a single burger patty, and Dr. Post believes they will one day 
be able to reduce the cost to eight euros.13 Other groups have made 
similar progress; Memphis Meats was also able to decrease costs 
from $18,000 per pound of cultured beef in 2016 to $2,400 per 
pound in 2017.14 Although there is still a long way to go for cellu-
lar agriculture to be mass produced and economically competitive 
with standard meat production, the rate of scientific progress in 
the past two decades has been tremendous, so it’s incredibly likely 
that cultured meat will become affordable for all in the near future. 
This same affordability, however, could potentially cause severe 
disruptions in many global economies that rely on livestock, par-
ticularly in some developing nations, where livestock can account 
for up to 40% of their agricultural gross domestic product.2 Recog-
nizing and preparing for these potential upheavals will become an 
important undertaking for future policy-makers and economists.
 Moreover, as the technology becomes even more main-
stream, scientists will have to convince the public that cultured 
meat is safe to consume. A 2014 survey found that only 20% of 
responders would be interested in consuming meat grown in a 
lab.15 The fact that cultured meat is currently produced in a lab-
oratory setting is one of the major reasons why many consumers 
would rather eat something more ‘natural’. This phenomenon of 
eating ‘natural’ is also seen in those who buy organic over regular 
foods. Chemical fertilizers, insecticides, chemical herbicides, and 
medications are used to grow and preserve regular, non-organic 
foods.16 Although these chemicals pose no health risk and the end 
product tastes almost the same, if not identical, the use of artifi-
cial, man-made materials alone is enough to convince some peo-
ple to spend more on organic foods.16 Therefore, advertisers will 
have to figure out how to overcome this artificiality bias and com-
bat potential misinformation that arise. Contrary to public belief, 
cultured meat can potentially be healthier than natural meat. Cul-
tured meat does not necessarily require growth hormones, and its 
production does not require antibiotic use. Though antibiotics are 
highly utilized on non-organic livestock, it is incredibly unlikely 
that anyone will actually consume the antibiotics themselves; how-
ever, it is possible for antibiotic-resistant bacteria to be transmitted 
to food products.17 The studies and regulations on this topic re-
main dubious due to a lack of a centralized metric, but although 
the risk of infection is incredibly low, this risk can be completely 
mitigated by consuming cultured meat instead. Further, cultured 
meat can be additionally supplemented during production, mean-
ing that it can potentially be more nutritious than natural meat. 
But given these numerous benefits, it’s equally as important to 
be aware of the potential health costs. Any novel technology can 
present certain flaws or problems that may become apparent as 
time goes on, and regulations on the industry are untested and 

potentially deficient. Further, cultured meat likey carries some of 
the same health risks as traditional meat and perhaps even more, 
though this is unlikely. Fortunately, continued research and inno-
vation in the field can bring up some of these potential issues be-
fore they hit the market, ensuring a healthy and safe final product . 
 Over the next few years, the price of cultured meat will 
likely further decrease, and the time that it begins to appear in 
supermarkets will mark the beginning of the end for the natural 
livestock industry. Though raising livestock has been a cultural 
and traditional pastime for almost all global cultures, the prac-
tice is simply unsustainable for our modern era and burgeoning 
population. The cultured meat industry still has a ways to go to 
make the product mainstream, and it needs to deal with econom-
ic, cultural, and psychological barriers that stand in its way. Plus, 
it needs to actually taste good for people to want to buy it. But 
beyond these surmountable obstacles lies a realistic future where 
cultured meat can provide a meaningful and lasting compromise 
between meat lovers and our planet.
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tooth regenerative therapy: can 
we regrow teeth?

Author omkar patel and Editor alyssa wu. Designed by sophie liu. 

  Nobody likes to see the dentist these days. How can anyone 
enjoy being poked, prodded, and drilled into? Right now, fillings 
are the easiest way to battle tooth degradation. This procedure can 
be uncomfortable, time-consuming, expensive and risky. There are 
many debates on the safety of metals used in amalgam, the mixture 
that makes up fillings. Amalgam usually consists of inorganic metals 
such as mercury, silver, tin, and copper. Liquid mercury makes up 
the majority of amalgam due to its unique chemical properties, but 
its overall safety is questionable.While the FDA has deemed mercu-
ry fillings safe for the general public, they may have an adverse ef-
fect on the neurological development of young fetuses and infants.1
 While higher-income families can afford fillings, people of 
lower socioeconomic backgrounds have difficulty gaining access to 
even the most basic dental procedures. As a result, they are forced 
to view dental procedures as a luxury rather than a necessity.  Ac-
cording to one statistic, fifty-three million Americans live with un-
treated decay in their permanent teeth.2 This number is spread out 

inconsistently among different ethnic groups living in the United 
States. If you look at the data, certain groups of people are consis-
tently being ignored when it comes to the treatment of tooth decay. 
When looking at children aged 6-8, one study found that Mexi-
can American children were 15% more likely to have tooth decay 
than non-Hispanic white children. Children of Native American  
descent have even more troubling figures. According to the same 
study, 87% of Native American children aged 6-14 have untreated 
tooth decay.2 Clearly dental decay is a pervasive issue that affects 
minority groups the most. Why is decay so important to treat? 
While it may not be deadly, the pain caused by tooth decay has 
consistently been shown to decrease self-esteem, cause people to 
skip school and work, and find it difficult to concentrate on every-
day tasks.2 To make the treatment of dental decay more affordable, 
accessible, comfortable, and effective, we need to explore other ap-
proaches. As always, science can be the answer to our problems!
 The fundamental issue with current treatment plans is 
that they treat teeth as though they are just dead structures that 
need to be fixed. It is important for us to realize that our cavities 
are not potholes in a broken road; our teeth are amazingly complex 
and very much alive. As our understanding of biological systems 
strengthen, it is important for dentists to seek biological solutions 
rather than mechanical solutions. In other words, we can use 
the body’s natural mechanisms to treat decay. Let’s regrow teeth!
 Before we dive into how we can regrow teeth, we need to 
understand the basic anatomy of a tooth. A healthy tooth is made 
up of three main layers - the tough outer enamel, the tissue-filled 
dentin, and the blood-vessel rich inner pulp. The majority of dental 
regrowth care is aimed at the dentin layer and the pulp. Recently, a 
few researchers have been trying to regrow enamel, but the results 
have not been very promising.3 Fortunately, researchers have found 
many reliable ways to regrow the inner dentin and pulp complex. In 
doing so, they have figured out ways to regenerate the majority of the 
tooth and allow sensation to come back. They have basically found 
a way to bring life back to something to something that was once 
dead. Researchers aren’t  just fixing teeth, they’re reviving them!
So, how can they do this? Unlike other bones in your body, 
your teeth cannot just magically heal themselves when they de-
grade. Dental pulp originates from the mesenchyme layer of an 
early fetus, which forms the skeletal system and blood vessels 

of humans.4 The main problem here is that these cells stop re-
generating in adulthood. The good news is that we can bring 
back the function of these important cells and induce teeth 
to “heal themselves” by using cell transplant or cell homing. 
 The cell transplant method is easier to understand but 
harder to carry out in practice. In this method, stem cells are direct-
ly harvested from developing fetuses and transferred into decayed 
adult teeth to promote the growth of the dentin-pulp complex. 
This method comes with serious legal and ethical questions, due 
to the fetal source of the stem cells. While this method has proven 
successful with mice, it is quite obvious why this method cannot 
easily be used on humans.4 One way to bypass the ethical obstacle 
of harvesting cells from fetuses is to use your own stem cells to 
treat your own tooth decay. This idea was tested out in a long-term 
controlled experiment in China with 40 children who had broken 
their teeth.5 These children had their stem cells harvested when 
they were babies.  After transplantation of their own stem cells, the 
treatment group developed thicker dentin, more blood vessels in 
the pulp, and more  sensitivity after one year. Though the results of 
this experiment prove fruitful, the cell transplant method has too 
many limitations to be practical for tooth regeneration. As seen in 
the above study, it requires long-term foresight, as cells must be 
harvested early on in infancy before they stop proliferating. From 
a clinical standpoint, storage of stem cells is expensive, requiring 
cryopreservation, banking system, and special training to inject the 
cells. Stem cell transplant could also result in considerable risk to 
patients as it can cause immune rejection or the development of 
tumors.4 If an important goal of dentistry is to make dentistry more 
affordable, then surely cell transplantation would be counter-pro-
ductive. Thankfully, a new method known as cell homing offers 
some ways to bypass the obstacles that cell transplantation faces.
 In cell homing, a patient’s own endogenous cells are stim-
ulated by some biochemical process and migrate towards the den-
tin pulp complex. Here, they can divide and heal the tooth decay. 
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Cell homing makes use of an individual’s own stem cells when 
they are adults and does not rely on an external source. Thus, 
most of the risks and expenses associated with cell transplanting 
can be completely avoided. Recently, it has been shown in mice 
that low-intensity lasers can be used to promote dentin growth. 
In one experiment, it was found that lasers could stimulate reac-
tive oxygen species in the teeth that can then activate growth fac-
tor beta-1 (TGF-β1), a protein responsible for cell differentiation 
and proliferation.6 In other words, lasers can induce a biochem-
ical pathway that results in the regeneration of the dentin layer.
 Another way to induce the biochemical process of cell 
homing is by using drugs. Some of the most important scientif-
ic discoveries come by accident, and interestingly enough, it has 
been shown that a drug that treats Alzheimer’s, known as Tide-
glusib, can regenerate the dentin layer of teeth in a similar way. 
When the drug is dabbed onto a dissolvable sponge and inserted 
into the teeth, it can simulate a similar pathway that results in den-
tin regrowth in mice.7 As both cell homing methods have proven 
successful with mice, it won’t be long before human trials begin.
 The various methods discussed above all have their own 
advantages and disadvantages, so scientists need to find a way to 
create a treatment that minimizes the risks to the patients and fol-
lows the best course of ethics. Nonetheless, advances in biology are 
exciting professionals all around the world, and once the legal and 
ethical kinks are resolved, regenerative tooth therapy has tremen-
dous potential to change the face of dentistry forever. While these are 
exciting advances, it is important that people don’t ignore their oral 
hygiene just because their teeth are now suddenly “fixable.” As den-
tistry is a preventive field of healthcare, it is imperative that proper 
oral hygiene is continued to be taught to patients. Ultimately, these 
innovative methods could prove to be cheaper and more effective 
than current treatments and can get us one step closer to mak-
ing basic dental care something that everyone can have access to. 
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 The dawn of the 21st century brought with it a new mean-
ing to the word “vacation” as increased international travel and the 
development of social media platforms ignited an unspoken com-
petition to outfun your friends. Exotic experiences are praised as 
the most meaningful, and postable, ways to spend your time. Images 
of your loved ones #MakingADifference as they are surrounded by 
smiling orphans clinging to their shoulders in a hut halfway across the 
world have become commonplace in this age of international travel 
thanks to the development of a new way to vacation: voluntourism. 
 The rise of transnational tourism has allowed millions of 
presumably well intentioned travelers to cross international bor-
ders into underprivileged communities with the opportunity to 
provide an array of philanthropic services. This growing global 
fad gave rise to the voluntourism industry, which gives benevolent 
souls from around the world the chance to engage in an seeming-
ly mutually beneficial agreement where, in return for sacrificing 
their time and money, volunteers may travel to third world coun-
tries on the mission to improve it. Vendors for these opportunities 
can be easily found through church missions, university organi-
zations, or even with the click of a Google search, and the pro-
fessionality of these groups range from amateurs to professional 
programs like the Red Cross.1 Despite the steady growth in the 
popularity of voluntour opportunities over the years, the ethical-
ity of these programs has come under fire as recent studies ques-
tion whether these seemingly charitable ventures are actually 
causing subliminal harm to the communities they aim to serve.2 
 Voluntourism has been criticized for propagating sys-
temic dependency of underprivileged communities on the hu-
manitarian ventures that visit them.3These opportunities impede 
growth of communities by displacing locals’ jobs and robbing 
them of the opportunity to educate themselves. Without pro-
viding sustainable initiatives that promote continuous develop-
ment of host sites after the voluntour programs have left, locals 
are left facing the consequences of a lack of resources and edu-
cation that leave them vulnerable until the next group of volun-
teers arrives. This constant cycle of welcoming a group of smil-
ing strangers before seeing them replaced by an entirely new 
group of strangers lacks emotional depth and leaves these com-
munities overly trusting and susceptible to malicious influences.2 
 For example, medical brigades are common voluntour 
programs that grant volunteers the opportunity to experience med-
icine in a foreign country while providing free healthcare to their 
host site. This initially appears to be an indisputably positive en-
deavor, for who wouldn’t want to promote wellbeing and improve 
a nation’s health by supplying it with proper healthcare? Areas ac-

customed to these outside influences, however, become reliant on 
these programs to provide them with expensive resources—med-
ication, hygiene products, medical devices, etc.—that may other-
wise be ordinarily unavailable to these communities. Impoverished 
countries, unable to pay for this equipment and provide its citizens 
with the materials they require, cannot maintain the level of treat-
ment these programs afforded and are therefore left in the same 
position they were in before volunteers had even arrived.4 Further-
more, individuals in these sites are motivated to withhold seek-
ing immediate medical attention in favor of waiting until another 
voluntour programs arrives where patients can receive their treat-
ment for a significantly lower cost. The longer patients wait to treat 
their afflictions, the more severe their illnesses become, and be-
fore they know it, the treatment they require may no longer work.4 
 Overzealous volunteers, as excited as they may be to 
impact the communities they visit, may pose some of the largest 
threats to the wellbeing of the areas they aspire to serve. Those 
who are too eager to leave tangible, and postable, marks on the 
sites they visit may arrive with the impression that “any care is 
better than no care at all,” resulting in haphazard work and deplor-
able finished products that would be deemed unacceptable in their 
wealthier home countries.1 This is only exacerbated by the fact 
that volunteers who take part in these initiatives are oftentimes 
underqualified to provide the services they are asked to perform. 
This idea that these students, who are untrained in third world 
medicine and unacquainted with local traditions and languag-
es, can provide truly impactful healthcare is naively optimistic.3 
 In the previously discussed example of medical brigades, 

VOLUNTOURISM
Author sofia ferguson. designed by jeik yoon.  

volunteers may participate in these programs without having ob-
tained even the slightest of medical training. Nevertheless, they 
are thrust into an environment where they may be given oppor-
tunities such as writing prescriptions, suturing wounds, perform-
ing consultations, etc., opportunities that they would unlikely 
have been granted in their home country.1 The popularity of these 
programs among undergraduate students with sights on one day 
obtaining a medical degree has risen as brigades market them-
selves as opportunities for students to receive “hands on” health-
care experience.1 However, gifting these students with the oppor-
tunity to escape the bounds of their home countries and test out 
medicine on the underprivileged natives they visit is unjustifiable. 
 One American physician gave a personal testament re-
garding the ethicality of these programs after taking part in an 
Honduran medical brigade. Volunteers were assigned the task 
of distributing medication to patients. When the volunteers ul-
timately exhausted the medicine, they approached the physician 
and suggested relabeling bags of vitamins and distributing these 
in place of the medication in the hope that patients would expe-
rience a placebo effect.3 Volunteers said they “felt compelled to 
give every patient some medicine since they had come from so 
far and waited for so long”.3 However admirable the volunteers’ 
desires were to serve the patients, their assumption that this 
treatment of natives would be acceptable is disgraceful, and the 
leading physician shot down their proposal for its unethicality. 
 Voluntourism has also been charged with fostering divi-
sive stereotypes of a first world us and a third world them.5 Vol-
unteers may enter their host sites with the mentality that they 
are heroes who have come to rescue the natives, and this “sav-
ior” complex has been criticized for perpetuating power imbal-
ances and colonial legacies in these “helpless” communities.5 For 
a few days, volunteers get to play the role of rescuer before re-
turning to their daily lives without having to face the aftermath 
of their actions. Pictures of tattered homes and sick children will 
be posted, with commenters praising volunteers for their service 
and sending critically needed prayers to the subjects of the pho-
tos while silently thanking God it isn’t them. Some critics argue 
that in the face of true disparity, individuals are more inspired to 
“change their profile pictures than change their perspective on 
health disparity and poverty” as egocentric volunteers may see 
these opportunities as simply a chance to show off their travels and 
questionable altruism.3 This mentality detracts from a valuable op-
portunity for volunteers to learn from the communities they vis-
it, thus preventing them from making the most out of their trip. 
Voluntour programs, under the right circumstances, possess po-
tential for aiding these communities. Care must be taken, however, 
to not only ensure that the services being provided are necessary 
and of the utmost quality, but that they center around providing 
sustainable effects that will last long after the volunteers have left. 
In-depth research on the needs and culture of the the sites they 
hope to visit is imperative for ensuring that natives get the quality 
of care they need and deserve. Although it may not be as excit-
ing as physically volunteering in these host communities, critics 
of voluntourism say that some of the most beneficial aid comes 
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from donations of material items like food, clothing and mon-
ey with some critics saying money used for travel and lounging 
would be better spent if directly donated to these third world 
countries.1 Most importantly, humanitarian initiatives should shift 
their focus not on simply providing aid, but on educating natives 
on how to use those resources and to care for their community. 
Implementation of such changes can push voluntourism to its 
fullest potential and ensure they make the impactful influences 
they strive for. Ultimately, human endeavors to aid others who are 
less fortunate are inspiring opportunities to ignite change in our 
world and show that, despite the suffering and hate we see on the 
media and around us, we still have hope for a better tomorrow. 
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 Everyone remembers that one transformative teacher. 
Maybe it was an eleventh grade English teacher, who changed their 
students through Shakespearean dialogue and extraordinary po-
etry. Or possibly it was a middle school Geometry teacher, who 
inspired her students with the Pythagorean theorem and complex 
proofs. Maybe it was even a preschool teacher, who molded her 
children and cultivated their manners by teaching them to wash 
their hands before sitting down for lunch. As expected, that teacher 
exists for everyone who has passed through any sort of educational 
institution. Such a mentor figure can provide so much guidance, in-
fluencing how we view the world and our interactions with others.
 Education defines our community and the citizens re-
siding in it. A slight difference in pedagogy, or the method and 
practice of teaching, can alter the course of a person’s life or 
change their view on their career. As a result, it is important to 
understand what fosters specific interests in children, and how 
pedagogical methods can account for these interests at the most 
decisive times. Additionally, questioning our foundations for our 
educational institutions and methodologies becomes crucial.
Education has been found to be a natural, innate aspect of human-
ity. “Natural pedagogy,” or an innate communication system that 
allows humans to effectively transmit information and generic 
knowledge to others, has been found to exist and represent the ped-
agogical tendencies of our species. This characteristic of humans is 
innate. Infants are born with the biased sensitivity to certain signals 
from their parents and the ability to demonstrate certain expecta-
tions from them.1 In other words, newborns exist with the ability to 
communicate to their mothers their wants, needs, and expectations 
through crying. Similarly, babies involuntarily learn the language 
of their parents through observation and constantly being sur-
rounded by the words their parents share. As a result, humans have 
been shown to possess a natural sense of learning and reception.
 Although learning from parental and familial figures 
has been an age-old aspect of humanity, teaching has evolved 
greatly over the course of human history. The first official “teach-
ers” can be thought to have been classical philosophers such 
as Socrates and Confucius. Such figures recognized the value in 
educating the next generation. Western philosophers like Socra-

tes focused more on understanding if one can ever truly under-
stand the nature of value and how one can attain it and share it 
with others, while Eastern philosophers such as Confucius tended 
to focus on what values were the most important and what must 
be passed down to the next generation. Such philosophers recog-
nized the importance of cultivating the self, and employed various 
methods to teach these values and modes of thinking to youth. 
Education evolved more after the middle ages, when sons of nobility 
began to be sent to designated learning centers.4 Education was thus 
originally a privilege of the wealthy, white male. Public education 
eventually became compulsory, most likely as a result of the Protes-
tant Revolution, in which Protestant leaders wished to spread their 
agendas to children. Later on, education became a way for industry 
leaders to train children and laborers. Eventually, women began 
to attend school, and schooling evolved with the changing times.
 As education becomes increasingly available to more and 
more people, and as more knowledge is discovered that is to be 
taught and learned, employing more modern forms of teaching be-
comes crucial. Differing models and methods of teaching develop 
as a way to optimize the teaching process, as a way to ensure that all 
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Author ALISHA AHMED and editor sabrina benitez. Designed by LAUREN DO.  

students receive all necessary information and skills in the most ef-
ficient way.3 Furthermore, modern pedagogy has grown to be based 
on a variety of fields and approaches, including “systemic, cultural, 
humanistic, cyber, social, communication, and technology.”3 Most 
importantly, organization of education into these fields allows for 
the most optimal form of education, that is, a form in which the least 
amount of materials and effort are used to achieve the maximum cog-
nitive and educational effects. In other words, as our society grows 
at an unprecedented rate, our education system is forced to as well.
 Certain modes of pedagogy that have recently de-
veloped include experiential learning, use of technology in-
side and outside of the classroom, and contextual learning. In 
these methods, students are encouraged to analyze the world, to 
find evidence, and to think critically about what they are learn-
ing.5 Technology such as the internet allows students access to a 
vast array of prior knowledge on any topic of interest. Further-
more, active learning provides students the opportunity to ex-
plore projects and topics in a tangible and realistic way.2 All of 
these avenues of teaching involve something that greatly reflects 
our world, that is, its increasing socialization. Modern education 
is centralized on cultivating students and children as creatures 
of community, embracing the social nature of human beings. 
Some say that pedagogy is a science. Pedagogy allows for the de-
velopment of multiple fields, as education creates for an organi-
zational system for multiple fields and areas of academic interest. 
The goal of education additionally develops to be the most efficient 
and strategic way to drive critical information into the minds of 
humans.6 This leads to the question of what scientific basis both 
educators and societies may have for their educational system, as 
defining these methods becomes critical for keeping pace with 
our rapidly changing society, especially in a Western context. 
 Others say that education is an art. Teachers instill in 
children the ability to think, to engage with others, and to become 
active members of society. Education must be carefully crafted in 
order to allow humans to develop into the best versions of them-
selves that they can be. Thus, education must be individualized. 
Despite this need, certain questions arise. For example, how can 
education be standardized in an effective way if it is to remain an 
art? Additionally, how can we maintain the artistic nature of peda-
gogy if it becomes increasingly necessary to keep up with growing 
world populations and accumulative competition among students?
 As a result, the art (or science) of pedagogy devel-
ops into an intricate topic with critical outcomes. The ef-
fects of education are ubiquitous, thus emphasizing the 
need for understanding the way pedagogy must evolve 
to fit the needs of children, as well as all those who learn.
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 “Aramis.” That was the answer that closed Slumdog 
Millionaire, the 2008 Academy Award winner for Best Pic-
ture. The film, which recounts the fictional Jamal Malik’s life 
and romance, was memorable for its seamless integration of 
the plot with his progress on the game show Who Wants to Be 
a Millionaire. Touching on cinema, literature, sports, and reli-
gion, the seemingly arbitrary trivia gave way to lush episodes 
of his story, with each question leading into different junctures 
of his past. While Jamal was not actively reliving his memo-
ries as presented, such a memory is far from fictional for some.
 Jill Price is one such individual. In 2000, she reached out 
via email to Dr. James McGaugh, a professor of neurology at Uni-
versity of California, Irvine, whose research focused on memory. In 
her message, Price claimed she could “take a date between 1974 and 
today and tell you what day it falls on, what [she] was doing that day 
and if anything of great importance… occurred on that day.”1 She 
soon became the first person to be diagnosed with Highly Superior 
Autobiographical Memory, or HSAM. At its core, HSAM is charac-
terized by a “selectively strong memory for… personal daily expe-
riences,” and people with HSAM exhibit an ability to recall person-
al or culturally significant details from almost any day of their life 
after the condition’s onset.1 Tests for HSAM are built around this 
principle, screening candidates’ abilities to associate dates with sig-
nificant events in their lifetimes and vice versa. For example, Price 
was asked about noteworthy public events after 1975, prompted 
with dates such as August 16th, 1977, which she correctly identified 
as the death of Elvis, and events such as the start of the Gulf War, 
which she pinpointed as January 16th, 1991.1 Price was also asked 
about details of personal significance associated with a set of dates. 
She was interviewed in separate sessions spaced 2 years apart, and 
she recalled the same details with remarkable consistency.1 Price’s 
case was a watershed moment in HSAM research, setting the stage 
and criteria for the identification of other HSAM individuals.
 While Price is the first person to be officially diagnosed 
with HSAM, the first documented case is thought to be Daniel Mc-
Cartney, who was interviewed in The Journal for Speculative Phi-
losophy in 1871.1 McCartney exhibited a strong memory for local 
weather, personal experiences, and culturally significant events to 
the day as far back as 1827, and several of his answers were ver-
ifiable against limited weather records from the period.1 Unfor-
tunately, his case was largely overlooked due to the obscurity of 
the publication, and HSAM was left unexplored until McGaugh’s 
work with Price.1 Since the first paper reporting Price’s case in 
2006, only about 100 HSAM subjects have been found worldwide, 
suggesting they represent a miniscule subset of the population.2 

Even in this small sample, there have been significant findings.
 Neurologically, structural and functional MRI studies 
have shed light on some common characteristics of HSAM. The 
studies found unique development patterns in areas associated with 
episodic memory, or memories of experience, and habit forma-
tion.3-4 A key region that appears to be involved with the condition 
is the amygdala, which is associated with activation by emotion.1 
This feature suggests emotional stimulation could be important in 
the development of HSAM. Surprisingly, HSAM subjects may be as 
susceptible to misremembering as controls. In a study, participants 
were told about a video of a plane crash, but no such video was ever 
taken.5 20% of HSAM participants, however, still claimed to have 
seen the video, compared to 28% of the control group.5 Consequent-
ly, the memories of HSAM individuals do not meet the cinematic 
quality of Slumdog Millionaire. Rather, their memories are akin to 
an uncanny knowledge of the screenplay, recalling key information 
about their experiences with remarkable precision but exhibiting 
the same limitations the rest of us do in summoning peripheral 
details of the moment. Researchers further found that most of the 
cohort reported HSAM developing when they were 9-11 years old, 
indicating HSAM could arise in a certain developmental window.1 
Finally, the cohort share a predisposition towards obsessive behav-
ior, scoring at a significantly higher average on obsessiveness tests 
compared to the general population.6 Overall, the cohort provided 
core findings about HSAM, but true interest lies in what the condi-
tion could contribute to our understandings of memory in general.
 One circumstance that makes HSAM so interesting to re-
searchers is its potential for studying dementia. In the United States, 

our aging population is a pressing social concern. As baby boomers 
and subsequent generations approach seniority, dementias such as 
Alzheimer’s disease are projected to pose a prevalent healthcare 
burden. Mouse models represent a central avenue of current pre-
clinical studies on Alzheimer’s. These models can help elucidate 
the molecular mechanisms of Alzheimer’s for pathophysiology and 
drug testing, and well-designed behavior assessment and cognitive 
studies can also convey essential information on overall cognition.7 
However, mice are limited in their ability to model human cog-
nition, and compared to humans, they exhibit accelerated devel-
opmental patterns.7 Individuals with HSAM, on the other hand, 
represent a more applicable, unique framework to understand 
cognitive pathways associated with memory. More importantly, 
they offer a human model to track a novel pattern of cognitive 
aging. Biomarker and neurological differences between HSAM 
individuals and the average population over a lifetime could be 
imperative to understanding and treating the loss of autobiograph-
ical memory. Viewing them through rose-colored glasses, howev-
er, makes it all too easy to ignore the individuals’ best interests.
 For all the promise their memories offer for scientific 
study, HSAM individuals face unique obstacles on a day-to-day 
basis. Later in her same introductory email to Dr. McGaugh, Price 
stated “I just hope somehow you can help me… whenever I see a 
date flash on the television… I automatically go back… It is non-
stop, uncontrollable, and totally exhausting.”1 Indeed, the obsessive 
and all-encompassing nature of the condition offers its own de-
bilitation, detracting from HSAM individuals’ ability to live in the 
present. This leads McGaugh to wonder “should HSAM be consid-
ered a handicap?” in his closing remarks to his review.1 The stress of 
the condition also contributes to conditions such as depression and 
anxiety per Joey DeGrandis, an HSAM individual who cites per-
sonal experience and his conversations with other HSAM individu-
als as evidence.8 DeGrandis notes that the distraction of the disease 
ironically interferes with his short-term memory, making him for-
getful of his current daily experiences.8 Beyond these direct symp-
toms, the social attitude towards HSAM carries its own burdens.
Due to the rarity and nature of HSAM, the attention paid to the 
condition falls on a select few people, and the condition can quick-
ly dominate their social identities. For example, a 2010 presenta-
tion of 60 Minutes featured publicly known HSAM candidates, 
but Price opted not to attend, citing the media’s treatment of her 
condition as a “sideshow.”9 However, scientific interest may well 
outpace the media as a source of exhaustion. With the chance they 
represent and the need for longitudinal observation of their de-
velopment, HSAM individuals could find their lives tethered to 
research. While most discovered individuals seem to embrace this 
role, others may grimace at having their lives further comman-
deered by a condition that already dominates their worldview. This 
latter group could become more prevalent if the screening process 
changes from a subject-driven to a researcher-driven effort. Cur-
rently, most of the identified individuals initiated the screening 
effort by reaching out to researchers via email or taking an online 
test. If the paradigm shifts, however, such that psychiatrists begin 
actively screening for individuals who come in for a different con-

dition such as anxiety, identified HSAM individuals could resent 
the unwanted attention. The early age of onset amplifies the risk of 
research overstepping its bounds by recruiting minors for research. 
Recently, McGaugh’s lab identified an 8-year-old with HSAM, and 
the individual’s case could provide insight into how memory chang-
es with adolescence.8 Beyond the potential discoveries awaiting, the 
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 The 2017 #MeToo movement sparked a nation-
wide conversation focused on sexual assault. Women and men 
have spoken about their experiences and how it has changed 
their lives, often on a very public stage. In cases like People v. 
Turner in 2016 and the more recent Brett Kavanaugh hear-
ing, American society has been forced to take a step back 
and evaluate how trials can affect victims of sexual assault.
 Often times, victims do not act the way people think they 
should during an attack. School administrators, police officers, in-
vestigators, and even the victims themselves tend to question the 
victims’ reactions (or lack thereof). Humans have a fight-or-flight 
response that causes us to behave in certain ways in threatening 
situations. A deer caught in the headlights experiences a similar 
reaction to a victim experiencing a sexual attack. Both induce fear 
and an unexpected, yet common, response: freezing.1 People of-
ten freeze before or at the start of an attack because the amygdala, 
the part of the brain in charge of the perception of fear, sends sig-
nals to other parts of the brain that prevent the body from mov-
ing. This freezing creates a state that allows the victim to escape 
or defend, if it is able to.1 While the victim is still frozen, the pre-
frontal cortex is essentially shut down by a release of dopamine 
and norepinephrine, among other hormones, which work to-
gether to prevent the prefrontal cortex from operating effective-
ly. The prefrontal cortex controls an organism’s ability to perform 
executive process, like decision-making, memory formation and 
higher-order cognitive functions.2 Without these abilities, the 
brain relies on habits and reflexes. If a victim typically responds 
to unwanted sexual advances with passive behavior, the brain 
will again rely on this defense rather than the “common sense” 
response of running out of the room or fighting off the attack-
er.1 Another common response after freezing is tonic immobility, 
a prolonged frozen state. Tonic immobility temporarily prevents 
movement or calling out––the body is frozen in fear to prevent 
serious injury or even death. The body can even enter another form 
of tonic immobility called collapsed immobility, which can cause 
muscles to go slack or even make the victim lose consciousness.3 
 The release of hormones into the prefrontal cortex during 
an attack promotes the victim’s survival, but it can also prevent 
proper memory formation.4 Victims will often have incomplete or 
fragmented memories of the event because their prefrontal cortex 

was not active during the attack. A victim may only clearly remem-
ber specific details because the amygdala will switch the focus of 
the victim’s attention.5 A victim might remember the color of the 
attacker’s shirt instead of the precise location and time of the attack 
because the time and location is not immediately threatening.6  On 
the other hand, a victim may only have a clear memory of the en-
vironment because they shifted their attention away from the sen-
sations of the assault as a way to emotionally protect themselves.5 
The reason for fragmentation or incomplete memories stems from 
the amygdala’s interaction with the hippocampus. The interference 
of the excessive hormones present, the fear of the immediate threat 
and the amygdala will all negatively impact the hippocampus and 
its ability to properly encode experiences into memories. Over time, 
the human brain has evolved to prioritize the details the victim fo-
cused on or that were perceived as the most threatening to promote 
survival if faced with the same threat later on. This leads to the crys-
tal clear memory of the attacker’s hand around the victim’s throat or 
other striking or emotionally charged details.7 These central details 
stay ingrained in the memory and cannot be distorted over time, 
even if the victim doesn’t retrieve that memory for a substantial 
amount of time. A victim might also experience unexplained pel-
vic pain. Known as a body memory, these sharp pains are actually 
a form of flashbacks and are often not recognized as related to the 
event, rather thought to be a symptom of something else entirely.11 
 The after effects of a sexual attack can linger for days, 
months, and even years. One of the most common emotional con-
sequences is post-traumatic stress disorder, or PTSD. Post-trau-
matic stress disorder, especially in victims of sexual assault, hap-
pens after someone is placed in an environment that causes a 
buildup of stress hormones in the body. Cortisol, a major stress 
hormone, is released by the adrenal gland when it is hormonally 
stimulated. During an attack, the adrenal gland receives more stim-
ulation, leading to an increase in cortisol release. This prevents key 
regulators from doing their job and forces them to become overac-
tive, releasing even more cortisol into the body. This excess amount 
of cortisol increases stress in the body and will lead to the com-
mon symptoms seen in sufferers of post-traumatic stress disorder.8 
Post-traumatic stress disorder can be a long term disorder, as in-
dividuals may never be able to fully recover to their original base-
line of memory-related processing.2 Symptoms can be sleep distur-
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bances, emotional detachment or flashbacks or mental replays of 
the assault. Other symptoms, whether physical or psychological, 
besides post-traumatic stress disorder can also manifest in victims. 
Survivors can also experience behavior changes in a social context 
or in actions that put their general health and well-being at risk.9  
 The body can have an array of emotional and physical re-
actions to an unwanted sexual encounter. The emotional toll of a 
traumatic event can dramatically impact the victim’s relationships, 
their physical health, and their mental wellbeing. In addition to 
dissociation during the actual event, victims can begin to use dis-
sociation as a way to cut off emotions about an event. Although 
victims might appear normal and look as if they are able to cope 
in wake of a tragedy, they might actually be keeping themselves 
from feeling and preventing normal emotional interactions. What 
is commonly known as “emotional numbing” can damage current 
or prevent future relationships with other people. Without the 
ability to feel and process emotions, people are unable to process 
grief, protect themselves, or find meaning and joy in life, all of 
which can become a serious liability to their physical and men-
tal health. 11 Another potential reaction to an assault is a loss of 
the  ability to regulate responses to stimuli. Someone might over-
react to an ordinary, everyday problem. They might also be irri-
table, jumpy and on-edge. They might only have two emotional 
states: emotionless and unable to control their emotions at all.11 
 Various studies on the impact of a sexual assault or rape 
confirm its detrimental impact on mental health. Boys who were 
abused at a young age were 13 times more likely to attempt to 
commit suicide than non-abused boys.12 Investigators also discov-
ered 30 percent of rape victims have experienced a major depres-
sive episode in their life and were 4 times more likely to contem-
plate suicide. The same study also uncovered 13 percent of rape 
victims actually attempted suicide.12 Somatization, the process 
of emotional and psychological stress manifesting into physical 
symptoms, was found to be 90 times higher in women who suf-
fer from rape-related PTSD than women who do not have PTSD.12  
 Surveys from 2010 estimate that one in three women and 
one in five men will experience sexual violence in their life and one 
in five women and one in 71 men will be raped.10 This estimates that 
over 33,000,000 women were raped in 2017. These statistics bring for-
ward a reality that was long-ignored: sexual assault is still happening.  
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 The concept of population control, also referred to as 
human population planning, involves attempts to manipulate 
the population of a region, usually a country. In particular, some 
high-density countries with large populations and alarming rates 
of poverty are attempting to reduce their population, while oth-
er countries with a declining birth-rate, such as Japan, are strug-
gling to maintain their population. Population control policies are 
regarded as controversial due to the limits they place on human 
autonomy, specifically women’s autonomy, on the number of chil-
dren they can have. In addition, the notion of freedom vs. control 
becomes an issue with population control, as people who oppose 
it say that freedom is given up for the sake of control. Still, others 
argue that this is necessary for the betterment of society. Moreover, 
it is unclear whether population control as a means is imperative 
for the sake of the world, or if beliefs surrounding it are misguided. 
 It is well known that poverty is associated with a greater 
number of children, who would hypothetically require more re-
sources. Some scholars have reasoned that this is due to a lack of 
technological advances, because these families need extra hands 
for labor.1 Nevertheless, though other scholars do not specifically 
name technology as a factor of why families in poverty tend to be 
larger, it is generally agreed upon that they are so at least in in part 
because of domestic labor demands.
         Notably, China’s famous one-child policy, introduced in 
1979, has undergone wide criticism. Regardless, it has been found 
that having an additional child decreases progress in school, re-
sulting in lower grades. Assessing the health of all the children in 
the family also supports the notion that reductions in family size 
are beneficial by freeing up resources for investments in human 
capital.2 Furthermore, this finding follows Becker and Lewis’s so-
ciological model, which suggests that decreases in the quantity of 
children results in the availability of more resources to each child, 
meaning that the average quality of children will increase. How-
ever, though there are trade-offs in China between the quantity 
of children and child quality-of-living, it has been found that the 
one-child policy’s effects on increasing human capital were mod-
est, suggesting that its goals of improving the welfare of Chinese 
citizens are not yet satisfactory. 
         An important consequence of the one-child policy led to 
its abolishment in 2016, and families were officially allowed two 

children afterward. When faced with the one-child policy, Chinese 
parents heavily favored having male children, believing they would 
lead to more financial security.3 Over the course of several decades 
of long-term effects of selective abortion, China developed a prom-
inent sex imbalance, with men outnumbering women by 33 million 
overall.3 China’s sex imbalance has been called the most serious in 
the world.3 As a result, millions of men have struggled to find wives, 
increasing the market demand for brides’ marriage dowries, and 
ironically leading elders to wish they had raised daughters instead. 
The enactment of the one-child policy to counteract population in-
creases failed to anticipate this disastrous consequence, serving as 
a warning to other population control policies to consider as many 
sociological, cultural, and economic factors as possible.
         Other researchers have opposed population control pol-
icies by criticizing the ineffectiveness of them and the limits they 
place on women’s autonomy. For example, in “Reproductive Rights 
and Wrongs,” Betsy Hartmann, an environmentalist author, argues 
that population control interventions, such as projects that aim to 
generate income for families, are unlikely to produce enough eco-
nomic change to the point where families will desire fewer chil-
dren.4 Furthermore, Hartmann believes that current population 
control policies infringe upon women’s reproductive rights, limit-
ing choices regarding how many children they can have. Hartmann 
also states that countries, such as Cuba, Taiwan, and Korea, have re-
duced birth rates dramatically in the absence of population control 
policies, essentially due to the increased involvement of women in 
society, education, improved health care, and land reform. How-
ever, it is unclear whether women choose to have less children in 
these cases. The discrimination and difficulties related with being 
a woman in the workforce are likely to instead discourage women 
from having children, which means that women do not necessarily 
choose to have fewer children in the way that Hartmann maintains.
         This raises an important consideration, one of freedom 
and control. The politicization of family planning opposes the no-
tion that freedom and control should be prioritized, or at least con-
sidered. However, Jack Parsons, a sociologist, argues that popula-
tion problems are solvable through politics. Parsons maintains that 
political systems are responsible for changing our contributions to 
the population control problem. Additionally, Parsons describes 
current attitudes towards freedom and control as dysfunctional. 

Population Control
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Parsons conveys that an efficient society must partially relinquish 
freedom and control to the government for the overall benefit of 
the society.5
         On a macroscopic level, it is questionable whether popu-
lation control encompassing the entire world’s population is neces-
sary. Some suggest that fears about overpopulation are unfounded 
theories bordering on propaganda, as evidenced by Paul Erlich’s 
questionable book, “The Population Bomb,” which stirred alarmed 
readers by stating that population control is not only mandatory, 
but urgent.6 Though people need more resources to live other than 
just food, food is often the focus when hypothesizing whether pop-
ulations will be sustainable in the near or distant future. Currently, 
more than enough food is produced to feed the global population 
(approximately 20% more), though in 2016, about 11% of the glob-
al population experienced world hunger due to poverty.7 While 
those in poverty must have more children for the sake of labor, 
they are caught in a bind by the need to provide food for them.
         It is also known that the world is not lacking food, but that 
food is simply being wasted and is not distributed to those in pov-
erty.8 Therefore, some propose that the problem of world hunger is 
one that government systems such as capitalism have caused. This 
directly relates to Parson’s view that political systems have the ca-
pability of solving problems related to population control and sus-
tainability. However, how this should be done remains unknown.
 Though it is debated whether overpopulation is a problem 
or a myth, the future could change this indecision. Hypothetically, 
it is possible for the world to actually be at risk of being unable to 
produce enough food for the world population. Though current re-
search points to food waste being the chief obstacle, this cannot be 
circumvented without crucially changing current political systems. 
This is not meant to be an easy task, but exists as a consideration 
while other options are continuously contemplated.
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 The American Dream, that anyone can accomplish any-
thing through hard work, represents the core of American values. 
As Americans, we internalize that our lives are what we make of 
them and that we have free will over our choices. We believe in the 
idea of “good” and “evil”, because we attribute free will to people’s 
actions. But, biologically, is the notion of free will valid? 
 Although we commonly acknowledge constraints that 
limit our physiological capabilities, we give notoriously unfound-
ed exceptions for our brains. We understand the absurdity of arm 
wrestling without hands or running a marathon without legs. Yet 
there remains skepticism on the biological basis of psychological 
problems. People afflicted with mood disorders such as depression 
are met with critics questioning the validity of their mental illness. 
This misunderstanding is founded upon misconceptions about the 
brain. One take on human consciousness is its basis in the super-
natural, which Descartes asserts as an immaterial component that 
controls consciousness.1 Under this premise, physical laws con-
strain the body but not the “spirit.” Descartes’ mind-body dualism 
aligns well with the concept of free will, because it states individuals 
have the final choice in their mental states. But we know the brain 
can be physically mapped to neurons, to which the fundamental 
laws of physics still apply. Like how a block cannot accelerate un-
less a force acts upon it, a neuron cannot fire unless enough charge 
enters the cell. 
 The validity of the supernatural notion of consciousness 
wanes as neurobiology advances the understanding of how the 
brain influences mood and behavior. The Monoamine Hypothesis 
states that depression is linked to insufficient amounts of serotonin, 
dopamine, and norepinephrine, implicating the role hormones 
play in mood.2 Rather than a choice of consciousness, the study 
suggests that depression is a result of hormonal imbalance. Here, 
Descartes’ mind-body dualism falls short. If the mind is immate-
rial, mood and behavior should not depend on a mixture of hor-
mones. Experiments like these teach us the roles that hormones, 
neurons, and genes play in human behavior. Further advances will 
continue to demystify the supernatural notion of the mind, ulti-
mately replacing it with a materialist view.
 The Libet experiment was one of the first studies to 
contest free will. Benjamin Libet used an electroencephalogram 
(EEG), a device that monitors electrical brain activity, on partic-

ipants as they performed motor activities like pushing a button or 
raising their hand. Participants were instructed to report the time 
they developed the urge to act. Results showed brain activity exist-
ing up to half a second prior to the participants’ awareness of their 
decision, which was coined the “readiness potential”.3 The readi-
ness potential exemplifies that brain states prior to our conscious 
awareness govern our decision-making. These principles present a 
profound question for society whose implications could drastical-
ly change our approach to criminal justice: if identity, personality, 
and thought processes are completely biologically grounded, what 
is the extent of free will? 
 Most UT students are familiar with the notorious Charles 
Whitman—also known as the “Texas Tower Sniper”—who, among 
his gruesome series of murders, slayed his mother and wife in their 
homes before trekking to the UT Tower with several firearms. 
Once in the tower, he killed three people and fired randomly from 
the 28th floor observation deck, wounding 31 people and killing 
11.4 The severity of the horrors he committed is unequivocal and, as 
many would agree, unforgivable. But it is interesting to ponder to 
what extent Whitman’s “decisions” were really his own. Whitman 
led a relatively normal life before suddenly committing to serial 
murder, suggesting a drastic neural change occurred within him. 
Prior to his shooting, he typed a suicide note which read:

I do not quite understand what it is that compels me to type this 
letter. Perhaps it is to leave some vague reason for the actions I have 
recently performed. I do not really understand myself these days. 
I am supposed to be an average reasonable and intelligent young 
man. However, lately (I cannot recall when it started) I have been 
a victim of many unusual and irrational thoughts. These thoughts 
constantly recur, and it requires a tremendous mental effort to con-
centrate on useful and progressive tasks [5].

 Whitman was shot and killed 96 minutes into the tow-
er shooting. An autopsy later revealed a pecan-sized brain tumor 
in his amygdala—the brain center for emotional regulation.6,7 The 
case of Charles Whitman exemplifies the causal repercussions of 
a changing neuroanatomy on behavior. It is easy to say that if you 
were Whitman, you would have simply resisted such psychopathic 
urges. But as Sam Harris, philosopher and neuroscientist, explains, 

I do not quite understand what it is that compels me to type 
this letter. Perhaps it is to leave some vague reason for the ac-
tions I have recently performed. I do not really understand 
myself these days. I am supposed to be an average reasonable 
and intelligent young man. However, lately (I cannot recall 
when it started) I have been a victim of many unusual and 
irrational thoughts. These thoughts constantly recur, and it 
requires a tremendous mental effort to concentrate on useful 
and progressive tasks.5

if you had traded places with Whitman—atom for atom—you 
would be Charles Whitman, and by extension, commit the same 
deeds.8 Whitman did not choose to have a personality-altering 
brain tumor, nor did he choose the mind of a psychopath. We have 
the same amount of control over our neuroanatomy as we do with 
the hormones that regulate our mood and behavior. 
 These findings show the incongruence between neuro-
science and the US justice system. Criminal justice relies on free 
will as it gives the power to blame; should an individual commit a 
crime, he is held morally culpable because he had the free will to do 
otherwise. As neuroscience advances, however, leaders will even-
tually have to reframe the philosophy of the justice system to be-
come congruent with our understanding of human behavior. The 
main functions of the justice system are deterrence, rehabilitation, 
and retribution. To properly reframe our philosophy of justice, we 
must first consider how we weight each function. To accomplish 
this paradigm shift, we must reassess the goal of criminal justice. If 
it is to punish wrongdoing, we should focus on retribution. But if 
choices are deterministic, then moral culpability for wrongdoings 
is absolved. Thus, punishment for the sake of retribution is illogi-
cal.
 If the philosophy of criminal justice is to uphold a proper-
ly functioning society, it is reasonable to imprison people who pose 
a danger to society, especially if we have no treatment. Say a psy-
chopath is on trial and pleads guilty for murder. Assuming his psy-
che remains psychopathic, it would be beneficial to imprison the 
psychopath to maintain the proper function of society. But what 
if the “person” inside that physical body changes? Say years down 
the line we successfully engineer and administer an antipsychotic 
drug that “fixes” psychotic neuroanatomy and makes the psycho-
path, for all intents and purposes, a brand-new person. Under the 
current justice system’s philosophy, his sentence remains despite 
successful neurological rehabilitation. He remains punished for 
sharing the same physical body as its previous entity. 
 If there is treatment, then rehabilitation should be pri-
oritized so that the individual can participate in society. Of the 
three, only deterrence and rehabilitation are plausible, whereas the 
illusion of free will renders retribution obsolete. Moral labels like 
“good” and “evil” should have no meaning in the courtroom, just 
as a car with faulty brakes is not deemed evil. If morality dissolves 
under the illusion of free will, then retributive justice loses its pur-
pose. Thus, a rehabilitative approach would be the most ideal alter-
native to criminal justice.
 If rehabilitation proves impractical from constraints in 
medical technology, punishment acts as the final alternative. B.F. 
Skinner, psychologist and behaviorist, popularized operant condi-
tioning as a way to influence behavior. He states that our interac-
tions with the environment create feedback that regulate our be-
havior.9 In this model, punishment serves to decrease the rate of 
undesired behavior. Applications of this concept already exist in 
today’s legal system in fines and jail time to discourage illegal ac-
tivity. Nevertheless, if the goal of criminal justice to guide someone 
towards a desired behavior, there would be no reason to punish the 
former psychopath any further. In fact, we can argue that punish-

ing someone is only justifiable if it is the same person that commit-
ted the crime. 
 Changing a whole system’s approach, especially without 
fully accepted supporting science, is a gargantuan but nevertheless 
crucial task as we develop a more expansive understanding of the 
human brain and its role in decision making and behavior. From 
these studies, we are led to believe that our decisions are in fact a 
process of neuronal circuits, free from randomness. With this in-
formation, we should reconsider our notions of free will. It may 
very well be an illusion. 
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 Saudi Arabia’s decision to grant Sophia, an artificial in-
telligence robot, national citizenship in October 2017 is per-
haps the most prominent symbol of the inevitable progression 
of AI. Though many criticize Sophia’s citizenship as a publicity 
grab, the prevalence of AI in our daily lives will only increase in 
the coming decades.1 Google’s Duplex, an AI voice technology 
created in May 2018, is another example of a potentially revolu-
tionary artificial intelligence entity. Duplex speaks eerily similar 
to humans and is capable of passing the Turing test (i.e. fooling 
people into believing that it is a human). Still, both Sophia and 
Duplex are faced with significant limitations.2 Sophia is limited 
in the variety of her responses and skilled only in conversation 
and facial recognition. Moreover, Duplex’s human-like capa-
bilities are limited only to the realm of appointment making.1, 2
 Even so, current applications of AI have already created 
ethical dilemmas. For example, machine learning algorithms are 
already used by employers in talent identification and recruit-
ing. The Canadian startup Ideal relies on “talent acquisition soft-
ware” to screen resumes and identify potential candidates through 
third-party sites (e.g. Indeed). Ideal has proven to be empirically 
beneficial to companies seeking to hire new employees. For in-
stance, Indigo, Canada’s largest book, toy, and music retailer, was 
able to reduce hiring costs by 71%, triple their number of quali-
fied candidates, and improve recruiter efficiency by 3.7% through 
using Ideal’s AI. Moreover, Ideal, theoretically unbound by the 
inherent biases and inefficiencies of human labor, claims to ne-
gate hiring bias.4 Oxford philosopher Nick Bostrom posits oth-
erwise. Bostrom describes a scenario in which a banking firm 
relies on machine learning algorithms to approve mortgage ap-
plications. In this scenario, a rejected applicant sues the banking 
firm on the basis of racial discrimination and brings forth sta-
tistical evidence supporting his claim. While one would expect 
discrimination by machine learning algorithms to be impossible 
given that the algorithms are blind to applicant identity, the ex-
act mechanisms of machine learning algorithms are often un-
known and may detect other characteristics associated with factors 
such as race.5 Additionally, modern machine learning algorithms 
must be trained on existing data, which may be biased as well. 
Despite its numerous applications, current AI is limited in that 
it requires large training datasets, is unable to logically analyze 
causation, and fails to account for outlier events. Although ma-
chine learning algorithms may appear to “think” rationally, such 
thinking is never self-directed. For example, a machine learning 
algorithm designed to detect stop-signs in a self-driving car does 

not “think” about the appearance of the stop sign like a human 
does. Instead, it merely recognizes stop signs due to their similar-
ity to the hundreds of thousands of other stop signs the computer 
program has seen before. The stop-sign detection algorithm, un-
trained on other visual cues, would be incapable of identifying 
other road objects such as cars or traffic cones. In addition, the 
stop-sign detection algorithm must be trained on hundreds of 
thousands of images to maximize classification accuracy unlike a 
human, who could learn what a stop sign looks like after seeing it 
once. Sentient AI, capable of detecting outliers and applying hu-
man-like logic, would greatly improve computer vision algorithms 
similar to the aforementioned stop-sign classification algorithm. 
The potential human-like intelligence and incredible computa-
tional power of future AI could identify economic trends and help 
treat diseases, revolutionizing the fields of finance and healthcare.6
 The existence of sentient AI is closer than we may believe. 
Ray Kurzweil, Google’s Director of Engineering, predicts that by 
2029, AI will reach a human-like level of intelligence and pass a 
Turing test in all aspects. Kurzweil also believes that by 2045, we 
will have achieved technological “Singularity” during which we will 
“multiply our effective intelligence a billion fold by merging with 
the intelligence we have created.”7 Though bold, Kurzweil’s techno-
logical prediction may not be as arbitrary as it seems, as Kurzweil 
has a track record of numerous successful predictions dating back 
40 years. In 1990, Kurzweil predicted that AI would surpass the 
world’s best human chess players by 2000, and in May 1997, Deep 
Blue’s successfully defeated World Chess Champion Garry Kaspar-
ov. A litany of Kurzweil’s other predictions ranging from the rise 
of portable computers to facial recognition to electronic memory 
have proven to be correct.8 Significant research contributions from 
groups such as The Blue Brain Project, which aims to digitally re-
construct the human brain, inch us closer to Kurzweil’s reality.9
 The sentience of AI could be very dangerous. Given that 
sentient AI may become functionally equivalent to or beyond hu-
man intelligence, the exact mechanisms of its thought may be un-
known, and its actions may be unpredictable. In addition, sentient 
AI, unlike simple image-classification algorithms, would not be 
limited to one purpose. The combination of independent thought 
and computational power far beyond the abilities of the human 
brain may produce a race of AI beyond human intelligence. For 
instance, while biological neurons operate at around 200 Hz, mod-
ern microprocessors can already operate at a speed of 2,000,000 
Hz. The possibility of seamlessly networking with other AI furthers 
AI’s advantage over us.10 Stephen Hawking argued that sentient AI 
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would be capable of turning against us, and that a battle for sur-
vival against sentient AI would be unlikely to turn in our favor.11 
To counteract this risk, Bostrom proposes four limits to ensure the 
safety of AI. First, the algorithm determining AI should be com-
prehensible. Second, AI actions should be predictable. Criteria 1 
and 2 ensure that experts can control the AI given failure. Third, 
AI should be impervious to manipulation, (e.g. a bomb should not 
be concealable from bomb-detection AI), and fourth, the respon-
sibilities of AI should be clearly determined.5 Sentience of AI vio-
lates nearly all 4 of Bostrom’s requirements. Beyond direct conflict, 
another worry of sentient AI is that it would take away jobs from 
humans. Automation has already stolen the jobs of manual factory 
laborers, bank tellers, and proofreaders. And while high-level jobs 
requiring expertise are generally regarded as “safe” from AI, sen-
tient AI challenges that assumption. Computer programs have al-
ready proven to exceed doctors in their ability to read medical im-
ages, and tasks in other highly-regarded fields such as business and 
law may be co-opted by as AI intelligence continues to improve.12, 13
 Finally, the rights of sentient AI come into question as ar-
tificial intelligence becomes increasingly human. Philosopher H. 
J. McCloskey details the relationship between individual agency 
and the necessity of rights provisions, arguing that an individual 
must be able to claim a right for itself in its own interests to de-
serve that right. Given that an individual’s rights entail the obli-
gation of society to not infringe on that right, a logical basis for 
that obligation (i.e. an individual consciously desiring a certain 
right) is needed. Conceiving of such a desire requires both sen-
tience, the capacity for physical qualia, and sapience, the quality 
of self-awareness associated with higher intelligence.14 A need-
ed caveat for this conception of human rights is that the ability 
to claim one’s own right does not have to be continuous. Those 
who are in a non-aware condition (e.g. coma, sleep, etc.) deserve 
rights given that they would be capable of claiming their agency 
in a more aware state. Sentient AI equivalent or beyond humans 
would undoubtedly exhibit the capacity to claim individual agen-
cy, thus necessitating the provision of “human” rights under Mc-
Closkey’s paradigm. Another conception of human rights stems 
from Thomas Hobbes, who first proposed that human rights stem 
from a social contract in which free individuals sacrifice individu-
al freedoms for collective safety under institutions of government. 
If sentient AI consciously and independently decide to participate 
in society as a law-abiding, contributory citizens, such a concep-
tion of rights may function as a further justification for sentient AI 
rights. Our relationship with AI could fundamentally change if AI 
is granted legal to humans. For instance, first consider how Chi-
nese researcher He Jiankui’s claims of editing the human germline 
to induce HIV resistance precipitated an ethical outcry.15 In a world 
with AI legally equivalent to humans, computer scientists could 
get in trouble for similar interference with AI. Legal equivalence 
brings about issues of AI personhood and consent, and the ac-
cepted position of humans at the top of society may be challenged.  
 The limited ability of AI today yields few, yet compel-
ling ethical considerations. As AI becomes increasingly pow-
erful, independent, and less predictable, ethical questions re-

garding AI will become far more difficult to answer. The moral 
status and legal protections afforded to AI will likely become 
contentious political issues, and the possibility of superhuman 
intelligence may yield a plethora of newfound ethical issues.
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 Gone are the days of receiving Beanie Babies and the 
newest video game as birthday or Christmas gifts. Instead, new 
technology has made gifts such as smart watches, smart-home ac-
cessories, and now, genetic testing kits, norm rather than novelty. 
Genetic testing kits such as 23andMe, AncestryDNA, and Helix 
take a tiny sample of saliva and return a comprehensive genetic 
report detailing ancestry and health-related information, making 
access to personal genetic information easier than ever. When di-
rect-to-consumer (DTC) kits like these first became popularized, 
most consumers were casual and primarily interested in non-med-
ical components of their ancestry, such as what percentage Greek 
they are, or whether or not they have ancestral ties to Ireland. 
Part of these tests’ appeal was also their ability to uncover genet-
ic bases for novelty traits, such as having wet or dry earwax or a 
propensity for sneezing when exposed to bright light, and so on. 
 However, having access to an entire human genome, 
decoded, could be have much more useful applications than 
simply revealing whether or not a person can detect the smell of 
digested asparagus in their pee. The presence or absence of vari-
ants in certain genetic regions can be incredibly useful for de-
tecting risks for certain conditions like cancers, drug sensitivi-
ties, and other diseases. Naturally, it was not long before people 
became interested in using genetic testing kits for these purpos-
es. An interview with 23andMe founders Linda Avey and Anne 
Wojcicki, conducted back in 2007 prior to their initial product’s 
release, reveals their original intent to inform consumers about 
their genetic makeup and what it could potentially tell them 
about diseases and conditions associated with their genes to 
help them make better informed decisions about their health.1 
 It was no surprise, then, when 23andMe began to shift 
toward marketing itself as a diagnostic medical tool that could un-
cover genetic predispositions for certain conditions. In 2013, how-
ever, the FDA slammed 23andMe with a warning letter2 accusing 
the company of marketing their product in a way that was “intend-
ed for use in the diagnosis of disease or other conditions or in the 
cure, mitigation, treatment, or prevention of disease,” without se-
curing appropriate “premarket approval or de novo classification” 
similar medical devices would require. The letter further justifies 
premarket testing and approval of the kits, citing “potential health 
consequences that could result from false positive or false negative 
assessments for high-risk indications such as those for [BRCA-re-
lated genetic risk and drug responses].” 2 The agency was rightfully 
concerned; if, for example, a test reported a false positive for breast 
cancer, a patient could inadvertently subject themself to extremely 
damaging and potentially morbidity-inducing treatments such as 
“prophylactic surgery, chemoprevention, [and] intensive screen-
ing.”2 On the other hand, a false negative result would give the pa-
tient a false sense of security, allowing serious or potentially fatal 
conditions to go undetected until it is possibly too late for inter-
vention. Additionally, false positive or negative test results could 
carry the economic repercussions of large medical bills that result 

from undergoing unnecessary treatment. While diagnoses of con-
ditions as serious as cancer would probably not be decided by a 
single genetic testing kit, similar repercussions can apply for less 
serious diagnoses. If a patient were to receive genetic testing results 
about their sensitivity to a drug, for example, self-alteration of their 
dosage solely based on these results, without consulting a health-
care professional, could lead to serious medical repercussions. 
 By 2017, 23andMe finally completed the necessary ad-
justments for the FDA to finally allow them to market and sell 
DTC tests providing information on a patient’s genetic predis-
position for 10 diseases and conditions, including Parkinson’s 
disease, late-onset Alzheimer’s disease, and celiac disease.3 How-
ever, the FDA also specified that “it is important that people un-
derstand that genetic risk is just one piece of the bigger puzzle, 
it does not mean they will or won’t ultimately develop a disease.” 
 Even given the FDA’s approval and the presumed high 
accuracy that 23andMe’s kits have in detecting genetic variants 
linked to the 10 diseases and conditions, there still could be an-
other issue with 23andMe and similar DTC genetic testing kits. 
When consumers purchase the kits, it’s not just their money that 
they are handing over. Patrick Chung, a 23andMe board member, 
explains that “the long game here is not to make money selling kits, 
although the kits are essential to get the base level data.” 4 Instead, 
the company aims to become “the Google of personalized health 
care,” building up a massive database of genetic information ex-
tracted from the results of its kit-buying customers. The compa-
ny’s main goal seems to be in harnessing this data toward medi-
cal and pharmaceutical research.4 In July 2018, GlaxoSmithKline 
(GSK) purchased a $300 million stake in 23andMe, establishing a 
collaboration that will allow them to utilize 23andMe’s genetic da-
tabase to develop new drugs.5 This collaboration, while potentially 
beneficial for medical and pharmaceutical research, raises an often 
overlooked issue that has underlaid genetic testing kits from the 
very beginning—privacy. Even if 23andMe customers are given the 
option to opt out of having their data used in research, the fact that 
the company still has access to their genetic data is disturbing. It 
could be used in ways that, unlike medical research, are not bene-
ficial to society in the long run, such as for running targeted ads. A 
further limitation to using 23andMe data in research would be that 
it does not represent the current population; it would be skewed 
toward those who could afford a $99 recreational genetic test. 
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Is That a disease?
Author Montavious Coleman and Editor Jennifer Liu.

 What constitutes a “disease” has always been a contro-
versial matter. All attempts to define a disease vary vastly from 
one another depending on the philosophical basis of the defini-
tion. However, all definitions of disease involve a disease being 
an impairment to the normal functionality deemed desirable for 
a specified reference class by societal standards. In addition, its 
symptoms must be replicable throughout space and time, and the 
disease must have similar mechanistic onsets between affected in-
dividuals.1,2,4,7 Although something may be considered a disease 
in technical terminology, that does not mean it necessarily war-
rants treatment. When Boorse says “[i]f diseases are deviations 
from the species’ biological design, their recognition is a matter 
of natural science, not evaluative decision”4, the word “disease” 
is value-laden and interpreted as something that is undesirable 
and must be eradicated. However,  when concerned with the 
above stipulations, a disease is not always undesirable. Rather, it 
is the functionality of the organ or organ system that is desirable. 
 Throughout history, many social “abnormalities” have 
been labeled as diseases, including hyperactivity, female hys-
teria, homosexuality, and drapetomania. However, as the so-
cietal views on some of these characteristics changed over 
time, they were no longer considered diseases. This violates 
the stipulation that a disease must be replicable over time. So, 
why were these common behaviors considered to be diseases? 
 Medicalization of social issues has become problematic 
in that what we as a society view as a disease may be the result of 
our social desires rather than of the malady of an individual. Take 
hyperactive behaviors like attention deficit hyperactivity disorder 
(ADHD) for example. In 2016, over 6 million children were di-
agnosed with ADHD, but only ten years prior, less than half that 
amount of children were diagnosed.3 Is it possible that this drastic 
increase of children with ADHD resulted from societal views and 
beliefs on how children should behave in social settings? Could we 
be calling children diseased just because they get bored in class? 
 Another example of society misdefining a disease is fe-
male hysteria. The word hysteria comes from the Greek word 
husterikós, which translates to “suffering in the womb”.9 Female 
hysteria is a condition attributed exclusively to women with an ab-
normal sex drive accompanied by frequent changes in mood. From 
this definition and its gender specificity, we can see how this con-
dition’s classification as a “disease” is problematic. Some symptoms 
of hysteria include faintness, fatigue, dizziness, and a decreased 
or increased appetite, for both food and sex.8 However, many of 
these can be attributed to numerous other diseases. Because of the 
lack of unique symptoms, countless women in America were di-
agnosed with hysteria during the twentieth century. Interestingly 
enough, the majority of hysteric women were either unmarried, 
celibate, or widowed; very rarely did a married woman get diag-
nosed, and consequently female hysteria was a farcical medical 
diagnosis that was used to coerce women into sex or marriage.
 Throughout history, homosexuality has been seen as 

deviant and morally wrong, and thus has been classified as a dis-
ease. From a definition-based argument, a select few view this 
classification as valid because having same-sex relations does 
impair the normal functionality of the human reproductive sys-
tem—it disables a couple from conceiving a child on their own. 
But, in the common use of the word, claiming that an individu-
al is diseased simply because they love someone of the same sex 
is unjustifiable. Many scholars have tried to find genetic or bio-
chemical explanations as to what might cause an individual to be 
homosexual 5,11, but no research has provided sufficient evidence 
for any linkage to science. A plethora of “treatments” such as ab-
stinence, conversion therapy, and even shock therapy have been 
and continue to be used in order to rid a person of their “disease”. 
 In addition to homosexuality, drapetomania is another 
disease of the past that targeted specific individuals. “Drapeto-
mania” comes from the greek words drapétēs, meaning “runaway 
slave”, and manía, meaning madness. Drapetomania was origi-
nally hypothesized by a white, American physician—Samuel A. 
Cartwright—and was officially defined as “the disease that made 
negroes run away”. This became a medicalized diagnosis, essen-
tially deeming black people mentally ill for defying their masters 
and wanting their own freedom. “Symptoms” of drapetomania 
included sulky and dissatisfied behavior, and while unheard of 
by physicians, drapetomania found false legitimacy among plant-
ers and overseers.10 In the words of Cartwright, the only known 
cure was “whipping the devil out of ‘em”.6 As you can imagine, 
this disease and its “treatments” caught on like wildfire and was 
permissible due the fact that in the eyes of the slave masters, 
they were genuinely helping “cure” these people. But in all reali-
ty, drapetomania was racism hiding behind a medical diagnosis.
 Several “diseases” of the past have been proven to be 
scientifically illegitimate and instead result purely from soci-
etal values. Using medical authority to diagnose people who 
we feel are different from us is a grotesque and blatant abuse of 
power. This country that we live in thrives off  diversity, but if 
we continue to say there is something inherently wrong about 
being different, then where does that leave us? We must take 
a step back, learn from our past, and ensure that what phy-
sicians are diagnosing their patients with truly are diseases. 
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