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Steel production and processing is both energy-intensive (2% of overall

energy consumption) and one of the biggest contributors to CO2 emissions.

Its use is projected to increase by 1.5 times that of present levels (around 1.6

billion metric tonnes per year) by 2050 to meet the needs of a growing popu-

lation. The main goal of this research is to minimize the energy consumption

of a steel quench hardening (or heat treating) process, currently in operation

at an industrial partner, by mathematical modeling, optimization, advanced

control, and heat integration.

The quench hardening processes consists of heating pre-finished metal

parts to a certain temperature in a continuously operating furnace (austeniti-

zation), followed by rapid cooling (quenching) in water, brine or oil to induce

desired metallurgical properties like hardness, toughness, shear strength, ten-

sile strength, etc. The novelty of this work lies in the two-scale modeling

vii



approach considered to solve the furnace energy consumption minimization

problem. We improve a previously developed two-dimensional (2D) physics-

based model of the heat treating furnace that computes the energy usage of the

furnace and the part temperature distribution as a function of time and posi-

tion within the furnace under temperature feedback control. We predict the

effect of process variables on microstructural evolution of the parts using an

empirical relation reported in the literature and their consequent effects on the

metallurgical properties of the quenched product. The physics-based model

combined with the empirical model is used to simulate the furnace operation

for a batch of parts processed sequentially under heuristic temperature set

points with a simple linear control strategy suggested by the operators of the

plant. We then minimize the energy consumption of the furnace without com-

promising the product quality by real-time optimization (RTO), model predic-

tive control (MPC), and heat integration using radiant recuperators. Energy

savings of 3.7%, 15.93%, and 20.88% were obtained under model predictive

control, heat integration, and optimized set points respectively compared to

reference heuristic operation case without heat integration and MPC.
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Chapter 1

Introduction

This chapter is based on material published in papers “V. R. Heng, H.

S. Ganesh, A. R. Dulaney, A. Kurzawski, M. Baldea, O. A. Ezekoye, and T.

F. Edgar. Energy-oriented modeling and optimization of a heat treating fur-

nace. Journal of Dynamic Systems, Measurement, and Control, 139(6):061014,

2017” [48] and “H. S. Ganesh, T. F. Edgar, and M. Baldea. Modeling, opti-

mization and control of an austenitization furnace for achieving target product

toughness and minimizing energy use. Journal of Process Control, 2017. doi:

10.1016/j.jprocont.2017.09.008” [36]. In Heng et al. [48], I developed the dy-

namic burner model, improved the part model, ran the furnace simulations and

analyzed the results. I am the primary contributor of paper Ganesh et al. [36].

1.1 Background and motivation

Steel is an iron-carbon alloy containing between 0.02% to 2% car-

bon, not found in nature but produced in bloomery furnaces for thousands of

years [18, 58]. The earliest known production of steel are the ironware pieces

unearthed from Anatolia in Turkey that are about 4000 years old, dating from

1800 BC [3]. Prior to the industrial revolution, steel was very expensive to
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produce and hence it was mostly used in small expensive items such as swords,

armour and cutlery; all large metal structures were made of wrought or cast

iron. A new era of mass-production of steel began in late 1850s as a result of

Henry Bessemer’s development of the Bessemer converter [14, 103, 106, 126].

Since then, steel has been basic to the world’s industrial economy with ap-

plications in infrastructure, buildings, ships, automobiles, tools, machines,

appliances, and weapons [6, 76, 142]. Today, steel is one of the most com-

mon materials used in the world with production of around 1.6 billion metric

tonnes per year [137]. Due to the population growth and increased global

wealth, predictions for steel use show a 50% increase from the present levels

by 2050 [8].

Manufactured steel that is cooled at a slow rate is quite soft and is not

ideal for many applications. Steel parts are thus often heat treated to induce

desired metallurgical properties such as hardness, toughness, shear strength

and tensile strength [18, 43, 124, 128]. Hardness and strength are typically

improved via quench hardening, a heat treating process which consists of heat-

ing finished or pre-finished parts to a specific temperature (inducing austen-

itization) in an inert atmosphere (to prevent surface oxidation), followed by

rapidly quenching in oil or water to introduce a hardened phase called marten-

site [10, 68, 102, 128]. Martensitic steel is highly resistant to deformation, a

property desired in many applications. The austenitization step in the quench

hardening process consumes significant amounts of energy (typically natural

gas) to heat the parts from ambient temperature to about 1050 K [124].
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In the United States, the metal processing industry is the fourth largest

industrial user of energy with yearly demands of 2 quadrillion BTU (quads),

which is roughly 2% of the overall domestic energy consumption (100 quads) [120,

131, 133]. For an individual steel processing plant, reheating and heat treat-

ing furnaces account for 65% to 80% of the overall energy use [92, 123]. The

energy use is intensified by inherent furnace inefficiencies (20%-60%) and inef-

fective control strategies [123]. Part temperatures, especially the core, cannot

be sensed and measured. Hence, in practice, the operators tend to overheat

the parts such that a minimum temperature threshold required for processing

is reached, thereby causing excess fuel consumption. Another reason for over-

heating is that even if only some portions of the fabricated part are not heated

sufficiently, then the entire part will not meet the quality standards resulting

in waste. Therefore, the monetary gain in energy minimization while heat-

ing will be counter-balanced by the loss due to scrapping of defective parts.

The temperature sensing limitations, combined with high energy usage make

austenitization furnace a primary target for advanced model-based reconfigu-

ration, optimization, and control.

1.2 Literature review

During the heat treating process, the part temperature increases, the

phase transformation of steel to austenite takes place, and there are mi-

crostructural changes depending on the temperature and the rate of heating.

All these phenomena determine the metallurgical properties of the quenched

3



product. The heat treating process has been studied both at the macroscopic

level (i.e., furnace and part length-scales) and at the microscopic level, con-

sidering the microstructural evolution of the parts.

At the macroscopic level, several furnace modeling studies [11, 54, 66,

86, 117, 132, 140, 143] have focused on determining the temperature profile of

the parts as a function of time (and position) in the furnace.

Many studies on metal processing furnaces are focused on pusher-type

slab reheating systems (e.g., Ramamurthy et al. [98]). Although reheating fur-

naces are geometrically similar to heat treating furnace considered in this work,

the parts processed in reheating furnaces are heated directly, whereas during

heat treating, the parts are heating indirectly by radiant tube burners. There-

fore, while developing mathematical models for direct-fired reheating furnaces,

gas-to-surface radiation interactions must be considered, whereas in indirect-

fired heat treating furnaces, as will be discussed later, these interactions are

negligible and the predominant mode of heat transfer is surface-to-surface radi-

ation. Since reheating is a pre-finishing step, contact between parts (or slabs)

are allowed. On the other hand, heat treating is done to harden finished parts.

Hence, parts are placed at some distance from each other. As a consequence,

surface-to-surface radiation interactions between like surfaces are critical and

must be captured by the models along with those between burner and part

surfaces.

In addition to capturing long-range, non-linear radiation interactions,

complex furnace and part geometries add to the modeling challenges. Hence,

4



modeling efforts reported in the literature have followed three main approaches:

1. Data-driven modeling

Liao et al. [74] predicted the furnace tempeture with respect to varying

operating conditions using a neural network algorithm. However, tem-

perature of the workpieces (or slabs) as a function of time or position

and the energy consumed by the system were not calculated. Xuegang et

al. [139], Kim et al. [64], and Laurinen and Röning [70] followed a similar

path, and proposed using pattern swarm and particle swarm optimiza-

tion to train neural network and principal component analysis to reduce

model dimensionality. Since parts are heated usually beyond 1000 K,

the part temperatures, especially the interiors, cannot be sensed directly.

Therefore, completely data-driven models such as neural-networks typ-

ically cannot accurately predict the part temperatures when measure-

ments are unavailable. This is a significant drawback of this modeling

approach since inhomogeneous part temperature distribution determines

the quality of the furnished product [89].

2. High-fidelity modeling

Tang et al. [122] and Triebl et al. [129] used Computational fluid dynam-

ics (CFD) to predict part and blanket gas temperature distribution for

a pusher-slab furnace. Pan et al. [89] calculated details such as thermal

stresses of parts during heating and phase transformation of steel into
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their different allotropes. Although CFD simulations can predict the dy-

namics and the temperature distribution of furnace systems with good

accuracy, they are computationally expensive. It can take several days

of simulation time to finish the calculations, even with high-performance

computing clusters. Moreover, details such as blanket gas velocity pro-

files and flow patterns are not required in applications intended in this

work such as real-time temperature control and optimal energy man-

agement. This modeling approach would be ideal for detailed design of

furnaces. However, in this work, the high computation costs involved

limit the use of such models.

3. Equation-oriented modeling

It is a semi-empirical modeling approach, wherein the model equations

are based on the underlying physics but with several assumptions and ap-

proximations to reduce computational costs. Balbis et al. [11] predicted

the part temperature at furnace exit by discretizing the furnace into a

series of control volumes, disregarding long-range heat interactions. In

the work of Yang and Yu [140], a linearized version of the radiation

heat transfer relations was used and the measurements from the top

and bottom regions of the furnace were combined into a single variable.

Steinboeck et al. [117] assumed the part temperature profile to be one-

dimensional and used a Galerkin-based approach to predict product tem-

perature values. Yoshitani et al. [143], Mochida et al. [80], and Kang et

al. [60] simplified radiation relationships by either neglecting long-range
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interactions or using empirical coefficients obtained from experimental

results lumped into the emissivity term in the radiation heat transfer

terms in the energy balance equations. These type of semi-empirical

models are developed for on-line control and optimization applications.

However, note that the simplifications such as omitting long-range radi-

ation can result in inaccurate predictions. These simplifications are not

valid in this work where long-range surface-to-surface radiation is the

dominant mode of heat transfer.

Several other studies have focused exclusively on the microstructural

changes and their effect on mechanical properties [7, 71, 75, 104] without con-

sidering the furnace dynamics. Liu et al. [75] used finite-element analysis tools

to study the metallo-thermo-mechanical behaviors during heat treatment of a

part. The review article by Roters et al. [104] details the application of crys-

tal plasticity finite-element analysis for predicting the microstructure based

mechanical properties of heterogeneous crystalline matter. Anelli [7] reported

constitutive relations that predict microstructural changes as a function of spe-

cific thermal evolution to simulate hot rolling and controlled cooling of wire

rods and bars. In the work of Lee and Lee [71], the effect of alloying elements

on austenite grain size (AGS) was investigated and an empirical relation for

predicting the AGS was proposed for global low alloy steels.

We note that, to date, the two length scales have not –to our knowledge–

been considered simultaneously. The novelty of this work lies in the consid-

ered two-scale modeling approach wherein we capture both the dominating
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radiation interactions as well as the microstructural changes when optimizing

the energy input to the furnace system to ensure that the quality targets of

the quenched product are met.

1.3 Guide to chapters

The rest of the dissertation is organized as follows.

In Chapter 2, we describe the system considered in this work, an austen-

itization furnace, currently in operation at an industrial partner and develop

a semi-empirical model of the furnace. The furnace operates in a continuous

manner under temperature feedback control. The furnace temperatures exceed

1000 K. Therefore, long-range radiation is the dominant mode of heat transfer.

Moreover, when parts are heated, in addition to the changes in temperature,

the microstructure also changes. This has consequences in the metallurgi-

cal properties of the quenched product. Therefore, the model we developed

captures the physics at both the aforementioned length scales: long-range ra-

diation and microstructure transformation.

In Chapter 3, we present the optimization problem that aims to identify

the operating conditions of the furnace that minimize the total energy con-

sumption without compromising product quality. The parts must be heated

past the desired threshold with minimal inhomogeneous temperature varia-

tions with the part. There is also a constraint on the microstructure changes

to ensure desired metallurgical properties of the quenched product. Surro-

gate models are used for solving the optimization problem to greatly reduce
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computation costs.

In Chapter 4, we develop and deploy model predictive control (MPC) as

a supervisory control strategy for on-line optimization of the furnace operation.

The inner-level feedback controller maintains the conditions of the furnace

close to the set points. The supervisory MPC controller calculates the optimal

set points of the feedback controller at each time instant of the MPC controller

(longer than that of the feedback controller) that would drive the product

conditions close to their respective lower bounds.

In Chapter 5, we estimate the fuel reduction in the system due to heat

integration using recuperators, a special purpose feed-effluent heat exchangers.

Furnace simulations and observations in the plant indicate that a considerable

amount of energy input to the system is wastefully discharged in the burner

exhaust. This heat loss is minimized by transferring some of the exhaust heat

to pre-heat inlet air to the burners, thus reducing the amount of fuel required

for combustion. The temperatures of exhaust gases are usually greater than

1000 K. Hence, radiation is the dominant mode of heat transfer in the recu-

perator. We model a concentric-tube recuperator, capturing local convection

and geometry-dependent, long-range radiation.

Finally, future directions are recommended and conclusions are drawn

in Chapter 6.

9



Chapter 2

Austenitization furnace modeling

This chapter is based on material published in papers “V. R. Heng, H.

S. Ganesh, A. R. Dulaney, A. Kurzawski, M. Baldea, O. A. Ezekoye, and T.

F. Edgar. Energy-oriented modeling and optimization of a heat treating fur-

nace. Journal of Dynamic Systems, Measurement, and Control, 139(6):061014,

2017” [48] and “H. S. Ganesh, T. F. Edgar, and M. Baldea. Modeling, opti-

mization and control of an austenitization furnace for achieving target product

toughness and minimizing energy use. Journal of Process Control, 2017. doi:

10.1016/j.jprocont.2017.09.008” [36]. In Heng et al. [48], I developed the dy-

namic burner model, improved the part model, ran the furnace simulations and

analyzed the results. I am the primary contributor of paper Ganesh et al. [36].

2.1 Process and system description

The heat treating furnace considered in this work operates in a con-

tinuous manner under temperature feedback control. A prototype furnace

schematic for heat treating furnace based on an AFC Holcroft [50] system

in operation at an industry partner is shown in Figure 2.1. The finished or

pre-finished metal parts are loaded onto trays and placed on a conveyor belt
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that transports the parts through the furnace, which is heated indirectly by

natural gas-fired radiant U-tube burners located on the ceiling and the floor

(see Figure 2.2 for burner schematic). The parts are immediately quenched in

an oil bath after exiting the furnace to to induce the crystal structure change

and give the parts mechanical properties such as hardness, toughness, shear

strength and tensile strength. Nitrogen, an inert blanket gas, introduced in the

furnace to prevent surface oxidation, flows counter-current to the movement

of the parts. Due to sensing limitations, the part temperatures are controlled

indirectly by controlling the furnace temperature distribution - a scheme that

is effectively open-loop with respect to part temperature control. The furnace

is divided into four temperature control zones and the mass flow rates of fuel

(natural gas) to all the burners of a zone are adjusted simultaneously to control

the temperature of that particular zone. Long range zone-to-zone radiation

interactions affect the temperatures of other zones as well when fuel flow rate

of a particular zone is adjusted. The furnace operates at temperatures in ex-

cess of 1000 K and the residence time of the parts within the furnace is in the

order of a few hours.

2.2 Macroscopic model: prediction of part exit condi-
tions and energy

Below, we present an overview of the two-dimensional (2D) model of

the heat treating furnace developed in Heng et al. [48]. As the system operates

at temperatures above 1000 K, radiation is the dominant mode of heat transfer
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Figure 2.1: Prototype furnace schematic for roller hearth furnace based on
schematic by AFC-Holcroft [50]. The hatched rectangles are the parts that
are heated in the furnace.

Figure 2.2: Schematic of U-tube burner where fuel (natural gas) is mixed with
air for combustion. Heat from the burner is transferred indirectly to the parts
in the furnace predominantly by radiation.
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inside the furnace. In this radiation-based model, the furnace is discretized

into three types of surfaces depending upon its geometric elements, namely,

burner, insulation and load or part. A schematic of the discretized 2D furnace

is shown in Figure 2.3. The geometric details of the furnace and the parts and

physical properties used in this work are listed in Table 3.1. The following

assumptions are made in developing the model:

2.2.1 Model assumptions

A.1 The mass of the conveyor belt is much lower than that of the parts.

Hence, the conveyor belt is neglected in the model. Nevertheless, the

movement of the parts within the furnace is captured.

A.2 In the industrial system, cylindrical with ogive top shaped parts are

loaded onto a tray and placed on the conveyor belt. An idealized rectan-

gular geometry with equivalent metal mass is considered for the ensemble

of a tray and the parts in it and is referred to as a part.

A.3 Since nitrogen is a diatomic gas, there is no gas-to-surface radiation

heat transfer [55]. The gas-to-surface heat transfer occurs only through

convection and surface-to-surface heat transfer occurs only through ra-

diation.

A.4 For modeling purposes, the furnace is discretized into a series of control

volumes for calculating the gas temperature profile along the length of

the furnace. There is no spatial variation in the nitrogen temperature
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within a control volume.

While the parameters of our model are based on literature values, we

note that, in practice, they could be estimated based form data: the zone tem-

peratures can be measured as a function of time using thermocouples placed

on the middle insulation surfaces of each zones, while the part temperature

distribution at the exit of the furnace can also be measured by non-contact

ultra sonic measurements [69, 107, 135].

2.2.2 Overall energy balance relations

The overall energy balance of surface i in the furnace is given by the

expression:

Qnet,i = Qradiation,i +Qconvection,i i = 1, . . . , N (2.1)

where N is the total number of surfaces. Note that N changes as the parts

enter and exit the furnace. Qnet,i is the overall heat transfer rate for surface

i, Qradiation,i is the radiation heat transfer rate for surface i and Qconvection,i

is the convective heat transfer rate for surface i. The radiation heat transfer,

Qradiation,i, is given by the following expressions [55]:

Qradiation,i =
σTi

4 − Ji
1−ǫi
ǫiAi

(2.2)
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Qradiation,i =

N
∑

j=1

Ji − Jj

(AiFi,j)
−1 (2.3)

where σ is the Stefan-Boltzmann constant, Ti is the temperature of surface i,

Ji is the radiosity of surface i, ǫi is the emissivity of surface i, Ai is the area of

surface i, and Fi,j is the view factor from surface i to surface j. View factor

Fi,j is defined as the fraction of the radiation that leaves surface j and strikes

surface i. Radiosity Ji is defined as the net amount of heat flux leaving surface

i via radiation.

Figure 2.3: The schematic of the 2D model of the austenitization furnace
(side view). The red and black lines on the furnace wall represent burner
and insulation surfaces respectively. The rectangles within the furnace are the
parts that are heated in the furnace. Each side of a part is a load or part
surface. Cold parts enter from the left hand side of the furnace schematic and
hot parts exit from the right hand side. Nitrogen, the inert gas, flows counter-
current to the direction of movements of the parts. The furnace is divided
into four control zones. The vertical dotted lines represent the boundaries
between subsequent zones. The insulation surfaces that are circled host the
temperature sensors for zone temperature control.
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2.2.2.1 Burner

For burner surfaces, the first expression of the radiation term eq. (2.2)

is substituted into the overall energy balance eq. (2.1) to yield:

Qnet,i − hfurnAi (Ti − T∞
w ) =

σTi
4 − Ji
1−ǫi
ǫiAi

(2.4)

where hfurn is the furnace heat transfer coefficient and T∞
w is the temperature

of nitrogen gas in control volume w. The surface i to gas control volume

w convective heat transfer is captured by the term: hfurnAi (Ti − T∞
w ). The

furnace heat transfer coefficient, hfurn, is calculated from a Nusselt number

correlation for forced convection in turbulent pipe flow [55]:

Re =
ρN2uN2A

Dh µ
(2.5)

Nu = 0.023Re0.8 Pr0.4 (2.6)

hfurn =
kN2 Nu

Dh
(2.7)

Dh =
4A

P
(2.8)

where Re is the Reynolds number, Pr is the Prandtl number, Dh is the hy-

draulic diameter, ρN2 is the density of nitrogen, uN2 is the velocity of nitrogen,

µ is the viscosity of nitrogen, kN2 is the thermal conductivity of nitrogen, A

is the cross sectional area of the furnace perpendicular to mass flow, and P is

the wetted perimeter of the cross-section. Since the model is two dimensional,

the hydraulic diameter Dh is the length of the cross-section (or the height)
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of the furnace. The Prandtl number, Pr, is assumed to be a property of the

gas [55].

For burner surfaces, the surface temperature and heat duty are input

variables. To compute the heat duty, Qnet,i, and burner surface tempera-

ture Ti, we use a dynamic burner model based on the work of Niederer et

al [87]. In this model, the dynamics of the burner walls are included, and they

are approximated with a system of differential algebraic equations (DAE).

The model considers two gases, the inlet gas (IG) to the burner, containing

[CH4, O2, N2] ∈ IG, and outlet gas (OG), containing [CO2, H2O,O2, N2] ∈

OG. The IG and OG capture the components involved in the combustion of

methane in air, governed by the equation CH4+2O2 → CO2+2H2O, where N2

is an inert gas which does not contribute to the reaction. We assume fuel-lean

operation, such that all methane is consumed.

The heat to the burner provided by the inlet gases is the heat of forma-

tion less the specific enthalpy of the gases, given by the following equation [87]:

QIG =
∑

ξ∈IG

ṁξ

MWξ
(∆Hform,ξ − h̄Ent(ξ, TIG)) (2.9)

where ṁξ is the mass flow rate, MWξ is the molecular weight, ∆Hform,ξ is the

heat of formation, and h̄Ent(ξ, TIG) is the specific enthalpy, all for gas ξ ∈ IG.

In this equation, it is assumed the temperature of the inlet gases, TIG is known

a priori.
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Similarly, the heat out the exhaust in the outlet gases OG, is given by

the following equation [87]:

QOG =
∑

η∈OG

ṁη

MWη

(∆Hform,η − h̄Ent(η, TOG)) (2.10)

which is equivalent equation to Equation (2.9) for gases η ∈ OG. We as-

sume that stoichiometric amounts of CO2 and H2O were formed after CH4 is

consumed. The heat that leaves the burner, Qburner, is given by:

Qburner = QIG −QOG − VburnerρburnerCp,burner
dTburner
dt

(2.11)

The change in the burner wall temperature, Tburner, and the outlet gas

temperature, TOG, are represented by the following equations:

VburnerρburnerCp,burner
dTburner
dt

= hOGA(TOG − Tburner)

+ γ σ(T 4
OG − T 4

burner)−Qburner

(2.12)

VOGρOGCp,OG
dTOG
dt

= −hOGA(TOG − Tburner)

− γ σ(T 4
OG − T 4

burner)

+
∑

ξ∈IG

ṁξ

MWξ

(TIG +∆Hform,ξ)

−
∑

η∈OG

ṁη

MWη

TOG

(2.13)
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γ = 1− exp(αLmb) (2.14)

where the burner subscript denotes burner wall characteristics (density, heat

capacity, temperature, volume and heat). hOG, σ, α, Lmb and A represent the

average heat transfer coefficient of outlet gas, the Stefan-Boltzmann constant,

the absorptivity of the burner wall, the mean beam length of the radiating

outlet gas in the burner and the surface area of the burner wall respectively.

The mean beam length, Lmb, was calculated based on the assumption that

the burner tubes are perfect cylinders with a constant diameter. Defining

a ratio of the heat capacities and densities of the outlet gas to the burner

wall, ǫ =
ρOG Cp,OG

ρburner Cp,burner
, and applying the limit as ǫ approaches zero yields the

following equation for the rate of change of the outlet gas temperature:

0 = −hOGA(TOG − Tburner)− γ σ(T 4
OG − T 4

burner)

+
∑

ξ∈IG

ṁξ

MWξ
(TIG +∆Hform,ξ)−

∑

η∈OG

ṁη

MWη
TOG

(2.15)

which, when coupled with Equation (2.12), yields the DAE system that is

solved to give TOG and Tburner at each time step in the furnace, granting

the model its dynamic nature. To improve computational efficiency, Qburner

used in Equation (2.12) is assumed to be from the previous time step of the

furnace, and is considered constant for the time scale of the burner at each

furnace iteration.
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This burner model allows for simulations of the closed-loop control of

the system to be performed as described later. We note that modeling radiant

tube burners is a research topic in its own right [80, 127], and the assumptions

made in this model are necessary in order to obtain a simple input/output

burner model that is easily tractable in computational simulations.

2.2.2.2 Part and insulating wall

For insulation and part surfaces, Qnet,i and Ti are output variables. For

insulation surfaces, the second expression of the radiation term eq. (2.3) is

substituted into the overall energy balance eq. (2.1) to yield:

Qnet,i − hfurnAi (Ti − T∞
w ) =

N
∑

j=1

Ji − Jj

(AiFi,j)
−1 (2.16)

The equation for part surfaces are similar to that of insulation surfaces,

except that the furnace heat transfer coefficient, hfurn, is replaced by the part

heat transfer coefficient hpart:

Qnet,i − hpartAi (Ti − T∞
w ) =

Ns
∑

j=1

Ji − Jj

(AiFi,j)
−1 (2.17)

For the heat transfer coefficient, hpart, calculation, the length scale, Dp, is

the height of a part. The speed of the conveyor belt is much slower than the

velocity of the blanket gas. Hence, the relative velocity of the gas with respect

to a part is approximately equal to the velocity of the flowing nitrogen. The
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equivalent equation for Reynolds number for flow over a part, Rep, is given

by:

Rep =
ρN2uN2A

Dp µ
(2.18)

The Nusselt number, Nup, and the heat transfer coefficient, hpart, for flow over

a part are given by the following equations:

Nup = 0.158Re0.66p Pr0.33 (2.19)

hpart =
kN2 Nup
Dp

(2.20)

Note that the Nusselt number in Equation (2.19) is obtained from the empirical

correlation for the flow over a square cylinder [55] since the part model is in

2D geometry.

The view factor matrix, Fi,j , is calculated using Hottel’s crossed string

method [26], detailed in section 2.2.3. Equations (2.4), (2.16) and (2.17) are

solved using using a dual iterative numerical scheme explained in section 2.2.4

to obtain heat duties and surface temperatures of part and insulation surfaces.

The calculated heat duties are used in the boundary conditions of the unsteady

state heat equation to determine the insulating wall temperature distribution

and the part temperature distribution for all the parts processed in the furnace.

The insulating wall has heat capacity and is modeled as a solid material

with uniform thickness. The wall temperature distribution is calculated by

solving the one-dimensional unsteady state heat equation by an implicit Euler

finite difference scheme. The inner surface of the insulating wall boundary

condition is:
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Qnet,i = −kinsAi
dTi
dxi

(2.21)

where Qnet,i is the solution of the aforementioned radiation-based dual iterative

numerical algorithm. kins is the thermal conductivity of insulating material

(brick), Ai is the area of insulation surface i, Ti is the temperature of the

inner surface of insulation i, and xi is the distance in the inward direction

perpendicular to the insulating surface i. The outer surface of the insulating

wall boundary condition is the balance between heat conduction through the

wall and the convective heat transfer between the surface and the ambient air:

kinsAi
dTins,out,i
dxi

= −hairAi(Tins,out,i − Tair) (2.22)

where Tins,out,i is the temperature of the outer surface of insulating wall i and

hair and Tair are the convective heat transfer coefficient and the temperature

respectively of the ambient air.

A part is assumed to be a uniform solid. The two-dimensional unsteady

state heat equation is solved by a second-order accurate Crank-Nicolson finite

difference numerical scheme. The net heat flux, Qnet,i, of the four surfaces

encompassing a part are used to define the boundary conditions:

Qnet,i = −kpartAi
dTi
dni

(2.23)

where kpart is the part thermal conductivity, Ti and Ai are the temperature
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and area of part surface i respectively, and ni is the distance in the inward

direction perpendicular to part surface i.

2.2.2.3 Blanket gas

To account for the heat transferred to the blanket gas by convection

from hot burner surfaces and from blanket gas to insulation and part surfaces,

we discretize the fluid in the furnace into a set of control volumes. A con-

trol volume is assumed to be well mixed, i.e., there is no spatial variation in

temperature within a control volume. Note that these control volumes are

different from the temperature control zones for feedback control. For each

control volume, heat is transferred from the top and bottom furnace surfaces

within the control volume. Additionally, if there is a part present in the con-

trol volume, then heat is transferred to/from the top and bottom part surfaces

to the fluid well. As the flow is in one direction, heat gained in one control

volume w is transferred to the next control volume w + 1 in the direction of

flow. The heat exchange in control volume w is calculated via the enthalpy as

a function of temperature of the fluid. Therefore, the heat exchange rate in

control volume w+1 is the sum of heat transferred from the furnace and part

surfaces and from the previous control volume w:

The blanket gas inside the furnace is assumed to be well-mixed within

each control volume (equivalently, the gas temperature inside the control vol-

ume is uniform), and the gas flow is assumed to be in one direction. We

assume a uniform velocity profile in the cross section of the furnace. The
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change in temperature of the flowing fluid is found by accounting for the heat

transferred by convection from the top and bottom furnace surfaces and the

design surfaces of a control volume to the fluid. As flow is in one direction,

the heat gained one control volume w is transferred to the next control volume

w + 1. The heat exchange in control volume w is calculated via the enthalpy

as a function of temperature of the fluid. The heat exchange in the next con-

trol volume w + 1 is given by the addition of the heat from control volume

w with the heat of convection from the ceiling and floor in control volume w.

Then, the temperature of control volume w+1 can be found from the resulting

enthalpy. Specifically:

Qw+1 =
∑

i∈furnace surfaces

hfurnAi (Ti − T∞
w )

+
∑

i∈part surfaces

hpartAi (Ti − T∞
w ) +Qw =

H(T∞
w )

ṁN2

(2.24)

Now, the temperature of the control volume w + 1 can be found from the

resulting enthalpy:

T∞
w+1 = G(

Qw+1

ṁN2

) (2.25)

Here, the assumption is that nitrogen is the only gas flowing in the furnace.

Also, the system is leak free. Enthalpy to temperature and temperature to

enthalpy calculations are performed from a look up table. Under the usual

range of temperatures in the furnace, nitrogen does not undergo any phase
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transformation. Therefore, the enthalpy is a monotonically increasing function

of temperature.

2.2.3 View factor calculation

We calculate the view factor matrix Fi,j between surfaces using Hottel’s

crossed string method [26]. We first discretize each surface into a set of k sub-

surfaces. The view factor between each sub-surface and full surface is given

by:

Fi,j =
AD +BC −AC −BD

2Ai
(2.26)

where AC and BD are the edge to edge distances and AD and BC are the

distances between end points of surfaces Ai and Aj where the lines cross (see

Figure 2.4). In the limit as the area of surface i approaches zero, the view

factor expression becomes:

Figure 2.4: Schematic of surfaces for view factor calculation. The solid lines
AB and CD represent the surfaces. The dotted lines AC and BC represent the
edge to edge distances and AC and BD represent the distances between the
end points of the surfaces where the lines cross.
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Fi,j =
sinψ2 − sinψ1

2
(2.27)

where ψl are the angles between surface i and the edges of surface j. This

principle is applied to each sub-surface and the total view factor is the sum of

the sub-surface view factors weighted by their corresponding surface areas:

Fi,j =
∑

k

Fik,j
Aik

(2.28)

To calculate the angles, ψl, ν rays from each sub-surface are traced and the

surface each ray intersects first is determined. The angles ψ1 and ψ2 can be

estimated from two adjacent rays that encounter two different surfaces where:

ψ =
ψl + ψl+1

2
(2.29)

A simple example for three surfaces is shown in Figure 2.5. The angles ψa, ψb,

and ψc are calculated from rays originating from the kth sub-surface of surface

A1 (A1k). The view factors from sub-surface A1k to surfaces A2 and A3 are:

F1k2 =
sinψc − sinψb

2
, F1k3 =

sinψb − sinψa
2

(2.30)

Now, the total view factors between surfaces A1 − A2 and A1 − A3 can be

calculated by adding the view factors of the sub-surfaces in A1 using Equa-

tion (2.28).
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Figure 2.5: Angles between a sub-surface of A1 and the visible areas of surfaces
A2 and A3. (Image source: Heng et al. [48])

The percentage error of this approach with sufficiently small surface and

ray angle discretization compared to the analytical solution is less than 1%.

Moreover, the algorithm can be easily parallelized, which reduces computation

time significantly for larger number of surfaces or discretizations.

The furnace is partitioned into four temperature control zones to in-

directly control the part temperatures by controlling the zone temperatures.

Note that these control zones and the control volumes of the blanket gas are
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different. The middle insulating surfaces on the ceiling of each zone (see Fig-

ure 2.3) are assumed to host the temperature sensors for feedback control.

Each control zone has eight adjacent burners on the furnace ceiling and four

adjacent burners on the floor. A simple linear control strategy is adopted,

wherein a proportional-integral (PI) controller adjusts the mass flow rate of

fuel of the twelve burners of each zone simultaneously to control the tem-

perature of that particular zone. However, zone-to-zone long range radiation

interactions will affect the temperatures of other zones as well. The tempera-

ture set points of the PI controllers directly affect the temperature distribution

of the parts in the furnace and thus the energy consumption of the system.

The inputs to the model are the geometric details of the furnace and

the parts, the inlet temperatures of the parts and the blanket gas, and the

physical properties of the steel parts (see Table 3.1). The model evaluates the

energy input to the furnace system and the temperature distribution of the

part within the furnace at each time step.

2.2.4 Solution algorithm

In this section, we describe the iterative solution procedure to solve

the heat transfer and heat balance equations of the furnace presented in the

previous subsection (section 2.2.2). The movement of the parts in the furnace

is approximated as a series of discrete events. Part velocity is determined

by the speed of the conveyor belt. The time step (and hence the distance a

part travels in one time step) to simulate the furnace is fixed at a value that
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captures meaningful changes in the temperature field at minimal computation

costs. The geometry dependent view factor matrix is computationally expen-

sive to calculate. In order to improve speed, view factors between different

surface pairs were pre-calculated and tabulated. In this work, the geometry

of the parts are fixed. Therefore, the pre-tabulated view factor matrix can

be used to simulate the furnace at different operating conditions. Once the

view factors are computed, the energy balance equations are solved by the

following procedure (also explained in a flowchart in Figure 2.6) to calculate

the temperature and heat profiles of the furnace as a function of time:

1. Initialize system with temperatures and heat duties of all the furnace

surfaces, including part surfaces.

2. Identify the parts that are currently under processing inside the furnace

by accounting for part that have been removed and parts that have been

newly introduced

3. Solve burner model to calculate temperatures and heat duties of all the

burner surfaces for a given mass flow rate of fuel, determined by the

feedback controller

4. Solve for radiosities from given surface temperatures

5. Using radiosites of part and insulation surfaces, calculate the updated

temperatures and heat duties of part and insulation surfaces

6. Repeat steps (3)-(5) until the system converges to a desired tolerance
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7. Using the heat duties of the part surfaces, calculate the inhomogeneous

temperature distribution of all the active parts using Crank-Nicolson

finite difference scheme

8. Using the heat duties of the insulation surfaces, calculate the heat lost

to the ambient via insulation walls

9. Control the zone temperatures (see Figure 2.3) to the desired set-points

by manipulating the fuel flow rates to the burners (feedback control)

10. Advance tray to the next location, increment time by one time step, and

repeat steps (2)-(9) until a batch of parts are processed sequentially in

the furnace

To obtain a defect-free and structurally sound product, one should not

only control the macroscropic properties like temperature but also control the

microscopic properties like austenite grain size. The microstructural changes

occurs at a much smaller length scale (micro-scale) compared to the macro-

scale temperature evolution. Therefore, we adopt a two-scale modeling ap-

proach for calculating the grain size distribution of the parts in addition to

the temperature distribution during austenitization process and their conse-

quences on the metallurgical properties of the quenched product.
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2.3 Microscopic model: prediction of austenite grain
sizes

Steel is composed of many crystallites or grains of varying size and

orientation, and is thus a polycrystalline material. The orientation of the

grains can be random or directed. The crystallinity of a solid has important

effects on its physical properties. The grain boundary is a single-phase interface

with identical crystals on each side of the boundary, except in orientation. The

grain boundary contains the atoms that have been displaced from their original

lattice sites and the impurities present in the crystal. A grain boundary is a

crystal structure defect and so is a region of high energy. The higher the

free energy of a system, the lower is its thermodynamic stability. As a result,

there is a thermodynamic driving force to decrease the free energy by reducing

the total area of the grain boundary. Grain growth is the process by which

the average grain size increases. Grain growth takes place by diffusion and

not coalescence like in water droplets (that merge together to form a larger

bubble) [53]. Since diffusivity is a function of temperature and the length scale

of diffusion is proportional to the square root of diffusivity, grain growth occurs

when the temperature is high enough and the amount of time the material is

subjected to high temperature (specifically, heat treatment) is long enough.

During grain growth, the number of gains per unit volume decreases, the

average grain size per unit volume increases and the energy per unit volume

decreases resulting in a state of higher thermodynamic stability [53].

The austenite grain size at the exit of the furnace determines the tough-
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ness of the quenched product. Larger grain sizes make the product brittle. We

use the time-dependent empirical model reported in Anelli [7] for predicting

the average size of austenite grains (dγ in µm) which results from a specific

thermal history. The austenite grain size is calculated from the following equa-

tions:

dγ,i+1 = k1 (t
∗ +∆t)k2 exp (−Qo/RTi+1) (2.31)

t∗ = (dγ,i/ (k1 exp (−Qo/RTi+1)))
1/k2 (2.32)

where dγ,i+1 and Ti+1 are the current grain size and current temperature respec-

tively, ∆t is the time interval, R is the gas constant, and t∗ is the fictitious

time in hours required to reach the previous grain size, dγ,i, at the current

temperature. k1, k2, and Qo are the empirical constants. The values of the

constants are taken for FF82 steel having composition 0.85% C, 0.62% Mn,

0.25% Si, 0.03% Cr, and 0.03% Al [7].

To embed the above relations in the furnace model described in Sec-

tion 2.2, we discretize the part into a set of regions (see Figure 2.7). The

temperature Ti+1 for a region is the average of all the node temperatures of

the Crank-Nicolson finite difference scheme used to determine part tempera-

ture distribution (cf. Section 2.2) within the region at the current time step.

The time difference ∆t for austenite grain size prediction is the same as that

for evaluating the part temperature distribution in the furnace simulation.

The size of a region is selected such that the temperature differences within it
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is minimal and the grain size calculated at the maximum permissible furnace

operation temperature is less than the dimensions of the region. Based on the

above two criteria, we divide the part having dimensions 1.25 m × 0.5 m into

6×3 regions. The transformation of steel to austenite is rapid and occurs over

a time span in the order of a few seconds, much smaller than the simulation

time step size of four minutes. Therefore, during furnace simulation, from

the time instant at which the temperature of a region exceeds the austenite

transformation temperature, Taustenite, the average grain size, dγ,i+1, for that

region is predicted using eqs. (2.31) and (2.32).

33



Figure 2.6: Solution algorithm to calculate temperatures and heat duties of
all the surfaces in the furnace and using the heat duties of part surfaces to
calculate the inhomogeneous part temperature distributions. (Image source:
Heng et al. [48]) 34



Figure 2.7: An illustrative part temperature and grain size distribution dia-
gram. The precipitated austenite grains are represented by the shapes filled
in gray. The regions close to the part surface, which are heated via radiation,
have higher temperatures and thus larger grains. On the other hand, the in-
terior regions, which are heated only via conduction, have lower temperatures
thus smaller grains.
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Chapter 3

Surrogate model-based optimization

This chapter is based on material published in papers “V. R. Heng, H.

S. Ganesh, A. R. Dulaney, A. Kurzawski, M. Baldea, O. A. Ezekoye, and T.

F. Edgar. Energy-oriented modeling and optimization of a heat treating fur-

nace. Journal of Dynamic Systems, Measurement, and Control, 139(6):061014,

2017” [48], “H. S. Ganesh, E. M. Taleff, T. F. Edgar, and M. Baldea. Si-

multaneous optimization of material properties and energy efficiency of a

steel quench hardening process. In American Control Conference (ACC),

2017, pages 22192224. IEEE, 2017. doi: 10.23919/ACC.2017.7963282” [38]

and “H. S. Ganesh, T. F. Edgar, and M. Baldea. Modeling, optimization

and control of an austenitization furnace for achieving target product tough-

ness and minimizing energy use. Journal of Process Control, 2017. doi:

10.1016/j.jprocont.2017.09.008” [36]. In Heng et al. [48], I developed the dy-

namic burner model, improved the part model, ran the furnace simulations and

analyzed the results. I am the primary contributor of papers Ganesh et al. [38]

and Ganesh et al. [36].
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3.1 Optimization problem formulation

In this section, we combine the physics-based furnace model and the

empirical austenite grain growth prediction model described in Chapter 2, to

formulate and solve an optimization problem that identifies the zone temper-

ature set points such that the energy consumption of the system is minimized

without compromising product quality. The parts must be heated beyond the

phase transformation temperature, Taustenite, with minimum variation in tem-

perature distribution in order to make sure that the transformation is effected

throughout the part. Additionally, overheating of parts makes the quenched

product very brittle (less tough). Austenite grain size determines how tough

the quenched product is. Therefore, in order to ensure toughness of the prod-

uct, the austenite grain size must be within an upper limit. The objective and

constraints described above can be described as the following optimization

problem:

minimize
Tsp

Energy Input Per Part = f(T sp)

subject to

Tsp,lb ≤ Tsp,l ≤ Tsp,ub, l ∈ [1, 4]

Tsp,l + Tsp,diff ≤ Tsp,l+1, l ∈ [1, 3]

Tpart,min,lb ≤ Tpart,min

σpart,T
µpart,T

≤ COVpart,ub

dγ,max ≤ dγ,ub

(3.1)

where Tsp,l, l ∈ [1, 4] are the zone temperature set points of each individual
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zone l, Tsp,lb and Tsp,ub are the lower and upper bounds of the zone temperature

set points respectively, Tsp,diff is the minimum allowed enforced temperature

difference between consecutive zones. f(T sp) is the energy input to the system

per part processed. The part variables described below represent the condi-

tions at the exit of the furnace. Tpart,min and Tpart,min,lb are the minimum part

temperature and its lower bound respectively, σpart,T is the standard deviation

in temperature, µpart,T is the average temperature, COVpart,ub is the upper

bound of the coefficient of variation (
σpart,T
µpart,T

), dγ,max is the maximum of aver-

age grain size among all portions in a part and dγ,ub is the upper bound of the

grain size.

The control objective for this system is to achieve a minimum part

temperature and quality in face of periodic disturbances caused due to periodic

input of parts into the furnace and periodic removal of parts from the furnace.

As a consequence, we represent the operation of the furnace in the constant

input/constant output regime as a “steady-state”/continuous process with the

respective average values of the state variables [54, 119, 132]. Therefore, the

part variables at the exit of the furnace in problem (3.1) is calculated for the

inhomogeneous distribution of each part and then averaged over all the parts

processed under the steady-state operating regime of the furnace.

The quantity that we aim to minimize is the energy input per part.

The zone temperature set points are bounded from above and below to obtain

realistic solutions around the region of austenite phase. A temperature dif-

ference between consecutive zones is enforced in the problem formulation so
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that the average part temperature increases monotonically with time within

the furnace and there is no heat loss from the parts to the furnace walls. The

ratio of the part standard deviation and its mean value is a measure of the

temperature spread and must be within a threshold to ensure uniformity in

heating. Finally, the maximum of the average grain sizes of all the portions of

a part must be less than an upper bound to ensure toughness of the quenched

product.

3.2 Surrogate model building

The radiation-based furnace model described above is procedural, i.e.,

it contains an algorithm – the dual-iterative solution algorithm explained in

Heng et al. [48], for the calculation of part and insulation surface temperatures

and heat duties– rather than explicit expressions for computing the model

variables, which precludes the calculation of the gradient entities required by

optimization solvers [15]. On the other hand, a derivative-free optimization

approach would significantly increase the computational costs. Consequently,

we make use of surrogate models to approximate the input-output behavior

of the system for the purpose of solving problem (3.1). The surrogate model

functional form is based on the physical characteristics of the system, aim-

ing particularly to capture the radiation heat transfer and the zone-to-zone

interactions. The general functional form of the surrogate model is:
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z = β1Tsp,1 + β2Tsp,2 + β3Tsp,3 + β4Tsp,4 + β5T
4
sp,1 + β6T

4
sp,2 + β7T

4
sp,3 + β8T

4
sp,4

+ β9T
3
sp,1 + β10T

3
sp,2 + β11T

3
sp,3 + β12T

3
sp,4 + β13Tsp,1Tsp,4 + β14Tsp,2Tsp,4

+ β15Tsp,3Tsp,4 + β16Tsp,1Tsp,3 + β17Tsp,2Tsp,3 + β18Tsp,1Tsp,2
(3.2)

where z is the output variable, Tsp,l, l ∈ [1, 4] are the temperature set points

of each individual zone l, and βm, m ∈ [1, 18] are the coefficients for the surro-

gate model found by linear regression. The input variables are the four zone

temperature set points Tsp,l, l ∈ [1, 4]. The output variables are the minimum

temperature of part at exit Tpart,min, coefficient of variation of part at exit

σpart,T
µpart,T

, the maximum grain size of part at exit dγ,max, and the energy input

to the system per part processed f(T sp). For all the output variables, the

surrogate model form remains the same, however with different model coeffi-

cients. Other variables such as part input temperatures, material properties

of input part, the conveyor belt speed, etc., may influence the temperature

profile of the part at the furnace exit. However, in the industrial system under

consideration, (i) the parts are always at ambient temperature prior to being

processed, with the influence of this temperature on the output being relatively

small, (ii) the conveyor belt speed cannot by varied by the control system and

hence does not change during the production run. As a consequence, we chose

to not explicitly capture the impact of these variables on the surrogate models.
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Figure 3.1: The iterative procedure for simultaneous estimation of surrogate
model coefficients and solution of optimization problem. (Image source: Ko-
rambath et al. [67])

3.3 Optimization solution using surrogate-models

The flow chart for estimation of surrogate model coefficients and so-

lution of the optimization problem (eq. (3.1)) to identify the optimal zone

temperature set points is presented in Figure 3.1. We use Latin Hypercube

Sampling to build an input space. 100 data points were sampled across the

plausible range for the four zone temperature set points. The furnace is sim-

ulated for a batch of 40 parts for each of the input samples and the output

variables are calculated. Next, the surrogate model coefficients are determined

by linear regression using the input-output data. The optimization problem
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uses the surrogate model. The optimal solution is provided as the input to

the detailed model to perform the furnace simulation. The optimal solution

and the outputs of the simulation are added to the existing input-output data

set and the surrogate model coefficients are re-identified. Note that both the

values of the model coefficients and the objective function change with each

iteration as the least squares regression is performed using a revised data set.

This approach increases the fidelity of the surrogate models in the region where

optimal solution is likely to be found. The aforementioned iterative procedure

for simultaneous model identification and optimization is repeated until the

difference between the solutions of two consecutive iterations is within a prede-

fined tolerance. The values of the constraints used in the optimization problem

are listed in Table 3.1.

3.4 Furnace simulation case 1: Target grain size of 90
µm

Table 3.1 lists the values of the inequality constraints in eq. (3.1). The

geometric details of the furnace and the furnace parameters can be obtained

from our previous publications [32, 48]. The interior-point optimization solver

IPOPT [134] in Matlab is used to solve the nonlinear optimization problem.

The optimal solution for the zone temperature set points is [1012 K, 1042

K, 1184 K, 1214 K] for zones 1 to 4 respectively. It takes 25 simulations to

converge to the solution and each simulation takes less than 10 minutes of

CPU time (using a computer running Windows 10 with a 2.4 GHz Intel Core
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Furnace details

Length of the furnace 16 m
Height of the furnace/length of the side walls 2 m
Length of each discretized furnace surface except the side walls 0.25 m
Total number of furnace surfaces 130
Length of a part 1.25 m
Ordinate of a part 0.75 m
Height of a part 0.5 m

Process conditions

Number of parts processed 40
Part residence time 4 hrs
Simulation time step 4 min
Inlet temperature of parts 300 K
Inlet temperature of blanket gas 400 K
Number of points in x-direction for Crank-Nicolson method 6
Number of points in y-direction for Crank-Nicolson method 6
Total time of furnace operation 25 hrs

Grain growth prediction

k1 4.1× 107

k2 0.12
Qo 141 KJ/mol
Taustenite 1065 K
Number of portions in the x-direction for grain size prediction 3
Number of portions in the y-direction for grain size prediction 6

Set point optimization

Tsp,lb 1000 K
Tsp,ub 1300 K
Tsp,diff 30 K
Tpart,min,lb 1100 K
COVpart,ub 0.05
dγ,ub (Case 1) 90 µm
dγ,ub (Case 2) 50 µm

Table 3.1: List of parameters for furnace simulation and set point optimization.

i5 Processor and 6 GB RAM).

The zone temperatures and the fuel flow rates are plotted in Figure 3.2
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for processing a batch of 40 parts. The closed-loop control system maintains

the zone temperatures close to the set points indicated by the dashed lines

in the top row plots of Figure 3.2. Cold parts periodically enter zone 1 and

create a heat sink. Hence, zone 1 temperature oscillates around its set point.

The temperature disturbances are propagated to the other zones because of

the long range zone-to-zone radiation interactions. Additional oscillations are

caused due to parts exiting zone 4. The bounds of fuel flow rates are indicated

by the dashed lines in the bottom row plots of Figure 3.2.
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Figure 3.2: The zone temperature and mass flow rate of fuel to the burners as
a function of the time of furnace operation for a batch of 40 parts.

Figure 3.3 shows the exit conditions of all the 40 parts processed se-

quentially. The system stabilizes to the steady state value, where the minimum

part temperature is 1088 K, the average part temperature is 1155 K, the stan-

dard deviation of temperature is 50.5 K, and the total enthalpy change is 1114
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MJ. It is observed that the minimum temperature is 12 K lower than the lower

limit of 1100 K, set as a constraint in the optimization formulation, due to

inaccuracies in the surrogate model. The coefficient of variation (standard de-

viation over mean) in temperature of the part at exit is 0.044 which is within

the desired value of 0.05. Therefore, the temperature differences within the

part are minimal.
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Figure 3.3: The exit conditions of all the 40 parts processed sequentially in
the heat treating furnace.

Figure 3.4 shows the grain size distribution of the 20th (middle of the

batch) part as a function of its processing time. As the radiation from the

burner panel primarily influences the surfaces of the part, the outer portions

of the part will have higher temperatures. On the other hand, the core is

heated only through conduction. Hence, the interiors of the part will have

lower temperatures that increase gradually. Grain size is proportional to the
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temperature and time of heating (see eqs. (2.31) and (2.32)). Therefore, the

regions that are close to the part surface will have larger grain sizes and those

in the core will have smaller grains. The grain size begins to increase from zero

in a region only when the region is heated past the austenite transformation

temperature Taustenite. At exit the maximum grain size is 73.80 µm, which is

within the threshold of 90 µm. The minimum grain size of the part at exit

is greater than zero, which means that all the regions of the part have been

completely transformed to austenite.
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Figure 3.4: The grain size distribution of the 20th part as as function of its
processing time.

3.4.1 Energy efficiency comparison

Table 3.2 compares the energy consumption and exit conditions of the
parts operated under optimized zone temperature set points with that of the
heuristic case reported in Heng et al. [48]. The energy input per part, our
important energy metric, is 3.63 GJ in the optimized case as compared to 3.76
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Heat Sources and Sinks Heuristic Set Points Optimized Set Points
Total Energy Input Per Part (GJ) 3.76 GJ 3.63 GJ
Part Minimum Temperature (K) 1126 K 1088 K

Coefficient of variation 0.043 0.044
Maximum grain size (µm) 93.60 µm 73.80 µm

Energy to Parts (%) 54.2% 53.5%
Energy Out the Exhaust (%) 42.7% 43.4%

Energy to Flowing Nitrogen (%) 0.5% 0.5%
Energy Through Insulation (%) 2.6% 2.6%

Table 3.2: Comparison of the exit conditions and energy consumption
of the optimal furnace operation with the heuristic operation reported in
Heng et al. [48].

GJ in the heuristic case. Hence, the optimal operation mode has 3.5% increase
in the energy efficiency compared to the heuristic operation mode. The energy
gain is mainly achieved by operating at the minimum part temperature at
exit constraint. Additional gains are due to the nonlinear contributions to the
energy efficiency from a different zone-to-zone radiation interactions due to
varied zone temperature set points. The coefficient of variation in temperature
of the parts at furnace exit are similar in both cases indicating that the parts
are uniformly heated in the optimized operating mode. The maximum grain
size in the optimal operation mode is 73.80 µm compared to 93.60 µm in the
heuristic operation mode. Hence, the quenched product in the optimized case
is tougher or less brittle than the heuristic operation case. The percentage of
energy input to parts, exhaust, blanket gas, and insulation are similar between
the two operation modes. The set points of the existing feedback controllers in
the actual plant should therefore be changed to the optimized values to lower
the energy consumption of the system and improve the quenched product
toughness.

3.5 Furnace simulation case 2: Target grain size of 50

µm

We solve two optimization problems: the original formulation (i.e.,
equation 3.1) and a “conventional” formulation as discussed in Heng et al.
which is similar to the former but does not impose any grain size restrictions.
In each case, the nonlinear optimization problem is solved using the interior-
point optimization solver IPOpt in Matlab [134].

For the original formulation (problem (3.1)), the optimal zone temper-
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ature set points are [1091 K, 1121 K, 1151 K, 1181 K]. For processing a batch
of 40 parts under optimal zone temperature set points, the zone temperatures
and mass flow rate of fuel as a function of time are plotted in Figure 3.5. The
feedback controller maintains the zone temperatures with minimum variations
from the set points, as shown by the top row plots in Figure 3.5. The periodic
oscillations seen in the zone temperatures are attributed to the periodic entry
and exit of the parts during furnace operation. The absolute temperatures are
greater than 1000 K, while the variation in temperature is less than about 5
K at the steady-state (constant input/output rate of parts) operating regime.
The practical impact of these oscillations is negligible. However, the first part
takes about 4 hours to exit the furnace. Until the first part exits the furnace,
the operation is pre-steady state where there are fewer heat sinks (parts) in
the furnace compared to the number present at steady-state furnace operation.
Similarly, the processing of the 32nd to 40th part is post-steady state operation
with fewer heat sinks in the furnace. During the pre- and post-steady state
operating regimes of the furnace, due to absence of heat sinks and lower bound
for fuel flow rate in the burners, the zone temperature set points cannot be
tracked well. These start/end effects are not important in production runs,
when hundreds of parts may be processed.

The corresponding mass flow rates of the fuel to the burners are shown
in the bottom row plots in Figure 3.5. We can see that the mass flow rate of
the fuel is highest in zone 1, which is due to the heat sink created by the entry
of cold parts in zone 1. Long range zone-to-zone radiation interactions affect
the zone temperatures and thus in the mass flow rates of fuel to the burners
of other zones as well.

The exit conditions of all the 40 parts processed in the furnace sequen-
tially are shown in Figure 3.6. The exit conditions of the parts operating at
steady state furnace operating regimes are averaged and analyzed. The average
energy input to parts, estimated as the total enthalpy change, is 1090 MJ per
part. The average of minimum temperatures of parts at exit is 1087 K, which is
slightly less than the 1100 K lower bound constraint of the optimization prob-
lem formulation (eq. (3.1)). This discrepancy in the minimum temperature
values can be attributed to the inaccuracies in the surrogate model. Finally,
the average coefficient of variation is 0.036, which is within the upper bound
of 0.05.

The heat input and temperature variation of part number 20 (middle
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Figure 3.5: The solid lines in the plots of top row represent zone temperatures
and in bottom row represent fuel flow rates to the burners as a function of
time for zones 1 to 4. The dashed lines in the plots of top row indicate the
zone temperature set points and the dashed lines in the plots of bottom row
indicate the bounds of fuel flow rates to the burners.

of the batch part), processed under steady-state furnace operation regime, as
a function of time of processing is shown in Figure 3.7. It is to be noted that
the part residence time is four hours and there are four control zones in the
furnace. Therefore the time of processing also corresponds to the position
(zone number) within the furnace. As expected, the heat input to the part
decreases with time as a result of reduced forcing function or temperature dif-
ference between the part and the burner surfaces. The oscillation in the heat
input is due to the disturbance created by the periodic entry and exit of parts
in the furnace. We see seven peaks in the heat to part curve indicating entry
of seven parts into the furnace during the residence time of a single part. The
maximum temperature occurs at the surface of the part and hence shows a
rapid rise to its saturation value. On the other hand, the minimum temper-
ature (and thus average temperature) is at the interior of the part, which is
heated only via conduction. Therefore, the rise in minimum temperature with
time of processing is gradual.
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Figure 3.6: Part exit conditions for a batch of 40 parts processed under op-
timized zone temperature set points. The red line is the part average exit
temperature and the green line is the part minimum temperature at exit. The
yellow lines indicate the standard deviation of the part exit temperatures from
its mean.

Finally, we examine the evolution of the grain sizes for the 20th part as
a function of time under optimal temperature set points in Figure 3.8. The
austenite grain size of a region in the part increases from zero only when
the temperature of the region is greater than the austenite transformation
temperature Taustenite. The maximum grain size occurs in regions where is
temperatures are higher, i.e, the outer surfaces of the part. The minimum
grain size occurs at the core of the part. The maximum grain size is 41.75
µm and the minimum grain size is greater than zero at the exit of the furnace
indicating that all the portions of the part have completely transformed to
austenite.

Switching now to the “conventional” formulation of Heng et al. [48], we
examine the grain size distribution under the optimized zone temperature set
points, whereby the optimization problem only accounts for part temperature
control. In this case, the optimized setpoints are [1000 K, 1030 K, 1191 K, 1221
K] (Figure 3.9). The reader is referred to Heng et al. [48] for more extensive
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Figure 3.7: Heat input to the 20th part and its temperature distribution details
as a function of its time (and thus position) of processing.

simulation details. In this case, the maximum grain size at the exit of the
furnace is 83.67 µm, higher than the desired value of 50 µm by 33.67 µm,
resulting in a product that is very brittle.

3.5.1 Energy efficiency comparison

Heat Sources and Sinks Conventional Formulation Original Formulation
Total Energy Input Per Part (GJ) 3.58 GJ 4.03 GJ
Part Minimum Temperature (K) 1088 K 1087 K

Coefficient of variation 0.045 0.036
Maximum grain size (µm) 83.67 µm 41.75 µm

Energy to Parts (%) 54.4% 46.5%
Energy Out the Exhaust (%) 42.5% 50.7%

Energy to Flowing Nitrogen (%) 0.5% 0.5%
Energy Through Insulation (%) 2.6% 2.3%

Table 3.3: Total energy input to the furnace and part exit conditions under
the temperature set points determined by solving the original optimization
formulation and the conventional formulation.

The results presented in the previous section afford some interesting
insights in the impact of material quality constraints (notably, grain size) on
the operation of the furnace. To this end, we compare the energy consumption
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Figure 3.8: The average, minimum, and maximum grain sizes of part number
20 as a function of the time of processing under optimal temperature set points.
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Figure 3.9: The average, minimum, and maximum grain sizes of part number
20 as a function of the time of processing under optimized temperature set
points of Heng et al. [48] that do not account for grain size restriction.
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of the system and exit conditions of the parts under optimized operation mode
with (original formulation) and without (conventional formulation) grain size
constraints (we will refer to these as “Case A” and “Case B,” respectively).
We consider as a performance metric the energy input to the system per part
processed. We see that this quantity has increased from 3.57 GJ in Case B to
4.03 GJ for Case A (a 12.57% change). Nevertheless, Case A represents the
operating mode that requires minimum energy input to the system without
violating product toughness requirement compared to all other heuristic based
operation modes.

In order to control the austenite grain size, the temperature set points
must be higher in zones 1 and 2 and lower in zones 3 and 4 in Case A compared
to those in Case B. As a consequence, the parts are heated rapidly in the first
two hours of processing and slowly in the remaining hours under the optimized
operation mode compared to Case B. This results in the minimum and average
temperatures of the parts to be higher during the first few hours of processing
in Case A as seen in Figure 3.10, which leads to additional fuel consumption.
The coefficient of variation of the parts at the exit of the furnace has decreased
from 0.045 in Case B to 0.036 in Case A, i.e, the temperature is more uniform
in Case A. The austenite transformation of the hotter regions of the parts
happens quickly, as the maximum grain size increases from zero within the
first hour of processing, in Case A (see Figure 3.8) compared to Case B (see
Figure 3.9). Nevertheless, at the exit of the furnace, the maximum grain size
is smaller (41.75 µm) in Case A, within the desired value of 50 µm, compared
to the 83.67 µm in Case B, making the quenched product meet the toughness
requirement. In both cases, the proportion of energy input to the system lost
as exhaust is significant, suggesting that system reconfiguration by using a
recuperator at the burner exhaust to preheat inlet fuel or air will improve
energy efficiency.
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Chapter 4

Model predictive control

This chapter is based on material published in paper “H. S. Ganesh,

T. F. Edgar, and M. Baldea. Model predictive control of the exit part tem-

perature for an austenitization furnace. Processes, 4 (4):53, 2016” [32]. I am

the primary contributor of the aforementioned paper.

The steady-state optimization procedure described in the previous chap-

ter offers optimal operating conditions of the furnace in the nominal case.

However, the optimality of the scheme is no longer guaranteed in the pres-

ence of disturbances. Therefore, in this chapter we develop and deploy model

predictive control (MPC) as a supervisory control strategy to control part

temperature at the exit of the furnace by varying the temperature set points

of the feedback controllers.

4.1 Introduction

Model predictive control, originally developed to meet specialized con-

trol needs of oil refineries and power plants, has now found applications in food

processing, pharmaceutical, polymer, automotive, metallurgical, chemical and

aerospace industries [24, 96, 101]. The success of MPC can be attributed, as
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summarized by Qin et al. [96], to its ability to solve complex multiple-input,

multiple-output (MIMO) control problems,

1. without violating input, output and process constraints,

2. accounting for disturbances,

3. by preventing excess movement of input variables, and

4. by controlling as many variables as possible in case of faulty or unavail-

able sensors or actuators.

In this work, we describe the development and implementation of an

MPC system for controlling the temperatures of the parts exiting an industrial

austenitization furnace. The key to our approach is feedback control of the

temperature of the metal parts (which can be measured in practice via a combi-

nation of infrared/pyrometric sensing and soft sensing/state observation). We

show that in this manner the energy usage of the system is reduced consider-

ably compared to the current regulatory control scheme (which is effectively

open-loop with respect to product temperatures). To this end, we rely on the

radiation-based nonlinear model of the furnace developed in Heng et al. [48]

to develop a hierarchical, multi-rate control structure, whereby the setpoints

of regulatory controllers are set by a multiple input, single output MPC that

is computed at a much lower frequency than the regulatory control moves.

Model predictive controller is implemented to control minimum part

temperature at exit and prevent it from overheating by appropriately varying
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the zone temperature set points of the feedback controller. Model predic-

tive control uses a dynamical model of the process to predict the effect of

future control actions by using the current state of the plant as the initial

state [19, 41, 83, 99, 109]. The control algorithm usually uses a finite-impulse

or step-response models to anticipate the future behavior of the process. Then,

a control sequence is determined, subject to input, output and process con-

straints, so that the predicted response moves to the set point in an optimal

manner and the first control in this sequence is sent to the plant. The en-

tire calculation is repeated at subsequent control intervals. In order to obtain

offset-free MPC, the real-time measurements of the process is also made use

of along with the model predictions. Step response models are obtained by

performing step tests on the detailed 2D model. For the purpose of MPC, in

our system, there are four inputs: four zone temperature set points, and one

output: the average of minimum part temperatures at exit.

4.2 Model predictive control development

In our system, model predictive control is implemented as a two layer

hierarchy of control functions. The inner layer is the regulatory control that

manipulates the mass flow rate of fuel to control the zone temperatures and

in the outer later, the model predictive controller adjusts the temperature set

points of the regulatory control to control the minimum temperatures of parts

at exit. Note that the time interval for control action of model predictive

control is larger than that of regulatory control. The block diagram of the
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implementation of model predictive control on our heat treating furnace is

shown in Figure 4.1.

Figure 4.1: Block diagram for model predictive control implementation in the
heat treating furnace. For the regulatory controller, zone temperatures are the
controlled variables and the fuel flow rates to the burners are the manipulated
variables. In case of the model predictive controller, the part minimum tem-
perature at exit is the controlled variable and the zone temperature set points
of the feedback controller are the manipulated variables.

Let Tsp,ψ(k), ∀ ψ ∈ [1, 4], be the temperature set point of zone ψ at

sampling instant k and Tmin(k) be the part minimum temperature at exit of

the furnace. Let Tsp,ss,ψ, ∀ ψ ∈ [1, 4] be the steady-state temperature set

point of zone ψ and Tmin,ss be the steady-state part minimum temperature.

Additionally, let y(k) be the deviation variable of part minimum temperature

at time instant k, defined as: y(k) , Tmin(k) − Tmin,ss and uψ(k) be the

deviation variable of zone ψ temperature set point at k, defined as: uψ(k) ,

Tsp,ψ(k)− Tsp,ss,ψ, ∀ ψ ∈ [1, 4].

Next, we explain the model predictive control algorithm that uses a

step-response model for predicting future outputs for a four-input (four zone

temperature set points), single-output (exit part minimum temperature) pro-
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cess and solves a quadratic program that minimizes the weighted prediction

error and the weighted change in manipulated variables at each control time

step [109].

4.2.1 Step-response model

The step-response model of a stable process with four inputs and one

output can be written as:

y(k + 1) = y(0) +

N−1
∑

i=1

S1,i∆u1(k − i+ 1) + S1,Nu1(k −N + 1)

+
N−1
∑

i=1

S2,i∆u2(k − i+ 1) + S2,Nu2(k −N + 1)

+

N−1
∑

i=1

S3,i∆u3(k − i+ 1) + S3,Nu3(k −N + 1)

+

N−1
∑

i=1

S4,i∆u4(k − i+ 1) + S4,Nu4(k −N + 1)

(4.1)

where y(k + 1) is the output variable at the k + 1 sampling instant, y(0) is

the initial value of the output variable, and ∆uψ(k − i + 1) for ψ ∈ [1, 4]

denotes the change in the input ψ from one sampling instant to the next:

∆uψ(k − i + 1) = uψ(k − i + 1) − uψ(k − i). Both u and y are deviation

variables defined earlier in this paper. The model parameters are the N step-

response coefficients, Sψ,i to Sψ,N , for each input ψ, ∀ ψ ∈ [1, 4]. Therefore,

the total number of step-response coefficients are 4N , where N is selected

based on the process time constants.
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4.2.1.1 Step-response coefficients calculation

Here, we describe the step-by-step algorithm for calculating the step

response coefficients, S1,1 to S1,N , that relate the output variable y(k) with the

first input variable u1(k). To obtain the rest of the step response coefficients,

Sψ,1 to Sψ,N , ∀ ψ ∈ [2, 4], the same procedure described below is followed.

S.1 Simulate the furnace under feedback control using heuristic zone tem-

perature set points (ref: Heng et al.). These set points are the steady

state values of the input variables Tsp,ss,ψ, ∀ ψ ∈ [1, 4].

S.2 When the furnace reaches a steady-state operating regime, and if there

is a part at the exit of the furnace, set the value of k as zero and give a

step input of magnitude ∆Tstep to zone 1 temperature set point Tsp,1(0).

Note that this steady-state operating regime of the furnace exhibits peri-

odic oscillations in furnace heat duties and temperatures due to periodic

input of cold parts to the furnace and periodic removal of hot parts

from the furnace. The deviation variable of the first input u1(0), used in

the step-response model (eq. (4.1)) is the difference between the zone 1

temperature set point and its steady state value, which is same as the

magnitude of step change: u1(0) = Tsp,1(0) − Tsp,ss,1 = ∆Tstep. More-

over, the measured minimum temperature of the part that is exiting the

furnace is its steady state value: Tmin(0) = Tmin,ss. Hence, the output

deviation variable: y(0) = Tmin(0)− Tmin,ss = 0.

60



S.3 When the next part exits the furnace, increment the value of k by 1

and measure its minimum temperature Tmin(k). The output deviation

variable used in the step-response model (eq. (4.1)) is the difference

between the measured temperature and its steady state value: y(k) =

Tmin(k)− Tmin,ss.

S.4 Repeat S.3 for all the subsequent parts processed under the steady-state

operating regime of the furnace.

S.5 Note that ∆u1(k) = 0, ∀ k 6= 0 and ∆u1(0) = ∆Tstep. Also, ∆uψ(k) =

0, ∀ k and ψ ∈ [2, 4]. Under these conditions, the step-response coeffi-

cients in eq. (4.1) are: S1,i = y(i)/∆Tstep, ∀ i ∈ [1, N ].

The response of the output variable y(k) for a step input ∆Tstep of 20 K

in each zone temperature set point is shown in Figure 4.2. The furnace takes

about 25 hours to process a batch of 40 parts with part residence time being

roughly 4 hours. The time difference between the exit of successive parts is the

control time step ∆tMPC , which is around 32 minutes. The design variable

N , which is the number of step-response coefficients for each control input

was taken as 19. The step-response coefficients can be calculated from the

step-response data in Figure 4.2 using the method described in S.5. It can be

inferred from Figure 4.2 that zone 3 temperature set point has the dominant

effect on the part exit temperature and zone 1, the least.
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Figure 4.2: The response of the output variable y(k) (deviation variable of
part minimum temperature at exit) for a step input ∆Tstep of 20 K for each of
the zone temperature set points. k is the sampling time that increments with
every control time step of around 32 minutes.

4.2.2 Model predictions

Let ŷ(k+1) denote the prediction of y(k+1) that is made at the current

sampling instant k. Then, the output prediction of the next sampling instant

can be obtained from eq. (4.1) by replacing y(k + 1) with ŷ(k + 1):

62



ŷ(k + 1) =

N−1
∑

i=1

S1,i∆u1(k − i+ 1) + S1,Nu1(k −N + 1)

+

N−1
∑

i=1

S2,i∆u2(k − i+ 1) + S2,Nu2(k −N + 1)

+
N−1
∑

i=1

S3,i∆u3(k − i+ 1) + S3,Nu3(k −N + 1)

+

N−1
∑

i=1

S4,i∆u4(k − i+ 1) + S4,Nu4(k −N + 1)

(4.2)

Now, rearranging the above equation by separating out the effect of current

manipulated input u(k) from past inputs u(i), ∀ i < k yields:

ŷ(k + 1) = S1,1∆u1(k) + S2,1∆u2(k) + S3,1∆u3(k) + S4,1∆u4(k)

+

N−1
∑

i=2

S1,i∆u1(k − i+ 1) + S1,Nu1(k −N + 1)

+
N−1
∑

i=2

S2,i∆u2(k − i+ 1) + S2,Nu2(k −N + 1)

+
N−1
∑

i=2

S3,i∆u3(k − i+ 1) + S3,Nu3(k −N + 1)

+

N−1
∑

i=2

S4,i∆u4(k − i+ 1) + S4,Nu4(k −N + 1)

(4.3)

The above equation can be rewritten as:

ŷ(k+1) = S1,1∆u1(k)+S2,1∆u2(k)+S3,1∆u3(k)+S4,1∆u4(k)+ŷ
o(k+1) (4.4)
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where ŷo(k + 1) is the predicted unforced response, since it represents the pre-

dicted response when there are no current or future control actions. It is

defined as:

ŷo(k + 1) ,
N−1
∑

i=2

S1,i∆u1(k − i+ 1) + S1,Nu1(k −N + 1)

+

N−1
∑

i=2

S2,i∆u2(k − i+ 1) + S2,Nu2(k −N + 1)

+

N−1
∑

i=2

S3,i∆u3(k − i+ 1) + S3,Nu3(k −N + 1)

+
N−1
∑

i=2

S4,i∆u4(k − i+ 1) + S4,Nu4(k −N + 1)

(4.5)

Now, we define vectors of predicted responses and predicted unforced

responses for the next P sampling instants as:

Ŷ (k + 1) , col[ŷ(k + 1), ŷ(k + 2), . . . , ŷ(k + P )] (4.6)

Ŷ o(k + 1) , col[ŷo(k + 1), ŷo(k + 2), . . . , ŷo(k + P )] (4.7)

where col denotes a column vector. Next, we first group the inputs into a

vector u(k) , col[u1(k), u2(k), u3(k), u4(k)] and then define a vector of control

actions for the next M sampling instants as:

∆U (k) , col[∆u(k),∆u(k + 1), . . . ,∆u(k +M − 1)] (4.8)
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The key design parameters of MPC are the predicted horizon P and the con-

trol horizon M . Equation (4.4) can be expressed in a vector-matrix notation

using eqs. (4.6) to (4.8) as:

Ŷ (k + 1) = S∆U(k) + Ŷ o(k + 1) (4.9)

where S is a P ×M dynamic matrix of step-response coefficients, defined as:

S ,

























S1 0 . . . 0

S2 S1 . . .
...

...
...

. . . 0
SM SM−1 . . . S1

SM+1 SM . . . S2
...

...
. . .

...
SP SP−1 . . . SP−M+1

























where Si is the row vector of step-response coefficients for the ith time step:

Si ,
[

S1,i S2,i S3,i S4,i

]

For offset free MPC, the latest measurement y(k) is made use of to improve

the model predictions and this strategy is called output feedback. Adding bias

correction, [y(k) − ŷ(k)]1, to the predicted response, Ŷ (k + 1), yields the

corrected prediction, Ỹ (k + 1), defined as:

Ỹ (k + 1) = S∆U(k) + Ŷ o(k + 1) + [y(k)− ŷ(k)]1 (4.10)

where 1 is a column vector of length P with each element having a value of

one.
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4.2.3 Predicted error

Let ysp(k + 1) be the set-point of the model predictive controller at

sampling instant k+1. Then, the set-point vector over the prediction horizon

P , Y sp(k + 1), is defined as:

Y sp(k + 1) , col[ysp(k + 1), ysp(k + 2), . . . , ysp(k + P )] (4.11)

In our case, the set point of model predictive controller, the deviation vari-

able of part minimum temperature at exit (ysetpoint), does not vary with time.

Hence, Y sp(k + 1) is simply a constant vector of length P expressed as:

Y sp(k + 1) = ysetpoint1 (4.12)

The predicted error vector is defined as:

Ê(k + 1) , Y sp(k + 1)− Ỹ (k + 1) (4.13)

4.2.4 Optimization formulation

The vector of control actions ∆U(k) is calculated at each sampling

instant k by minimizing the objective function shown below, subject to the

input, output and process constraints. The optimization formulation is:
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minimize
∆U(k)

J = Ê(k + 1)TQÊ(k + 1) + ∆U(k)TR∆U (k)

subject to uψ(k + j) ≥ umin, ψ ∈ [1, 4] and j ∈ [0, k +M − 1]

uψ(k + j) ≤ umax, ψ ∈ [1, 4] and j ∈ [0, k +M − 1]

uψ(k + j)− uψ+1(k + j) ≤ udiff , ψ ∈ [1, 3] and j ∈ [0, k +M − 1]

System Model
(4.14)

where Q and R are the output and input weighting matrices respectively

that allow the output and input variables to be weighted according to their

relative importance. umin and umax are the lower and upper bounds of the zone

temperature set points uψ, ψ ∈ [1, 4] respectively, and udiff is the enforced

temperature difference between subsequent zones in order to prevent loss of

heat from parts to the furnace while processing. Note that umin, umax and udiff

are deviation variables. Once ∆U(k) is computed, the furnace simulation

proceeds for the control time interval ∆tMPC , at which the sample time is

updated from k to k + 1 and the entire procedure from eqs. (4.1) to (4.14) is

repeated.

4.3 Operation under model predictive control

We simulate the furnace for a batch of forty parts using the same param-

eters and operating conditions as those in Heng et al. [48] under temperature

feedback control. Additionally, instead of operating at a constant heuristic

temperature set points suggested by the operators of the plant, the supervi-
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sory model predictive controller changes the zone temperature set points to

control the part temperature at exit of the furnace (see Figure 4.1). The lower

layer temperature tracking controllers use the above trajectory as the control

target. At this lower level, zone temperatures are sensed and are compared

against the temperature set points determined by the higher level model pre-

dictive controller. A linear control strategy is adopted wherein the fuel mass

flow rate of a zone is manipulated to minimize the error between the mea-

sured value of the respective zone temperature and its set point determined

by the MPC. All the burners in a zone are adjusted simultaneously, i.e, the

furnace has only four control valves for regulatory control. In practice, a but-

terfly valve is used to manipulate the fuel flow rate. This valve does not close

fully, i.e., the mass flow rate of fuel to the burners does not drop below a

certain lower limit. Also, when the valve is fully open, the upper bound of fuel

flow rate is reached. Each control zone operates independently of other zones.

However, adjustments to fuel flow rate of one zone will affect the temperatures

of other zones due to long range radiation interactions. The furnace operating

conditions and the parameters used in the simulation are listed in Table 4.1.

The local control sampling time is 4 minutes for the 25 hours furnace opera-

tion. The upper level model predictive controller functions at a much longer

time interval, with a sampling time of 32.5 minutes, correlated with the rate

of input/output of parts to the furnace. Within this time period, there are

about 8 control moves for the inner level temperature tracking controller to

bring the zone temperatures closer to the trajectory determined by the MPC.
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Furnace details

Length of the furnace 16 m
Height of the furnace/length of the side walls 2 m
Length of each discretized furnace surface except the side walls 0.25 m
Total number of furnace surfaces 130
Length of a part 1.25 m
Ordinate of a part 0.75 m
Height of a part 0.5 m

Process conditions

Number of parts processed 40
Inlet temperature of parts 300 K
Inlet temperature of blanket gas 400 K
Number of points in x-direction for Crank-Nicolson method 6
Number of points in y-direction for Crank-Nicolson method 6
Total time of furnace operation 25 hrs
Feedback control time interval 4 min

Model predictive control details

Target minimum part temperature at exit 1088 K
Lower bound of temperature set points 900 K
Upper bound of temperature set points 1300 K
Temperature set point difference between subsequent zones 30 K
Model predictive control time interval 32.5 min

Table 4.1: List of parameters used in the heat treating furnace simulation
under model predictive control.

The setpoint for the MPC controller is the part minimum temperature at exit

of the furnace. Note that non-contact ultrasonic measurements can be used

to measure the value of minimum part temperature while deploying MPC on

the actual furnace operating at the industrial partner [69, 107, 135]. We use a

constant target value of 1088 K, a temperature that ensures complete trans-

formation from pearlite (mixture of ferrite and cementite) to austenite for a

steel with 0.85% carbon content.

As a base case, we consider a simulation where only the regulatory
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control layer is employed, with the temperature set points, Tsp,ss,ψ ∀ ψ ∈ [1, 4],

were taken to be same as the heuristic temperature set points of Heng et

al. [48]: 1000 K, 1150 K, 1200 K, 1250 K for zones 1 to 4 respectively. Furnace

operation under these set points results in an exit part minimum temperature

at constant-input and constant-output operating regime of 1126 K. This is the

steady state value of the output variable Tmin,ss.
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Figure 4.3: Zone temperatures and mass flow rate of fuel to the burners as a
function of time for zones 1 to 4 (solid lines). The dashed lines in the plots of
top row indicate the zone temperatures setpoints and the dashed lines in the
plots of bottom row indicate the upper and lower bounds of fuel flow rate to
the burners.

Then, we consider the furnace operation under the proposed MPC

scheme. Figure 4.3 illustrates the variation of output and input variables

with respect to time of furnace operation in this case. The model predictive

controller is turned on only after about 4 hours of furnace operation when the
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first part exits the furnace, at which point the furnace begins to operate in

a regime characterized by constant rates of input and output of parts. The

plots in the top row of Figure 4.3 show the zone temperature setpoints (as set

by the MPC) and the zone temperatures maintained by the regulatory control

layer at these setpoints within minimal variations (in general within 5 K). The

step-response plot in Figure 4.2 indicates that zone 3 and zone 4 temperature

set points have dominant effects on exit part temperature. This aspect is also

reflected in Figure 4.3, where it can be seen that the set point variations are

higher in zones 3 and 4 to meet the target. It is also observed that the zone

temperatures exhibit periodic oscillations around their set points. This effect

can be attributed to the periodic entry of cold parts into the furnace in zone

1 and periodic removal of hot parts from the furnace in zone 4. The thermal

gradient is the maximum when a cold part enters the furnace. Therefore, the

part acts as a heat sink resulting in a rapid decrease in the temperature of zone

1. This disturbance is propagated to other zones of the furnace due to long

range zone-to-zone radiation interactions. Moreover, additional harmonics in

the temperature variations are caused by parts exiting the furnace. The plots

in the bottom row of Figure 4.3 show the corresponding changes in the ma-

nipulated variable, i.e., the mass flow rate of fuel to the burners. The dashed

lines in these plots represent the lower and upper bounds of the fuel flow rate.

Figure 4.4 shows the exit conditions of all the processed parts exiting

the furnace sequentially. The quantities plotted are the total change in part

enthalpy and its temperature distribution details. The red curve represents the
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Figure 4.4: Part exit conditions of all the 40 parts processed under model
predictive control. The yellow lines indicate the standard deviation of the part
exit temperatures from its mean. The model predictive controller is turned on
immediately after the first part exits the furnace. The variations in the total
enthalpy change of the first five parts is due to the MPC varying the set points
of the feedback controllers to drive the minimum part temperatures to their
target The MPC controller keeps part exit temperatures relatively stationary
once the target is reached.

average of part temperature distribution of all parts at exit, yellow curves are

its standard deviation and the green curve is the minimum of the temperature

distribution of all the parts at exit, which is the target for the model predictive

controller. The temperature set point changes made by the model predictive

controller drive the part minimum temperature from around 1125 K for the

first part to the target value of 1088 K. The two-tiered control strategy main-

tains the exit conditions relatively stationary once part minimum temperature

reaches its target.
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Figure 4.5: Heat input to the 20th part and its temperature distribution details
as a function of its time (and thus position) of processing.

Finally, we plot the heat input to the 20th part and the parameters of

the part temperature distribution with respect to processing time in Figure 4.5.

Note that a part’s residence time is roughly 4 hours. Therefore, the time spent

within the furnace also corresponds to the zone in which the part is getting

heated. As expected, the amount of heat transferred to a part decreases with

time since as the part becomes hotter the temperature difference between the

part and the burners becomes smaller. The maximum temperature of a part

is at its boundary/exterior. Intuitively, the minimum temperature occurs at

the interior that is heated only via conduction and hence the corresponding

temperature gradually raises to its target value at exit of the furnace.

73



4.3.1 Energy efficiency comparison

In Table 4.2, we compare the furnace operation under regulatory con-

trol with heuristic zone temperature set points reported in Heng et al. [48]

and under model predictive control. In heuristic operation mode, the mini-

mum temperature of parts at exit, 1126 K, is higher than the desired value

of 1088 K. This overheating of parts results in the furnace consuming addi-

tional fuel. Furthermore, overheating of parts results in austenite grain size

growth, which adversely affects the toughness of the quenched product. How-

ever, under the two layer hierarchical control operating mode, the part exit

temperature is maintained at its desired value of 1088 K. The energy metric

we compare is the total energy input to the furnace per part processed. We

see that the furnace operation under model predictive control requires 5.3%

less energy than that under heuristic operation scenario. The energy efficiency

gain is mainly due to the lowered fuel use. Moreover, additional gains can be

a consequence of a different nonlinear surface-to-surface radiation interactions

due to changing zone temperature set points. The standard deviation of part

temperatures is similar in both these operation modes. This means that the

model predictive controller has maintained the minimum temperature of part

at exit to its desired value without compromising the uniformity in heating.

The distribution of energy input to the furnace to parts, exhaust, nitrogen and

insulation are comparable for both these operation modes.

Naturally, the heuristically-determined temperature setpoints of the
distributed control system are not optimal from an energy consumption point
of view. This was noted in our previous work (Heng et al. [48]), where we
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Heat Sources and Sinks Heuristic Set Points Model Predictive Control
Total Energy Input Per Part (GJ) 3.76 GJ 3.56 GJ
Part Minimum Temperature (K) 1126 K 1088 K

Temperature Standard Deviation (K) 52 K 46 K
Energy to Parts (%) 54.2% 54.3%

Energy Lost with the Exhaust (%) 42.7% 42.5%
Energy to Flowing Nitrogen (%) 0.5% 0.5%
Energy Through Insulation (%) 2.6% 2.7%

Table 4.2: Total energy input to the furnace and part temperature distribution
at the exit of the furnace under heuristic operation mode of Heng et al. [48]
and two-level hierarchical control. We also show the energy distribution of the
heat input to process a batch of 40 parts.

proposed a model-based optimization strategy to determine the optimal set-
points that would yield the desired part outlet temperature of 1088 K. This
strategy offered (locally) optimal operation in the nominal case; however, the
optimality of this approach is no longer guaranteed in the presence of distur-
bances. To illustrate this point, we consider a scenario where a slight change in
the properties of the material being processed (specifically, a raise in thermal
conductivity from 63 W/(m K) to 73 W/(m K)) occurs. Table 4.3 presents a
comparison of the furnace performance under the distributed control scheme
with optimized setpoints as proposed by Heng et al. [48], and operation under
MPC. As expected, the MPC is capable of maintaining the part exit temper-
atures at the desired value, while the distributed scheme (which is in effect
open-loop with regard to controlling part temperatures) leads to a significant
offset.

Heat Sources and Sinks Optimized Set Points Optimized Set Points MPC
with Disturbance with Disturbance

Total Energy Input Per Part (GJ) 3.58 GJ 3.63 GJ 3.49 GJ
Part Minimum Temperature (K) 1088 K 1117 K 1088 K

Temperature Standard Deviation (K) 52 K 42 K 37 K
Energy to Parts (%) 54.4% 54.5% 54.5%

Energy Lost with the Exhaust (%) 42.4% 42.4% 42.3%
Energy to Flowing Nitrogen (%) 0.5% 0.5% 0.5%
Energy Through Insulation (%) 2.6% 2.6% 2.7%

Table 4.3: Total energy input to the furnace and part temperature distribution
at the exit of the furnace under optimized operation mode of Heng et al. [48]
and MPC in the presence of disturbances. For the nominal performance of
MPC, see Table 4.2
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Chapter 5

Heat integration using recuperators

This chapter is based on material published in papers “H. S. Ganesh, O.

A. Ezekoye, T. F. Edgar, and M. Baldea. Heat integration and operational op-

timization of an austenitization furnace using concentric-tube radiant recuper-

ators. AIChE Journal, 2018. doi: 10.1002/aic.16414” [39] and “H. S. Ganesh,

O. A. Ezekoye, T. F. Edgar, and M. Baldea. Improving energy efficiency

of an austenitization furnace by heat integration and real-time optimization.

In 2018 IEEE International Conference on Automation, Quality and Testing,

Robotics (AQTR). IEEE, 2018. doi: 10.1109/AQTR.2018.8402763” [40]. I am

the primary contributor of the aforementioned papers.

5.1 Motivation

Furnace simulations [27, 32, 36, 38, 48] and observations in the plant

show that more than 40% of the available heat is wastefully discharged with the

burner exhaust flue gases. In order to lower the heat loses, this work focuses

on the influence of heat integration using a recuperator, a special purpose

indirect-contact heat exchanger, on fuel savings and overall furnace system

dynamics. The recuperators recover some of the waste heat from the burner
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exhaust to heat the air fed to the burners (see Figure 5.2). The pre-heated

air requires less fuel for combustion thus contributing to energy savings. Since

the exhaust gases exit the burners at temperatures above 1000 K, long-range

radiation interactions play a dominant role in heat exchange. The novel con-

tribution of this work is the modeling of a multi-tube recuperator capturing

essential physics (local convection, long-range radiation), and using the model

for energy-focused analysis and optimization of the furnace operation. The

deployment of recuperators shows significant reduction in fuel consumption.

Furthermore, the optimal operating conditions of the furnace were identified

using surrogate models and real-time optimization for energy efficiency im-

provement.

5.2 Radiant recuperator modeling

Recuperators are classified based on the material, i.e., ceramic or metal-

lic, or the dominant mode of heat transfer, i.e., convection or radiation [42].

The temperatures of the exhaust gases that exit the burners of the heat treat-

ing furnace considered in this work are above 1000 K. Hence, the heat transfer

between the exhaust gases and inlet air to the burners is predominantly made

by radiation. This type of recuperator is called a radiant recuperator.

A shell and tube type recuperator is being used at our industrial partner

(Figure 5.2). The detailed schematic of the recuperator is shown in Figure 5.3.

Every tube has an additional concentric smaller pipe within it. A recuperator

is fitted at the exhaust section of each burner. In this ensemble, the flue gases
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Figure 5.1: Schematic of the configuration of the austenitization furnace under
temperature feedback control. The parts, represented by the hatched rectan-
gles, enter from the left and exit at the right. Inert blanket gas (nitrogen),
on the other hand, flows in counter-current direction from right to left. The
red lines represent radiant tube burners and the black lines represent the in-
sulation walls. A recuperator, a special purpose non-contact heat exchanger
that transfers heat from the burner exhaust to preheat the inlet air to the
burners, is attached to every burner to improve fuel efficiency. The vertical
dotted lines represent boundaries between two temperature control zones. The
temperature sensors for each zone are placed at the locations circled in blue.

pass through the shell side of the recuperator. The air flows in though the

center pipe in every tube and flows out through the annulus. For modeling

purposes, the geometry of this recuperator is simplified as a pipe and two

concentric annular ducts as shown in Figure 5.4.

The recuperator model comprises of three surfaces (numbered horizon-

tally in Figure 5.4): surface 1 is the wall between the flue gas channel and

the insulation, surface 2 is the wall between the flue gas and the hot air, and
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Figure 5.2: Schematic of a U-tube burner with recuperator. The shell-and-
tube type recuperator is attached to the exhaust gas section. The exhaust
gases flow through the shell side. The hot air is mixed with fuel (natural gas)
and fed to the burner inlet for combustion.

surface 3 is the wall between the hot air and the cold air channels. The values

of the parameters for the recuperator are provided in Table 5.1. The following

assumptions are made in the model:

S1. The recuperator operates at steady-state.

S2. The recuperator is evenly discretized into a set of elements in the axial

direction, numbered vertically in Figure 5.4 [110–112]. The gas in each

element is assumed to be well mixed (and hence isothermal).

S3. The metallic surfaces in each element are assumed to be isothermal since

they are thin and highly conductive.

S4. The exhaust gases are clean or free of significant particulate matter.

Therefore, gas-to-surface radiation heat transfer is negligible. The gas
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Figure 5.3: Schematic of the shell and tube-inside-tube recuperator. Only
three tubes are shown for easy representation. The recuperator is installed
at the exit of the radiant tube burner. The exhaust gas flows through the
shell side. The air flows through the tubes. In a tube, inlet air flows through
the center pipe and flows backwards through the annulus and then exits the
recuperator. The heated air is now sent to the inlet section of the same burner
where it gets mixed with fuel for combustion. A thick insulation separates the
recuperator from the surroundings.

exchanges heat with the surfaces only via convection. The surfaces trans-

fer heat to other surfaces via radiation.

In order to determine the temperature profile of the recuperator, the

heat balance and heat transfer equations (presented below) need to be solved

simultaneously. The wall temperatures are represented by Tw,j,i, where j is

the index for the surface and i is the index for the element for that surface.

The flue gas elements are represented by TFG,i, the hot air elements by THA,i
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and the cold air elements by TCA,i.

Surface 1 exchanges heat with the ambient air by conduction through

the insulation and then convection from the outer surface of the insulation.

Note that convection and conduction heat transfer are local, i.e., they occur

predominantly in the radial direction. The radiation interactions, however,

are global, i.e., they occur in the radial as well as axial directions and impact

multiple elements.

For an element i in the flue gas channel, the energy balance equation

is:

ṁFGCp,FG(TFG,i − TFG,i+1) = hFGA1(TFG,i − Tw,1,i) + hFGA2(TFG,i − Tw,2,i)

(5.1)

where ṁFG is the mass flow rate of the flue gas, Cp,FG is the heat capacity of

the flue gas, and hFG is the heat transfer coefficient of the flue gas. A1 and A2

are the areas of an element in surface 1 and surface 2 respectively. The energy

balance equations for an element i in the cold and hot air sections are:

ṁairCp,air(TCA,i − TCA,i+1) = hairA3(Tw,3,i+1 − TCA,i+1) (5.2)

ṁairCp,air(THA,i+1 − THA,i) = hairA2(Tw,2,i − THA,i) + hairA3(THA,i − Tw,3,i)

(5.3)
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Figure 5.4: Schematic of the structure of the radiation model for a recuperator
featuring a pipe and two concentric annular ducts. The dash dot line on the
right is the axis of symmetry. The cold air flows though the inner pipe and exits
though the first annular channel. The flue gases flow though the outermost
annular channel. A thick insulation is placed between the flue gas channel
and the ambient air. The convection and conduction interactions shown by
the dotted and thick solid arrows, respectively, occur in the radial direction
only. The surface-to-surface long-range radiation interactions shown by the
dashed arrows, however, also occur in the axial direction. Convective heat
transfer takes place between a gas and surface elements. Heat is transferred
through the insulation via conduction. The heat transfer directions shown in
this figure may change depending upon the instantaneous temperature profile
of the recuperator.
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where ṁair is the mass flow rate of the air, Cp,air is the heat capacity of the air,

hair is the heat transfer coefficient of the air, and A3 is the area of an element in

surface 3. The above relations capture convective heat transfer between the gas

and the surfaces in the radial direction. As mentioned earlier, the surface-to-

surface radiation interactions are not strictly localized, i.e., they occur both in

radial and axial directions. For different elements (i, i′), radiation interactions

occur between the elements of surface 1 and the left side (in Figure 5.4) of

surface 2. Similarly, surface 2 right (R) and surface 3 left (L) interact by

radiation heat transfer. Also, the elements in the concave surface 3 (right)

interact with each other and themselves via radiation. The radiation heat

transfer rates for an element i in surfaces 1, 2L (left), 2R (right), 3L, and 3R

are the following:

Ns1,s2L
∑

j=1

Ji − Jj

(A1Fi,j)
−1 =

σTw,1,i
4 − Ji

1−ǫi
ǫiA1

(5.4)

Ns1,s2L
∑

j=1

Ji − Jj

(A2Fi,j)
−1 =

σTw,2,i
4 − Ji

1−ǫi
ǫiA2

(5.5)

Ns2R,s3L
∑

j=1

Ji − Jj

(A2Fi,j)
−1 =

σTw,2,i
4 − Ji

1−ǫi
ǫiA2

(5.6)

Ns2R,s3L
∑

j=1

Ji − Jj

(A3Fi,j)
−1 =

σTw,3,i
4 − Ji

1−ǫi
ǫiA3

(5.7)
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Ns3R,s3R
∑

j=1

Ji − Jj

(A3Fi,j)
−1 =

σTw,3,i
4 − Ji

1−ǫi
ǫiA3

(5.8)

where slL and slR are the left side and right side of surface l respectively,

Nsl,sm is the number of elements in surfaces l and m, Ji is the radiosity of

surface i from the side over which the summation is defined, Al is the surface

area of an element in surface l, ǫi is the emissivity of surface i, and Fi,j is the

view factor between surfaces i and j. Note that the radiosities Ji are different

on both sides of the surface element for the middle surfaces 2 and 3, whereas

the temperatures on both sides of the surface elements Tw,2,i and Tw,3,i are the

same due to the isothermal surface assumption.

The radiation heat transfer rates can also be expressed from the overall

heat balance relations as:

hFGA1(TFG,i − Tw,1,i)−
Tw,1,i − Tamb

ln(rins/r1)
2πkinsL1

+ 1
hambA1

=

Ns1,s2L
∑

j=1

Ji − Jj

(A1Fi,j)
−1 (5.9)

hFGA2(TFG,i − Tw,2,i) =

Ns1,s2L
∑

j=1

Ji − Jj

(A2Fi,j)
−1 (5.10)

hHAA2(Tw,2,i − THA,i) =

Ns2R,s3L
∑

j=1

Ji − Jj

(A2Fi,j)
−1 (5.11)

hCAA3(THA,i − Tw,3,i) =

Ns2R,s3L
∑

j=1

Ji − Jj

(A3Fi,j)
−1 (5.12)
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hCAA3(Tw,3,i − TCA,i) =

Ns3R,s3R
∑

j=1

Ji − Jj

(A3Fi,j)
−1 (5.13)

where Tamb is the temperature of ambient air, rins is the radius of the recuper-

ator including the insulation, r1 is the radius of the cylinder upto surface 1,

L1 is the length of an element in surface 1, hamb is the heat transfer coefficient

for heat exchange with the environment, hFG is the heat transfer coefficient of

the flue gas, hHA is the heat transfer coefficient of the hot air, and hCA is the

heat transfer coefficient of the cold air.

In the first relationship, eq. (5.9), the first term represents convective

heat transfer between the flue gas in element i and the surface element (1, i),

the second term represents the heat transfer from the surface (1, i) by con-

duction through insulation and then convection to the ambient air, and the

term on the right hand side represents surface-to-surface radiation heat trans-

fer from the surface (1, i) to all the surface elements in surfaces 1 and 2L.

For an element i in surfaces 2R, 3L and 3R, eqs. (5.10) to (5.13), there are

convection interactions from the gas in contact with the surface and radiation

interactions with all the surfaces that the surface “sees” as defined by the

relevant view factors. The view factors Fi,j are geometry dependent and are

calculated based on the analytical expressions reported in the literature for

different geometry types required in this case.
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5.3 View factor calculation

The expressions for the surface-to-surface view factors required for the

recuperator (see Figure 5.4) are presented in this section. The following radi-

ation heat transfer cases are considered: between concave surfaces of a cylin-

der, surfaces of two coaxial cylinder, and concave surfaces of a cylinder in the

presence of a smaller coaxial cylinder which are representative for radiation

interactions between different surfaces (i, i′) of the recuperator.

Exterior of right circular cylinder of finite length to interior of coax-
ial outer right circular cylinder (Figure 5.5)

Figure 5.5: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the case: of right circular cylinder of
finite length to interior of coaxial outer right circular cylinder.

Subscripts 1 and 2 represent the inner and outer cylinders respectively
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(see Figure 5.5). Let ri be the radius and Ai be the surface area for cylinder

i ∀ i ∈ [1, 2]. Let h be the height of the cylinder. Let R1 = r1/h, R2 = r2/h,

A = R2+R1, and B = R2−R1. The view factor F1,2 is given by the following

equation [5, 16]:

F1,2 =
1

πR1

[

1

2

(

R2
2 − R2

1 − 1
)

cos−1 R1

R2

]

+
1

πR1

[

πR1 −
π

2
AB − 2R1 tan

−1
(

R2
2 − R2

1

)1/2
]

+
1

πR1

[

{(

1 + A2
) (

1 +B2
)}1/2

tan−1

{

(1 + A2)B

(1 +B2)A

}1/2
]

(5.14)

Exterior of inner coaxial cylinder to interior of larger outer cylinder;
smaller cylinder completely outside the larger cylinder (Figure 5.6)

Subscripts 1 and 2 represent the inner (smaller) and outer (larger)

cylinders respectively (see Figure 5.6). Let ri be the radius and Ai be the

surface area for cylinder i ∀ i ∈ [1, 2]. Let l be the height of the inner

cylinder, y be the height of the larger cylinder, and d be the distance of

separation between the two cylinders. Let D = d/r2, Y = y/r2, L = l/r2,

and R = r1/r2. Also, Aξ, Bξ, and Fξ are defined as:

Aξ = ξ2 +R2 − 1 (5.15)

Bξ = ξ2 −R2 + 1 (5.16)
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Figure 5.6: Dimensions of relevant geometries for capturing view factors for the
recuperator model. Schematic for the case: exterior of inner coaxial cylinder
to interior of larger cylinder; smaller cylinder completely outside the larger
cylinder.

Fξ =
Bξ

8Rξ
+

1

2π







cos−1 Aξ
Bξ

−
1

2ξ

[

(Aξ + 2)2

R2
− 4

]1/2

cos−1 AξR

Bξ
−

Aξ
2ξR

sin−1R







(5.17)

The governing equation for the view factor F1,2 is given by [100]:

F1,2 =
L+D

L
FL+D +

Y +D

L
FY+D −

D

L
FD −

L+D + Y

L
FL+D+Y (5.18)

88



Figure 5.7: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the case: interior of finite length right
circular coaxial cylinder to itself.

Interior of finite length right circular coaxial cylinder to itself (Fig-
ure 5.7)

The self view factor of the outer cylinder in the presence of inner con-

centric coaxial cylinder (see Figure 5.7) F1,1 is given by [5, 16]:

F1,1 =
1

πR2

{

π (R2 − R1) + cos−1 R1

R2

}

−
1

πR2

{

(

1 + 4R2
2

)1/2
tan−1 [(1 + 4R2

2) (R
2
2 − R2

1)]
1/2

R1

}

+
1

πR2

{

2R1 tan
−1

[

2
(

R2
2 − R2

1

)1/2
]}

(5.19)
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Interior surface of right circular coaxial cylinder to the adjacent
interior surface (Figure 5.8)

Figure 5.8: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the cases: (1) Interior surface of right
circular coaxial cylinder to the adjacent interior surface and (2) interior surface
of right circular coaxial cylinder to an interior surface separated by a distance.

Let subscript 1 represent the interior surface of right circular coaxial

cylinder, subscript 2 represent the adjacent surface, and subscript T represent

the combined surface, i.e., 1 and 2 stacked together (see Figure 5.8 where

d = 0). Let Li be the length of surface i ∀ i ∈ [1, 2] and LT be the total

length of both the surfaces combined LT = L1 + L2. The view factor between

the adjacent surfaces of the shell F1,2 is given by the following equation [130]:
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F1,2 =
LTFT,T − L1F1,1 − L2F2,2

2L1
(5.20)

where F1,1, F2,2, and FT,T are the self view factors of the interior shell surfaces

1, 2, and T respectively.

Interior surface of right circular coaxial cylinder to an interior sur-
face separated by a distance (Figure 5.8)

Let subscript 1 represent the interior surface of right circular coaxial

cylinder and subscript 2 represent the surface separated from surface 1 by a

distance d (see Figure 5.8). Let L1 be the combined length of surfaces 1 and

d and L2 be the combined length of surfaces 2 and d. The view factor F1,2 is

given by [130]:

F1,2 =
(L1 + L2 + d)F(L1+L2+d),(L1+L2+d) − (L1 + d)F(L1+d),(L1+d)

2L1

−
(L2 + d)F(L2+d),(L2+d)

2L1

(5.21)

where F(L1+L2+d),(L1+L2+d), F(L1+d),(L1+d), and F(L2+d),(L2+d) are calculated from

the view factor expression given in the 5.3 subsection.

Interior surface of right circular cylinder to itself (Figure 5.9)

Let 2 be the interior surface of right circular cylinder of radius r and

length h (see Figure 5.9). Let H = h/2r. The self view factor F2,2 is given by

the following governing equation [17]:
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Figure 5.9: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the case: interior surface of right circular
cylinder to itself.

F2,2 = (1 +H)−
(

1 +H2
)1/2

(5.22)

Interior surface of right circular cylinder to interior surface of adja-
cent right circular cylinder of the same diameter (Figure 5.10)

Let subscript 1 represent the interior surface of right circular cylinder of

radius r and subscript 2 represent the surface of adjacent cylinder with radius

r (see Figure 5.10). Let hi be the length and Ai be the surface area for surface

i ∀ i ∈ [1, 2]. Let H1 = h1/r and H2 = h2/r. The governing equation for the

view factor F1,2 is [73]:
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Figure 5.10: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the case: interior surface of right circu-
lar cylinder to interior surface of adjacent right circular cylinder of the same
diameter.

F1,2 =
H2

2
+

1

4

{

(

4 +H2
1

)1/2
+

[

H2

H1

(

4 +H2
2

)1/2
]}

−
1

4

{(

1 +
H2

H1

)

[

4 + (H1 +H2)
2]1/2

} (5.23)

If H1 = H2 = H , then:

F1,2 =
1

2

[

H +
(

4 +H2
)1/2

− 2
(

1 +H2
)1/2

]

(5.24)

93



Figure 5.11: Dimensions of relevant geometries for capturing view factors for
the recuperator model. Schematic for the case: finite section of right circular
cylinder to separated finite section.

Finite section of right circular cylinder to separated finite section
(Figure 5.11)

Let 1 be the interior surface of the finite section of right circular cylinder

of radius r and let 2 be the separated finite section (see Figure 5.11). Let A1

and A2 be the surface areas of surfaces 1 and 2 respectively. Let l1 be the

length of section 2, l2 be the length of section 2 plus the gap and l3 be the

combined length of sections 1, gap, and 2. Let L = l/r and X(L) = (L2+4)1/2.

The view factor F1,2 is given by the following equation [17]:

F1,2 =
1

4(L3 − L2)
[2L1(L3 − L2) + (L3 − L1)X(L3 − L1)]

−
1

4(L3 − L2)
[(L2 − L1)X(L2 − L1)− L3X(L3) + L2X(L2)]

(5.25)
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Reciprocity theorem of view factors

Lastly, the reciprocity theorem allows us to calculate the view factor

F2,1 when F1,2 is already known [55]:

A1F1,2 = A2F2,1 (5.26)

where A1 and A2 are the surface areas of surfaces 1 and 2 respectively.

5.4 Solution approach

An iterative algorithm is used to solve the energy conservation equa-

tions (5.1)-(5.13) to obtain the surface and gas temperature profiles. The view

factors between all the surface pairs for the recuperator are precalculated since

the geometry of the system is fixed.

The sequence of calculations in the solution algorithm is shown in the

flow chart in Figure 5.12. The inlet flue gas and air temperatures are known.

The temperature of the first element in the flue gas channel is assigned the

value of the inlet flue gas temperature and the temperature of the last ele-

ment in the cold air channel (due to the counter-current flow arrangement) is

assigned the value of the inlet air temperature. The governing equations are

uncoupled into non-radiation and radiation parts. The temperature profile of

the recuperator is calculated by the following algorithm:

A1. Provide an initial guess for the surface temperatures.
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Figure 5.12: Iterative solution algorithm for determining the temperature pro-
file of the radiant recuperator.

A2. Solve for the convection heat interactions between gases and surfaces,

eqs. (5.1) to (5.3), to determine the temperature distribution of the gases

in the recuperator.

A3. Solve the radiation heat transfer rate equations in the flue gas channel

(eqs. (5.4) and (5.5)) to determine the radiosities for the elements in
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surface 1 and 2L.

A4. Using the radiosites, calculate the updated surface temperatures for sur-

faces 1 and 2L using the radiation relations from the overall heat balance

(eqs. (5.9) and (5.10)).

A5. Since surface 2 is isothermal, assign the temperature for surface 2R the

value of the calculated temperature for surface 2L from the previous step.

A6. Calculate the radiosities and updated surface temperatures for surfaces

2R and 3L using eqs. (5.6), (5.7), (5.11) and (5.12).

A7. Since surface 3 is isothermal, assign the temperature for surface 3R the

value of the calculated temperature for surface 3L from the previous step.

A8. Calculate the radiosities and updated surface temperatures for elements

in surface 3R using eqs. (5.8) and (5.13).

A9. Repeat the above procedure from step 2 until the difference between the

solutions of subsequent iterations converges to a predefined tolerance.

The temperature of the last element in the hot air channel is then the

temperature of the inlet air to the burner in the furnace.

Since the view factors between surfaces vary significantly, the coefficient

matrix of the linear system of equations for calculating radiosities which de-

pend on these view factors can become ill-conditioned. The coefficient matrix
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for Ji becomes ill conditioned when eqs. (5.9) to (5.13) are used to calculate ra-

diosities instead of eqs. (5.4) to (5.8). In eqs. (5.4) to (5.8), on the other hand,

the RHS terms also contain Ji which when rearranged to the LHS strengthen

the diagonal terms of the coefficient matrix thus improving its condition num-

ber. Therefore, eqs. (5.4) to (5.8) are first solved to calculate the radiosities.

Then, using the radiosities, eqs. (5.9) to (5.13) are solved to determine the

updated surface temperatures.

In the furnace model (see Chapter 2), the parts are assumed to move

in a discrete manner, with each part moving between predefined locations at

each furnace time step (4 min). At every time step, the furnace model is solved

to determine the part temperature distribution. The feedback controller, on

the other hand, senses and manipulates the fuel flow rates to the burners after

a different fixed time interval called the controller time step, which could be

greater than or equal to the furnace time step. In this work, the controller

time step equals the furnace time step. The mass flow rate of the burner

flue gas could change whenever the feedback controller is active, i.e., after

every controller time step. However, the temperature of the flue gas could

change after every furnace time step because it depends on the dynamics of the

furnace. Since both the mass flow rate and temperature of flue gas are inputs

to the recuperator, the model equations are solved by the aforementioned

iterative procedure at every furnace time step. Except the first and last few

parts, the furnace operates in a constant part input-output regime. Under

this condition, there are only minor changes in variables such as the flow rates
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and temperatures of the burner exhaust gases. Therefore, the same initial

guess for recuperator surface temperatures was provided for the calculations

for all the burners at all time instants. It takes fewer than 10 iterations for the

recuperator temperatures to converge from an appropriate initial solution.

5.5 Operation under heat integration

5.5.1 Recuperator simulation

First, we discuss the temperature profile of the recuperator at steady

state for a constant flue gas flow rate. Our industrial partner provided the

information that the air should not be heated beyond 533.15 K to limit NOx

emissions. Based on the model equations (see eqs. (5.1) to (5.13)) and intu-

ition, the maximum heating of air occurs at the minimum mass flow rate of

the gases. It was verified that at the lower bound of the mass flow rate of flue

gas (0.07 kg/s) this condition is met for the following model parameters, which

are based on typical values for this system confirmed by the industry partner:

Cp,FG = 1.37 kJ/kg-K, Cp,air = 1 kJ/kg-K, hFG = 150 W/m2-K, hamb = 100

W/m2-K, and kins = 0.15 W/m-K. For this condition, the predicted temper-

atures of the gases in the recuperator are plotted against the element index

in Figure 5.13. It can be seen that the temperature of the hot air represented

by the blue line at element index 6 (the exit of the recuperator) is close to

but within the upper limit. The corresponding temperatures of the surface

elements of the recuperator are shown in Figure 5.14. Since the upper limit

of the hot gas temperature is 533.15 K for mass flow rate of 0.07 kg/s (burner
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lower bound) and the temperature of the flue gas is above 1000 K, almost all

of the heating occurs in the hot air channel due its proximity to the hot flue

gas for this operating condition.
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Figure 5.13: The temperature profiles of the flue gas, hot air, and cold air the
recuperator under the minimum allowed fuel flow rates to the burner.

5.5.2 Furnace simulation

First, the model of the furnace embedded with a recuperator at each

burner was simulated under the heuristic zone temperature set points sug-

gested by the operators of the plant: [1000 K, 1150 K, 1200 K, and 1250 K]

for zones 1 to 4 respectively. The furnace has a capacity of 8 parts and simu-

lations were run for processing a batch of 40 parts sequentially. The part exit

conditions of all the parts and the enthalpy change to the system are plotted
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Figure 5.14: The temperatures of surfaces 1, 2, and 3 along the length of the
recuperator.

in Figure 5.15. It can be seen that the minimum and average temperatures,

represented by green and red lines respectively, attain a constant value within

the first 6 parts. There are fewer parts and thus fewer heat sinks in the fur-

nace during the pre- and post-steady state operation (constant input/output

of parts). Hence, the temperatures and enthalpy of the first few parts and

the last two parts show a slight deviation from the steady state values. The

dotted lines represent the average plus and minus the standard deviations in

the inhomogeneous part temperatures at the exit of the furnace.

The part temperature and grain size distribution of the “middle-of-the-

batch” part (part number 20) as a function of time (thus position) are plotted

in Figure 5.16. The part operates under the constant part input/output regime
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Figure 5.15: The exit conditions of all the 40 parts processed sequentially in the
furnace equipped with the recuperators under the heuristic zone temperature
set points.

of the furnace and thus represents the trend of the majority of the parts

processed. The maximum part temperature occurs at the surface of the part,

which is heated by radiation from burners and thus reaches its maximum value

within 2 hours of processing. The minimum part temperature, on the other

hand, is at the core of the part, which is heated only by conduction from the

hot outer part surfaces and thus gradually increases to its maximum value at

the exit of the furnace. Considering now the grain size distribution, it can be

noted that the grain size of a region increases from zero when the temperature

of the region exceeds the austenite transformation temperature as predicted

by the model in the 2.3 subsection. The maximum grain size increases from

zero at around 0.9 h (3240 s) when the maximum temperature is about the
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transformation temperature of 1065 K. The maximum grain size then steadily

increases to its exit value of 93.6 µm. The minimum grain size is in interior

regions. The minimum grain size at the furnace exit is greater than zero

indicating complete transformation of the part to austenite.
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Figure 5.16: The exit part temperature and grain size distribution of the 20th
(middle of the batch) part as a function of processing time in the furnace under
the heuristic zone temperature set points.

The optimal zone temperature set points obtained from the procedure

explained in Chapter 3 are: [1000 K, 1030 K, 1182 K, and 1212 K] for zones 1 to

4 respectively. Figure 5.17 shows the temperature and grain size distribution

of part number 20 under optimized furnace operation case. As expected, the

profiles are different from the heuristic case since they are dependent on the

new zone temperature set points. The maximum grain size increases from zero

at about 1.5 h (5400 s) compared to 0.9 h (3240 s) for the heuristic case as the
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maximum part temperature crosses the austenite transformation temperature

during that time. In this case too, the minimum grain size at furnace exit is

greater than zero indicating complete austenite transformation of the part.
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Figure 5.17: The exit part temperature and grain size distribution of the 20th
(middle of the batch) part as a function of processing time in the furnace under
the optimized zone temperature set points.

5.5.3 Energy efficiency comparison

Finally, the energy input to the system and part exit conditions of

the above described operation scenarios ((1) operation of furnace embedded

with recuperators under the heuristic zone temperature set points and (2)

operation of furnace embedded with recuperators under the optimized zone

temperature set points) are compared with the base case of furnace operation

without recuperators under heursitic zone temperature set points in Table 5.2.
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The furnace equipped with recuperators requires 15.93% less fuel compared to

the base case, with minor changes in the part exit conditions since the zone

temperature set points remain the same. The optimized operation of the fur-

nace equipped with recuperators requires 20.88% less fuel input to the system

compared to the base case. There is an additional 5.87% reduction in fuel

input compared to the heuristic case embedded with recuperators. The value

is close to the percentage reduction in energy use (3.5%) between the heuristic

and optimized cases without recuperators. However, under this optimized op-

eration mode, the part temperatures are lower than the heuristic cases and the

energy gains are obtained by operating the furnace at constraints as is often

the case in the process industries.
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Furnace details

Length of the furnace 16 m
Height of the furnace/length of the side walls 2 m
Length of each discretized furnace surface except the side walls 0.25 m
Total number of furnace surfaces 130
Length of a part 1.25 m
Ordinate of a part 0.75 m
Height of a part 0.5 m

Process conditions

Number of parts processed 40
Part residence time 14400 s (4 h)
Simulation time step 240 s (4 min)
Inlet temperature of parts 300 K
Inlet temperature of blanket gas 400 K
Number of points in x-direction for Crank-Nicolson method 6
Number of points in y-direction for Crank-Nicolson method 6
Total time of furnace operation 90000 s (25 h)

Grain growth prediction

k1 4.1× 107

k2 0.12
Qo 141 kJ/mol
Taustenite 1065 K
Number of portions in the x-direction for grain size prediction 3
Number of portions in the y-direction for grain size prediction 6

Recuperator

r1 0.07 m
r2 0.04 m
r3 0.02 m
Thickness of insulation 0.05 m
Length of the recuperator 0.6 m
Length of a discretized element 0.1 m

Set point optimization

Tsp,lb 1000 K
Tsp,ub 1300 K
Tsp,diff 30 K
Tpart,min,lb 1100 K
COVpart,ub 0.05
dγ,ub 90 µm

Table 5.1: List of parameters for furnace simulation and set point optimization
under heat integration using recuperators.
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Heat Sources and Sinks Heuristic Optimized Heuristic Optimized
(no recuperators) (no recuperators)

Total Fuel Input Per Part (kg) 9494 9162 7981 7512
Part Minimum Temperature (K) 1126 1088 1126 1082

Coefficient of Variation 0.043 0.044 0.043 0.045
Maximum Grain Size (µm) 93.60 73.80 93.60 73.93

Energy to Parts (%) 54.2% 53.5 54.3% 54.5%
Energy Lost with the Exhaust (%) 42.7% 43.4 42.6% 42.3%
Energy to Flowing Nitrogen (%) 0.5% 0.5 0.5% 0.6%
Energy Through Insulation (%) 2.6% 2.6 2.6% 2.6%

Table 5.2: Comparison of fuel input to the system and part exit conditions for
the operation of furnace equipped with recuperators under heurstic and opti-
mized set points with the base case of furnace operation without recuperators.
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Chapter 6

Future work and conclusions

This chapter is based on material published in papers “H. S. Ganesh, T.

F. Edgar, and M. Baldea. Modeling, optimization and control of an austeni-

tization furnace for achieving target product toughness and minimizing energy

use. Journal of Process Control, 2017. doi: 10.1016 j.jprocont.2017.09.008” [36],

“H. S. Ganesh, T. F. Edgar, and M. Baldea. Model predictive control of

the exit part temperature for an austenitization furnace. Processes, 4 (4):53,

2016” [32], and “H. S. Ganesh, O. A. Ezekoye, T. F. Edgar, and M. Baldea.

Heat integration and operational optimization of an austenitization furnace us-

ing concentric-tube radiant recuperators. AIChE Journal, 2018; doi: 10.1002

/aic.16414” [39]. I am the primary contributor of the aforementioned papers.

6.1 Future work

6.1.1 Parameter estimation for procedural model

Validation of the model with real-time measurements would be the first

step moving forward. Due to the proprietary nature of the data and difficulty

in installment and calibration of appropriate sensors, we haven’t got all the re-

quired information on real-time operation from our industrial partner. Never-
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theless, we shared our results with them and they found our model predictions

to be reasonable based on their experience. Improving the numerical accu-

racy of model predictions would require us to estimate the parameters of the

model from the real-time measurement data. The multiscale model developed

in this work is procedural and hence estimating its parameters is challenging.

The solution to the problem is to search through the parameter space to find

a point (a set of parameter values) whose corresponding model predictions

agree well with experimental observations. The solution found by a direct

search method such as the random mutation hill-climbing algorithm [114] is

not guaranteed to be a global solution and is slow. To overcome these two

problems, Qin and Yang [97] used a genetic-based search method [97], that

searches in multiple directions, for estimating the parameters for procedural

texturing. The genetic-based search algorithm first initializes randomly a pop-

ulation of search points P1, P2, ... Pm. For each Pi, the algorithm generates a

temporary output and the calculates the squared errors between the key vari-

ables of the temporary output and the target output. If these errors are within

a user-specified tolerance limit, the algorithm outputs the matched point Pi as

the final estimated parameter values. Else, the algorithm generates the next

population of search points using selection, crossover and mutation operations

based on previous population of search points and the procedure is repeated

until the stopping condition is satisfied.
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6.1.2 Data reconciliation and validation

The measured data are never 100% correct due to measurement uncer-

tainties and inaccuracies. Data reconciliation (DR) is a procedure of optimally

adjusting measured data such that the estimates satisfy a certain set of con-

servation laws and process constraints. Several studies of DR are reported in

the literature [62, 72, 94]. Some authors suggest that both process states and

parameters be estimated simultaneously [4, 77, 88]. Prata et al. [95] used par-

ticle swarm optimization technique to solve nonlinear dynamic reconciliation

problems with simultaneous parameter estimation. We recommend to apply

the furnace model developed in this research for DR of the actual heat treating

furnace in operation. Also, based on the measurements, the model parameters

can also be identified simultaneously when the operating conditions change or

there is a disturbance in the process.

6.1.3 Surrogate model improvement

In this work, we observe an offset between the physics-based furnace

model and surrogate model predicted outputs. One of the reasons could be

the inclusion of the entire input space in the surrogate model development.

It would be worth exploring the development of local sub-surrogate models in

regions where optimal solutions are likely to be found. Another reason could

be the chosen model-form of the surrogate models, which was assumed to be

fixed for all output variables. The surrogate model form was selected based on

the physics of the system, such as the fourth power dependence of temperature.
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However, it would be worth investigating the influence of different surrogate

model equations and different equations for different output variables based

on both the physical relationship between the respective output and input

variable and the significance of the model parameters.

6.1.4 Physics-based modeling of microstructure changes

In this work, we used an empirical relation presented in Anelli [7] to

calculate the austenite grain size as a function of temperature and history of

heating. In the literature, detailed finite element models have been developed

to study the metallo-thermo-mechanical behaviors during heat treatment of a

part [7, 71, 75, 104]. It would be interesting to study the effects of detailed

modeling at the microstructural level on the predictions of the metallurgical

properties of the quenched product. Since the model is intended for on-line

optimization and control, it is important to look at the computational costs

involved in adding details versus the improvement in accuracy of the predic-

tions.

6.1.5 Three-dimensional radiation-based furnace model

The effect of the third dimension (3D) on the system dynamics, opti-

mization and control would be an interesting direction for exploration. Al-

though a 3D model would be computationally more expensive for on-line op-

timization purposes, it can be used for system redesign and heat integration

studies. The 3D model accurately mimics the geometry of the actual sys-

111



tem and hence we believe that the predictions would also agree much better

with the plant observations. Even though the detailed model would not be

suitable for on-line optimization, surrogate models can be developed using

the detailed model for fast simulation and optimization purposes. It would

be worth making a comparison between the results of the surrogate model

from the 2D furnace model and that from a 3D furnace model. The surrogate

model development using 3D furnace model would be computationally expen-

sive. However, that is only one time computation. Once the surrogate models

are developed, they would be of the same size as that developed from a 2D

model. In this way, the accuracy of the on-line predictions can be improved

without much increase in real-time computational costs.

6.1.6 Heat exchange network optimization

In this thesis, the recuperator (heat exchanger) exchanges heat be-

tween the exhaust of a burner and the inlet air to the same burner. It would

interesting to explore the impact of exchanging heat with a different burner

on energy savings, thereby determining the optimal heat exchange network.

Also, it would be worth investigating the heat exchange using various commer-

cially available heat exchangers, suitable for operation under the temperature

conditions of the furnace.
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6.2 Conclusions

In this work, a previously developed 2D physics-based model of an in-

dustrial austenitization furnace, operating under feedback control is improved

and extended with an empirical model for predicting austenite grain sizes. The

combined model evaluates the energy consumption of the system, part tem-

perature distribution, and microstructural evolution of parts (a key quantity

for controlling metallurgical properties) as a function of operating conditions

and time of processing. Our objective is to minimize the energy input to the

system such that the parts are uniformly heated to the required amount and

the the grain sizes of the parts at furnace exit are within an upper limit to

ensure toughness of the quenched product. Our findings are interesting from

the point of view of energy efficient control, in the sense that accounting for

microscopic properties (namely, austenite grain size) that are crucial for prod-

uct quality results in a completely different control settings. This is reflected

in different zone temperature set points, and controlling for microscopic prop-

erties results in lower energy use (by 3.5%) for the same quality product and

a higher energy use (by 12.57%) for a higher quality product than in the case

where only the macroscopic part temperature distribution at the exit of the

furnace is controlled. We hope that these findings will encourage further re-

search into incorporating the microscopic realm (e.g., properties of materials)

in system models and control algorithms, particularly through time dependent

constitutive relations of the type considered in this work.

Model predictive control is then implemented as a supervisory control

113



to limit the part temperature at exit by varying the zone temperature set

points of the inner level temperature tracking controller. We first develop a

step-response model to predict the future evolution of the output variables.

The coefficients of the step-response model are then used to solve a quadratic

program subject to input and output constraints to determine the optimal

control move at each control time step. The time interval of the model pre-

dictive control is longer than that of the regulatory control. A comparison, in

terms of energy consumption, is made between the furnace operation under

the two-level hierarchical control and under constant heuristic temperature set

points reported in Heng et al. [48]. We obtain an energy efficiency gain of

5.3% under model predictive control by preventing the parts from overheating.

Lastly, when there is a process disturbance in the form of an increased part

thermal conductivity, the operation under model predictive control is more

energy efficient than that at the constant temperature set points determined

by the real-time optimization scheme due to the prevention of excess heating

of the parts.

Furnace simulations and observations in the plant show that more than

40% of energy input to the austenitization furnace considered in this work is

wastefully discharged in exhaust gases. Hence, an attempt was made to min-

imize this loss by recovering part of the heat in the burner exhaust gases to

preheat the air fed to the burners using a recuperator. A shell and tube-type

commercially available recuperator is modeled as a central pipe and two con-

centric annular ducts. A radiation-based model of the recuperator capturing
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local convection and long-range radiation interactions was developed. The

model was embedded into the furnace model. The furnace operation was op-

timized using surrogate models. The results showed 15.93% fuel savings for

the furnace equipped with recuperators under the heuristic case with minor

changes in the part exit conditions compared to the base case without recu-

perators. Additional energy savings of 5.87% were obtained when the furnace

operation (specifically, the set points of the local temperature controllers) was

optimized.
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nal(2018) doi:10.1002/aic.16414 [39].

2. Korambath, Prakashan, Hari S. Ganesh, Jianwu Wang, Michael Baldea,

and Jim Davis. “Use of on-demand cloud services to model the opti-

mization of an austenitization furnace.” ASTM Smart and Sustainable

Manufacturing Systems(2018) doi:10.1520/SSMS20180024 [67].

3. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Modeling,

optimization and control of an austenitization furnace for achieving tar-

get product toughness and minimizing energy use.” Journal of Process

Control(2017) doi:10.1016/j.jprocont.2017.09.008 [36].

4. Heng, Vincent R., Hari S. Ganesh, Austin R. Dulaney, Andrew Kurza-

wski, Michael Baldea, Ofodike A. Ezekoye, and Thomas F. Edgar. “Energy-

oriented modeling and optimization of a heat treating furnace.” Journal

of Dynamic Systems Measurement and Control 139.6 (2017): 061014 [48].
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5. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Model predic-

tive control of the exit part temperature for an austenitization furnace.”

Processes 4.4 (2016): 53 [32].

6.4 Conference publications

1. Ganesh, Hari S., Ofodike A. Ezekoye, Thomas F. Edgar, and Michael

Baldea. “Improving energy efficiency of an austenitization furnace by

heat integration and real-time optimization.” Automation, Quality and

Testing, Robotics (ATQR), 2018 IEEE International Conference on, IEEE,

2018, doi:10.1109/AQTR.2018.8402763 [40].

2. Ganesh, Hari S., Eric M. Taleff, Thomas F. Edgar, and Michael Baldea.

“Simultaneous optimization of material properties and energy efficiency

of a steel quench hardening process.” American Control Conference (ACC),

2017, pp. 2219-2224. IEEE, 2017, doi:10.23919/ACC.2017.7963282 [38].

6.5 Technical reports

1. Edgar, Thomas F., Michael Baldea, Ofodike Ezekoye, Hari Ganesh,

Ankur Kumar, Dan Wanager, Vincent M. Torres, Jim Davis, Panagiotis

Christofides, Prakashan Korambath, Vasilios Manousiouthakis, Robert

Graybill, Brian Schott, Larry Megan, Jesus Flores-Cerillo, Gangshi Hu,

Tushar Vispute, Joseph Chup, Todd Albertson, Darlene Schuster, Phil

Callahan, and Denise Swink. “Industrial scale demonstration of smart
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manufacturing, achieving transformational energy productivity gains.”

DOE-UT Austin-0005763, United States, doi:10.2172/1454266 [28].

6.6 Conference proceedings

1. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Implications

of heat integration in energy savings during heat treating of steel.” 2017

AIChE Annual Meeting, Minnesota, MN, United States [35].

2. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Multiscale

modeling and model predictive control of an austenitization furnace.”

Texas-Wisconsin-California Control Consortium, Feb 2017, Austin, TX,

United States [37].

3. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Model predic-

tive control and materials property estimation of an industrial heat treat-

ing furnace.” 2016 AIChE Annual Meeting, San Francisco, CA, United

States [34].

4. Ganesh, Hari S., Thomas F. Edgar, and Michael Baldea. “Modeling and

model predictive control of an austenitization furnace.” Texas-Wisconsin-

California Control Consortium, Feb 2016, Austin, TX, United States [33].
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